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#### Abstract

It is shown that the fundamental solution of a hyperbolic partial differential equation with time delay has a natural probabilistic structure, i.e., is approximately Gaussian, as $t \rightarrow \infty$. The proof uses ideas from the DeMoivre proof of the central limit theorem. It follows that solutions of the hyperbolic equation look approximately like solutions of a diffusion equation with constant convection as $t \rightarrow \infty$.
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1. Introduction. It has long been known that time delays have a smoothing effect on ordinary differential equations. For example, Kolmanovskii and Myshkis [8] state that, "This property of 'solution smoothing' ... together with some other properties make retarded differential equations resemble parabolic differential equations. However, the reasons for this resemblance are not entirely clear." In this paper, we provide an analytical foundation for these ideas by studying the initial value problem for the linear hyperbolic equation

$$
\begin{align*}
\frac{\partial}{\partial t} u(t, x)+c \frac{\partial}{\partial x} u(t, x) & =-A u(t, x)+B u(t-\tau, x)  \tag{1}\\
u(t, x) & =f(t, x) \quad \text { for } \quad-\tau \leq t \leq 0 \tag{2}
\end{align*}
$$

where $A$ and $B$ are positive constants and $\tau$ is the time delay.
In section 2, we introduce the "fundamental solution,"

$$
\begin{equation*}
K(t, x)=\sum_{k=0}^{n} \gamma_{k}(t) \delta_{c t-c k \tau}(x) \quad \text { for } n \tau \leq t<(n+1) \tau \tag{3}
\end{equation*}
$$

where $n=0,1,2, \ldots$, and we define $K(t, x) \equiv 0$ for $t \epsilon[-\tau, 0)$. The coefficients $\gamma_{k}(t)$ are defined recursively: $\gamma_{0}(t)$ satisfies $\gamma_{0}^{\prime}(t)=-A \gamma_{0}(t)$ with $\gamma_{0}(0)=1$ and

$$
\begin{equation*}
\gamma_{k}^{\prime}(t)=-A \gamma_{k}(t)+B \gamma_{k-1}(t-\tau) \quad \text { with } \gamma_{k}(k \tau)=0 \tag{4}
\end{equation*}
$$

Using standard functional analytic methods, we prove that $K(t) \equiv K(t, \cdot)$ is a continuous $\mathcal{D}^{\prime}(\mathbb{R})$-valued function on $[0, \infty)$ that is differentiable except at $\tau$. We prove that if $f(t)$ is any continuous $\mathcal{D}^{\prime}(\mathbb{R})$-valued initial data on $[-\tau, 0]$, then there is a unique $\mathcal{D}^{\prime}(\mathbb{R})$-valued solution of (1) given by

$$
\begin{equation*}
u(t)=K(t) * f(0)+B \int_{-\tau}^{0} K(t-\theta-\tau) * f(\theta) d \theta \quad \text { for } t>0 \tag{5}
\end{equation*}
$$

[^0]If one integrates (1) with respect to $x$ (assuming that $u(t, x) \rightarrow 0$ as $|x| \rightarrow \infty$ ), one obtains a solution of the retarded differential equation (RDE)

$$
\begin{equation*}
y^{\prime}(t)=-A y(t)+B y(t-\tau) \quad \text { for } t>0 \tag{6}
\end{equation*}
$$

We shall denote the fundamental solution of (6) by $Y(t)$, i.e., $Y(t)$ is the solution with initial data equal to 1 at $t=0$ and equal to 0 at earlier times. The general solution of $(6)$ is given by a formula similar to (5), where $Y(t)$ replaces $K(t)$ and convolution is replaced by multiplication [7].

In section 3, the main section of the paper, we analyze the asymptotic behavior as $t \rightarrow \infty$ of the fundamental solution $K(t)$. The characteristic function of (6) is $h(\lambda)=\lambda+A-B e^{-\lambda \tau}$. The root of $h$ with largest real part, $\lambda_{0}$, is real and we define $p=1 / h^{\prime}\left(\lambda_{0}\right)$ and $\alpha=\tau c^{2}(1-p) p^{2}$. We prove that $K(t)$, after normalization, looks asymptotically like a Gaussian with standard deviation $\sigma=\sqrt{\alpha t}$ translating at speed $c p$. The proof depends on the combinatorics of the functions $\gamma_{k}(t)$ and follows many of the ideas of the DeMoivre proof of the central limit theorem.

In section 4, we assume that $f$ is a continuous function on $[-\tau, 0]$ with values in $L^{1}(\mathbb{R})$. Using an appropriate seminorm, we show that asymptotically the solution $u(t)$ of (1) looks likes a weighted average of solutions of the transport heat equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} v(t, x)+c p \frac{\partial}{\partial x} v(t, x)=\frac{\alpha}{2} \frac{\partial^{2}}{\partial x^{2}} v(t, x) \tag{7}
\end{equation*}
$$

on the space scale $c \tau$.
We note that (1) has a natural interpretation in population dynamics. $u(t, x)$ is the population density in space at time $t$. Members of the population move to the right at speed $c$, die at rate $A$, and produce eggs at a rate $B$. The eggs are stationary, but after a time $\tau$ become moving members of the population. In this language, $Y(t)$ plays the role of the total population at time $t$. Hyperbolic equations with time delays occur frequently in ecology and cell biology [3], [9], [11], where $u(t, x)$ is the density of the population at different maturities $x$. Often these equations are nonlinear, boundary value problems with inhomogeneous velocities, so it is not clear whether the probabilistic methods of this study can be extended to those cases.
2. Existence, uniqueness, and representation. We denote by $\mathcal{D}(\mathbb{R})$ the usual space of test functions of compact support and by $\mathcal{D}^{\prime}(\mathbb{R})$ the space of distributions. By convergence of a sequence $\mu_{n} \rightarrow \mu$ in $\mathcal{D}^{\prime}(\mathbb{R})$, we always mean weak convergence, i.e., $\left\langle\mu_{n}, \psi\right\rangle \rightarrow\langle\mu, \psi\rangle$ for all $\psi \in \mathcal{D}(\mathbb{R})$. For each fixed $t$, the sum defining $K(t)$ is finite, so it is clear that $K(t) \epsilon \mathcal{D}^{\prime}(\mathbb{R})$ and the support of $K(t)$ is contained in the interval $[0, c t]$. Since we are interested in the properties of $K$ as a function of $t$, we begin by summarizing briefly the basic definitions and properties of $\mathcal{D}^{\prime}(\mathbb{R})$-valued functions that we use repeatedly.

A $\mathcal{D}^{\prime}(\mathbb{R})$-valued function, $f$, is said to be continuous at $t_{o}$ if $\langle f(t), \psi\rangle$ is continuous at $t_{o}$ for all $\psi \in \mathcal{D}(\mathbb{R})$.

Proposition 2.1. If $f$ is continuous at $t_{o}$, then
(a) if $t_{n} \rightarrow t_{o}$, then $f\left(t_{n}\right) \rightarrow f\left(t_{o}\right)$ in $\mathcal{D}^{\prime}(\mathbb{R})$.
(b) $\partial_{x} f$ is continuous at $t_{o}$.
(c) if $f(t)$ has support in $[0, c t]$ for each $t$ and $v \in \mathcal{D}^{\prime}(\mathbb{R})$, then $f(t) * v$ is continuous at $t_{o}$.

Proof. (a) simply reformulates the definition. Since $\left\langle\partial_{x} f(t), \psi\right\rangle=\left\langle f(t),-\partial_{x} \psi\right\rangle$, (b) is immediate. To prove (c), suppose $t_{n} \rightarrow t_{o}$. Since there is a ball $\mathbb{B}$ that
contains the supports of all the distributions $f\left(t_{n}\right)$ and since $f\left(t_{n}\right) \rightarrow f\left(t_{o}\right)$ in $\mathcal{D}^{\prime}(\mathbb{R})$ by assumption, we conclude that $f\left(t_{n}\right) * v \rightarrow f\left(t_{o}\right) * v$ using the bicontinuity of convolution on $\mathcal{D}^{\prime}(\mathbb{R}) \times \mathcal{D}^{\prime}(\mathbb{R})$ [5, p. 105], [6, p. 71].

A $\mathcal{D}^{\prime}(\mathbb{R})$-valued function, $f$, is said to be differentiable at $t_{o}$ if $\left\langle\frac{f\left(t_{n}\right)-f\left(t_{o}\right)}{t_{n}-t_{o}}, \psi\right\rangle$ converges for all $\psi \in \mathcal{D}(\mathbb{R})$ as $t_{n} \rightarrow t_{o}$.

Proposition 2.2. If $f$ is differentiable at $t_{o}$, then
(a) there exists $f^{\prime}\left(t_{o}\right)$ in $\mathcal{D}^{\prime}(\mathbb{R})$ such that $\frac{f\left(t_{n}\right)-f\left(t_{o}\right)}{t_{n}-t_{o}} \rightarrow f^{\prime}\left(t_{o}\right)$ in $\mathcal{D}^{\prime}$.
(b) $\partial_{x} f$ is differentiable at $t_{o}$ and $\left(\partial_{x} f\right)^{\prime}\left(t_{o}\right) \stackrel{t_{n}-t_{o}}{=} \partial_{x} f^{\prime}\left(t_{o}\right)$.
(c) if $f(t)$ has support in $[0, c t]$ for each $t$ and $v \epsilon \mathcal{D}^{\prime}(\mathbb{R})$, then $f(t) * v$ is differentiable at $t_{o}$ and $(f(t) * v)^{\prime}=f^{\prime}(t) * v$.

Proof. (a) A weakly convergent sequence in $\mathcal{D}^{\prime}(\mathbb{R})$ has a limit in $\mathcal{D}^{\prime}(\mathbb{R})$ [10, p. 15]. Since

$$
\left\langle\partial_{x} \frac{f\left(t_{n}\right)-f\left(t_{o}\right)}{t_{n}-t_{o}}, \psi\right\rangle=-\left\langle\frac{f\left(t_{n}\right)-f\left(t_{o}\right)}{t_{n}-t_{o}}, \partial_{x} \psi\right\rangle,
$$

(b) follows by taking limits. To prove (c), one writes the difference quotient and takes limits using the bicontinuity of convolution as above.

A $\mathcal{D}^{\prime}(\mathbb{R})$-valued function, $f$, is said to be Riemann integrable on $[a, b]$ if $\langle f(t), \psi\rangle$ is Riemann integrable on $[a, b]$ for all $\psi \in \mathcal{D}(\mathbb{R})$.

Proposition 2.3. If $f$ is Riemann integrable on $[a, b]$, then
(a) there exists an element of $\mathcal{D}^{\prime}(\mathbb{R})$, denoted $\int_{a}^{b} f(t) d t$, such that

$$
\left\langle\int_{a}^{b} f(t) d t, \psi\right\rangle=\int_{a}^{b}\langle f(t), \psi\rangle d t \quad \text { for all } \psi \in \mathcal{D}(\mathbb{R})
$$

(b) $\partial_{x} \int_{a}^{b} f(t) d t=\int_{a}^{b} \partial_{x} f(t) d t$.

Proof. Let $\mathcal{P}_{n}$ be a sequence of partitions whose mesh size goes to zero as $n \rightarrow \infty$. Since $\left\langle\sum_{t_{i} \epsilon \mathcal{P}_{n}} f\left(t_{i}\right)\left(t_{i}-t_{i-1}\right), \psi\right\rangle$ converges for each $\psi, \sum_{t_{i} \epsilon \mathcal{P}_{n}} f\left(t_{i}\right)\left(t_{i}-t_{i-1}\right)$ has a limit in $\mathcal{D}^{\prime}(\mathbb{R})$. (b) follows, as above, by the adjoint relation for $\partial_{x}$.

The following lemma summarizes the smoothness properties of $K(t)$.
Lemma 2.4. Let $K(t)$ be defined by (3) and (4).
(a) $K(t)$ is continuous on $[0, \infty)$.
(b) $K(t)$ is differentiable on $(0, \infty) \backslash\{\tau\}$ and

$$
\begin{equation*}
K^{\prime}(t)=-c \partial_{x} K(t)-A K(t)+B K(t-\tau) \quad \text { for } t \epsilon(0, \infty) \backslash\{\tau\} \tag{8}
\end{equation*}
$$

Proof. Each $\delta_{c t-c k \tau}$ is a continuously differentiable $\mathcal{D}^{\prime}(\mathbb{R})$-valued function of $t$ and the coefficients $\gamma_{k}(t)$ are $C^{\infty}$ functions of $t$ since they are the solutions of ordinary differential equations with $C^{\infty}$ source terms. Thus, $K(t)$ is continuously differentiable on each open interval of the form $(n \tau,(n+1) \tau)$ and we need only check the points $n \tau$ where the definition, (3), changes. Since $\gamma_{n}(n \tau)=0$, for $n \geq 1, K(t)$ is continuous on $[0, \infty)$. Similarly, (4) shows that $\gamma_{n}^{\prime}(n \tau)=0$ for $n \geq 2$, which implies that $K(t)$ is differentiable at $n \tau$ for $n \geq 2$.

If $t \epsilon(0, \tau)$, then for all $\psi \in \mathcal{D}(\mathbb{R})$, we know that $\langle K(t), \psi\rangle=\gamma_{0}(t) \psi(c t)$. Thus,

$$
\begin{aligned}
\frac{d}{d t}\langle K(t), \psi\rangle & =-A \gamma_{0}(t) \psi(c t)+c \gamma_{0}(t) \psi^{\prime}(c t) \\
& =-A\langle K(t), \psi\rangle-c\left\langle\partial_{x} K(t), \psi\right\rangle
\end{aligned}
$$

Since $K(t-\tau)=0,(8)$ holds.

Let $t \epsilon(n \tau,(n+1) \tau)$ for $n \geq 1$. Then,

$$
\begin{aligned}
\frac{d}{d t}\langle K(t), \psi\rangle= & \frac{d}{d t} \sum_{k=0}^{n} \gamma_{k}(t) \psi(c t-c k \tau) \\
= & -A \gamma_{0}(t) \psi(c t)+c \gamma_{0}(t) \psi^{\prime}(c t) \\
& +\sum_{k=1}^{n}\left(-A \gamma_{k}(t)+B \gamma_{k-1}(t-\tau)\right) \psi(c t-c k \tau)+c \gamma_{k}(t) \psi^{\prime}(c t-c k \tau) \\
= & -c\left\langle\partial_{x} K(t), \psi\right\rangle-A\langle K(t), \psi\rangle+B\langle K(t-\tau), \psi\rangle
\end{aligned}
$$

The calculation for $t=(n+1) \tau$ is the same because $\gamma_{n+1}((n+1) \tau)=\gamma_{n+1}^{\prime}((n+1) \tau)=$ 0 . Thus, (8) holds on $(n \tau,(n+1) \tau]$ for all $n \geq 1$.

Lemma 2.5. Let $f(t)$ be a continuous $\mathcal{D}^{\prime}(\mathbb{R})$-valued function on $[-\tau, 0]$. Then, the function $t \longmapsto \int_{-\tau}^{0} K(t-\theta-\tau) * f(\theta) d \theta$ is well defined and differentiable on $(0, \infty)$ and

$$
\begin{align*}
\text { for } t \geq \tau, \quad \frac{d}{d t} \int_{-\tau}^{0} K(t-\theta-\tau) & * f(\theta) d \theta=\int_{-\tau}^{0} K^{\prime}(t-\theta-\tau) * f(\theta) d \theta  \tag{9}\\
\text { for } t \epsilon(0, \tau), \quad \frac{d}{d t} \int_{-\tau}^{0} K(t-\theta-\tau) & * f(\theta) d \theta=f(t-\tau)  \tag{10}\\
& +\int_{-\tau}^{0} K^{\prime}(t-\theta-\tau) * f(\theta) d \theta
\end{align*}
$$

Proof. For $n=-1,0,1,2, \ldots$, define the following regions of the $t-\theta$ plane:

$$
R_{n}=\{(t, \theta) \mid n \tau \leq t-\theta-\tau<(n+1) \tau \quad \text { and } \quad-\tau \leq \theta \leq 0\}
$$

Since $K(t)$ is a $C^{\infty}$ function of $t$ in the open intervals $(n \tau,(n+1) \tau), K(t-\theta-\tau)$ is $C^{\infty}$ except on the boundaries of the regions $R_{n}$ indicated by the dashed lines in Figure 1.

We suppose $\psi \epsilon \mathcal{D}$ and let $T_{a}$ be the translation operator $T_{a} \psi(x)=\psi(x-a)$. For $(t, \theta)$ in $\bigcup_{-1}^{\infty} R_{n}$, we define

$$
z(t, \theta) \equiv\langle K(t-\theta-\tau) * f(\theta), \psi\rangle
$$

and note that $z \equiv 0$ on $R_{-1}$ since $K(t)=0$ for $t<0$. On $R_{0}$, we have

$$
\begin{aligned}
z(t, \theta) & =\left\langle\gamma_{0}(t-\theta-\tau) \delta_{c(t-\theta-\tau)} * f(\theta), \psi\right\rangle \\
& =\gamma_{0}(t-\theta-\tau)\left\langle f(\theta), T_{-c(t-\theta-\tau)} \psi\right\rangle
\end{aligned}
$$

Note that if $a_{n} \rightarrow a$, then $T_{a_{n}} \psi \rightarrow T_{a} \psi$ in $\mathcal{D}$, so by the continuity of $f$ and the bicontinuity of $\langle\cdot, \cdot\rangle$ on $\mathcal{D}^{\prime} \times \mathcal{D}$, we conclude that z is continuous on $R_{0}$. Since this is true for all $\psi \epsilon \mathcal{D}$, Proposition 2.3 assures us that for $0<t<\tau$ the integral $\int_{-\tau}^{0} K(t-$ $\theta-\tau) * f(\theta) d \theta$ makes sense in $\mathcal{D}^{\prime}$.

Let $R_{0}^{o}$ denote the interior of $R_{0}$. If $(t, \theta) \epsilon R_{0}^{o}$, then $0<t-\theta-\tau<\tau$, so $z$ is differentiable. Using the general fact [10, p. 105] that $\frac{d}{d y}\langle\mu(x), \psi(x+y)\rangle=$ $\left\langle\mu(x), \psi^{\prime}(x+y)\right\rangle$, we find

$$
\begin{aligned}
\frac{\partial}{\partial t} z(t, \theta)= & \gamma_{0}^{\prime}(t-\theta-\tau)\left\langle f(\theta), T_{-c(t-\theta-\tau)} \psi\right\rangle \\
& +c \gamma_{0}(t-\theta-\tau)\left\langle f(\theta), T_{-c(t-\theta-\tau)} \psi^{\prime}\right\rangle
\end{aligned}
$$



FIG. 1. The regions $R_{n}$.

This formula shows that $\frac{\partial}{\partial t} z(t, \theta)$ is continuous on $R_{0}^{o}$ and can be extended continuously to the boundary of $R_{0}^{o}$. Thus, $\frac{\partial}{\partial t} z(t, \theta)$ is bounded in $R_{0}^{o}$ and the usual proof (using the mean value theorem and the dominated convergence theorem) shows that
$\frac{d}{d t} \int_{-\tau}^{0} z(t, \theta) d \theta=\frac{d}{d t} \int_{-\tau}^{t-\tau} z(t, \theta) d \theta=z(t, t-\tau)+\int_{-\tau}^{t-\tau} \frac{\partial}{\partial t} z(t, \theta) d \theta \quad$ for $0<t<\tau$.

Since this is true for all $\psi \epsilon \mathcal{D}$, Proposition 2.3 guarantees that (11) holds in $\mathcal{D}^{\prime}$.
Formula (9) is proven similarly. The proof relies on the fact that $z$ is continuous and $\frac{\partial}{\partial t} z(t, \theta)$ is bounded on $\bigcup_{0}^{\infty} R_{n}^{o}$.

Theorem 2.6. Let $f:[-\tau, 0] \rightarrow \mathcal{D}^{\prime}$ be continuous and define

$$
u(t)= \begin{cases}K(t) * f(0)+B \int_{-\tau}^{0} K(t-\theta-\tau) * f(\theta) d \theta & \text { if } t>0  \tag{11}\\ f(t) & \text { if }-\tau \leq t \leq 0\end{cases}
$$

Then, $u(t)$ is the unique $\mathcal{D}^{\prime}$-valued function that is continuous on $[-\tau, \infty)$, is differentiable on $(0, \infty)$, satisfies $u(t)=f(t)$ for $-\tau \leq t \leq 0$, and

$$
\begin{equation*}
u^{\prime}(t)=-c \partial_{x} u(t)-A u(t)+B u(t-\tau) \quad \text { for } t>0 \tag{12}
\end{equation*}
$$

Proof. Using the technical details from Propositions 2.1-2.3 and Lemma 2.5, the existence part of the proof is straightforward. For $t \geq \tau$,

$$
\begin{aligned}
u^{\prime}(t)= & K^{\prime}(t) * f(0)+B \int_{-\tau}^{0} K^{\prime}(t-\theta-\tau) * f(\theta) d \theta \\
= & \left\{-c \partial_{x} K(t)-A k(t)+B K(t-\tau)\right\} * f(0) \\
& \quad+B \int_{-\tau}^{0}\left\{-c \partial_{x} K(t-\theta-\tau)-A K(t-\theta-\tau)+B K(t-\theta-2 \tau)\right\} * f(\theta) d \theta \\
& \quad-c \partial_{x} u(t)-A u(t)+B u(t-\tau)
\end{aligned}
$$

and for $0<t<\tau$,

$$
\begin{aligned}
u^{\prime}(t)= & K^{\prime}(t) * f(0)+B f(t-\tau)+B \int_{-\tau}^{t-\tau} K^{\prime}(t-\theta-\tau) * f(\theta) d \theta \\
= & \left\{-c \partial_{x} K(t)-A K(t)\right\} * f(0)+B u(t-\tau) \\
& \quad+B \int_{-\tau}^{t-\tau}\left\{-c \partial_{x} K(t-\theta-\tau)-A K(t-\theta-\tau)\right\} * f(\theta) d \theta \\
& =-c \partial_{x} u(t)-A u(t)+B u(t-\tau)
\end{aligned}
$$

To prove uniqueness, we need only show that $u(t) \equiv 0$ if $u(t)$ is a differentiable $\mathcal{D}^{\prime}-$ valued function on $(0, \infty)$ that satisfies (12) and $u(t)=0$ for $-\tau \leq t \leq 0$. Let $\psi \in \mathcal{D}$ and consider the function $\left\langle u(t), T_{c t} \psi\right\rangle$. By writing down the difference question and taking the limit (using the bicontinuity of $\langle\cdot, \cdot\rangle$ on $\mathcal{D}^{\prime} \times \mathcal{D}$ ), one easily sees by using (12) that $\left\langle u(t), T_{c t} \psi\right\rangle$ is differentiable on $(0, \tau]$ and

$$
\begin{align*}
\frac{d}{d t}\left\langle u(t), T_{c t} \psi\right\rangle & =\left\langle u^{\prime}(t)+c \partial_{x} u(t), T_{c t} \psi\right\rangle  \tag{13}\\
& =\left\langle-A u(t)+B u(t-\tau), T_{c t} \psi\right\rangle  \tag{14}\\
& =-A\left\langle u(t), T_{c t} \psi\right\rangle \tag{15}
\end{align*}
$$

Thus, for any $h>0$, we have $\left\langle u(t), T_{c t} \psi\right\rangle=e^{-A(t-h)}\left\langle u(h), T_{c h} \psi\right\rangle$. Taking the limit as $h \rightarrow 0$ and using the continuity of $u$ we conclude that $\left\langle u(t), T_{c t} \psi\right\rangle=0$ for $0 \leq t \leq \tau$. Since this is true for all $\psi$, we have that $u(t)=0$ in $\mathcal{D}^{\prime}$ for $0 \leq t \leq \tau$. By iterating this argument, we find that $u(t)=0$ for all $t>0$.

We remark that if the initial data, $f$, is a $C^{1}$ function on the strip $\mathbb{R} \times[-\tau, 0]$, the distribution solution is $C^{1}$ for $t>0$ and satisfies the differential equation in the classical sense. Similarly, if $f$ is a continuous function of $t$ with values in $L^{1}(\mathbb{R})$ on $[-\tau, 0]$, then the solution $u(t)$ will be in $L^{1}(\mathbb{R})$ for all $t>0$. These theorems can easily be proven by rewriting the differential equation as an integral equation and using the contraction mapping principle. Finally, consider the special case where $f(\theta)=0$ for $\theta<0$ and $f(0)$ is a nonnegative $L^{1}$ function. Then $u(t, \cdot)$ is the convolution of a nonnegative function with a finite linear combination of delta functions with positive coefficients, and so $u(t, \cdot)$ is nonnegative. Thus, integration in $x$ shows that

$$
\|u(t, \cdot)\|_{1}=Y(t)\|f(0)\|_{1}
$$

where $Y(t)$ is the fundamental solution of (6).
3. The asymptotic behavior of $\boldsymbol{K}$. The fundamental solution $K(t)$, which we denote now by $K_{t}$, is for each $t$ a finite sum of point masses with weights $\gamma_{k}(t) . K_{t}$ may be normalized to produce a proper probability measure, $\Pi_{t}=K_{t} / K_{t}(\mathbb{R})$, where $K_{t}(\mathbb{R})=\sum_{k=0}^{n} \gamma_{k}(t)$ for $n \tau \leq t<(n+1) \tau$. Note that $K_{t}(\mathbb{R})=Y(t)$. The first form of our asymptotic result is stated in the language of convergence in distribution.

THEOREM 3.1. Let $h(\lambda)$ be the characteristic polynomial of (6) and $\lambda_{0}$ be the root with the largest real part. Define $p=1 / h^{\prime}\left(\lambda_{0}\right), q=1-p$, and $\alpha=c^{2} \tau p^{2} q$. Then,

$$
\lim _{t \rightarrow \infty} \Pi_{t}[c p t+\sqrt{\alpha t} a, c p t+\sqrt{\alpha t} b]=\int_{a}^{b} \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} d x
$$

for any fixed $-\infty \leq a<b \leq \infty$.

From a dynamical perspective, Theorem 3.1 says that, normalized to have unit mass, the fundamental solution of the equation with delay $\tau$ and speed $c$ resembles $G_{t}(x)=e^{-(x-c p t)^{2} / 2 \alpha t} / \sqrt{2 \pi \alpha t}$ in the sense of measures. Theorem 3.1 follows easily from a stronger result of local limit type, Theorem 3.2 below.

Consider the special sequence of times $t_{n}=n \tau, n \rightarrow \infty$. For such $t_{n}$,

$$
K_{t_{n}} \equiv \sum_{k \in \mathbb{Z}} b_{n}(k) \delta_{k c \tau}
$$

where the $b_{n}(k)$ have the following form obtained by explicitly solving the equations (4):

$$
b_{n}(k)= \begin{cases}\frac{k^{n-k}}{(n-k)!} \xi^{-k}(B \tau)^{n} & \text { for } 1 \leq k \leq n \\ 0 & \text { otherwise }\end{cases}
$$

where $\xi=B \tau e^{A \tau}$. We let $S_{n}$ be the total mass of $K_{t_{n}}$, i.e.,

$$
\begin{equation*}
S_{n}=\sum_{k=1}^{n} b_{n}(k)=Y\left(t_{n}\right) \tag{16}
\end{equation*}
$$

In these terms, $\Pi_{t_{n}}$ can be written

$$
\begin{equation*}
\Pi_{t_{n}}=\sum_{k \in Z} \frac{b_{n}(k)}{S_{n}} \delta_{k c \tau} \tag{17}
\end{equation*}
$$

The following local theorem is the main result of this section. By local we mean that we have uniform control of the individual masses $b_{n}(\cdot)$.

THEOREM 3.2. Let $\pi_{n}(\mathbb{R})$ be the lattice $\left\{\frac{k}{\sqrt{n}}\right\}$ for $k$ ranging over the integers, and let $[p n]$ denote the integer part of pn. Then

$$
\begin{equation*}
\sup _{x \in \pi_{n}(\mathbb{R})}\left|\sqrt{n} \frac{b_{n}([p n]+x \sqrt{n})}{S_{n}}-\frac{1}{\sqrt{2 \pi p^{2} q}} e^{-\frac{x^{2}}{2 p^{2} q}}\right|=O\left(\sqrt{\frac{\log n}{n}}\right) \tag{18}
\end{equation*}
$$

as $n \rightarrow \infty$.
As already mentioned, the proof of Theorem 3.2 is similar in spirit to the classical Demoivre-Laplace calculation leading to the (local) central limit theorem for the binomial distribution (see, for example, [4, Chap. VII, sec. 3]). Note that the error on the right-hand side of (18) compares favorably with known estimates concerning Gaussian convergence of general lattice distributions (see [1, Chap. 5]).

We break the proof of Theorem 3.2 into several steps. First, we characterize $p$ in a different way. Then, in Lemma 3.4 we describe the shape of the distribution $b_{n}(\cdot)$ and show that the mass peaks at a sequence $\left\{m_{n}\right\}$ that is within a fixed constant of $\{n p\}$, the asymptotic mean. Lemma 3.5 contains the main asymptotic estimate; we renormalize by the mass at the maximum and define

$$
\begin{equation*}
f_{n}(x) \equiv \frac{b_{n}\left(m_{n}+x \sqrt{n}\right)}{b_{n}\left(m_{n}\right)} \tag{19}
\end{equation*}
$$

The heart of the proof is a set of estimates on the sequence $\left\{f_{n}(x)\right\}$. Finally, using the asymptotic estimate, we prove Theorem 3.2 and sketch the proof of Theorem 3.1.

Lemma 3.3. For

$$
\psi(x) \equiv \frac{1-x}{x} e^{\frac{1-x}{x}} \quad \text { and } \quad \xi \equiv B \tau e^{A \tau}
$$

$p$ is the unique solution of $\xi=\psi(x)$ lying in $(0,1)$.
Proof. Previously, $p$ was defined as $1 / h^{\prime}\left(\lambda_{0}\right)$, where $h(\lambda)=\lambda+A-B e^{-\lambda \tau}$ and $\lambda_{0}$ is the unique positive root of $h$. It follows that $(1-p) / p=h^{\prime}\left(\lambda_{0}\right)-1$ in which the right-hand side may be expressed as either $\tau\left(\lambda_{0}+A\right)$ or $B \tau e^{-\lambda_{0} \tau}$. Thus,

$$
\frac{1-p}{p}=B \tau e^{-\lambda_{0} \tau}=B \tau e^{A \tau} e^{-\tau\left(\lambda_{0}+A\right)}=\xi e^{-(1-p) / p},
$$

as desired. For the uniqueness, observe that $\psi(x)<0$ for $x<0$ and $x>1$ and is strictly decreasing on $[0,1]$ from $+\infty$ at $x=0$ to 0 at $x=1$.

Lemma 3.4. For each $n$, the sequence $\left\{b_{n}(k)\right\}$ attains its maximum at a single index, $m_{n}$, and is increasing (decreasing) to the left (right) of that point, respectively. Furthermore, there exists a constant $D$ such that $\left|m_{n}-n p\right| \leq D$.

Proof. Define the following approximates to $\psi$ :

$$
\psi_{n}(x) \equiv\left(\frac{1-x}{x+1 / n}\right)\left(1+\frac{1}{n x}\right)^{n(1-x)}
$$

It may be verified that each $\psi_{n}$ lies under $\psi$ and that $\lim _{n \rightarrow \infty} \psi_{n}=\psi$ holds pointwise. Moreover, the $\psi_{n}$ have the same shape as $\psi$ in that they decrease strictly from $+\infty$ to 0 as $x$ ranges from 0 to 1 . As such, there is a unique $p_{n} \in(0,1)$ satisfying $\xi=\psi_{n}\left(p_{n}\right)$.

For $k=1,2, \ldots, n-1$,

$$
\frac{b_{n}(k+1)}{b_{n}(k)}=\frac{1}{\xi}\left(1+\frac{1}{k}\right)^{n-k}\left(\frac{n-k}{k+1}\right)=\frac{1}{\xi} \psi_{n}\left(\frac{k}{n}\right)
$$

and so, $b_{n}(k)$ is increasing on $k \leq n p_{n}$ and then decreasing on $k \geq n p_{n}$. If we let $m_{n}=\left[p_{n} n\right]$, the smallest integer $\geq p_{n} n$, it is left to prove that $p-p_{n}=O(1 / n)$.

First note that the properties of $\psi_{n}$ and $\psi$ imply that $p_{n}<p$ and $\lim _{n \rightarrow \infty} p_{n}=p$. The first follows from $\psi(p)=\xi=\psi_{n}\left(p_{n}\right)<\psi\left(p_{n}\right)$ along with the strict decrease of $\psi$; the second follows from the first and the convergence $\psi_{n} \rightarrow \psi$. Now, set $q_{n}=1-p_{n}$. Since $\xi=\psi_{n}\left(p_{n}\right)$,

$$
-\log \xi+n q_{n} \log \left(1+\frac{1}{n p_{n}}\right)+\log \left(\frac{q_{n}}{p_{n}+1 / n}\right)=0
$$

and using the fact that $p_{n} \geq p / 2$ for all large enough $n$, an expansion yields

$$
\begin{equation*}
-\log \xi+\frac{q_{n}}{p_{n}}+\log \left(\frac{q_{n}}{p_{n}}\right)=O\left(\frac{1}{n}\right) \tag{20}
\end{equation*}
$$

Adding $\log \xi=\log \psi(p)=\log (q / p)+(q / p)$ to (20) gives

$$
\frac{p-p_{n}}{p p_{n}}+\log \left(\frac{q_{n}}{q} \frac{p}{p_{n}}\right)=O\left(\frac{1}{n}\right) .
$$

The fact that $p>p_{n}$ (and so $q<q_{n}$ ) implies that each term on the left-hand side is strictly positive. Finally, $p p_{n}=O(1)$, showing that $p-p_{n}=O\left(\frac{1}{n}\right)$, and the proof is complete.

Lemma 3.5. There exists a constant $C$ such that

$$
\begin{equation*}
\sup _{x \in \pi_{n}(\mathbb{R})}\left|f_{n}(x)-e^{-\frac{x^{2}}{2 p^{2} q}}\right| \leq C \frac{1}{\sqrt{n}} \tag{21}
\end{equation*}
$$

Proof. From the definition of $b_{n}(k)$,

$$
b_{n}\left(m_{n}+\sqrt{n} x\right)=\frac{\left(m_{n}+\sqrt{n} x\right)^{n-m_{n}-\sqrt{n} x}}{\left(n-m_{n}-\sqrt{n} x\right)!} \xi^{-\left(m_{n}+\sqrt{n} x\right)}(B \tau)^{n}
$$

for $x \in \pi_{n}\left(\left[\frac{1-m_{n}}{\sqrt{n}}, \frac{n-m_{n}}{\sqrt{n}}\right]\right)$. In this range, after dividing by $b_{n}\left(m_{n}\right)$ and taking the case $x>0$ we have

$$
\begin{align*}
f_{n}(x) & =\left(1+\frac{\sqrt{n} x}{m_{n}}\right)^{n-m_{n}} \frac{\left(n-m_{n}\right)!}{\left(n-m_{n}-\sqrt{n} x\right)!} \frac{1}{\left[\xi\left(m_{n}+\sqrt{n} x\right)\right]^{\sqrt{n} x}}  \tag{22}\\
& =\left[\left(1+\frac{\sqrt{n} x}{m_{n}}\right)^{n-m_{n}} e^{-\sqrt{n} x \frac{q}{p}}\right]\left[\prod_{0 \leq k \leq \sqrt{n} x-1} \frac{n-m_{n}-k}{n q}\right]\left[\frac{n p}{\left(m_{n}+\sqrt{n} x\right)}\right]^{\sqrt{n} x} \\
& \equiv u_{n}(x) \times v_{n}(x) \times w_{n}(x) .
\end{align*}
$$

The second line follows after multiplying through by $e^{-\sqrt{n} x \frac{q}{p}}\left(\xi \frac{p}{q}\right)^{\sqrt{n} x}=1$ and some algebra. If $x<0$ is desired, $v_{n}(x)$ should be replaced by $\prod_{1 \leq k \leq \sqrt{n}|x|}\left(\frac{n q}{n-m_{n}+k}\right)$. However, the asymptotic considerations are similar for either $x>0$ or $x<0$; we assume $x>0$ for the rest of the proof. We note that $f_{n}(x)=0$ for $x$ outside the interval $\left[\frac{1-m_{n}}{\sqrt{n}}, \frac{n-m_{n}}{\sqrt{n}}\right]$, so we define $u_{n}, v_{n}$, and $w_{n}$ to be zero there too.

We first estimate the quantities

$$
\left|u_{n}(x)-e^{-\frac{q x^{2}}{2 p^{2}}}\right|, \quad\left|v_{n}(x)-e^{-\frac{x^{2}}{2 q}}\right|, \quad \text { and }\left|w_{n}(x)-e^{-\frac{x^{2}}{p}}\right|
$$

on the interval $0 \leq x \leq M \sqrt{\log n}$ for suitable $M$. This interval is convenient for the tail estimates below. Using the elementary inequalities $a-a^{2} \leq \log (1+a) \leq a+a^{2}$ for $|a| \leq 1 / 2$, on the range $0 \leq x \leq \frac{p}{4} n^{\frac{1}{2}}$ we have that

$$
\begin{aligned}
\log w_{n}(x) & \leq-\sqrt{n} x \log \left(1+\frac{x}{\sqrt{n} p}-\frac{D}{n}\right) \\
& \leq-\sqrt{n} x\left(\frac{x}{\sqrt{n} p}-\frac{D}{n}\right)+2 \sqrt{n} x\left(\left(\frac{x}{\sqrt{n} p}\right)^{2}+\left(\frac{D}{n}\right)^{2}\right) \\
& \leq-\frac{x^{2}}{p}+2\left(\frac{D x}{\sqrt{n}}+\frac{x^{3}}{\sqrt{n} p^{2}}\right)
\end{aligned}
$$

and,

$$
\log w_{n}(x) \geq-\frac{x^{2}}{p}-2\left(\frac{D x}{\sqrt{n}}+\frac{x^{3}}{\sqrt{n} p^{2}}\right)
$$

for all large $n$. It follows that there exist constants $c_{1}, c_{2}, c_{3}$, so that

$$
\begin{equation*}
\left|w_{n}(x)-e^{-x^{2} / p}\right| \leq\left|e^{-x^{2} / p}\left(e^{\frac{c_{1}}{\sqrt{n}}\left(1+x^{3}\right)}-1\right)\right| \leq \frac{c_{2}}{\sqrt{n}}\left(1+|x|^{3}\right) e^{-x^{2} / p} \leq \frac{c_{3}}{\sqrt{n}} \tag{23}
\end{equation*}
$$

for all $x$ in $\left[0, n^{\frac{1}{6}}\right]$. Of course, for $n$ large $[0, M \sqrt{\log n}]$ is contained in both $\left[0, \frac{p}{4} n^{\frac{1}{2}}\right]$ and $\left[0, n^{\frac{1}{6}}\right]$.

For $v_{n}(x)$,

$$
\begin{align*}
\log v_{n}(x) & \leq \sum_{0 \leq k \leq \sqrt{n} x-1} \log \left(1-\frac{k-D}{n q}\right)  \tag{24}\\
& \leq \sum_{0 \leq k \leq \sqrt{n} x-1}\left(\frac{-k}{n q}+\frac{2 k^{2}}{n^{2} q^{2}}\right)+2 \frac{D x}{\sqrt{n}} \leq-\frac{x^{2}}{2 q}+\frac{2}{\sqrt{n}}\left(1+D x+\frac{x^{3}}{q^{2}}\right)
\end{align*}
$$

with a lower bound of the form

$$
\begin{equation*}
\log v_{n}(x) \geq-\frac{x^{2}}{2 q}-\frac{2}{\sqrt{n}}\left(1+D x+\frac{x^{3}}{q^{2}}\right) \tag{25}
\end{equation*}
$$

For $u_{n}(x)$, one expands to third order to find
(26) $-\frac{q x^{2}}{2 p^{2}}-\frac{q}{\sqrt{n} p}\left(2 D x+x^{2}+8 x^{3}\right) \leq \log u_{n}(x) \leq-\frac{q x^{2}}{2 p^{2}}+\frac{q}{\sqrt{n} p}\left(2 D x+x^{2}+8 x^{3}\right)$.

Given the inequalities $(24),(25)$, and (26), an argument similar to that for $w_{n}(x)$ shows that both $\left|v_{n}(x)-e^{-x^{2} / 2 q}\right|$ and $\left|u_{n}(x)-e^{-q x^{2} / 2 p^{2}}\right|$ are $O(1 / \sqrt{n})$ for $x \in[0, M \sqrt{\log n}]$. It follows that the difference between $f_{n}(x)$ and $e^{-x^{2} / 2 p^{2} q}=$ $e^{-x^{2} / p} e^{-x^{2} / 2 q} e^{-q x^{2} / 2 p^{2}}$ is also of order $1 / \sqrt{n}$ for those values of $x$.

Finally, we prove a global estimate

$$
\begin{equation*}
f_{n}(x) \leq c_{4} e^{-c_{5} x^{2}} \equiv f^{*}(x) \text { for } x \in \mathbb{R} \tag{27}
\end{equation*}
$$

which will give us control over the tail region $x \geq M \sqrt{\log n}$. As above, we give the proof only for $x>0$. First,

$$
\log u_{n}(x)=\left(n-m_{n}\right) \log \left(1+\frac{\sqrt{n} x}{m_{n}}\right)-\frac{\sqrt{n} q x}{p} \leq\left(\frac{\sqrt{n} x}{m_{n}}\right)\left(\frac{n p-m_{n}}{p}\right) \leq \frac{2 D}{p^{2}}
$$

and the product defining $v_{n}(x)$ has only a finite number of terms greater than one independent of $n$. Thus, $\left|u_{n} v_{n}\right|$ is bounded by a fixed constant for all $n$ and $x$. To handle $w_{n}$, first notice that if $n$ is large enough and $x \geq 2 q \sqrt{n}$, then

$$
\frac{n-m_{n}}{\sqrt{n}} \leq q \sqrt{n}+\frac{D}{\sqrt{n}} \leq x
$$

so $w_{n}(x)=0$ by definition. Also, for $n$ large enough and any $x>1$, we know that $\frac{x}{\sqrt{n} p}-\frac{D}{n}>0$, so there exists a constant, $c_{6}$, such that

$$
\log \left(1+\frac{x}{\sqrt{n} p}-\frac{D}{n}\right) \geq c_{6}\left(\frac{x}{\sqrt{n} p}-\frac{D}{n}\right) \quad \text { for } 1 \leq x \leq 2 q \sqrt{n}
$$

It follows that

$$
\begin{equation*}
w_{n}(x) \leq e^{-c_{6} x^{2} / p} e^{2 c_{6} D^{2} q} \quad \text { for } x \geq 1 \text { and large } n \tag{28}
\end{equation*}
$$

By adjusting the multiplicative constant, this Gaussian bound extends to all of $x>0$. The bound (27) follows from boundedness of $u_{n} v_{n}$ and (28).

To obtain the tail estimate, we choose $M$ so that $M^{2} \min \left\{c_{5}, \frac{1}{2 p^{2} q}\right\} \geq \frac{1}{2}$, which implies that both $f_{n}(x)$ and $e^{-x^{2} / 2 p^{2} q}$ will be of order $1 / \sqrt{n}$ on $x>M \sqrt{\log n}$. This concludes the proof.

Proof of Theorem 3.2. We denote $f(x)=e^{-x^{2} / 2 p^{2} q}$ and define

$$
\tilde{f}_{n}(x) \equiv \frac{b_{n}([n p]+\sqrt{n} x)}{b_{n}\left(m_{n}\right)}
$$

Since $\tilde{f}_{n}(x)=f_{n}\left(x-\frac{1}{\sqrt{n}}\left(m_{n}-[n p]\right)\right)$, Lemma 3.5 and the triangle inequality imply

$$
\begin{equation*}
\left|\tilde{f}_{n}(x)-f(x)\right| \leq C \frac{1}{\sqrt{n}}+\sup _{|\delta| \leq D / \sqrt{n}}|f(x)-f(x+\delta)| \leq C_{1} \frac{1}{\sqrt{n}} \tag{29}
\end{equation*}
$$

Then,

$$
\begin{aligned}
& \sqrt{2 \pi p^{2} q}-\frac{S_{n}}{\sqrt{n} b_{n}\left(m_{n}\right)}=\int_{-\infty}^{\infty} f(x) d x-\sum_{k=-\infty}^{\infty} \frac{1}{\sqrt{n}} f_{n}\left(\frac{k}{\sqrt{n}}\right) \\
& =\left[\int_{-\infty}^{\infty} f(x) d x-\sum_{k=-\infty}^{\infty} \frac{1}{\sqrt{n}} f\left(\frac{k}{\sqrt{n}}\right)\right]+\frac{1}{\sqrt{n}}\left[\sum_{k=-\infty}^{\infty}\left(f\left(\frac{k}{\sqrt{n}}\right)-f_{n}\left(\frac{k}{\sqrt{n}}\right)\right)\right]
\end{aligned}
$$

Here the first term on the right-hand side is controlled by the error in the Riemann sum, which is $(1 / \sqrt{n}) \int_{-\infty}^{\infty}\left|f^{\prime}\right|$. For the second term, recall that we know that $\mid f_{n}(\cdot)-$ $f(\cdot) \mid \leq C / \sqrt{n}$ and the bound (27) both hold. Therefore,

$$
\begin{aligned}
\sum_{k=-\infty}^{\infty}\left(f\left(\frac{k}{\sqrt{n}}\right)-f_{n}\left(\frac{k}{\sqrt{n}}\right)\right) & \leq \sum_{|k| \leq \sqrt{\ell_{n} n}}\left[\frac{C}{\sqrt{n}}\right]+\sum_{|k| \geq \sqrt{\ell_{n} n}}\left(c_{4} e^{-c_{5} k^{2} / n}+e^{-k^{2} / 2 n p^{2} q}\right) \\
& \leq 2 C \sqrt{\ell_{n}}+c_{6} \sqrt{\frac{n}{\ell_{n}}} e^{-c_{5} \ell_{n}}
\end{aligned}
$$

and taking as $\ell_{n}$ as an appropriate multiple of $\log n$ shows that

$$
\begin{equation*}
\left|\frac{S_{n}}{\sqrt{n} b_{n}\left(m_{n}\right)}-\sqrt{2 \pi p^{2} q}\right| \leq C_{2} \sqrt{\frac{\log n}{n}} \tag{30}
\end{equation*}
$$

Putting together (29) and (30) completes the proof.
Finally, we conclude this section with the following proof.
Proof of Theorem 3.1. First consider $t \rightarrow \infty$ along the special sequence $t_{n}=n \tau$. For any $a<b$, define

$$
\begin{aligned}
I_{n}(a, b) & =[c p(n \tau)+\sqrt{\alpha(n \tau)} a, c p(n \tau)+\sqrt{\alpha(n \tau)} b] \\
& =c \tau\left[n p+\sqrt{p^{2} q n} a, n p+\sqrt{p^{2} q n} b\right]
\end{aligned}
$$

Noting that the individual masses of $\Pi_{t_{n}}$ are positioned at a distance of $c \tau$ from each
other, we see that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \Pi_{t_{n}}\left[I_{n}(a, b)\right] & =\lim _{n \rightarrow \infty} \sum_{\sqrt{p^{2} q n} a \leq k-n p \leq \sqrt{p^{2} q n}}\left(\frac{b_{n}(k)}{S_{n}}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{\sqrt{n}} \sum_{x \in \pi_{n}\left[\sqrt{p^{2} q} a, \sqrt{\left.p^{2} q b\right]}\right.}\left(\sqrt{n} \frac{b_{n}([n p]+\sqrt{n} x)}{S_{n}}\right) \\
& =\int_{-\sqrt{p^{2} q} a}^{\sqrt{p^{2} q} b} e^{-x^{2} / 2 p^{2} q} \frac{d x}{\sqrt{2 \pi p^{2} q}}
\end{aligned}
$$

by the dominated convergence theorem. The pointwise convergence of the integrand is the statement of Theorem 3.2, and the domination is (27). This proves the result for the special sequence $t_{n}=n \tau$. The general statement as $t \rightarrow \infty$ follows by interpolation and the triangle inequality.
4. Comparison to the transport heat equation. In Theorem 3.1 we showed that normalized $\Pi_{t}=K_{t} / Y(t)$ looks more and more like

$$
G_{t}(d x)=\frac{e^{-(x-c p t)^{2} / 2 \alpha t}}{\sqrt{2 \pi \alpha t}} d x
$$

in the sense of probability measures as $t \rightarrow \infty$. This suggests that solutions of the hyperbolic equation with time delay (1) may look like solutions of the transport heat equation (7) for $t$ large. We will prove two theorems that express this idea. For the first, Theorem 4.2, we shall consider the special case in which the initial data, $f$, is zero except at $t=0$ and $f(0) \epsilon L^{1}(\mathbb{R})$. General initial conditions are considered in Theorem 4.3.

For $f \epsilon L^{1}(\mathbb{R})$, define $U(t)$ and $V(t)$ by

$$
U(t) f \equiv K_{t} * f \quad \text { and } \quad V(t) f \equiv G_{t} * f
$$

$U(t)$ is a strongly continuous family of bounded operators and $V(t)$ is a strongly continuous semigroup on $L^{1}(\mathbb{R})$ for $t \geq 0 ; U(t) f$ satisfies (1) and $V(t) f$ satisfies (7). Furthermore, $\|U(t) f\|_{1} \leq Y(t)\|f\|_{1}$ and $\|V(t) f\|_{1} \leq\|f\|_{1}$, with equality in both cases if $f$ is nonnegative. We shall see that $U(t) / Y(t)$ and $V(t)$ are "comparable" for large $t$ on the space scale $c \tau$.

Since $K_{t} / Y(t)$ is, for each $t$, a finite sum of point measures spaced at intervals of length $c \tau$, and $G_{t}$ is smooth, we need a method of comparison that integrates over intervals of length $c \tau$. Let $\mathbb{M}(\mathbb{R})$ denote the finite Borel measures on $\mathbb{R}$, and for $\mu \in \mathbb{M}(\mathbb{R})$ define

$$
\|\mu\|_{1, c \tau} \equiv \sup _{-c \tau \leq a \leq 0} \sum_{k \in \mathbb{Z}}|\mu([a+k c \tau, a+(k+1) c \tau))|
$$

Of course, any $f \epsilon L^{1}(\mathbb{R})$ corresponds to a finite Borel measure, and in that case

$$
\|f\|_{1, c \tau} \equiv \sup _{-c \tau \leq a \leq 0} \sum_{k \in \mathbb{Z}}\left|\int_{a+k c \tau}^{a+(k+1) c \tau} f(x) d x\right|
$$

We begin by collecting the properties of $\|\cdot\|_{1, c \tau}$.

## Proposition 4.1.

(a) $\|\cdot\|_{1, c \tau}$. is a seminorm on $\mathbb{M}(\mathbb{R})$ that satisfies $\|\mu\|_{1, c \tau} \leq\|\mu\|_{\mathbb{M}(\mathbb{R})}$.
(b) If $\mu \in \mathbb{M}(\mathbb{R})$ and $f \epsilon L^{1}(\mathbb{R})$, then $\|\mu * f\|_{1, c \tau} \leq\|\mu\|_{1, c \tau}\|f\|_{1}$.
(c) If $g(t)$ is a continuous function on $[a, b]$ with values in $L^{1}(\mathbb{R})$, then

$$
\left\|\int_{a}^{b} g(t) d t\right\|_{1, c \tau} \leq \int_{a}^{b}\|g(t)\|_{1, c \tau} d t
$$

Proof. The straightforward proof of (a) is omitted. Since $g$ is a continuous function, (c) is proven by using the sublinearity of the seminorm in the standard proof for Riemann integrals. To prove (b),

$$
\begin{aligned}
\|\mu * f\|_{1, c \tau} & =\sup _{-c \tau \leq a \leq 0} \sum_{k \in \mathbb{Z}}|(\mu * f)([a+k c \tau, a+(k+1) c \tau))| \\
& =\sup _{-c \tau \leq a \leq 0} \sum_{k \in \mathbb{Z}}\left|\int_{\mathbb{R}} \mu([a+k c \tau, a+(k+1) c \tau)-y) f(y) d y\right| \\
& \leq \int_{\mathbb{R}}\left\{\sup _{-c \tau \leq a \leq 0} \sum_{k \in \mathbb{Z}}|\mu([a+k c \tau, a+(k+1) c \tau)-y)|\right\}|f(y)| d y \\
& =\|\mu\|_{1, c \tau}\|f\|_{1},
\end{aligned}
$$

where we have used $(\mu * f)(A)=\int_{\mathbb{R}} \mu(A-y) f(y) d y$ to obtain the second line (see [2, p. 266]).

Theorem 4.2. Suppose $f \in L^{1}(\mathbb{R})$. Then, there exists a constant $C$ such that for $t$ large,

$$
\begin{equation*}
\|U(t) f / Y(t)-V(t) f\|_{1, c \tau} \leq C \frac{\log t}{\sqrt{t}}\|f\|_{1} \tag{31}
\end{equation*}
$$

Proof. According to Proposition 4.1(b),

$$
\begin{aligned}
\|U(t) f / Y(t)-V(t) f\|_{1, c \tau} & =\left\|\left(K_{t} / Y(t)\right) * f-G_{t} * f\right\|_{1, c \tau} \\
& \leq\left\|\left(K_{t} / Y(t)\right)-G_{t}\right\|_{1, c \tau}\|f\|_{1}
\end{aligned}
$$

so we need only prove

$$
\begin{equation*}
\left\|K_{t} / Y(t)-G_{t}\right\|_{1, c \tau} \leq C \frac{\log t}{\sqrt{t}} \tag{32}
\end{equation*}
$$

for large $t$. As in section 3, we give the details for the special sequence $t_{n}=$ $n \tau$; the proof for general $t$ follows from the triangle inequality. We set $g(x)=$ $e^{-x^{2} / 2 p^{2} q} / \sqrt{2 \pi p^{2} q}$ and

$$
g_{n}(x)=\sqrt{n} \frac{b_{n}([n p]+\sqrt{n} x)}{S_{n}}
$$

First, we rewrite the left-hand side of (32) so that we can use the machinery and
results of section 3 :

$$
\begin{aligned}
&\left\|K_{t_{n}} / Y\left(t_{n}\right)-G_{t_{n}}\right\|_{1, c \tau} \\
&= \sup _{a \in(-c \tau, 0]} \sum_{k \in \mathbb{Z}}\left|\frac{b_{n}(k)}{S_{n}}-\frac{1}{\sqrt{2 \pi \alpha n \tau}} \int_{a+k c \tau}^{a+(k+1) c \tau} e^{-(x-c p n \tau)^{2} / 2 \alpha n \tau} d x\right| \\
&= \sup _{a^{\prime} \in(-1,0]} \sum_{k \in \mathbb{Z}}\left|\frac{b_{n}(k)}{S_{n}}-\frac{1}{\sqrt{n}} \int_{a^{\prime}+k}^{a^{\prime}+(k+1)} g\left(\frac{z-n p}{\sqrt{n}}\right) d z\right| \\
&= \sup _{a^{\prime \prime} \in\left(-\frac{1}{\sqrt{n}}, 0\right]} \sum_{k \in \mathbb{Z}}\left|\frac{1}{\sqrt{n}} g_{n}\left(\frac{k}{\sqrt{n}}\right)-\int_{a^{\prime \prime}+\frac{k}{\sqrt{n}}}^{a^{\prime \prime}+\frac{k+1}{\sqrt{n}}} g\left(y+\frac{[n p]-n p}{\sqrt{n}}\right) d y\right| \\
& \leq \frac{1}{\sqrt{n}} \sum_{k \in Z}\left|g_{n}\left(\frac{k}{\sqrt{n}}\right)-g\left(\frac{k}{\sqrt{n}}\right)\right| \\
&+\sum_{k \in \mathbb{Z}} \int_{\frac{k}{\sqrt{n}}}^{\frac{k+1}{\sqrt{n}}}\left(\sup _{a^{\prime \prime} \in\left(-\frac{1}{\sqrt{n}}, 0\right]}\left|g\left(\frac{k}{\sqrt{n}}\right)-g\left(y+a^{\prime \prime}+\frac{[n p]-n p}{\sqrt{n}}\right)\right|\right) d y \\
& \equiv \mathcal{A}_{n}+\mathcal{B}_{n} .
\end{aligned}
$$

To estimate $\mathcal{A}_{n}$, recall from Theorem 3.2 that $\left|g_{n}\left(\frac{k}{\sqrt{n}}\right)-g\left(\frac{k}{\sqrt{n}}\right)\right| \leq C_{1}\left(\log \frac{n}{n}\right)^{\frac{1}{2}}$ independently of $k$. Also the bound (27) for $f_{n}$ translates to $g_{n}(x) \leq c_{7} e^{-c_{5} x^{2}}$ since $\sqrt{n} b_{n}\left(m_{n}\right) / S_{n}$ approaches a limit (see the proof of Theorem 3.2). It follows that
$\mathcal{A}_{n} \leq \frac{1}{\sqrt{n}} \sum_{|k| \leq M \sqrt{n \log n}} C_{1} \sqrt{\frac{\log n}{n}}+\frac{1}{\sqrt{n}} \sum_{|k| \geq M \sqrt{n \log n}}\left(c_{6} e^{-c_{5} k^{2} / n}+g\left(\frac{k}{\sqrt{n}}\right)\right)=O\left(\frac{\log n}{\sqrt{n}}\right)$
by the choice of $M$. The estimate for $\mathcal{B}_{n}$ follows the same strategy. The function $g$ is globally Lipschitz, and so

$$
\sup _{|c| \leq \frac{2}{\sqrt{n}}}\left|g\left(\frac{k}{\sqrt{n}}\right)-g\left(\frac{k}{\sqrt{n}}+c\right)\right| \leq C_{2} \frac{1}{\sqrt{n}}
$$

for all $k$. Using this for $|k| \leq M \sqrt{n \log n}$ and the decay of $g$ for larger $k$, we find

$$
\mathcal{B}_{n} \leq \sum_{|k| \leq M \sqrt{n \log n}} \frac{1}{\sqrt{n}} \cdot \frac{C_{2}}{\sqrt{n}}+\sum_{|k| \geq M \sqrt{n \log n}} \frac{1}{\sqrt{n}} \cdot 2 g\left(\frac{k-2}{\sqrt{n}}\right)=O\left(\sqrt{\frac{\log n}{n}}\right)
$$

This proves (32) and thus completes the proof of (31).
We now consider the case in which $f$, the initial data for (1), is a continuous $L^{1}(\mathbb{R})$-valued function of $t$ for $-\tau \leq t \leq 0$. Define

$$
\begin{aligned}
& u(t)=U(t) f(0)+B \int_{-\tau}^{0} U(t-\theta-\tau) f(\theta) d \theta \\
& v(t)=Y(t) V(t) f(0)+B \int_{-\tau}^{0} Y(t-\theta-\tau) V(t-\theta-\tau) f(\theta) d \theta \\
& y(t)=Y(t)\|f(0)\|_{1}+B \int_{-\tau}^{0} Y(t-\theta-\tau)\|f(\theta)\|_{1} d \theta
\end{aligned}
$$

$u(t)$ is, of course, the solution of (1) with initial condition (2). Notice that $v(t)$ is not a solution of (7) but is a weighted average of solutions to (7); it will be clear from the proof why this weighted average is natural. $y(t)$ is the solution of $(6)$ with initial data equal to $\|f(t)\|_{1}$ for $-\tau \leq t \leq 0$.

THEOREM 4.3. Suppose that $f$ is a continuous $L^{1}(\mathbb{R})$-valued function of $t$ for $-\tau \leq t \leq 0$, and let $u(t), v(t)$, and $y(t)$ be defined as above. Then, there is a constant $C_{1}$ so that for $t$ large enough,

$$
\begin{equation*}
\|u(t)-v(t)\|_{1, c \tau} \leq C_{1} \frac{\log t}{\sqrt{t}} y(t) \tag{33}
\end{equation*}
$$

Proof. We subtract $v(t)$ from $u(t)$ and apply the seminorm $\|\cdot\|_{1, c \tau}$. Using Proposition 4.1(c) and estimate (32), we find

$$
\begin{aligned}
& \|u(t)-v(t)\|_{1, c \tau} \leq Y(t) C \frac{\log t}{\sqrt{t}}\|f(0)\|_{1} \\
& \quad+B \int_{-\tau}^{0} Y(t-\theta-\tau) C \frac{\log (t-\theta-\tau)}{\sqrt{t-\theta-\tau}}\|f(\theta)\|_{1} d \theta \\
& \leq C_{1} \frac{\log t}{\sqrt{t}}\left\{Y(t)\|f(0)\|_{1}+B \int_{-\tau}^{0} Y(t-\theta-\tau)\|f(\theta)\|_{1} d \theta\right\}
\end{aligned}
$$

for large $t$, which proves (33).
Note that if $f(t)$ is a nonnegative function for all $t \epsilon[-\tau, 0]$, then $y(t)=\|u(t)\|_{1}=$ $\|v(t)\|_{1}$, so (33) estimates the relative error.
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#### Abstract

Order parameters in physical and biological systems can sometimes become unbounded as the size of an underlying system increases. It is proposed that such a quantity be modeled as a minimizer of the energy functional $$
I_{\varepsilon}(u)=f\left[\frac{\varepsilon^{2}}{2}|\nabla u|^{2}-\frac{1}{2} \log \left(1+|u|^{2}\right)\right] d x
$$ where $u$ is constrained by a side condition, and $\varepsilon>0$ is a parameter that is inversely proportional to the linear size of the system. It is shown that a minimizer of $I_{\varepsilon}$ exists; the minimum value of $I_{\varepsilon}$ scales as $\log \varepsilon$; and both the $L^{2}$ and $H^{1}$ norms of any minimizer of $I_{\varepsilon}$ are of the order $O(1 / \varepsilon)$, indicating the unboundedness of the order parameter. It is also shown that the renormalized energy functionals $$
J_{\varepsilon}(v)=I_{\varepsilon}\left(\frac{v}{\varepsilon}\right)-\log \varepsilon
$$ $\Gamma$-converge to the functional $$
J(v)=f\left(\frac{1}{2}|\nabla v|^{2}-\log |v|\right) d x
$$

Minimizers of this $\Gamma$-limit for scalar order parameters with the Dirichlet boundary condition are well characterized.
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1. Introduction. Order parameters in physical and biological systems, such as population, concentration, volume fractions, magnetization vectors, directors of liquid crystals, the slope of surface height profile of thin films, etc., are mathematically scalar or vector-valued functions, or gradients of functions. An order parameter can sometimes grow unbounded as the size of an underlying system increases. An example of such an unbounded order parameter is the slope of surface of an epitaxially growing thin film in some experimental situations [5, 12, 20].

We propose to model unbounded order parameters as possible minimizers or low energy configurations of the effective free energy functional

$$
\begin{equation*}
\hat{I}(\hat{u})=f_{\widehat{\Omega}}\left[\frac{\alpha}{2}|\nabla \hat{u}|^{2}-\frac{\beta}{2} \log \left(1+|\hat{u}|^{2}\right)\right] d \hat{x} \tag{1.1}
\end{equation*}
$$

where $\widehat{\Omega} \subset \mathbb{R}^{n}$ for some integer $n \geq 1$ is a bounded domain, $\alpha>0$ and $\beta>0$ are two material constants, and the functions $\hat{u}: \widehat{\Omega} \rightarrow \mathbb{R}^{m}$ with some integer $m \geq 1$ are constrained by a boundary condition or some other side conditions. Here and

[^1]below, we denote $f_{E}=\frac{1}{|E|} \int_{E}$ for a Lebesgue measurable set $E \subseteq \mathbb{R}^{n}$ with a finite and nonzero Lebesgue measure $|E|$. For any $a=\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m}$, we denote $|a|=$ $\sqrt{\sum_{i=1}^{m} a_{i}^{2}}$. For a differentiable function $u=\left(u_{1}, \ldots, u_{m}\right): D \rightarrow \mathbb{R}^{m}$ with $D \subset \mathbb{R}^{n}$ an open set, we define $\nabla u: D \rightarrow \mathbb{R}^{m \times n}$ to be the $m \times n$-matrix-valued function with $\partial_{x_{j}} u_{i}(x)$ the $(i, j)$-entry of $\nabla u(x)$ and denote $|\nabla u(x)|=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|\partial_{x_{j}} u_{i}(x)\right|^{2}}$ for $x=\left(x_{1}, \ldots, x_{n}\right) \in D$.

In the special case with $\hat{u}=\nabla \hat{h}$ for some scalar function $\hat{h}$ defined on a twodimensional domain, the functional (1.1) happens to be the Liapunov functional of the evolution equation

$$
\begin{equation*}
\frac{\partial \hat{h}}{\partial t}=-\alpha \Delta^{2} \hat{h}-\beta \nabla \cdot\left(\frac{\nabla \hat{h}}{1+|\nabla \hat{h}|^{2}}\right) \tag{1.2}
\end{equation*}
$$

i.e., this equation is the gradient-flow induced by the functional (1.1). Equation (1.2) was first proposed phenomenologically in [12] to model the surface height profile $\hat{h}$, measured in a comoving frame, in epitaxial growth of thin films with a strong asymmetry of the adatom (adsorbed atom) attachment and detachment from lower and upper terraces to atomic step edges due to the existence of an energy barrier $[4,17,18]$. Numerical and analytical studies based on such a model have shown that the slope of the surface, $|\nabla \hat{h}|$, which is the order parameter in this case, grows unbounded, agreeing with experiments $[10,11,12,13,15,16,21]$.

It is interesting to compare the energy functional (1.1) with a usual Ginzburg-Landau-type energy functional that has the term $\left(|\hat{u}|^{2}-1\right)^{2}$ or alike, instead of the negative logarithmic term in (1.1). Important examples of the latter include the Ginzburg-Landau energy for superconductors [3, 9] and the Cahn-Hilliard energy for phase separation [2]; both have been much studied. It is obvious that an order parameter modeled by a Ginzburg-Landau-type energy functional stays always bounded. If $|\hat{u}| \ll 1$, then by the Taylor expansion,

$$
-\log \left(1+|\hat{u}|^{2}\right)=-|\hat{u}|^{2}+\frac{1}{2}|\hat{u}|^{4}+O\left(|\hat{u}|^{6}\right)=\frac{1}{2}\left(|\hat{u}|^{2}-1\right)^{2}-\frac{1}{2}+O\left(|\hat{u}|^{6}\right) .
$$

Thus, both types of energy functionals have approximately the same energy landscape for admissible functions with very small magnitude. As a consequence, the zero function as a critical point is unstable in both types of models.

Intuitively, if the energy $\hat{I}(\hat{u})$ of an admissible function $\hat{u}: \widehat{\Omega} \rightarrow \mathbb{R}^{m}$ is very small, then the magnitude $|\hat{u}|$ of the function must be very large in some norm. But, the boundary condition (or other side conditions) and the presence of the gradient term in the energy $\hat{I}(\hat{u})$ prevent $|\hat{u}|$ from being too large. These competing mechanisms determine the magnitude of such a low energy function to be finite but to grow unbounded as the system size increases. Our primary goals of this work are to quantify such unboundedness and to characterize the asymptotic behavior of energy functionals for systems of large size.

We shall not, however, directly work with the functional $\hat{I}$ defined in (1.1). Rather, we shall first rescale the energy functional. The idea is clear for the special case that $\widehat{\Omega}=(0, \widehat{L})^{n}$, a cube in $\mathbb{R}^{n}$ of linear size $\widehat{L}>0$ : letting $u(x)=\hat{u}(\hat{x})$ with $x=\widehat{L}^{-1} \hat{x}$, one obtains that $I_{\varepsilon}(u)=\beta \hat{I}(\hat{u})$, where

$$
\begin{equation*}
I_{\varepsilon}(u)=f_{\Omega}\left[\frac{\varepsilon^{2}}{2}|\nabla u|^{2}-\frac{1}{2} \log \left(1+|u|^{2}\right)\right] d x \tag{1.3}
\end{equation*}
$$

$\varepsilon=\sqrt{\alpha / \beta} \widehat{L}^{-1}$, and $\Omega$ is the unit cube of $\mathbb{R}^{n}$. Now, for a general bounded domain $\widehat{\Omega}$, one can fix some point $\hat{x}_{0} \in \widehat{\Omega}$ and apply the change of variable $\hat{x} \rightarrow x=\widehat{L}^{-1}\left(\hat{x}-\hat{x}_{0}\right)$ with $\widehat{L}$ being the diameter of $\widehat{\Omega}$. One again obtains an equivalent variational problem with the energy functional given by (1.3), in which $\varepsilon$ is inversely proportional to $\widehat{L}$ and $\Omega \subset \mathbb{R}^{n}$ is a fixed bounded domain whose diameter is independent of $\widehat{L}$.

Depending on how an underlying physical and biological system is modeled mathematically, the set of admissible functions, to be denoted by $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, for the energy functional $I_{\varepsilon}$ can be defined differently. In this work, we assume that $\Omega \subset \mathbb{R}^{n}$ in the definition of $I_{\varepsilon}$ is a bounded domain with a Lipschitz-continuous boundary $\partial \Omega$, and define

$$
\begin{equation*}
\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)=H_{0}^{1}\left(\Omega, \mathbb{R}^{m}\right) \tag{1.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)=\left\{u \in H^{1}\left(\Omega, \mathbb{R}^{m}\right): f_{\Omega} u d x=0\right\} \tag{1.5}
\end{equation*}
$$

where $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ and $H_{0}^{1}\left(\Omega, \mathbb{R}^{m}\right)$ are the spaces of vector-valued functions whose components are in the usual Sobolev spaces of scalar functions $H^{1}(\Omega)$ and $H_{0}^{1}(\Omega)$, respectively $[1,8]$. In both cases, $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ is a closed subspace of the Hilbert space $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ that is equipped with the norm $\|u\|=\sqrt{\|u\|^{2}+\|\nabla u\|^{2}}$ for all $u \in H^{1}\left(\Omega, \mathbb{R}^{m}\right)$, where $\|\cdot\|$ denotes the $L^{2}(\Omega)$-norm.

Our major results are as follows:
(1) For each $\varepsilon>0$, there exists a minimizer of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. Moreover, the minimum energy scales as $\log \varepsilon$, and both the $L^{2}$ and $H^{1}$ norms of any minimizer of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ are of the order $O(1 / \varepsilon)$, cf. Theorem 2.1 ;
(2) The renormalized energy functionals $J_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
J_{\varepsilon}(v)=I_{\varepsilon}\left(\frac{v}{\varepsilon}\right)-\log \varepsilon \quad \forall v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \tag{1.6}
\end{equation*}
$$

$\Gamma$-converge to the energy functional $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$ defined by

$$
\begin{equation*}
J(v)=f_{\Omega}\left(\frac{1}{2}|\nabla v|-\log |v|\right) d x, \quad v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \tag{1.7}
\end{equation*}
$$

cf. Theorem 3.2. Moreover, if $v_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ for $\varepsilon>0$ is a minimizer of $J_{\varepsilon}$ : $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$, then there exists a subsequence of $\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$ that converges strongly in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ to a minimizer of $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$, cf. Theorem 3.3;
(3) In the case of the scalar Dirichlet boundary-value problem, there exists a unique $v_{+} \in H_{0}^{1}(\Omega)$ such that $v_{+}$is smooth and positive in $\Omega$, and that $v_{+}$and $-v_{+}$ are the only minimizers of $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$, cf. Theorem 4.1.

The results in (1) and (2) hold also true if the set of admissible functions is $\left\{u \in H_{0}^{1}\left(\Omega, \mathbb{R}^{m}\right): f_{\Omega} u d x=0\right\}$, or if $\Omega$ is an open cube in $\mathbb{R}^{n}$ with its faces parallel to the coordinate planes and the corresponding set of admissible functions is $\{u \in$ $\left.H_{\mathrm{per}}^{1}\left(\Omega, \mathbb{R}^{m}\right): f_{\Omega} u d x=0\right\}$, where $H_{\mathrm{per}}^{1}\left(\Omega, \mathbb{R}^{m}\right)$ is the closure in $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ of the set of all $C^{\infty}, \bar{\Omega}$-periodical functions from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$.

The heuristics behind the first part of our results is well illustrated in our previous work [13] through the calculation of trial functions with low energy using an ad hoc ansatz and the calculation of critical points of the energy functional using matched
asymptotics, with both calculations being done in a one-dimensional setting. Our results in (1) generalize those in [13] for more complicated domains and include the optimal lower bound as well as the precise asymptotics of the minimum energy.

Our results do not directly apply to continuum models, such as the Liapunov functional of the equation (1.2), of the epitaxial growth with a significant attachmentdetachment asymmetry of adatoms. This is because the set of admissible functions $\hat{u}$ of the functional (1.1) is larger than the set of gradient vector fields. However, the approach developed in this work can be applied to the study of such continuum models and to obtain similar results. In particular, the large-system-size $\Gamma$-limit of the rescaled Liapunov functionals-the functional (1.3) with $u$ replaced by $\nabla h$ for the surface height function $h$ that models a finite energy barrier-is precisely Villain's model for an infinite energy barrier [21].

Potentially, the positive solution to the scalar Dirichlet boundary-value problem for the limiting functional can be a good alternative to the distance function in the reinitialization process of the widely used level-set numerical method [14, 19]. We will address these issues of application in separate works.

In section 2, we present and prove the results for the energy functionals $I_{\varepsilon}$ : $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. In section 3 , we prove the $\Gamma$-convergence of the renormalized energies $J_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ to the functional $J: \mathcal{H}(\Omega, \mathbb{R}) \rightarrow \mathbb{R} \cup\{\infty\}$. Finally, in section 4 , we characterize solutions to the scalar Dirichlet problem of infimizing the limiting energy defined in (1.7).
2. Energy asymptotics and bounds of energy minimizers. We consider the energy functionals $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$, defined in (1.3) for a general domain $\Omega$, only for $\varepsilon \in(0,1]$, though many of our results hold true also for any $\varepsilon>0$. For convenience, we denote $\|u\|=\sqrt{f_{\Omega}|u(x)|^{2} d x}=(1 / \sqrt{|\Omega|})\|u\|$ for all $u \in L^{2}(\Omega)$.

The following is our main result in this section:
Theorem 2.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with a Lipschitz-continuous boundary $\partial \Omega$. Let $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be defined as in (1.4) or (1.5).
(1) For each $\varepsilon \in(0,1]$, there exists $u_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ such that

$$
\begin{equation*}
I_{\varepsilon}\left(u_{\varepsilon}\right)=\min _{u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} I_{\varepsilon}(u) \tag{2.1}
\end{equation*}
$$

(2) Let $\mu_{\varepsilon}=\min _{u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} I_{\varepsilon}(u)$. There exist constants $C_{1}$ and $C_{2}$ that depend only on $\Omega$ such that

$$
\begin{equation*}
C_{1}+\log \varepsilon \leq \mu_{\varepsilon} \leq C_{2}+\log \varepsilon \quad \forall \varepsilon \in(0,1] \tag{2.2}
\end{equation*}
$$

Moreover, $\mu_{\varepsilon}-\log \varepsilon$ increases as $\varepsilon \in(0,1]$ decreases, $\nu:=\sup _{0<\varepsilon \leq 1}\left(\mu_{\varepsilon}-\log \varepsilon\right)$ is finite, and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}}\left(\mu_{\varepsilon}-\log \varepsilon\right)=\nu \tag{2.3}
\end{equation*}
$$

(3) There exist constants $C_{j}>0(j=3,4,5,6)$ and $\varepsilon_{0} \in(0,1]$, all depending only on $\Omega$, such that for any minimizer $u_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ and for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\begin{align*}
& \frac{C_{3}}{\varepsilon} \leq\left\|u_{\varepsilon}\right\| \leq \frac{C_{4}}{\varepsilon},  \tag{2.4}\\
& \frac{C_{5}}{\varepsilon} \leq\left\|\nabla u_{\varepsilon}\right\| \leq \frac{C_{6}}{\varepsilon} . \tag{2.5}
\end{align*}
$$
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To prove this theorem, we need some preparations. We recall for any compact set $S \subset \mathbb{R}^{n}$ that the distance function $\operatorname{dist}(\cdot, S): \mathbb{R}^{n} \rightarrow \mathbb{R}$, defined by

$$
\operatorname{dist}(x, S)=\inf _{y \in S}|x-y|=\min _{y \in S}|x-y| \quad \forall x \in \mathbb{R}^{n}
$$

is a Lipschitz-continuous function:

$$
\begin{equation*}
|\operatorname{dist}(x, S)-\operatorname{dist}(y, S)| \leq|x-y| \quad \forall x, y \in \mathbb{R}^{n} \tag{2.6}
\end{equation*}
$$

Moreover, it is differentiable almost everywhere in $\mathbb{R}^{n}$, and

$$
\begin{equation*}
|\nabla \operatorname{dist}(x, S)|=1 \quad \text { a.e. } x \in \mathbb{R}^{n} \tag{2.7}
\end{equation*}
$$

cf. the proof of Lemma 3.2.34 in [7].
Lemma 2.1. If $\Omega \in \mathbb{R}^{n}$ is a bounded domain with a Lipschitz-continuous boundary $\partial \Omega$, then there exist constants $s_{0}>0$ and $C_{0}>0$, both depending only on $\Omega$, such that

$$
|\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq s\}| \leq C_{0} s \quad \forall s \in\left(0, s_{0}\right]
$$

Proof. Since $\partial \Omega$ is Lipschitz-continuous, there exist finitely many Lipschitzcontinuous functions $\phi^{(i)}: Q^{(i)} \rightarrow \mathbb{R}(i=1, \ldots, m$ for some integer $m \geq 1)$ in local Cartesian coordinates with each $Q^{(i)}=\Pi_{j=1}^{n-1}\left[-\alpha_{j}^{(i)}, \alpha_{j}^{(i)}\right]$ for some $\alpha_{j}^{(i)}>0$ $(1 \leq i \leq m$ and $1 \leq j \leq n-1)$ a cube in $\mathbb{R}^{n-1}$, that satisfy the following properties (cf. Figure 2.2.1):
(1) For each $i$ with $1 \leq i \leq m$, the local Cartesian coordinates $\xi^{(i)}=\left(\xi_{1}^{(i)}, \cdots, \xi_{n}^{(i)}\right)$ are obtained by rotating and translating the original Cartesian coordinates $x=$ $\left(x_{1}, \ldots, x_{n}\right)$;
(2) There exist $\alpha_{n}>0$ and $\beta_{n}>0$ such that for each cube $G^{(i)}:=Q^{(i)} \times$ $\left[-\alpha_{n}, \alpha_{n}\right] \subset \mathbb{R}^{n}(1 \leq i \leq m)$,

$$
\Gamma^{(i)}:=G^{(i)} \cap \partial \Omega=\left\{\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right) \in \mathbb{R}^{n}: \hat{\xi}^{(i)} \in Q^{(i)}, \xi_{n}^{(i)}=\phi^{(i)}\left(\hat{\xi}^{(i)}\right)\right\}
$$

where $\hat{\xi}^{(i)}=\left(\xi_{1}^{(i)}, \ldots, \xi_{n-1}^{(i)}\right)$, and
$U_{+}^{(i)}:=\left\{\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right) \in \mathbb{R}^{n}: \hat{\xi}^{(i)} \in Q^{(i)}, \phi^{(i)}\left(\hat{\xi}^{(i)}\right)<\xi_{n}^{(i)}<\phi^{(i)}\left(\hat{\xi}^{(i)}\right)+\beta_{n}\right\} \subset G^{(i)} \cap \bar{\Omega}^{c}$, $U_{-}^{(i)}:=\left\{\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right) \in \mathbb{R}^{n}: \hat{\xi}^{(i)} \in Q^{(i)}, \phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\beta_{n}<\xi_{n}^{(i)}<\phi^{(i)}\left(\hat{\xi}^{(i)}\right)\right\} \subset G^{(i)} \cap \Omega ;$
(3) The union $\cup_{i=1}^{m} G^{(i)}$ covers a neighborhood of the compact set $\partial \Omega$, and $\partial \Omega=$ $\cup_{i=1}^{m} \Gamma_{i}$.

Now, since the distance function $\operatorname{dist}(\cdot, \partial \Omega): \bar{\Omega} \rightarrow \mathbb{R}$ is Lipschitz-continuous and vanishes only on the boundary $\partial \Omega$ which is compact, by properties (2) and (3), there exists a constant $s_{1}=s_{1}(\Omega)>0$ such that

$$
\left\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq s_{1}\right\} \subseteq \bigcup_{i=1}^{m} U_{-}^{(i)} .
$$

By this and property (3), there exist cubes $P^{(i)}$ in $\mathbb{R}^{n-1}$ with $P^{(i)} \subseteq Q^{(i)}(1 \leq i \leq m)$ and a constant $s_{0}=s_{0}(\Omega)$ with $0<s_{0} \leq s_{1}$ that satisfy the following properties:
(4) For each $i(1 \leq i \leq m)$,

$$
\left\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq s_{0}\right\} \subseteq \bigcup_{i=1}^{m} V^{(i)},
$$

where

$$
V^{(i)}=\left\{\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right) \in \mathbb{R}^{n}: \hat{\xi}^{(i)} \in \hat{P}^{(i)}, \phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\beta_{n}<\xi_{n}^{(i)}<\phi^{(i)}\left(\hat{\xi}^{(i)}\right)\right\} \subseteq U_{-}^{(i)} ;
$$

(5) Let $x \in \Omega$ and $x^{\prime} \in \partial \Omega$ be such that dist $(x, \partial \Omega)=\left|x-x^{\prime}\right| \leq s_{0}$. If $x \in V^{(i)}$ for some $i(1 \leq i \leq m)$, then $x^{\prime} \in \Gamma_{i}=G^{(i)} \cap \partial \Omega$.

Fix $s \in \mathbb{R}$ with $0<s \leq s_{0}$. Let $x \in \Omega$ be such that dist $(x, \partial \Omega) \leq s$. By property (4), we have $x \in V^{(i)}$ for some $i$ with $1 \leq i \leq m$, cf. Figure 2.1. Let $\xi^{(i)}=\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right)$ be the local coordinates of $x$ in which $\hat{\xi}^{(i)} \in P^{(i)} \subseteq Q^{(i)}$. Let the point $y \in \mathbb{R}^{n}$ have the local coordinates $\left(\hat{\xi}^{(i)}, \phi^{(i)}\left(\hat{\xi}^{(i)}\right)\right.$ ). Then, by property (2), $y \in \Gamma^{(i)} \subset \partial \Omega$, cf. Figure 2.1. Let $z \in \partial \Omega$ be such that dist $(x, \partial \Omega)=|x-z| \leq s$, cf. Figure 2.1. By property (5), $z \in \Gamma^{(i)}=G^{(i)} \cap \partial \Omega$. Thus, there exists $\left(\hat{\eta}^{(i)}, \eta_{n}^{(i)}\right) \in \Gamma^{(i)}=G^{(i)} \cap \partial \Omega$ such that $\hat{\eta}^{(i)} \in Q^{(i)},\left(\hat{\eta}^{(i)}, \eta_{n}^{(i)}\right)=\left(\hat{\eta}^{(i)}, \phi^{(i)}\left(\hat{\eta}^{(i)}\right)\right)$ are the local coordinates of $z$, and

$$
\begin{equation*}
\operatorname{dist}(x, \partial \Omega)=|x-z|=\left|\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right)-\left(\hat{\eta}^{(i)}, \phi^{(i)}\left(\hat{\eta}^{(i)}\right)\right)\right| \leq s . \tag{2.8}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\left|\hat{\xi}^{(i)}-\hat{\eta}^{(i)}\right| \leq s . \tag{2.9}
\end{equation*}
$$

Denoting by $L_{i}>0$ the Lipschitz constant of the Lipschitz-continuous function $\phi^{(i)}$ : $Q^{(i)} \rightarrow \mathbb{R}$, we have by (2.8) and (2.9) that

$$
\begin{aligned}
\left|\phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\xi_{n}^{(i)}\right| & =|x-y| \\
& \leq|x-z|+|y-z| \\
& \leq s+\left|\hat{\xi}^{(i)}-\hat{\eta}^{(i)}\right|+\left|\phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\phi^{(i)}\left(\hat{\eta}^{(i)}\right)\right| \\
& \leq s+s+L_{i}\left|\hat{\xi}^{(i)}-\hat{\eta}^{(i)}\right| \leq\left(2+L_{i}\right) s .
\end{aligned}
$$

The arbitrariness of $x$ now implies that

$$
\begin{aligned}
& \{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq s\} \\
& \qquad \subseteq \bigcup_{i=1}^{m}\left\{\left(\hat{\xi}^{(i)}, \xi_{n}^{(i)}\right): \hat{\xi}^{(i)} \in \hat{Q}^{(i)}, \phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\left(2+L_{i}\right) s \leq \xi_{n}^{(i)} \leq \phi^{(i)}\left(\hat{\xi}^{(i)}\right)\right\} .
\end{aligned}
$$

Consequently, we have

$$
\begin{aligned}
|\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq s\}| & \\
& \leq \sum_{i=1}^{m} \int_{\hat{Q}^{(i)}}\left[\phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\left(\phi^{(i)}\left(\hat{\xi}^{(i)}\right)-\left(2+L_{i}\right) s\right)\right] d \hat{\xi}^{(i)} \\
& \leq C_{0} s
\end{aligned}
$$

where $C_{0}=\sum_{i=1}^{m}\left(2+L_{i}\right)\left|Q^{(i)}\right|>0$, depending only on $\Omega$, and $\left|Q^{(i)}\right|$ is the $(n-1)$ dimensional volume of $Q^{(i)}(1 \leq i \leq m)$.

Lemma 2.2. Given a bounded domain $\Omega \subset \mathbb{R}^{n}$ that has a Lipschitz-continuous boundary $\partial \Omega$, there exists a Lipschitz-continuous function $f: \bar{\Omega} \rightarrow \mathbb{R}$ such that

$$
f=0 \text { on } \partial \Omega, \quad \int_{\Omega} f d x=0, \quad \text { and } \quad-\infty<\int_{\Omega} \log |f| d x<\infty
$$

Proof. Let $x_{0} \in \Omega$ and $\rho>0$ be such that the ball $B:=B\left(x_{0}, \rho\right)=\left\{x \in \mathbb{R}^{n}\right.$ : $\left.\left|x-x_{0}\right|<\rho\right\}$ is completely contained in $\Omega$, i.e., $\bar{B} \subset \Omega$. For any $x \in \bar{\Omega}$, let $d(x)$ be the distance from $x$ to the compact set $\partial \Omega \cup \partial B$ and define $f: \bar{\Omega} \rightarrow \mathbb{R}$ by

$$
f(x)= \begin{cases}d(x) & \text { if } x \in \bar{\Omega} \backslash B  \tag{2.10}\\ -\gamma d(x) & \text { if } x \in B\end{cases}
$$

where $\gamma=\int_{\Omega \backslash B} d(x) d x / \int_{B} d(x) d x>0$. Clearly, $f: \bar{\Omega} \rightarrow \mathbb{R}$ is continuous, $f=0$ on $\partial \Omega$, and $\int_{\Omega} f(x) d x=0$.

We show now that $f: \bar{\Omega} \rightarrow \mathbb{R}$ is Lipschitz-continuous. Fix $x, y \in \bar{\Omega}$. If both $x$ and $y$ are in $B$ or both $x$ and $y$ are in $\bar{\Omega} \backslash B$, then we have by (2.6) and (2.10) that

$$
\begin{equation*}
|f(x)-f(y)| \leq \max (1, \gamma)|x-y| \leq(1+\gamma)|x-y| \tag{2.11}
\end{equation*}
$$

Assume now $x \in B$ but $y \in \bar{\Omega} \backslash B$. Choose $\delta \in \mathbb{R}$ so that $0<\delta<1$, the ball $B_{1}:=B\left(x_{0}, \rho+\delta\right) \subset \Omega$, and

$$
\begin{equation*}
0<2 \delta<\operatorname{dist}(\partial \Omega, \bar{B}):=\inf _{x^{\prime} \in \partial \Omega, y^{\prime} \in \bar{B}}\left|x^{\prime}-y^{\prime}\right| \tag{2.12}
\end{equation*}
$$

If $y \in \bar{\Omega} \backslash B_{1}$, then $|x-y| \geq \delta$. Hence,

$$
\begin{equation*}
|f(x)-f(y)| \leq \frac{2 \max _{z \in \bar{\Omega}}|f(z)|}{\delta}|x-y| \tag{2.13}
\end{equation*}
$$

If $y \in B_{1} \backslash B$, then

$$
d(y)=\operatorname{dist}(y, \partial B) \leq|x-y|
$$

Also,

$$
d(x)=\operatorname{dist}(x, \partial B) \leq|x-y|
$$

Thus,

$$
\begin{equation*}
|f(x)-f(y)|=\gamma d(x)+d(y) \leq(1+\gamma)|x-y| . \tag{2.14}
\end{equation*}
$$

Setting

$$
L=\max \left(1+\gamma, \frac{2 \max _{z \in \bar{\Omega}}|f(z)|}{\delta}\right)>0,
$$

we obtain from (2.11), (2.13), and (2.14) that

$$
|f(x)-f(y)| \leq L|x-y| .
$$

Since $x, y \in \bar{\Omega}$ are arbitrary, the function $f: \bar{\Omega} \rightarrow \mathbb{R}$ is Lipschitz-continuous.
We show finally that $-\infty<\int_{\Omega} \log |f| d x<\infty$. Since $|f|$ is bounded from above on $\bar{\Omega}$,

$$
\begin{aligned}
\int_{\Omega} \log |f| d x & =\int_{\{x \in \Omega:|f(x)|<1\}} \log |f| d x+\int_{\{x \in \Omega:|f(x)| \geq 1\}} \log |f| d x \\
& \leq \int_{\{x \in \Omega:|f(x)| \geq 1\}} \log |f| d x<\infty .
\end{aligned}
$$

So, we need only to show that

$$
\begin{equation*}
\int_{\Omega} \log |f| d x=\int_{B_{1}} \log |f| d x+\int_{\Omega \backslash B_{1}} \log |f| d x>-\infty, \tag{2.15}
\end{equation*}
$$

where $B_{1}=B\left(x_{0}, \rho+\delta\right) \subset \Omega$ is the same ball used before and $\delta>0$ is given in (2.12).
Using (2.10) and (2.12), the polar coordinates, and a change of variables, we obtain

$$
\begin{aligned}
\int_{B_{1}} \log |f| d x & =\int_{B} \log (\gamma d(x)) d x+\int_{B_{1} \backslash B} \log d(x) d x \\
& =|B| \log \gamma+\int_{B} \log \left|\rho-\left|x-x_{0}\right|\right| d x+\int_{B_{1} \backslash B} \log \left|\rho-\left|x-x_{0}\right|\right| d x \\
& =|B| \log \gamma+S_{n} \int_{0}^{\rho} r^{n-1} \log |\rho-r| d r+S_{n} \int_{\rho}^{\rho+\delta} r^{n-1} \log |\rho-r| d r \\
& >-\infty,
\end{aligned}
$$

where $S_{n}$ is the surface area of the unit ball in $\mathbb{R}^{n}$.
Observe that for $x \in \Omega \backslash B_{1}$ with $d(x)<\delta$, we have by (2.12) that in fact $d(x)=\operatorname{dist}(x, \partial \Omega)$. Thus, by Lemma 2.1, there exists an integer $N \geq 1$ and a constant $C_{0}>0$ such that $\left|\omega_{j}\right| \leq C_{0} \delta 2^{-j}(j=N, \ldots)$, where

$$
\begin{aligned}
\omega_{j} & :=\left\{x \in \Omega \backslash B_{1}: 2^{-(j+1)} \delta<d(x) \leq 2^{-j} \delta\right\} \\
& \subset\left\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq 2^{-j} \delta\right\}, \quad j=0, \ldots .
\end{aligned}
$$

Setting $E_{\delta}=\left\{x \in \Omega \backslash B_{1}: d(x)>\delta\right\}$, we see that $\Omega \backslash B_{1}$ is the union of the pairwise
disjoint sets $E_{\delta}$ and $\omega_{j}(j=0, \ldots)$. Therefore, by the fact that $0<\delta<1$, we obtain

$$
\begin{aligned}
& \int_{\Omega \backslash B_{1}} \log |f| d x= \int_{E_{\delta}} \log d(x) d x+\sum_{j=0}^{\infty} \int_{\omega_{j}} \log d(x) d x \\
& \geq\left|\Omega \backslash B_{1}\right| \log \delta+\sum_{j=0}^{N}\left|\omega_{j}\right| \log \left(2^{-(j+1)} \delta\right)+\sum_{j=N+1}^{\infty}\left|\omega_{j}\right| \log \left(2^{-(j+1)} \delta\right) \\
& \geq\left|\Omega \backslash B_{1}\right| \log \delta+\left|\Omega \backslash B_{1}\right| \log \left(2^{-(N+1)} \delta\right) \\
&+C_{0} \delta \sum_{j=N+1}^{\infty} 2^{-j} \log \left(2^{-(j+1)} \delta\right) \\
&=\left|\Omega \backslash B_{1}\right| \log \left(2^{-(N+1)} \delta^{2}\right)+C_{0} \delta \sum_{j=N+1}^{\infty} 2^{-j}[\log \delta-(j+1) \log 2] \\
&(2.17) \quad>
\end{aligned}
$$

Finally, (2.15) follows from (2.16) and (2.17).
We are now ready to prove our main result in this section.
Proof of Theorem 2.1.
(1) Fix $\varepsilon \in(0,1]$. Recall the Poincaré inequality $[1,6,8]$

$$
\begin{equation*}
\|u\| \leq C_{0}\|\nabla u\| \quad \forall u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \tag{2.18}
\end{equation*}
$$

where $C_{0}>0$ is a constant depending only on $\Omega$. Since $(1 / s) \log (1+s) \rightarrow 0$ as $s \rightarrow \infty$, there exists $R_{\varepsilon}=R_{\varepsilon}(\Omega)>0$ such that

$$
\begin{equation*}
\log (1+s) \leq \frac{\varepsilon^{2} s}{2 C_{0}^{2}} \quad \forall s \geq R_{\varepsilon} \tag{2.19}
\end{equation*}
$$

By (2.19) and (2.18), we have

$$
\begin{align*}
I_{\varepsilon}(u)= & \frac{\varepsilon^{2}}{2} f_{\Omega}|\nabla u|^{2} d x-\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega:|u|^{2} \leq R_{\varepsilon}\right\}} \log \left(1+|u|^{2}\right) d x \\
& -\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega:|u|^{2}>R_{\varepsilon}\right\}} \log \left(1+|u|^{2}\right) d x \\
\geq & \frac{\varepsilon^{2}}{2} f_{\Omega}|\nabla u|^{2} d x-\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega:|u|^{2} \leq R_{\varepsilon}\right\}} \log \left(1+R_{\varepsilon}\right) d x \\
& -\frac{\varepsilon^{2}}{4 C_{0}^{2}|\Omega|} \int_{\left\{x \in \Omega:|u|^{2}>R_{\varepsilon}\right\}}|u|^{2} d x \\
\geq & \frac{\varepsilon^{2}}{2} f_{\Omega}|\nabla u|^{2} d x-\frac{1}{2} \log \left(1+R_{\varepsilon}\right)-\frac{\varepsilon^{2}}{4 C_{0}^{2}} f_{\Omega}|u|^{2} d x \\
\geq & \frac{\varepsilon^{2}}{4} f_{\Omega}|\nabla u|^{2} d x-\frac{1}{2} \log \left(1+R_{\varepsilon}\right) \quad \forall u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) . \tag{2.20}
\end{align*}
$$

Set $\mu_{\varepsilon}=\inf _{u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} I_{\varepsilon}(u)$. By (2.20), $\mu_{\varepsilon}>-\infty$. Let $\left\{u_{j}\right\}_{j=1}^{\infty}$ be an infimizing sequence of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. It follows from (2.20) and (2.18) that $\left\{u_{j}\right\}_{j=1}^{\infty}$ is bounded in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. Thus, up to a subsequence, $u_{j} \rightharpoonup u_{\varepsilon}$ in $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ and
$u_{j} \rightarrow u_{\varepsilon}$ in $L^{2}\left(\Omega, \mathbb{R}^{m}\right)$ as $j \rightarrow \infty$ for some $u_{\varepsilon} \in H^{1}\left(\Omega, \mathbb{R}^{m}\right)$, where the symbol $\rightarrow$ and $\rightarrow$ denote the weak and strong convergence, respectively. We have in fact $u_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, since $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ is a closed subspace, hence a weakly closed subset, of $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$.

For each $j \geq 1,\left|\nabla u_{j}\right|^{2}+\left|\nabla u_{\varepsilon}\right|^{2} \geq 2 \nabla u_{j} \cdot \nabla u_{\varepsilon}$ in $\Omega$, where the matrix dot-product is defined by $A \cdot B=\sum_{i=1}^{m} \sum_{j=1}^{n} A_{i j} B_{i j}$ for all $A=\left(A_{i j}\right), B=\left(B_{i j}\right) \in \mathbb{R}^{m \times n}$. Thus, by the weak convergence $u_{j} \rightharpoonup u_{\varepsilon}$ in $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$, we have

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} f_{\Omega}\left|\nabla u_{j}\right|^{2} d x \geq \liminf _{j \rightarrow \infty}\left[2 f_{\Omega} \nabla u_{j} \cdot \nabla u_{\varepsilon} d x-f_{\Omega}\left|\nabla u_{\varepsilon}\right|^{2} d x\right]=f_{\Omega}\left|\nabla u_{\varepsilon}\right|^{2} d x \tag{2.21}
\end{equation*}
$$

By the fact that $\log (1+s) \leq s$ for all $s \geq 0$ and the Cauchy-Schwarz inequality, we imply from the strong convergence $u_{j} \rightarrow u_{\varepsilon}$ in $L^{2}\left(\Omega, \mathbb{R}^{m}\right)$ that

$$
\begin{align*}
& \left|f_{\Omega}\left[\log \left(1+\left|u_{j}\right|^{2}\right)-\log \left(1+\left|u_{\varepsilon}\right|^{2}\right)\right] d x\right|=\left|f_{\Omega} \log \left(1+\frac{\left|u_{j}\right|^{2}-\left|u_{\varepsilon}\right|^{2}}{1+\left|u_{\varepsilon}\right|^{2}}\right) d x\right| \\
& \leq f_{\Omega} \log \left(1+\left|\frac{\left|u_{j}\right|^{2}-\left|u_{\varepsilon}\right|^{2}}{1+\left|u_{\varepsilon}\right|^{2}}\right|\right) d x \leq f_{\Omega}\left|\frac{\left|u_{j}\right|^{2}-\left|u_{\varepsilon}\right|^{2}}{1+\left|u_{\varepsilon}\right|^{2}}\right| d x \\
& \leq\left(\left\|u_{j}\right\|+\left\|u_{\varepsilon}\right\|\right)\left\|u_{j}-u_{\varepsilon}\right\| \rightarrow 0 \quad \text { as } j \rightarrow \infty \tag{2.22}
\end{align*}
$$

This and (2.21) thus imply that

$$
\mu_{\varepsilon}=\liminf _{j \rightarrow \infty} I_{\varepsilon}\left(u_{j}\right) \geq f_{\Omega}\left[\frac{\varepsilon^{2}}{2}\left|\nabla u_{\varepsilon}\right|^{2}-\frac{1}{2} \log \left(1+\left|u_{\varepsilon}\right|^{2}\right)\right] d x=I_{\varepsilon}\left(u_{\varepsilon}\right) \geq \mu_{\varepsilon}
$$

leading to (2.1).
(2) Let $u_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be a minimizer of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. The first variation of $I_{\varepsilon}$ at $u_{\varepsilon}$ then vanishes:

$$
\delta I_{\varepsilon}\left(u_{\varepsilon}\right)(v)=f_{\Omega}\left(\varepsilon^{2} \nabla u_{\varepsilon} \cdot \nabla v-\frac{u_{\varepsilon} v}{1+u_{\varepsilon}^{2}}\right) d x=0 \quad \forall v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)
$$

Choosing $v=u_{\varepsilon}$, we obtain that

$$
\begin{equation*}
f_{\Omega}\left|\nabla u_{\varepsilon}\right|^{2} \leq \frac{1}{\varepsilon^{2}} \tag{2.23}
\end{equation*}
$$

This and the Poincaré inequality (2.18) imply that

$$
\begin{equation*}
f_{\Omega}\left|u_{\varepsilon}\right|^{2} \leq \frac{C_{0}^{2}}{\varepsilon^{2}} \tag{2.24}
\end{equation*}
$$

Since the function $-\log (\cdot)$ is convex, Jensen's inequality and (2.24) then imply that

$$
\begin{align*}
\mu_{\varepsilon} & =I_{\varepsilon}\left(u_{\varepsilon}\right) \geq-\frac{1}{2} f_{\Omega} \log \left(1+\left|u_{\varepsilon}\right|^{2}\right) d x \geq-\frac{1}{2} \log \left(1+\left\|u_{\varepsilon}\right\|^{2}\right) \\
& \geq-\frac{1}{2} \log \left(1+\frac{C_{0}^{2}}{\varepsilon^{2}}\right)=-\frac{1}{2} \log \left(\varepsilon^{2}+C_{0}^{2}\right)+\log \varepsilon \geq C_{1}+\log \varepsilon \tag{2.25}
\end{align*}
$$

where $C_{1}=-(1 / 2) \log \left(1+C_{0}^{2}\right)$.

Let $f: \bar{\Omega} \rightarrow \mathbb{R}$ be the Lipschitz-continuous function constructed in Lemma 2.2. Let $e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{m}$ be the unit vector along the $x_{1}$-axis. Define $\hat{u}_{\varepsilon}=(f / \varepsilon) e_{1}$. Clearly, $\hat{u}_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. Moreover,

$$
\begin{equation*}
\mu_{\varepsilon} \leq I_{\varepsilon}\left(\hat{u}_{\varepsilon}\right)=f_{\Omega}\left[\frac{1}{2}|\nabla f|^{2}-\frac{1}{2} \log \left(1+\frac{|f|^{2}}{\varepsilon^{2}}\right)\right] d x \leq C_{2}+\log \varepsilon, \tag{2.26}
\end{equation*}
$$

where

$$
C_{2}:=f_{\Omega}\left(\frac{1}{2}|\nabla f|^{2}-\log |f|\right) d x
$$

is finite by Lemma 2.2. Now, (2.2) follows from (2.25) and (2.26).
Recall for each $\varepsilon \in(0,1]$ that the renormalized energy functional, defined in (1.6), is

$$
\begin{align*}
J_{\varepsilon}(v) & =I_{\varepsilon}\left(\frac{v}{\varepsilon}\right)-\log \varepsilon \\
& =f_{\Omega}\left[\frac{1}{2}|\nabla v|^{2}-\frac{1}{2} \log \left(\varepsilon^{2}+|v|^{2}\right)\right] d x \quad \forall v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right), \tag{2.27}
\end{align*}
$$

in which the variable $v$ is scaled from the variable $v / \varepsilon$ of the energy $I_{\varepsilon}$. It follows from (1) that for each $\varepsilon \in(0,1]$ there exists a minimizer of $J_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ and the minimum value of $J_{\varepsilon}$ over $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ is

$$
\begin{equation*}
\nu_{\varepsilon}:=\min _{v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J_{\varepsilon}(v)=\mu_{\varepsilon}-\log \varepsilon . \tag{2.28}
\end{equation*}
$$

Consequently, by (2.2), $\left\{\nu_{\varepsilon}\right\}_{0<\varepsilon \leq 1}$ is bounded. Moreover, for each fixed $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, we have by (2.27) that $J_{\varepsilon}(v)$ increases as $\varepsilon \in(0,1]$ decreases. Therefore, $\nu_{\varepsilon}$ increases as $\varepsilon \in(0,1]$ decreases. This and the boundedness of $\left\{\nu_{\varepsilon}\right\}_{0<\varepsilon \leq 1}$ imply that $\nu \in \mathbb{R}$ as defined in (2) of Theorem 2.1 is finite and that (2.3) holds true.
(3) Let again $u_{\varepsilon} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be a minimizer of $I_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. By (2.24) and (2.23), the upper bound in (2.4) and that in (2.5) hold true with $C_{4}=C_{0}$ and $C_{6}=1$, respectively, for all $\varepsilon \in(0,1]$. By (2.2) and Jensen's inequality, we obtain

$$
C_{2}+\log \varepsilon \geq \mu_{\varepsilon}=I_{\varepsilon}\left(u_{\varepsilon}\right) \geq-\frac{1}{2} f_{\Omega} \log \left(1+\left|u_{\varepsilon}\right|^{2}\right) d x \geq-\frac{1}{2} \log \left(1+\left\|u_{\varepsilon}\right\|^{2}\right),
$$

leading to the lower bound in (2.4) for all $\varepsilon \in\left(0, e^{-C_{2}} / \sqrt{2}\right]$ with $C_{3}=e^{-C_{2}} / \sqrt{2}>0$. It, together with the Poincaré inequality (2.18), also implies the lower bound in (2.5) for $\varepsilon$ in the same range with $C_{5}=C_{0} C_{3}>0$. Finally, letting $\varepsilon_{0}=\min \left(1, e^{-C_{2}} / \sqrt{2}\right) \in$ $(0,1]$, we obtain all the desired inequalities in (2.4) and (2.5) for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$.

Remark 2.1. In the case that $\Omega=\Pi_{i=1}^{n}\left(a_{i}, b_{i}\right)$ with $-\infty<a_{i}<b_{i}<\infty$ $(i=1, \ldots, n)$ and the set of admissible functions is $\left\{u \in H_{\mathrm{per}}^{1}\left(\Omega, \mathbb{R}^{m}\right): f_{\Omega} u d x=0\right\}$, the upper bound (2.26) can be obtained by replacing $f$ by $\sin \left(2 \pi x_{1} /\left(b_{1}-a_{1}\right)\right)$.
3. Renormalized energies and their $\boldsymbol{\Gamma}$-limit. We consider in this section the convergence of the renormalized energy functionals $J_{\varepsilon}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$, defined in (2.27), to the energy functional $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{-\infty, \infty\}$, defined in (1.7).

Theorem 3.1. Let $\Omega \subset \mathbb{R}^{n}$ and $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be the same as in Theorem 2.1. We have

$$
\begin{equation*}
-\infty<\inf _{v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(v)<\infty . \tag{3.1}
\end{equation*}
$$

Moreover, there exists $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ such that

$$
\begin{equation*}
J(v)=\inf _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(w) \tag{3.2}
\end{equation*}
$$

Theorem 3.2. Let $\Omega \subset \mathbb{R}^{n}$ and $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be the same as in Theorem 2.1. Let $\left\{\varepsilon_{j}\right\}_{j=1}^{\infty}$ be a decreasing sequence in $(0,1]$ such that $\lim _{j \rightarrow \infty} \varepsilon_{j}=0$. Then, the sequence of functionals $J_{\varepsilon_{j}}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}(j=1, \ldots) \Gamma$-converge with respect to the weak topology of $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ to the functional $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$, i.e., the following hold true:
(1) If $v_{j} \rightharpoonup v$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, then

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} J_{\varepsilon_{j}}\left(v_{j}\right) \geq J(v) \tag{3.3}
\end{equation*}
$$

(2) For any $w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, there exist $w_{j} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)(j=1, \ldots)$ such that $w_{j} \rightharpoonup w$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ and

$$
\lim _{j \rightarrow \infty} J_{\varepsilon_{j}}\left(w_{j}\right)=J(w)
$$

Theorem 3.3. Let $\Omega \subset \mathbb{R}^{n}$ and $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be the same as in Theorem 2.1. Let $\left\{\varepsilon_{j}\right\}_{j=1}^{\infty}$ be a decreasing sequence in $(0,1]$ such that $\lim _{j \rightarrow \infty} \varepsilon_{j}=0$. For each integer $j \geq 1$, let $v_{j} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be a minimizer of $J_{\varepsilon_{j}}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. Then, there is a subsequence $\left\{v_{j_{i}}\right\}_{i=1}^{\infty}$ of $\left\{v_{j}\right\}_{j=1}^{\infty}$ and $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ that satisfy the following properties:
(1) As $i \rightarrow \infty, v_{j_{i}} \rightarrow v$ (strong convergence) in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$;
(2) $J(v)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(w)$;
(3) $\lim _{i \rightarrow \infty} \min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J_{\varepsilon_{j_{i}}}(w)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(w)$.

Corollary 3.1. Let $\Omega \subset \mathbb{R}^{n}$ and $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be the same as in Theorem 2.1.
(1) Let $\left\{\varepsilon_{j}\right\}_{j=1}^{\infty}$ be a decreasing sequence in $(0,1]$ such that $\lim _{j \rightarrow \infty} \varepsilon_{j}=0$. For each integer $j \geq 1$, let $u_{j} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ be a minimizer of $I_{\varepsilon_{j}}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. Then, there is a subsequence $\left\{\varepsilon_{j_{i}} u_{j_{i}}\right\}_{i=1}^{\infty}$ of $\left\{\varepsilon_{j} u_{j}\right\}_{j=1}^{\infty}$ and $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ that satisfy the following properties: (i) As $i \rightarrow \infty, \varepsilon_{j_{i}} u_{j_{i}} \rightarrow v$ (strong convergence) in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$; and (ii) $J(v)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(w)$.
(2) We have
$\lim _{\varepsilon \rightarrow 0^{+}}\left(\min _{u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} I_{\varepsilon}(u)-\log \varepsilon\right)=\sup _{0<\varepsilon \leq 1}\left(\min _{u \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} I_{\varepsilon}(u)-\log \varepsilon\right)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(w)$.

We need several lemmas to prove our results.
Lemma 3.1. Let $E \subset \mathbb{R}^{n}$ be Lebesgue measurable with $0<|E|<\infty$. Suppose $g_{j} \rightarrow g$ in $L^{1}(E)$ and $\left\{\int_{E} \log \left|g_{j}\right| d x\right\}_{j=1}^{\infty}$ is bounded. Then, $\log |g| \in L^{1}(E)$ and

$$
\begin{equation*}
\liminf _{j \rightarrow \infty}\left(-\int_{E} \log \left|g_{j}\right| d x\right) \geq-\int_{E} \log |g| d x \tag{3.4}
\end{equation*}
$$

Proof. By the fact that $\log s \leq(1 / e) s$ for all $s>0$, we have for each integer $j \geq 1$ that

$$
\begin{align*}
\int_{E}|\log | g_{j}| | d x & =\int_{\left\{x \in E:\left|g_{j}(x)\right| \geq 1\right\}} \log \left|g_{j}\right| d x-\int_{\left\{x \in E:\left|g_{j}(x)\right|<1\right\}} \log \left|g_{j}\right| d x \\
& =2 \int_{\left\{x \in E:\left|g_{j}(x)\right| \geq 1\right\}} \log \left|g_{j}\right| d x-\int_{E} \log \left|g_{j}\right| d x \\
& \leq \frac{2}{e} \int_{E}\left|g_{j}\right| d x-\int_{E} \log \left|g_{j}\right| d x \tag{3.5}
\end{align*}
$$

Since both $\left\{\int_{E}\left|g_{j}\right| d x\right\}_{j=1}^{\infty}$ and $\left\{\int_{E} \log \left|g_{j}\right| d x\right\}_{j=1}^{\infty}$ are bounded, we thus have

$$
\begin{equation*}
\sup _{j \geq 1} \int_{E}|\log | g_{j}| | d x<\infty \tag{3.6}
\end{equation*}
$$

Since $g_{j} \rightarrow g$ in $L^{1}(E)$, there exists a subsequence $\left\{g_{j_{i}}\right\}_{i=1}^{\infty}$ of $\left\{g_{j}\right\}_{j=1}^{\infty}$ such that $g_{j_{i}}(x) \rightarrow g(x)$ as $i \rightarrow \infty$ for a.e. $x \in E$. Consequently, by Fatou's Lemma and (3.6),
(3.7) $\quad 0 \leq \int_{E}|\log | g| | d x=\int_{E} \liminf _{i \rightarrow \infty}|\log | g_{j_{i}}| | d x \leq \liminf _{i \rightarrow \infty} \int_{E}|\log | g_{j_{i}}| | d x<\infty$.

This implies that $\log |g| \in L^{1}(E)$, and, in particular, $|\{x \in E: g(x)=0\}|=0$.
For any $\sigma \in(0,1)$, we denote $S_{\sigma}=\{x \in E: 0<|g(x)| \leq \sigma\}$ and $m_{\sigma}=\left|S_{\sigma}\right|$.
Since $|\log | g\left|\left|\geq|\log \sigma|\right.\right.$ on $S_{\sigma}$ for any $\sigma \in(0,1)$, we have by (3.7) that

$$
\begin{equation*}
m_{\sigma}=\int_{S_{\sigma}} d x \leq \int_{S_{\sigma}} \frac{|\log | g| |}{|\log \sigma|} d x \leq \frac{1}{|\log \sigma|} \int_{E}|\log | g| | d x \rightarrow 0 \quad \text { as } \sigma \rightarrow 0^{+} \tag{3.8}
\end{equation*}
$$

Thus, by (3.7), (3.8), and the absolute continuity of Lebesgue integrals, we obtain

$$
\begin{equation*}
\left|\int_{S_{\sigma}} \log \right| g|d x| \leq \int_{S_{\sigma}}|\log | g| | d x \rightarrow 0 \quad \text { as } \sigma \rightarrow 0^{+} \tag{3.9}
\end{equation*}
$$

Now, for each integer $j \geq 1$, we have by the fact that $-\log (\cdot)$ is convex and Jensen's inequality that

$$
\begin{align*}
-\int_{S_{\sigma}} \log \left|g_{j}\right| d x & =-m_{\sigma} f_{S_{\sigma}} \log \left|g_{j}\right| d x \geq-m_{\sigma} \log \left(f_{S_{\sigma}}\left|g_{j}\right| d x\right) \\
& \geq m_{\sigma} \log m_{\sigma}-m_{\sigma} \log \left(\max _{i \geq 1}\left\|g_{i}\right\|_{L^{1}(E)}\right) \tag{3.10}
\end{align*}
$$

in which $\max _{i \geq 1}\left\|g_{i}\right\|_{L^{1}(E)}>0$, since $g_{i} \rightarrow g$ in $L^{1}(E)$ as $i \rightarrow \infty$ and $\|g\|_{L^{1}(E)} \neq 0$. Thus, by (3.10) and (3.8),

$$
\begin{align*}
\liminf _{j \rightarrow \infty}\left(-\int_{S_{\sigma}} \log \left|g_{j}\right| d x\right) & \geq m_{\sigma} \log m_{\sigma}-m_{\sigma} \log \left(\max _{i \geq 1}\left\|g_{i}\right\|_{L^{1}(E)}\right) \\
& \rightarrow 0 \quad \text { as } \sigma \rightarrow 0^{+} \tag{3.11}
\end{align*}
$$

Let $\delta>0$. By (3.9) and (3.11), there exits $\sigma_{0} \in(0,1)$ such that

$$
\begin{equation*}
\liminf _{j \rightarrow \infty}\left(-\int_{S_{\sigma_{0}}} \log \left|g_{j}\right| d x\right) \geq-\int_{S_{\sigma_{0}}} \log |g| d x-\delta \tag{3.12}
\end{equation*}
$$

Denoting $T_{0}=\left\{x \in E:|g(x)|>\sigma_{0}\right\}$, we have by the fact that $\log (1+s) \leq s$ for any $s \geq 0$ that

$$
\begin{align*}
& \left|\int_{T_{0}} \log \right| g_{j}\left|d x-\int_{T_{0}} \log \right| g|d x| \leq \int_{T_{0}}\left|\log \frac{\left|g_{j}\right|}{|g|}\right| d x \\
& \leq \int_{T_{0}} \log \left(1+\left|\frac{\left|g_{j}\right|-|g|}{|g|}\right|\right) d x \leq \int_{T_{0}} \frac{\left|g_{j}-g\right|}{\sigma_{0}} d x \\
& \leq \frac{1}{\sigma_{0}}\left\|g_{j}-g\right\|_{L^{1}(E) \rightarrow 0} \quad \text { as } j \rightarrow \infty \tag{3.13}
\end{align*}
$$

It follows from (3.12) and (3.13) that

$$
\liminf _{j \rightarrow \infty}\left(-\int_{E} \log \left|g_{j}\right| d x\right) \geq-\int_{E} \log |g| d x-\delta
$$

which implies (3.4) by the arbitrariness of $\delta>0$.
Lemma 3.2. Let $E \subset \mathbb{R}^{n}$ be Lebesgue measurable with $0<|E|<\infty$ and $h \in$ $L^{1}(E)$. Let $\left\{\varepsilon_{j}\right\}_{j=1}^{\infty}$ be a decreasing sequence in $(0,1]$ such that $\varepsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$. Then,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{E} \log \sqrt{\varepsilon_{j}^{2}+|h|^{2}} d x=\int_{E} \log |h| d x \tag{3.14}
\end{equation*}
$$

Proof. Suppose first that $\int_{E} \log |h| d x=-\infty$. Set

$$
\zeta_{j}=\int_{E} \log \sqrt{\varepsilon_{j}^{2}+|h|^{2}} d x \quad j=1, \ldots
$$

Then, $\left\{\zeta_{j}\right\}_{j=1}^{\infty}$ is a decreasing sequence. Thus, either $\lim _{j \rightarrow \infty} \zeta_{j}=-\infty$, leading to (3.14) in this case; or $\lim _{j \rightarrow \infty} \zeta_{j}$ exists and is finite. Suppose the latter were true. Then, $\left\{\zeta_{j}\right\}_{j=1}^{\infty}$ would be bounded from below. By the fact that $\log s \leq(1 / e) s$ for any $s>0$, we have for any $j \geq 1$ that

$$
\begin{equation*}
\zeta_{j} \leq \int_{E} \log \sqrt{1+|h|^{2}} d x \leq \frac{1}{e} \int_{E} \sqrt{1+|h|^{2}} d x \leq \frac{1}{e} \int_{E}(1+|h|) d x<\infty \tag{3.15}
\end{equation*}
$$

Thus, the sequence $\left\{\zeta_{j}\right\}_{j=1}^{\infty}$ is also bounded from above. In addition, $\sqrt{\varepsilon_{j}^{2}+|h|^{2}} \rightarrow|h|$ in $L^{1}(E)$ as $j \rightarrow \infty$. Therefore, by Lemma 3.1, $\int_{E} \log |h| d x$ would be finite, leading to a contradiction in this case.

Suppose now that $\int_{E} \log |h| d x>-\infty$. Replacing $g_{j}$ by $h$ in (3.5), we obtain that $\log |h| \in L^{1}(E)$. By (3.15), $\log \sqrt{1+|h|^{2}} \in L^{1}(E)$. Since for each $j \geq 1$,

$$
\log |h| \leq \log \sqrt{\varepsilon_{j}^{2}+|h|^{2}} \leq \log \sqrt{1+|h|^{2}} \quad \text { a.e. } E
$$

we thus obtain (3.14) in this case by Lebesgue's Dominated Convergence Theorem.

Proof of Theorem 3.1. Let $\tau=\inf _{v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(v)$. Let $f: \bar{\Omega} \rightarrow \mathbb{R}$ be the Lipschitzcontinuous function constructed in Lemma 2.2. Define $\hat{v}: \bar{\Omega} \rightarrow \mathbb{R}^{m}$ by $\hat{v}=f e_{1}$, where $e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{m}$. Then, $\hat{v} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ and $J(\hat{v})<\infty$. Thus, $\tau<\infty$.

Since $(1 / s) \log s \rightarrow 0$ as $s \rightarrow \infty$, there exists $R=R(\Omega)>1$ such that

$$
\begin{equation*}
\log s \leq \frac{s}{2 C_{0}^{2}} \quad \forall s \geq R \tag{3.16}
\end{equation*}
$$

where $C_{0}>0$ is the constant in the Poincaré inequality (2.18). Consequently, by (3.16) and the Poincaré inequality (2.18),

$$
\begin{align*}
J(v) \geq & \frac{1}{2} f_{\Omega}|\nabla v|^{2} d x-\frac{1}{|\Omega|} \int_{\{x \in \Omega:|v| \geq 1\}} \log |v| d x \\
= & \frac{1}{2} f_{\Omega}|\nabla v|^{2} d x-\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega: 1 \leq|v|^{2} \leq R\right\}} \log \left(|v|^{2}\right) d x \\
& -\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega:|v|^{2}>R\right\}} \log \left(|v|^{2}\right) d x \\
\geq & \frac{1}{2} f_{\Omega}|\nabla v|^{2} d x-\frac{1}{2|\Omega|} \int_{\left\{x \in \Omega: 1 \leq|v|^{2} \leq R\right\}} \log R d x-\frac{1}{4|\Omega| C_{0}^{2}} \int_{\left\{x \in \Omega:|v|^{2}>R\right\}}|v|^{2} d x \\
\geq & \frac{1}{2} f_{\Omega}|\nabla v|^{2} d x-\frac{1}{4 C_{0}^{2}} f_{\Omega}|v|^{2} d x-\frac{1}{2} \log R \\
\geq & \frac{1}{4} f_{\Omega}|\nabla v|^{2} d x-\frac{1}{2} \log R \quad \forall v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) . \tag{3.17}
\end{align*}
$$

This implies that $\tau>-\infty$. Hence, (3.1) is proved.
Let $\left\{v_{j}\right\}_{j=1}^{\infty}$ be an infimizing sequence of $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$. It follows from (3.17) and (2.18) that $\left\{v_{j}\right\}_{j=1}^{\infty}$ is bounded in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. Thus, up to a subsequence, $v_{j} \rightharpoonup v$ in $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$ and $v_{j} \rightarrow v$ in $L^{2}\left(\Omega, \mathbb{R}^{m}\right)$ as $j \rightarrow \infty$ for some $v \in H^{1}\left(\Omega, \mathbb{R}^{m}\right)$. We have $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$, since $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ is weakly closed in $H^{1}\left(\Omega, \mathbb{R}^{m}\right)$.

As in the proof of Theorem 2.1, cf. (2.21), we have

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} f_{\Omega}\left|\nabla v_{j}\right|^{2} d x \geq f_{\Omega}|\nabla v|^{2} d x \tag{3.18}
\end{equation*}
$$

Since $\left\{J\left(v_{j}\right)\right\}_{j=1}^{\infty}$ and $\left\{\left\|v_{j}\right\|\right\}_{j=1}^{\infty}$ are both bounded, the sequence

$$
\left\{\int_{\Omega} \log \left|v_{j}\right| d x\right\}_{j=1}^{\infty}=\left\{\int_{\Omega} \frac{1}{2}\left|\nabla v_{j}\right|^{2} d x-|\Omega| J\left(v_{j}\right)\right\}_{j=1}^{\infty}
$$

is bounded. Thus, by Lemma 3.1, $\log |v| \in L^{1}(\Omega)$ and

$$
\begin{equation*}
\liminf _{j \rightarrow \infty}\left(-f_{\Omega} \log \left|v_{j}\right| d x\right) \geq-f_{\Omega} \log |v| d x \tag{3.19}
\end{equation*}
$$

Now, (3.2) follows from (3.18), (3.19), and the fact that $\left\{v_{j}\right\}_{j=1}^{\infty}$ is an infimizing sequence of $J: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R} \cup\{\infty\}$.

Remark 3.1. In the case that $\Omega=\Pi_{i=1}^{n}\left(a_{i}, b_{i}\right)$ with $-\infty<a_{i}<b_{i}<\infty$ $(i=1, \ldots, n)$ and the set of admissible functions is $\left\{u \in H_{\mathrm{per}}^{1}\left(\Omega, \mathbb{R}^{m}\right): f_{\Omega} u d x=0\right\}$, we can still prove that $\tau<\infty$ by the same argument with $f$ replaced by $\sin \left(2 \pi x_{1} /\left(b_{1}-\right.\right.$ $\left.a_{1}\right)$ ).

Proof of Theorem 3.2.
(1) Suppose $v_{j} \rightharpoonup v$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. We may assume that $\liminf _{j \rightarrow \infty} J_{\varepsilon_{j}}\left(v_{j}\right)<\infty$, otherwise (3.3) holds true trivially.

Notice that for each integer $j \geq 1$,

$$
\begin{equation*}
J_{\varepsilon_{j}}\left(v_{j}\right) \geq f_{\Omega}\left[\frac{1}{2}\left|v_{j}\right|^{2}-\frac{1}{2} \log \left(1+\left|v_{j}\right|^{2}\right)\right] d x=I_{1}\left(v_{j}\right) \tag{3.20}
\end{equation*}
$$

Thus, by (2.20) with $\varepsilon=1$, the sequence $\left\{J_{\varepsilon_{j}}\left(v_{j}\right)\right\}_{j=1}^{\infty}$ is bounded from below. Let $\left\{v_{j_{i}}\right\}_{i=1}^{\infty}$ be a subsequence of $\left\{v_{j}\right\}_{j=1}^{\infty}$ such that $v_{j_{i}} \rightarrow v$ in $L^{2}\left(\Omega, \mathbb{R}^{m}\right)$ as $i \rightarrow \infty$ and

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} J_{\varepsilon_{j}}\left(v_{j}\right)=\lim _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)<\infty \tag{3.21}
\end{equation*}
$$

Then, the sequence $\left\{J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)\right\}_{i=1}^{\infty}$ is bounded, from both above and below. Hence,

$$
\left\{\int_{\Omega} \log \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} d x\right\}_{i=1}^{\infty}=\left\{\int_{\Omega} \frac{1}{2}\left|\nabla v_{j_{i}}\right|^{2} d x-|\Omega| J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)\right\}_{i=1}^{\infty}
$$

is bounded. Moreover, $\sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} \rightarrow|v|$ in $L^{2}(\Omega)$ as $i \rightarrow \infty$, since
$\left|\sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}}-|v|\right|^{2}=\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}+|v|^{2}-2|v| \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} \leq \varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}-v\right|^{2} \quad \forall i \geq 1$.
Consequently, it follows from Lemma 3.1 that $\log |v| \in L^{1}(\Omega)$ and

$$
\begin{equation*}
\liminf _{i \rightarrow \infty}\left(-f_{\Omega} \log \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} d x\right) \geq-f_{\Omega} \log |v| d x \tag{3.22}
\end{equation*}
$$

As before, we also have

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} f_{\Omega}\left|\nabla v_{j}\right|^{2} d x \geq f_{\Omega}|\nabla v|^{2} d x \tag{3.23}
\end{equation*}
$$

cf. (2.21) and (3.18). Now, (3.3) follows from (3.21)-(3.23).
(2) Let $w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ and $w_{j}=w$ for all integers $j \geq 1$. The assertion of this part follows from Lemma 3.2.

Proof of Theorem 3.3. For each integer $j \geq 1, \varepsilon_{j} v_{j}$ is a minimizer of $I_{\varepsilon_{j}}$ : $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. Thus, by (3) of Theorem 2.1, $\left\{v_{j}\right\}_{j=1}^{\infty}$ is bounded in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. Hence, it has a subsequence $\left\{v_{j_{i}}\right\}_{i=1}^{\infty}$ such that $v_{j_{i}} \rightharpoonup v$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right), v_{j_{i}} \rightarrow v$ in $L^{2}\left(\Omega, \mathbb{R}^{m}\right)$, and $v_{j_{i}}(x) \rightarrow v(x)$ for a.e. $x \in \Omega$ as $i \rightarrow \infty$ for some $v \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$.

Since $v_{j_{i}}$ is a minimizer of $J_{\varepsilon_{j_{i}}}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$, we have for any $w^{\prime} \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ that

$$
J_{\varepsilon_{j_{i}}}\left(w^{\prime}\right) \geq J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J_{\varepsilon_{j_{i}}}(w) \quad \forall i \geq 1
$$

Consequently, we have by Lemma 3.2 and (1) of Theorem 3.2 that

$$
\begin{equation*}
J\left(w^{\prime}\right)=\lim _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(w^{\prime}\right) \geq \limsup _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right) \geq \liminf _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right) \geq J(v) \tag{3.24}
\end{equation*}
$$

This proves (2). Setting $w^{\prime}=v$ in (3.24), we obtain that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J_{\varepsilon_{j_{i}}}(w)=\lim _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)=J(v)=\min _{w \in \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)} J(v) \tag{3.25}
\end{equation*}
$$

proving (3).
Notice that the sequence

$$
\left\{\int_{\Omega} \log \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} d x\right\}_{i=1}^{\infty}=\left\{\int_{\Omega} \frac{1}{2}\left|\nabla v_{j_{i}}\right|^{2} d x-|\Omega| J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)\right\}_{i=1}^{\infty}
$$

is bounded. Moreover, $\sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} \rightarrow|v|$ in $L^{2}(\Omega)$ as $i \rightarrow \infty$. Consequently, we have by Lemma 3.1 that $\log |v| \in L^{1}(\Omega)$ and

$$
\begin{equation*}
\liminf _{i \rightarrow \infty}\left(-\int_{\Omega} \log \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} d x\right) \geq-\int_{\Omega} \log |v| d x . \tag{3.26}
\end{equation*}
$$

Since $v_{j_{i}} \rightharpoonup v$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$ as $i \rightarrow \infty$, we also have (cf. (2.21))

$$
\begin{equation*}
\liminf _{i \rightarrow \infty} f_{\Omega}\left|\nabla v_{j_{i}}\right|^{2} d x \geq f_{\Omega}|\nabla v|^{2} d x \tag{3.27}
\end{equation*}
$$

Now, it follows from (3.25)-(3.27) that

$$
\begin{aligned}
& 0= \lim _{i \rightarrow \infty} J_{\varepsilon_{j_{i}}}\left(v_{j_{i}}\right)-J(v) \\
& \geq {\left[\liminf _{i \rightarrow \infty} f_{\Omega} \frac{1}{2}\left|\nabla v_{j_{i}}\right|^{2} d x-f_{\Omega} \frac{1}{2}|\nabla v|^{2} d x\right] } \\
& \quad+\left[\liminf _{i \rightarrow \infty}\left(-f_{\Omega} \log \sqrt{\varepsilon_{j_{i}}^{2}+\left|v_{j_{i}}\right|^{2}} d x\right)-\left(-f_{\Omega} \log |v| d x\right)\right] \\
& \geq 0,
\end{aligned}
$$

which, together with (3.26) and (3.27), implies that

$$
\liminf _{i \rightarrow \infty} f_{\Omega}\left|\nabla v_{j_{i}}\right|^{2} d x=f_{\Omega}|\nabla v|^{2} d x
$$

Thus,

$$
\liminf _{i \rightarrow \infty} \int_{\Omega}\left|\nabla v_{j_{i}}-\nabla v\right|^{2} d x=\liminf _{i \rightarrow \infty} \int_{\Omega}\left(\left|\nabla v_{j_{i}}\right|^{2}+|\nabla v|^{2}-2 \nabla v_{j_{i}} \cdot \nabla v\right) d x=0 .
$$

This and the Poincaré inequality (2.18) imply the strong convergence of a subsequence of $\left\{v_{j_{i}}\right\}_{i=1}^{\infty}$ to $v$ in $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right)$. Thus (1) is proved.

Proof of Corollary 3.1. Notice for any integer $j \geq 1$ that $u_{j}$ is a minimizer of $I_{\varepsilon_{j}}$ : $\mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ if and only if that $v_{j}:=\varepsilon_{j} u_{j}$ is a minimizer of $J_{\varepsilon_{j}}: \mathcal{H}\left(\Omega, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$. Thus, (1) follows from (1) and (2) of Theorem 3.3; (3) follows from (2) of Theorem 2.1 and (3) of Theorem 3.3.
4. The scalar Dirichlet boundary-value problem. If the order parameter is a scalar function that satisfies the homogeneous Dirichlet boundary condition, then the solution of the corresponding limiting variational problem of infimizing $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$ can be well characterized. In what follows, we denote

$$
\mathcal{H}_{+}(\Omega)=\left\{v \in H_{0}^{1}(\Omega): v(x) \geq 0 \text { a.e. } x \in \Omega\right\} .
$$

As usual, we also denote by $C_{c}^{\infty}(\Omega)$ the set of all $C^{\infty}(\Omega)$-functions that are compactly supported in $\Omega$.

Theorem 4.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with a Lipschitz-continuous boundary $\partial \Omega$. Then, there exists $v_{+} \in \mathcal{H}_{+}(\Omega)$ that satisfies the following properties:
(1) The function $v_{+}$is the unique minimizer of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$. Moreover, $v_{+} \in C^{\infty}(\Omega), v_{+}>0$ in $\Omega$,

$$
\begin{equation*}
\Delta v_{+}+\frac{1}{v_{+}}=0 \quad \text { in } \Omega \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\Omega}\left|\nabla v_{+}\right|^{2} d x=1 \tag{4.2}
\end{equation*}
$$

(2) The two functions $v_{+}$and $v_{-}:=-v_{+}$are the unique minimizers of $J$ : $H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$.

To prove this theorem, we need the following result.
Lemma 4.1. Let $\Omega \subset \mathbb{R}^{n}$ be the same as in Theorem 4.1. Let $\varepsilon \in(0,1]$. There exists $v_{\varepsilon+} \in \mathcal{H}_{+}(\Omega)$ such that

$$
\begin{equation*}
J_{\varepsilon}\left(v_{\varepsilon+}\right)=\min _{w \in \mathcal{H}_{+}(\Omega)} J_{\varepsilon}(w)=\min _{w \in H_{0}^{1}(\Omega)} J_{\varepsilon}(w) \tag{4.3}
\end{equation*}
$$

Moreover, $\Delta v_{\varepsilon+} \leq 0$ in $\Omega$ in the sense of distributions, i.e.,

$$
\begin{equation*}
\int_{\Omega} \nabla v_{\varepsilon+} \cdot \nabla \varphi d x \geq 0 \quad \forall \varphi \in C_{c}^{\infty}(\Omega) \text { with } \varphi \geq 0 \text { in } \Omega \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\Omega}\left|\nabla v_{\varepsilon+}\right|^{2} d x=f_{\Omega} \frac{v_{\varepsilon+}^{2}}{\varepsilon^{2}+v_{\varepsilon+}^{2}} d x \tag{4.5}
\end{equation*}
$$

Proof. Setting $\xi_{\varepsilon}=\inf _{w \in \mathcal{H}_{+}(\Omega)} J_{\varepsilon}(w)$, we have by Theorem 2.1 that

$$
-\infty<\min _{w \in H_{0}^{1}(\Omega)} I_{\varepsilon}(w)-\log \varepsilon=\min _{w \in H_{0}^{1}(\Omega)} J_{\varepsilon}(w) \leq \xi_{\varepsilon} \leq J_{\varepsilon}(0)=-\log \varepsilon<\infty
$$

Let $\left\{w_{j}\right\}_{j=1}^{\infty} \subset \mathcal{H}_{+}(\Omega)$ be an infimizing sequence of $J_{\varepsilon}: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R}$. Since

$$
J_{\varepsilon}\left(w_{j}\right) \geq f_{\Omega}\left[\frac{1}{2}\left|\nabla w_{j}\right|^{2}-\frac{1}{2} \log \left(1+\left|w_{j}\right|^{2}\right)\right] d x=I_{1}\left(w_{j}\right) \quad \forall j \geq 1
$$

we see from (2.20) with $\mathbb{R}^{m}=\mathbb{R}$ and $\varepsilon=1$, and the Poincaré inequality, that the sequence $\left\{w_{j}\right\}_{j=1}^{\infty}$ is bounded in $H^{1}(\Omega)$. Thus, it has a subsequence $\left\{w_{j_{i}}\right\}_{i=1}^{\infty}$ such that $w_{j_{i}} \rightharpoonup v_{\varepsilon+}$ in $H^{1}(\Omega)$ and $w_{j_{i}} \rightarrow v_{\varepsilon+}$ in $L^{2}(\Omega)$ as $i \rightarrow \infty$ for some $v_{\varepsilon+} \in H^{1}(\Omega)$. We have in fact $v_{+} \in \mathcal{H}_{+}(\Omega)$, since $\mathcal{H}_{+}(\Omega)$ is convex and strongly closed, and hence weakly closed, in $H^{1}(\Omega)$. Noting that $\varepsilon>0$ is fixed, by the same argument in the proof of Theorem 2.1, cf. (2.21) and (2.22), we obtain that $J_{\varepsilon}\left(v_{\varepsilon+}\right)=\xi_{\varepsilon}$.

For any $w \in H_{0}^{1}(\Omega)$, we have $|w| \in \mathcal{H}_{+}(\Omega)$ and $J_{\varepsilon}(|w|)=J_{\varepsilon}(w)$, cf. Lemmas 7.6 and 7.7 in [8]. Thus,

$$
\min _{w \in H_{0}^{1}(\Omega)} J_{\varepsilon}(w) \leq \xi_{\varepsilon}=J_{\varepsilon}\left(v_{\varepsilon+}\right) \leq J_{\varepsilon}(|w|)=J_{\varepsilon}(w) \quad \forall w \in H_{0}^{1}(\Omega)
$$

This leads to (4.3).

Since $v_{\varepsilon+}$ is a minimizer of $J_{\varepsilon}: H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$, the first variation of $J_{\varepsilon}$ at $v_{\varepsilon+}$ vanishes, i.e.,

$$
\begin{equation*}
\delta J\left(v_{\varepsilon+}\right)(\varphi)=\int_{\Omega}\left(\nabla v_{\varepsilon+} \cdot \nabla \varphi-\frac{v_{\varepsilon+\varphi}}{\varepsilon^{2}+v_{\varepsilon+}^{2}}\right) d x=0 \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{4.6}
\end{equation*}
$$

This, together with the fact that $v_{\varepsilon+} \geq 0$ a.e. $\Omega$ and that $C_{c}^{\infty}(\Omega) \subset H_{0}^{1}(\Omega)$, implies (4.4). Finally, setting $\varphi=v_{\varepsilon+}$ in (4.6), we obtain (4.5).

Proof of Theorem 4.1.
(1) By Lemma 4.1, there exists $v_{j} \in \mathcal{H}_{+}(\Omega)$ for each integer $j \geq 1$ such that

$$
\begin{equation*}
J_{1 / j}\left(v_{j}\right)=\min _{w \in \mathcal{H}_{+}(\Omega)} J_{1 / j}(w)=\min _{w \in H_{0}^{1}(\Omega)} J_{1 / j}(w) \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
\Delta v_{j} \leq 0 \quad \text { in } \Omega \tag{4.8}
\end{equation*}
$$

in the sense of distributions, cf. (4.4), and

$$
\begin{equation*}
f_{\Omega}\left|\nabla v_{j}\right|^{2} d x=f_{\Omega} \frac{v_{j}^{2}}{j^{-2}+v_{j}^{2}} d x \tag{4.9}
\end{equation*}
$$

By (4.7) and Theorem 3.3, there exists a subsequence $\left\{v_{j_{i}}\right\}_{i=1}^{\infty}$ of $\left\{v_{j}\right\}_{j=1}^{\infty}$ such that $v_{j_{i}} \rightarrow v_{+}$(strong convergence) in $H^{1}(\Omega)$ and $v_{j_{i}}(x) \rightarrow v_{+}(x)$ a.e. $x \in \Omega$ as $i \rightarrow \infty$ for some $v_{+} \in H_{0}^{1}(\Omega)$ that is a minimizer of $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$. Since $\mathcal{H}_{+}(\Omega)$ is weakly closed in $H^{1}(\Omega), v_{+} \in \mathcal{H}_{+}(\Omega)$. Moreover, since $\mathcal{H}_{+}(\Omega) \subset H_{0}^{1}(\Omega)$, $v_{+}$is also a minimizer of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$. The fact that $v_{+}$is the unique minimizer of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$ follows from the strict convexity of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$.

Let $\eta_{+}=\operatorname{essinf}_{\Omega} v_{+}$. Since $v_{+} \in \mathcal{H}_{+}(\Omega), v_{+} \geq 0$ a.e. $\Omega$. Thus, $\eta_{+} \geq 0$. If $\eta_{+}>0$, then there exists $\phi_{j} \in C^{\infty}(\bar{\Omega})$ for each integer $j \geq 1$ such that $\min _{\bar{\Omega}} \phi_{j} \geq \eta_{+} / 2$ $(j=1, \ldots)$ and $\phi_{j} \rightarrow v_{+}$in $H^{1}(\Omega)$ as $j \rightarrow \infty$. The trace of $v_{+}$, which is the limit of $\left\{\phi_{j}\right\}_{j=1}^{\infty}$ in $L^{2}(\partial \Omega)$, would then be positive a.e. $\partial \Omega$. This contradicts the fact that $v_{+} \in H_{0}^{1}(\Omega)$. Thus, $\operatorname{ess}_{\inf }^{\Omega} v_{+}=0$. Since $v_{+} \geq 0$ is a minimizer of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}, \log v_{+} \in L^{1}(\Omega)$. Thus, we also have that $v_{+}(x)>0$ a.e. $x \in \Omega$. In particular, $v_{+}$is not a constant in $\Omega$. Since $v_{j_{i}} \rightarrow v_{+}$in $H^{1}(\Omega)$ as $i \rightarrow \infty$, we obtain by (4.8) that $\Delta v_{+} \geq 0$ in $\Omega$ in the sense of distributions. Applying the Strong Maximum Principle to $L=\Delta$ and $u=v_{+}$in Theorem 8.19 in [8], we see that ess $\inf _{B} v_{+}>0$ for any ball $B \subset \subset \Omega$. (Here and below, the notation $\omega \subset \subset \Omega$ means $\bar{\omega} \subset \Omega$.) For any open set $\Omega^{\prime} \subset \mathbb{R}^{n}$ with $\Omega^{\prime} \subset \subset \Omega$, we can cover $\overline{\Omega^{\prime}}$ by finitely many balls $B_{i} \subset \subset \Omega$, where $i=1, \ldots, N$ for some integer $N \geq 1$, so that ess $\inf _{B_{i}} v_{+}>0$ for all $i(1 \leq i \leq N)$. Thus, $\delta^{\prime}:=\operatorname{essinf}_{\Omega^{\prime}} v_{+}>0$, and hence $1 / v_{+} \in L^{\infty}\left(\Omega^{\prime}\right)$.

Let $\varphi \in C_{c}^{\infty}(\Omega)$ with $\operatorname{supp} \varphi \subset \Omega^{\prime}$ and consider $q(\delta):=J\left(v_{+}+\delta \varphi\right)$ for $\delta \in \mathbb{R}$. If $|\delta| \sup _{\Omega^{\prime}}|\varphi|<\delta^{\prime}$, then $v_{+}+\delta \varphi>0$ a.e. in $\Omega^{\prime}$, and

$$
\begin{aligned}
q(\delta) & =\int_{\Omega}\left[\frac{1}{2}\left|\nabla v_{+}+\delta \varphi\right|^{2}-\log \left|v_{+}+\delta \varphi\right|\right] d x \\
& =f_{\Omega} \frac{1}{2}\left|\nabla v_{+}+\delta \varphi\right|^{2} d x-\frac{1}{|\Omega|} \int_{\Omega \backslash \Omega^{\prime}} \log v_{+} d x-\frac{1}{|\Omega|} \int_{\Omega^{\prime}} \log \left(v_{+}+\delta \varphi\right) d x
\end{aligned}
$$

Since $v_{+}$is a minimizer of $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}, q(\delta)$ is minimized at $\delta=0$. Thus, $q^{\prime}(0)=0$. This leads to

$$
\begin{equation*}
\Delta v_{+}+\frac{1}{v_{+}}=0 \quad \text { in } \Omega^{\prime} \tag{4.10}
\end{equation*}
$$

in the sense of distributions.
Let $\Omega^{\prime \prime} \subset \mathbb{R}^{n}$ be an open set such that $\Omega^{\prime \prime} \subset \subset \Omega^{\prime} \subset \subset \Omega$. Denoting $H^{k}(D)=$ $W^{k, 2}(D)$ the usual Sobolev space for an open set $D \subset \mathbb{R}^{n}$ and an integer $k \geq 1[1,8]$, we claim:
(*) For any integer $k \geq 1$, there exists an open set $\Omega_{k} \subset \mathbb{R}^{n}$ such that $\Omega^{\prime \prime} \subset \subset$ $\Omega_{k} \subset \subset \Omega^{\prime}$ and $v_{+} \in H^{k+1}\left(\Omega_{k}\right)$.
Let $f:=1 / v_{+} \in L^{\infty}\left(\Omega^{\prime}\right)$. By (4.10), $v_{+} \in H^{1}\left(\Omega^{\prime}\right)$ is a weak solution of $\Delta v_{+}=f$ in $\Omega^{\prime}$, i.e.,

$$
\begin{equation*}
\int_{\Omega^{\prime}} \nabla v_{+} \cdot \nabla \varphi d x=\int_{\Omega^{\prime}} f \varphi d x \quad \forall \varphi \in C_{c}^{\infty}\left(\Omega^{\prime}\right) \tag{4.11}
\end{equation*}
$$

By the regularity theory of elliptic boundary-value problems, cf. Theorem 8.8 in [8], we have $v_{+} \in H^{2}\left(\Omega_{1}\right)$ for any open set $\Omega_{1} \subset \mathbb{R}^{n}$ such that $\Omega^{\prime \prime} \subset \subset \Omega_{1} \subset \subset \Omega^{\prime}$. Thus, the statement $(*)$ is true for $k=1$.

Suppose the statement $(*)$ is also true for a general $k \geq 1$. Then, $\partial^{k} f \in H^{1}\left(\Omega_{k}\right)$ for any partial derivative $\partial^{k}$ of order $k$. Replacing $\varphi$ in (4.11) by $\partial^{k} \psi$ for any $\psi \in$ $C_{c}^{\infty}\left(\Omega_{k}\right)$, one easily verifies that

$$
\int_{\Omega_{k}} \nabla \partial^{k} v_{+} \cdot \nabla \psi d x=\int_{\Omega_{k}} \partial^{k} f \psi d x \quad \forall \psi \in C_{c}^{\infty}\left(\Omega_{k}\right)
$$

i.e., $\partial^{k} v_{+} \in H^{1}\left(\Omega_{k}\right)$ satisfies $\Delta \partial^{k} v_{+}=\partial^{k} f$ in $\Omega_{k}$ in the sense of distributions. Therefore, by the same regularity result, there exists an open set $\Omega_{k+1} \subset \mathbb{R}^{n}$ with $\Omega^{\prime \prime} \subset \subset \Omega_{k+1} \subset \subset \Omega_{k} \subset \subset \Omega^{\prime}$ such that $\partial^{k} v_{+} \in H^{2}\left(\Omega_{k+1}\right)$. By suitably enlarging $\Omega_{k+1}$ if necessary, we see that $v_{+} \in H^{k+2}\left(\Omega_{k+1}\right)$. Hence, the statement $(*)$ is true for $k+1$. Thus, it is true for any integer $k \geq 1$.

By the statement $(*), v_{+} \in \bar{C}^{\infty}\left(\Omega^{\prime \prime}\right)$. It then follows from the arbitrariness of $\Omega^{\prime \prime}$ and $\Omega^{\prime}$ that $v_{+} \in C^{\infty}(\Omega)$, and that $v_{+}>0$ in $\Omega$, since ess $\sup _{\Omega^{\prime}} v_{+}>0$ for any $\Omega^{\prime} \subset \subset \Omega$. Moreover, (4.1) follows from (4.10) and the arbitrariness of $\Omega^{\prime} \subset \subset \Omega$. Using the fact that $v_{j_{i}} \rightarrow v_{+}$in $H^{1}(\Omega)$ and that $v_{j_{i}}(x) \rightarrow v_{+}(x)>0$ a.e. $\Omega$, and applying Lebesgue's Dominated Convergence Theorem, we obtain (4.2) from (4.9).
(2) Clearly, both $v_{+}$and $v_{-}$are minimizers of $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$, cf. the proof of Lemma 4.1. Assume now $\tilde{v} \in H_{0}^{1}(\Omega)$ is a minimizer of $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$. Then, $|\tilde{v}| \in \mathcal{H}_{+}(\Omega)$ is a minimizer of $J: \mathcal{H}_{+}(\Omega) \rightarrow \mathbb{R} \cup\{\infty\}$. By (1), we must have that $|\tilde{v}|=v_{+}$a.e. $\Omega$. Thus, $|\tilde{v}| \in C^{\infty}(\Omega)$ and $\tilde{v}>0$ in $\Omega$. Consequently, we have for any ball $B \subset \subset \Omega$ that $\tilde{v}(x)>0$ for all $x \in B$ or $\tilde{v}(x)<0$ for all $x \in B$. Therefore, for any domain $\omega \subset \subset \Omega, \tilde{v}(x)$ has the same sign for each $x \in \bar{\omega}$. This implies that $\tilde{v}(x)=v_{+}(x)$ for all $x \in \Omega$ or $\tilde{v}(x)=v_{-}(x)$ for all $x \in \Omega$.
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#### Abstract

In this paper we consider dynamic frictionless impact problems of elastic materials formulated in abstract settings. The contact conditions for the impact problem are Signorini-type complementarity conditions. Using time discretization and Galerkin approximation, we investigate the convergence of numerical fully discrete trajectories to a solution of the continuous-time problem. In this way we establish the existence of solutions for a class of impact problems, some of which have been previously studied, while others have not. Most of the impact problems to which this theory can be applied are "thick" obstacle problems, although it can also be applied to a number of boundary or "thin" obstacle problems. The crucial assumption for the theory is that the cone of possible contact forces satisfies a strong pointedness condition, which can usually be related to a Sobolev embedding condition.
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1. Introduction. In this work, we show existence of solutions for a class of dynamic impact problems which are treated from an abstract point of view. The concrete impact problems that we discuss and that are in this class are mostly "thick" obstacle problems; the solutions are functions of time $t>0$ and $\mathbf{x} \in \Omega \subset \mathbb{R}^{d}$ for some $d$ where $\Omega$ is an open domain, and the obstacle (or constraints) are applied over a subset $\Omega_{1} \subset \overline{\Omega_{1}} \subset \Omega$. However, it is applicable to a small number of boundary contact problems. Unfortunately these do not include the wave equation with a boundary "thin" obstacle for which existence has been shown [14] or conservation of energy where $\Omega$ is a half-space [19]; the still-open case of a nonviscous elastic body with boundary contact requires further techniques beyond those described here.

In most papers on contact mechanics, the problem is cast as a variational inequality in terms of the main variable, the solution $u(t)$. This is the approach used in $[9,10,16,19]$, for example. As a result, the contact forces $N(t)$ are removed from the formulation, and their behavior remains somewhat difficult to elucidate. In this paper, we keep the contact forces as part of a complementarity formulation. In some ways this makes our approach more complicated as we now need to obtain suitable bounds on the normal contact forces. However, it means that more is known about the contact forces.

There is another aspect where this paper differs from most others on existence of solutions in contact mechanics: we are dealing with nonviscous elasticity. Thus, without contact, energy is conserved. The introduction of visco-elasticity is useful for improving the regularity of the solution; however, it makes the contact forces less

[^2]regular [3, 22, 23]. The question of the regularity of the contact forces is important as it is closely related to the question of proving energy balances. Only if the contact forces are sufficiently regular do we expect to prove that the contact forces do no work [30]. In rigid-body dynamics the contact forces are general measures and contain Dirac- $\delta$ functions; rigid-body dynamics also requires an additional parameter, the coefficient of restitution, to determine the consequences of a single impact, and to determine if energy is (possibly) conserved.

For example, consider the simple scalar problem $u_{t t}=f(t)+N(t)$ with $f$ an integrable function, $0 \leq u(t) \perp N(t) \geq 0$ for all $t$. Here $\mathbf{0} \leq \mathbf{a} \perp \mathbf{b} \geq \mathbf{0}$ called complementarity condition implies that $\mathbf{a}, \mathbf{b} \geq \mathbf{0}$ component-wise and $\mathbf{a}^{T} \mathbf{b}=0$, where we denote vectors and matrices by bold characters. Thus $\mathbf{0} \leq \mathbf{a} \perp \mathbf{b} \geq \mathbf{0}$ means that for all indexes $i$, either $a_{i}=0$ and $b_{i} \geq 0$, or $a_{i} \geq 0$ and $b_{i}=0$. If $a_{i}>0$, then $b_{i}=0$, and conversely if $b_{i}>0$, then $a_{i}=0$. In our case $u(t)$ and $N(t)$ are scalars, so for all $t$ if there is positive separation $(u(t)>0)$, there is no contact force $(N(t)=0)$; conversely, if there is a contact force $(N(t)>0)$, then there is no separation $(u(t)=0$ ). Note that $u(t)$ cannot be negative (as $u(t)<0$ would violate the no-penetration condition) while $N(t)$ cannot be negative (as $N(t)<0$ would imply adhesion). This can be interpreted in a weak sense by requiring that $u$ and $N$ are nonnegative and that $\int_{0}^{T} u(t) N(t) d t=0$.

Suppose that $u\left(t_{*}\right)=0$. Then near $t=t_{*}$ we can set $N(t)=N_{0}(t)+N_{*} \delta\left(t-t_{*}\right)$ where $N_{0}$ is a measure without atom at $t_{*}$ and $\delta$ is the Dirac- $\delta$ function. This means that $u_{t}\left(t_{*}^{+}\right)=u_{t}\left(t_{*}^{-}\right)+N_{*}$. Any value of $N_{*}$ that exceeds $-u_{t}\left(t_{*}^{-}\right) \geq 0$ is permissible as then $u_{t}\left(t_{*}^{+}\right)>0$ and $u(t)>0$ for $t$ in some interval $\left(t_{*}, t_{*}+\epsilon\right)$. For conservation of energy or an energy balance, we need $u_{t}\left(t_{*}^{+}\right)^{2}=u_{t}\left(t_{*}^{-}\right)^{2}$; only one value of $N_{*}$ will conserve energy, and yet all values of $N_{*} \geq-u_{t}\left(t_{*}^{-}\right)$lead to solutions of the contact conditions $0 \leq u(t) \perp N(t) \geq 0$. On the other hand, if $N(t)=N_{0}(t)$, an integrable function, then $u_{t}$ is a continuous function. Thus, if $u\left(t_{*}\right)=0$ in this case, $u_{t}\left(t_{*}\right)=0$ as well, and so $\int_{B} u_{t}(t) N(t) d t=0$ for any Borel set $B$, and so the contact forces do no work.

A related question is whether there should be a coefficient of restitution, as there is in rigid-body dynamics with impact. For example, the most commonly used coefficient of restitution is the Newton, or kinematic, coefficient of restitution, which is simply the negative of the ratio of the postimpact normal velocity to the preimpact normal velocity: $-u_{t}\left(t_{*}^{+}\right) / u_{t}\left(t_{*}^{-}\right)$.

Unlike the finite-dimensional case, the presence of unbounded operators means that the velocities do not necessarily have bounded variation, and care must be taken in dealing with the limits $u_{t}\left(t_{*}^{+}\right)$and $u_{t}\left(t_{*}^{-}\right)$in appropriate function spaces. However, it can be done in certain situations, such as a vibrating string (subject to the onedimensional wave equation) which can contact a rigid obstacle along a portion of its length. The wave equation with an obstacle was first constructed by Amerio and Prouse [4] and was perfectly studied by Schatzman [26]. She was able to show the existence of solutions for a concave obstacle which conserve energy. An essential part of this was proving that $u_{t}\left(t^{+}, x\right)=-u_{t}\left(t^{-}, x\right)$ at almost every point of contact; that is, the kinematic coefficient of restitution is 1 . However, the approach taken in [26] seems difficult to generalize to other contact problems.

For the sake of concreteness, we will discuss a one-dimensional vibrating string which satisfies the wave equation, fixed at endpoints $x=0$ and $x=l$, and where contact can occur with a fixed obstacle over most of the length of the string. (Contact near the fixed endpoints will be assumed not to occur.)

We begin with the equations of motion for a body without contact:

$$
\begin{aligned}
u_{t t} & =-A u+f \\
u(0) & =u^{0} \\
u_{t}(0) & =v^{0}
\end{aligned}
$$

where $(\cdot)_{t}$ denotes differentiation with respect to $t, A: V \rightarrow V^{\prime}$ is an elliptic self-adjoint operator, $V$ a Hilbert space, and $f$ a constant vector in a suitable space. The results of this paper can be extended to nonconstant $f$; the main technical complication being obtaining suitable energy bounds for the time discretization. Incorporating contact conditions requires an obstacle represented by $\varphi$ which is applied to some space $W$ of restricted functions, a closed convex cone $K \subset W$, and a restriction or "trace" operator $\beta: V \rightarrow W$ which is used to identify when the solution $u$ is "above" the obstacle: $\beta u-\varphi \in K$. In static (frictionless) contact problems, the normal contact force appears as a kind of Lagrange multiplier $N \in K^{*} \subset W^{\prime}$, where $K^{*}$ is the dual cone given by

$$
K^{*}=\{z \mid\langle z, w\rangle \geq 0 \quad \text { for all } w \in K\}
$$

In our dynamic contact problems, we have " $N(t) \in K^{*}$ for all $t$ ", which must be suitably interpreted as $N$ may be a $W^{\prime}$-valued measure. This is transfered to $V^{\prime}$ via the adjoint of the restriction operator $\beta^{*}: W^{\prime} \rightarrow V^{\prime}$.

There should be a right inverse of the restriction operator (being an extension operator) $\gamma: W \rightarrow V$ so that $\beta \gamma: W \rightarrow W$ is the identity map. Note that this means that $\gamma^{*} \beta^{*}$ is the identity map on $W^{\prime}$. This means that $\beta$ is surjective and $\beta^{*}$ is injective.

In the case of a vibrating string, $A=-\partial^{2} / \partial x^{2}$ which is defined on $H_{0}^{1}(0, l)$; the constraint on the string is that $u(t, x)-\varphi(x) \geq 0$ for all $x \in(\delta, l-\delta)$ for a suitable $\delta>0$ to avoid contact near the fixed endpoints. Take $W=H^{1}(\delta, l-\delta)$. Our restriction operator $\beta: V \rightarrow W$ is simply given by $\beta u=\left.u\right|_{(\delta, l-\delta)}$. The set $K$ is then $\left\{w \in H_{0}^{1}(\delta, l-\delta) \mid w(x) \geq 0\right.$ for all $\left.x \in(\delta, l-\delta)\right\}$, and $K^{*}$ is the set of all nonnegative distributions in $H^{-1}(\delta, l-\delta)$ (and are therefore measures on $\left.[0, l][13]\right)$. Provided $\varphi(0), \varphi(l)<0$, the energy boundedness of solutions ensures that there is a $\delta>0$, where $u(t, x)-\varphi(x)>0$ for all $t$ and $x \notin(\delta, l-\delta)$. This problem was investigated by Schatzman [26] for $\varphi$ concave.

It may seem unnecessary to have separate $V$ and $W$ spaces in this case; we could set $V=W$ and let $K$ be a cone of functions on $(0, l)$. However, the extension of the results to show convergence of space and time discretizations assumes that $K^{*}$ is the closure of $K$ in the dual space. This does not hold if $V=W$ as then $K=\left\{w \in H^{1}(0, l) \mid w(x) \geq 0\right.$ for all $\left.x \in[\delta, l-\delta]\right\}$ but $K^{*}=\left\{z \in H^{-1}(0, l) \mid z(x) \geq\right.$ 0 for $x \in[\delta, l-\delta], z(x)=0$ for $x \in[0, \delta) \cup(l-\delta, l]\}$.

With contact the equations of motion become

$$
\begin{gather*}
u_{t t}=-A u+\beta^{*} N(t)+f, \\
K \ni \beta u(t)-\varphi \perp N(t) \in K^{*} \quad \text { for all } t \in[0, T], \tag{1.1}
\end{gather*}
$$

where (1.1) is called complementarity condition and it will be explained in Remark 3.1.
The impact problems have been studied in different physical situations using different approaches. In this paper, we consider the impact problems in a more general point of view which includes these problems studied in [26] and [1], and also the

Timoshenko beam (first described in $[32,33]$ ) with Signorini contact conditions along the beam. A recent discussion of the Timoshenko beam with impact can be found in [20]. In section 4, we describe these and other impact problems in more detail. The abstract setting is described in section 3. The time discretization is given in section 5.1, and convergence of the discrete-time trajectories to a solution of our problem is proved in section 5.2 and also convergence of fully discrete trajectories is shown in section 5.3.
2. Preliminaries and functional spaces. The spaces we work are parts of a pair of Gelfand triples (see, for example, [35, section 17.1] for an extensive discussion of Gelfand triples):

$$
\begin{aligned}
V \subset H & =H^{\prime} \subset V^{\prime} \\
W \subset Z & =Z^{\prime} \subset W^{\prime}
\end{aligned}
$$

where all spaces are separable Hilbert spaces, and all inclusions are dense and compact. The pivot spaces $H$ and $Z$ are typically $L^{2}$ spaces (although over different sets) while $V$ and $W$ are typically Sobolev spaces. Note that for a dual pair of spaces $X$ and $X^{\prime}$ we use $\langle\cdot, \cdot\rangle_{X^{\prime} \times X}$ or $\langle\cdot, \cdot\rangle$ to denote the duality pairing between $X$ and $X^{\prime}$; the latter form will be used where it is clear what the dual spaces are. Also inner product $(\cdot, \cdot)_{H}$ is used instead of $(\cdot, \cdot)_{H \times H}$. Note that the duality pairing in a Gelfand triple must be consistent with the inner product, i.e., for any $x \in H$ and $y \in V,\langle x, y\rangle_{V^{\prime} \times V}=$ $(x, y)_{H \times V}=(x, y)_{H}$. Thus the duality pairing $\langle\cdot, y\rangle_{V^{\prime} \times V}$ is the continuous extension of the linear function $(\cdot, y)_{H \times V}$ or $(\cdot, y)_{H}$ over the largest possible subspace of $V^{\prime}$. See [35, section 17] for the details.

For the example of a vibrating string, the pivot spaces are $H=L^{2}(0, l)$ and $Z=L^{2}(\delta, l-\delta)$; the duality pairing over $H$ and $V$ with $V^{\prime}$ is given by

$$
\langle f, g\rangle=\int_{0}^{l} f(x) g(x) d x
$$

In order to state our existence results, we need scales of interpolation spaces $V_{\theta}$ and $W_{\theta}$. While this can be done using either real or complex interpolation theories, we note that for Hilbert spaces these are equivalent to the following constructions. See, for example, Taylor [31, pp. 276-278] for complex interpolation, or Bramble and Zhang [7, Appendix B], Triebel [34, section 1.18.10], or Kuttler [15, section 22.6, exercises], for real interpolation theories. The real interpolation methods should use exponent 2 as appropriate for Hilbert spaces. Since $A: V \rightarrow V^{\prime}$ is elliptic self-adjoint, the norm on $V$ is equivalent to $\|u\|_{A}:=\langle A u, u\rangle_{V^{\prime} \times V}^{1 / 2}$.

For $W$ we can use the natural map $J: W \rightarrow W^{\prime}$ given by $J(w)=(\cdot, w)_{W^{\prime} \times W}$ which is also elliptic and self-adjoint.

The spaces $V_{\theta}$ and $W_{\theta}$ are given by

$$
\begin{aligned}
V_{\theta} & =\left\{u \in H \mid\left\langle A^{\theta} u, u\right\rangle<+\infty\right\}, \quad \text { and } \\
W_{\theta} & =\left\{w \in Z \mid\left\langle J^{\theta} w, w\right\rangle<+\infty\right\}
\end{aligned}
$$

which are inner product spaces with the inner products $(x, y)_{V_{\theta}}=\left\langle A^{\theta} x, y\right\rangle$ and $(w, z)_{W_{\theta}}=\left\langle J^{\theta} w, z\right\rangle$. Note that we will use $(\cdot, \cdot)_{\theta}$ for the inner product when it is clear which of the $V_{\theta}$ or $W_{\theta}$ spaces is being considered; similarly, we will use $\|\cdot\|_{\theta}$ for the norm in either $V_{\theta}$ or $W_{\theta}$ when the choice is clear.

Note that both $V_{\theta}$ and $W_{\theta}$ are well defined for any real number $\theta$, and that $V=V_{1}$, $H=V_{0}$, and $V^{\prime}=V_{-1}$; and the corresponding properties hold for the $W_{\theta}$ spaces. Note that $V_{\theta+\epsilon}$ embeds compactly in $V_{\theta}$ whenever $\epsilon>0$. Furthermore, $\left(V_{\theta}\right)^{\prime}=V_{-\theta}$ and $\left(W_{\theta}\right)^{\prime}=W_{-\theta}$. Also continuous linear operators $F: X_{0} \rightarrow Y_{0}$ and $F: X_{1} \rightarrow Y_{1}$ can be extended to the continuous linear operators on the interpolation spaces, that is, $F: X_{\theta} \rightarrow Y_{\theta}, 0 \leq \theta \leq 1$.

For the vibrating string problem, $V_{\theta}=\left\{u \in H^{\theta}(0, l) \mid u(0)=u(l)=0\right\}$ for $\theta>1 / 2$ and $H^{\theta}(0, l)$ otherwise. The reason for the difference is that the trace operators $u \mapsto u(0)$ and $u \mapsto u(l)$ fail to exist for $\theta \leq 1 / 2$. Also, $W_{\theta}=H^{\theta}(\delta, l-\delta)$.

In order to obtain bounds on the contact forces, we make an assumption about the nature of the cones $K$ and $K^{*}$.

Definition 2.1. A dual cone $K^{*}$ is said to be strongly pointed if there exist $\kappa \in K$ and $\eta>0$ such that for any $\zeta \in K^{*}$,

$$
\langle\zeta, \kappa\rangle_{W^{\prime} \times W} \geq \eta\|\zeta\|_{W^{\prime}}
$$

This terminology is first used in [29]; this property is equivalent to requiring that $K$ has nonempty interior. Assuming that $K^{*}$ is strongly pointed is not quite enough. In addition we need a "gap" in the scale of interpolation spaces: there should be a $\theta<1, \kappa \in K$ and $\eta>0$ such that

$$
\begin{equation*}
\langle\zeta, \kappa\rangle_{W_{-\theta} \times W_{\theta}} \geq \eta\|\zeta\|_{-\theta} \quad \text { for any } \zeta \in K^{*} \tag{2.1}
\end{equation*}
$$

Finally we need an additional property of the restriction operator $\beta$ : there is an $\alpha<1$, where $\beta: V_{\alpha} \rightarrow Z$ is a continuous map of Hilbert spaces.

In the case of the vibrating string problem, we can show that both of these conditions hold. Firstly, we can choose $\kappa(x)=x(l-x)$ which is positive and bounded away from zero on $[\delta, l-\delta]$. This means that

$$
\begin{aligned}
\langle\zeta, \kappa\rangle & =\int_{[\delta, l-\delta]} \zeta(x) \kappa(x) d x \\
& \geq \delta(l-\delta) \int_{[\delta, l-\delta]} \zeta(x) d x \\
& =\delta(l-\delta)\|\zeta\|_{\mathcal{M}[\delta, l-\delta]}
\end{aligned}
$$

By the Sobolev embedding theorem (see [24, Thm. 6.91, p. 215] or [31, Prop. 3.3, p. 282]) $C[\delta, l-\delta] \supset H^{\theta}(\delta, l-\delta)=W_{\theta}$ as Banach spaces for $\theta>1 / 2$. Thus by duality, $\mathcal{M}[\delta, l-\delta] \subset H^{-\theta}(\delta, l-\delta)=W_{-\theta}$ as Banach spaces, so there is a positive constant $C_{\theta}$ for $\theta>1 / 2$, where $\|\zeta\|_{H^{-\theta}(\delta, l-\delta)} \leq C_{\theta}\|\zeta\|_{\mathcal{M}[\delta, l-\delta]}$. Thus the strong pointedness assumption (2.1) holds for the vibrating string problem.

We assume that the initial displacement $u^{0} \in V=V_{1}$ and the initial velocity $v^{0} \in H=V_{0}$.

We introduce the following notation: if $X$ and $Y$ are Banach spaces, the set of all bounded linear operators from $X$ to $Y$ is denoted by $\mathcal{L}(X, Y)$, and, especially, $\mathcal{L}(X, X)$ is written as $\mathcal{L}(X)$.
3. Impact problem formulated in abstract setting. We seek a solution $u:[0, T] \rightarrow V$ satisfying the following conditions:

$$
\begin{equation*}
u_{t t}(t)=-A u(t)+\beta^{*} N(t)+f, \quad \text { in the sense of distributions, } \tag{3.1}
\end{equation*}
$$

$W \supset K \ni \beta u(t)-\varphi \perp N(t) \in K^{*} \subset W^{\prime} \quad$ for all $t \in[0, T]$

$$
\begin{align*}
u(0) & =u^{0}  \tag{3.2}\\
u_{t}(0) & =v^{0} \tag{3.3}
\end{align*}
$$

Note that $f$ does not depend on time $t$. The assumptions we will use throughout this paper are as follows:
(A1) We have the following Gelfand triples $V \subset H=H^{\prime} \subset V^{\prime}$ and $W \subset Z=$ $Z^{\prime} \subset W^{\prime}$ with all spaces separable Hilbert spaces and all inclusions dense and compact.
(A2) The linear operator $A: V \rightarrow V^{\prime}$ is elliptic and self-adjoint.
(A3) There is a linear operator $\beta: V \rightarrow W$ that is continuous and surjective, with a bounded right-inverse $\gamma: W \rightarrow V$, where $\beta \gamma=\mathrm{id}_{W}$.
(A4) The set $K \subset W$ is a closed convex cone, with dual cone $K^{*} \subset W^{\prime}$.
(A5) $\varphi \in W, u^{0} \in V$ and $v^{0} \in H$.
(A6) There is $\eta>0, \theta<1$ and $\kappa \in K$, where $\langle\zeta, \kappa\rangle \geq \eta\|\zeta\|_{-\theta}$ for all $\zeta \in K^{*}$.
(A7) There is an $\alpha<1$ where $\beta: V_{\alpha} \rightarrow Z$.
Note that (A6) is equivalent to requiring that the interior of $K$ is nonempty in $V_{\theta}$.
Our main result is the following theorem.
THEOREM 3.1. Under assumptions (A1)-(A7), for any $T>0$ there is a solution $(u, N)$ to (3.1-3.4) where $u$ lies in $L^{\infty}(0, T ; V) \cap W^{1, \infty}(0, T ; H)$ and where $N$ lies in $\mathcal{M}\left(0, T ; W^{\prime}\right)$, the space of Borel measures on $[0, T]$ with bounded variation and values in $W^{\prime}$.

Remark 3.1.
(a) Note that (3.1) is interpreted in the sense of distributions in $V^{\prime}, " N(t) \in K^{*}$ " is interpreted in the sense that $N$ is a $W^{\prime}$-valued measure with $N(B) \in K^{*}$ for any Borel set $B$, and " $\beta u-\varphi \perp N$ " is interpreted in the sense that $\int_{B}\langle\beta u-\varphi, N\rangle=0$ for any Borel set $B \subseteq[0, T]$.
(b) Note that since $\beta u(t)-\varphi \in K$ for all $t$ and $N$ is a $K^{*}$-valued measure, $\langle\beta u-\varphi, N\rangle \geq 0$ in the sense of measures. Thus if $\int_{[0, T]}\langle\beta u-\varphi, N\rangle=0$, then $\int_{B}\langle\beta u-\varphi, N\rangle=0$ for any Borel set $B \subseteq[0, T]$.
(c) The condition " $N(t) \in K^{*}$ " for a measure $N$ is equivalent to that used in [21] and [29].
4. Examples of dynamic frictionless impact problems. In this section, we list examples of concrete impact problems to which this abstract formulation can be applied. In section 1 we have seen the vibrating string problem with contact along the length of the string.

The Euler-Bernoulli beam equation with contact along the length of the beam can also be handled in this way. Another equation to which this approach can be applied is the Timoshenko beam with contact occurring along the length of the beam. Higher-dimensional systems require higher-order differential equations. For example, the biharmonic equation can be used for two- or three-dimensional systems with contact either on a subdomain of positive measure, or on the boundary.

The most difficult assumption to satisfy is (A6): there is a $\kappa \in K$, where $\langle\zeta, \kappa\rangle \geq$ $\eta\|\zeta\|_{W_{-\theta}}$ for all $\zeta \in K^{*}$. In thick obstacle problems, $W=H^{m}\left(\Omega_{1}\right)$, where $\Omega_{1} \subset \overline{\Omega_{1}} \subset$ $\Omega \subset \mathbb{R}^{d}$. If $m>d / 2$, then we have the Sobolev embedding $H^{m}\left(\Omega_{1}\right) \subset C\left(\overline{\Omega_{1}}\right)$ and we can choose $\kappa(x)=1$ for all $x \in \Omega_{1}$. Then by duality, $H^{-m}\left(\Omega_{1}\right) \supset \mathcal{M}\left(\overline{\Omega_{1}}\right)$, the space of Borel measures on $\overline{\Omega_{1}}$. Provided $K$ is a cone of nonnegative functions, $K^{*}$ is the corresponding set of nonnegative measures. The norm on the space of measures is essentially the same as the $L^{1}$ norm, which is equal to the integral over $\overline{\Omega_{1}}$, which is $\langle\kappa, \zeta\rangle$. In boundary thin obstacle problems, $W=H^{m}\left(\Gamma_{C}\right)$, where $\Gamma_{C} \subset \partial \Omega \subset \mathbb{R}^{d-1}$, so our condition becomes $m>(d-1) / 2$.

For the case of the wave equation or equations of elasticity on a domain $\Omega \subset \mathbb{R}^{d}$ for $d \geq 2$ the condition (A6) does not hold. The reasons are as described in the above
paragraph: we take $m=1$ as we must take $V$ to be a subspace of $H^{1}(\Omega)$ satisfying the essential homogeneous boundary conditions, and so the Sobolev embedding and the strong pointedness condition fail.

Now we introduce those problems in detail.
4.1. The wave equation in one dimension. The vibrating string problem has the formulation:

$$
\begin{aligned}
u_{t t} & =u_{x x}+\beta^{*} N(t, x) \quad \text { in }(0, T] \times(0, l), \\
0 \leq \beta u(t, x)-\varphi(x) & \perp N(t, x) \geq 0 \quad \text { in }(0, T] \times(0, l), \\
u(t, 0) & =u(t, l)=0 \quad \text { in }(0, T]
\end{aligned}
$$

where $l$ is the length of a string and $\varphi(x)$ is an obstacle. Schatzman showed the existence of solutions for $\varphi$ concave down; furthermore, she showed that the solutions she constructed conserved energy. However, this was done using the method of characteristics. An essential part of this work was showing that for the solutions constructed, $u_{t}\left(t^{+}, x\right)=-u_{t}\left(t^{-}, x\right)$ for almost everywhere of $(t, x)$, where $u(t, x)=0$. Thus it behaves as if it has a kinematic coefficient of restitution set equal to 1 for perfectly elastic impacts. However, there is no coefficient of restitution in the equations of motion. This problem has already been discussed in the introduction, and the precise characterization of the spaces $V, W$, etc., and the operators involved, can be found there.

The contact problem with the wave equation in one dimension and contact only at an endpoint is an old problem, and was discussed by Routh nearly a century and a half ago [25]. A more recent analysis can be found in [28]; a variation of this idea with a general point obstacle can be found in [27]. This can also be (essentially) treated in this framework, although the operator $A$ is not coercive: it has one zero eigenvalue and all others are positive. Firstly, we take $V=H^{1}(0, l)$ and $W=\mathbb{R}$. Thus $Z=$ $W_{\theta}=W_{-\theta}=\mathbb{R}$ for all $\theta$. We take $K=\mathbb{R}_{+}$to $K^{*}=\mathbb{R}_{+}$and assumption (A6) holds. Assumption (A7) holds as the restriction operator $\beta u=u(0)$ is a bounded linear operator $\beta: V_{\alpha}=H^{\alpha}(0, l) \rightarrow Z=\mathbb{R}$ for $\alpha>1 / 2$ by the usual Sobolev embedding theorems. Note that in this problem the operator $\beta^{*}: \mathbb{R} \rightarrow H^{-1}(0, l)$ is the operator $\beta^{*}(N)=N \delta$ where $\delta$ is the "Dirac- $\delta$ function" of the theory of distributions [12]. Such a term in the right-hand side of the wave equation

$$
u_{t t}=u_{x x}+N(t) \delta(x) \quad \text { for } x \in(0, l)
$$

requires less delicate treatment. If we integrate the above equation against a function $\omega \in H^{1}(0, l)$, we see that

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}}\langle u, \omega\rangle & =\int_{0}^{l} u_{x x} \omega(x) d x+N(t) \omega(0) \\
& =\left.u_{x} \omega(x)\right|_{x=0} ^{x=l}-\int_{0}^{l} u_{x} \omega_{x} d x+N(t) \omega(0)
\end{aligned}
$$

Taking the end $x=l$ to be free, that is, to have the natural boundary condition $u_{x}(t, l)=0$, we see that the appropriate boundary condition at $x=0$ is $u_{x}(t, 0)=$ $N(t)$. This is consistent with traction boundary conditions for a force $N(t)$ applied at the endpoint $x=0$. The regularity of the solutions of these "point contact" problems is considerably better than for the problems with distributed contact.
4.2. Euler-Bernoulli beam equations. The problem of a Euler-Bernoulli beam that can contact a rigid frictionless obstacle along its length has been studied in $[2,1]$, both theoretically and numerically. If we assume that the beam is clamped at $x=0$ but free at $x=l$, we get the system

$$
\begin{aligned}
u_{t t} & =-u_{x x x x}+\beta^{*} N(t, x) \quad \text { in }(0, T] \times(0, l), \\
0 \leq N(t, x) & \perp \beta u(t, x)-\varphi(x) \geq 0 \quad \text { in }(0, T] \times(0, l), \\
u(t, 0) & =u_{x}(t, 0)=0 \quad \text { on }(0, T], \\
u_{x x}(t, l) & =u_{x x x}(t, l) \quad \text { in }(0, T] .
\end{aligned}
$$

As you can see, we have essential and natural boundary conditions. Notice that Euler-Bernoulli beam equation has a fourth-order differential operator. We assume that $-\varphi(0)>0$ as for the vibrating string problem. This ensures that contact is kept away from the essential boundary $x=0$.

More specifically, $A=\partial^{4} / \partial x^{4}$ while $V=H_{c f}^{2}(0, l)$ (the first subscript " $c$ " indicates clamped boundary conditions as $x=0$ and the second subscript " $f$ " means free) and $W=H^{2}(\delta, l)$. Also $H=L^{2}(0, l)$ and $Z=L^{2}(\delta, l)$. As for the vibrating string example, we assume that $\beta: H \rightarrow Z$. One of the interesting results from the numerical study was that energy was close to being conserved even though the numerical formulation was designed to mimic inelastic impacts. It is possible to set up initial conditions for this problem which would result in dissipation of energy, but the numerical simulations seem to indicate that energy may be conserved for "most" initial conditions.

Boundary contact problems with Euler-Bernoulli beams have been investigated in other works, such as [5, 17], although the beam is typically assumed to be visco-elastic; that is, the equations of motion have the form

$$
u_{t t}=-a u_{x x x x}-b u_{x x x x t}+f(t, x) .
$$

The inclusion of viscosity makes the solution $u$ more regular (at least in space) but tends to make the normal contact force less regular. (See, for example, the results of Petrov and Schatzman [22, 23] and Ahn and Stewart [3] for a visco-elastic wave equation

$$
u_{t t}=u_{x x}+b u_{x x t}
$$

with contact at the endpoint $x=0$.) While visco-elastic problems are not treated in this paper, the corresponding nonviscous problem with boundary contact can be dealt with in this framework.
4.3. Timoshenko beam formulation. The Timoshenko beam equations are more realistic than the Euler-Bernoulli beam equation, as is well known in engineering [32, 33]. Imposing frictionless Signorini's contact conditions along the length of the bar, we establish the following system:

$$
\begin{aligned}
\rho \mathcal{A} \psi_{t t} & =\mathcal{E} M \psi_{x x}+D \mathcal{A} G\left(w_{x}-\psi\right) \quad \text { in }(0, l) \times[0, T], \\
\rho \mathcal{A} w_{t t} & =D \mathcal{A} G\left(w_{x x}-\psi_{x}\right)+N(t, x) \quad \text { in }(0, l) \times[0, T], \\
0 \leq N(t, x) & \perp \beta u(t, x)-\varphi(x) \geq 0 \quad \text { in }(0, l) \times[0, T], \\
w(t, 0) & =\psi(t, 0)=0 \quad \text { on }(0, T], \\
w_{x}(t, l)-\psi(t, l) & =0 \quad \text { on }(0, T] .
\end{aligned}
$$

In this case $u(t, x)=[\psi(t, x), w(t, x)]^{T} \in \mathbb{R}^{2}$ and $V=H^{1}\left(0, l ; \mathbb{R}^{2}\right)$. Our restriction operator $\beta: H^{1}\left(0, l ; \mathbb{R}^{2}\right) \rightarrow H^{1}(\delta, l)$ is given by $\beta u(t, x)=w(t, x)$; note that $W=$ $H^{1}(\delta, l)$. The pivot spaces are $H=L^{2}\left(0, l ; \mathbb{R}^{2}\right)$ and $Z=L^{2}(\delta, l)$. The cone $K=\{w \in$ $H^{1}(\delta, l) \mid w(x) \geq 0$ for all $\left.x \in(\delta, l)\right\}$. The quantity $\psi$ is the angular rotation of the beam, while $w$ is the vertical displacement. The physical constants involved in this equation are: $\rho$ is the density of beam, $\mathcal{A}$ is the area of cross section of the beam, $\mathcal{E}$ is Young's modulus, $M$ is the second moment of area, $G$ is the modulus of elasticity of shear, and $D$ is introduced to account for the geometric dependent distribution of shear stress.

This system behaves very similarly to the wave equation in impact, although the Euler-Bernoulli beam system can be obtained as a limit of this system as certain combinations of $\rho, \mathcal{A}, \mathcal{E}, M, G$ and $D$ go to infinity. Note that the approach of Schatzman for the vibrating string problem would be considerably complicated in this context by having two sets of characteristics to follow.
4.4. Thin plates in impact. The equations of motion for thin elastic plates are fourth-order equations of which the simplest uses the biharmonic operator. Incorporating frictionless contact forces over a subdomain $\Omega_{1} \subset \overline{\Omega_{1}} \subset \Omega \subset \mathbb{R}^{d}$, again so as to avoid contact close to the essential boundary, we have the thick obstacle problem for a clamped boundary:

$$
\begin{aligned}
u_{t t} & =-\Delta^{2} u+\beta^{*} N(t, \mathbf{x}) \quad \text { in }(0, T] \times \Omega \\
0 \leq \beta u(t, \mathbf{x})-\varphi(\mathbf{x}) & \perp N(t, \mathbf{x}) \geq 0 \quad \text { on }(0, T] \times \Omega \\
u(t, \mathbf{x}), \frac{\partial u}{\partial n}(t, \mathbf{x}) & =0 \quad \text { on }(0, T] \times \partial \Omega
\end{aligned}
$$

Specifically, $V=H_{0}^{2}(\Omega)$ and $H=L^{2}(\Omega)$, while $W=H^{2}\left(\Omega_{1}\right)$ and $Z=L^{2}\left(\Omega_{1}\right)$, and the measure of $\Omega_{1}$ is strictly positive. This can be treated in our system provided $d \leq 3$. The main reason for this restriction is assumption (A6). As before, we note that this is connected to the Sobolev embedding $W_{\theta}=H^{2 \theta}\left(\Omega_{1}\right) \subset C\left(\overline{\Omega_{1}}\right)$ for $2 \theta>d / 2$. We can pick $1>\theta>d / 4$ provided $d \leq 3$. Then we can proceed as in the previous examples and show that $W_{-\theta} \supset \mathcal{M}\left(\overline{\Omega_{1}}\right)$, and we can take $\kappa(\mathbf{x})=1$ for all $\mathbf{x} \in \Omega_{1}$ for the purposes of (A6).

A boundary thin obstacle problem based on the biharmonic operator can be treated by the approach here for $d \leq 3$. Let $\partial \Omega=\Gamma_{D} \cup \Gamma_{C}$ with clamped (Dirichlet) boundary conditions applied on $\Gamma_{D}$ and the contact conditions applied on $\Gamma_{C}$. To avoid the problems of contact close to the essential boundary $\Gamma_{D}$ we assume that $-\varphi$ is bounded above a positive constant on $\Gamma_{D}$. The boundary conditions that are applied are then

$$
\begin{aligned}
u(t, \mathbf{x}), \frac{\partial u}{\partial n}(t, \mathbf{x}) & =0 \quad \text { for } t>0 \text { and } \mathbf{x} \in \Gamma_{D} \\
\Delta u(t, \mathbf{x}) & =0 \quad \text { for } t>0 \text { and } \mathbf{x} \in \Gamma_{C} \\
\frac{\partial}{\partial n} \Delta u(t, \mathbf{x}) & =N(t, \mathbf{x}) \quad \text { for } t>0 \text { and } \mathbf{x} \in \Gamma_{C} \\
0 \leq \beta u(t, \mathbf{x})-\varphi(\mathbf{x}) & \perp N(t, \mathbf{x}) \geq 0 \quad \text { for } t>0 \text { and } \mathbf{x} \in \Gamma_{C} .
\end{aligned}
$$

We take $V=\left\{u \in H^{2}(\Omega)|u| \Gamma_{D}=(\partial u / \partial n) \mid \Gamma_{D}=0\right\}$ and $H=L^{2}(\Omega)$. The restriction operator $\beta: V \rightarrow W$ is the trace operator $H^{2}(\Omega) \rightarrow H^{3 / 2}\left(\Gamma_{C}\right)$. Since the dimension of $\Gamma_{C}$ is $d-1$, we have a Sobolev embedding $H^{3 / 2}\left(\Gamma_{C}\right) \subset C\left(\Gamma_{C}\right)$ provided $(d-1) / 2<3 / 2$; that is, provided $d \leq 3$. This means that for assumption (A6) we
can take $\kappa(\mathbf{x})=1$ for all $\mathbf{x} \in \Gamma_{C}$ provided $-\varphi(\mathbf{x})>0$ for all $\mathbf{x} \in \partial \Omega \backslash \Gamma_{C}$. This also guarantees that there is no contact within a certain small distance of $\Gamma_{D}=\partial \Omega \backslash \Gamma_{C}$.

A problem of this kind was treated numerically in [8]. The authors are not aware of any theoretical treatment of impact problems for plates of either the "thick" or "boundary thin" kinds.

## 5. Convergence of numerical formulation.

5.1. Time-discrete approximation. Using time discretization, we set up a numerical formulation. Our numerical scheme is to employ the midpoint rule for elasticity and the implicit Euler method for contact condition. In order to do so, we first partition time interval $[0, T]$ :

$$
0=t_{0}<t_{1}<\cdots<t_{k-1}<t_{k}<t_{k+1}<\cdots<t_{P}=T
$$

where $h_{t}=t_{k+1}-t_{k}$ for $k \geq 0$ is the time step size. We will assume for analytical convenience that $T$ is a multiple of $h_{t}$; that is, $h_{t}=T / P$ for some positive integer $P$. Then we denote by $u^{k}$ a numerical solution of displacement $u\left(t_{k}\right)$, by $v^{k}$ a numerical solution of velocity $v\left(t_{k}\right)$ and by $N^{k}$ a numerical solution of contact force $N\left(t_{k}\right)$, respectively, at each discretized time $t_{k}=k \cdot h_{t}$. Now we establish the numerical formulation:

$$
\begin{align*}
\frac{v^{k+1}-v^{k}}{h_{t}} & =-\left(\frac{A u^{k+1}+A u^{k}}{2}\right)+\beta^{*} N^{k}+f  \tag{5.1}\\
\frac{u^{k+1}-u^{k}}{h_{t}} & =\frac{v^{k+1}+v^{k}}{2}  \tag{5.2}\\
K \ni \beta u^{k+1}-\varphi & \perp N^{k} \in K^{*}, \tag{5.3}
\end{align*}
$$

where the complementarity condition (5.3) implies $\left\langle N^{k}, \beta u^{k+1}-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}}=0$. Also we can write the numerical solution quantities as

$$
\begin{aligned}
u^{k} & =\sum_{j=1}^{\infty}\left\langle u^{k}, \phi_{j}\right\rangle \phi_{j} \\
v^{k} & =\sum_{j=1}^{\infty}\left(v^{k}, \phi_{j}\right) \phi_{j} \\
\beta^{*} N^{k} & =\sum_{j=1}^{\infty}\left\langle\beta^{*} N^{k}, \phi_{j}\right\rangle \phi_{j}
\end{aligned}
$$

where $\phi_{j}$ forms an $H$-orthonormal basis and is an eigenfunction of an elliptic selfadjoint operator $A$. Now we define energy functional of the impact problems as

$$
E[u, v]=\frac{1}{2}\left(\langle A u, u\rangle_{V^{\prime} \times V}+(v, v)_{H}\right)-\langle f, u\rangle_{V^{\prime} \times V}
$$

$\frac{1}{2}\langle A u, u\rangle$ is the elastic energy, $\frac{1}{2}(v, v)_{H}$ is the kinetic energy, and $-\langle f, u\rangle$ is the potential energy due to the external forces. In the case where $A=-\Delta$ with Dirichlet or Neumann boundary conditions, $\langle A u, u\rangle=\int_{\Omega}|\nabla u|^{2} d x$.

Using (5.1) and (5.2), $u^{k+1}$ and $v^{k+1}$ can be expressed in terms of $u^{k}$ and $v^{k}$ in the following way:

$$
\left[\begin{array}{c}
u^{k+1}  \tag{5.4}\\
v^{k+1}
\end{array}\right]=\left(I+h_{t}^{2} A / 4\right)^{-1}\left(\left[\begin{array}{cc}
I-h_{t}^{2} A / 4 & h_{t} \\
-h_{t} A & I-h_{t}^{2} A / 4
\end{array}\right]\left[\begin{array}{c}
u^{k} \\
v^{k}
\end{array}\right]+\left[\begin{array}{c}
h_{t}^{2} / 2 \\
h_{t}
\end{array}\right]\left(\beta^{*} N^{k}+f\right)\right)
$$

5.2. Convergence theory in the semidiscrete case. We first show that we can solve the above complementarity problem.

Lemma 5.1. Provided $u^{k} \in V$ and $v^{k} \in H$, then there is a unique solution $\left(u^{k+1}, v^{k+1}, N^{k}\right)$ to (5.1-5.3) with $u^{k+1} \in V, v^{k+1} \in H$ and $N^{k} \in W^{\prime}$.

Proof. Employing (5.4), the solution to (5.1-5.3) can be found by reducing it to the complementarity problem
$K \ni\left(\beta u^{k}-\varphi\right)+h_{t} \beta\left(I+h_{t}^{2} A / 4\right)^{-1}\left[-\frac{h_{t}}{2} A u^{k}+v^{k}+\frac{h_{t}}{2}\left(\beta^{*} N^{k}+f\right)\right] \quad \perp \quad N^{k} \in K^{*}$.
This complementarity problem is equivalent to the variational inequality: find $N^{k} \in$ $K^{*}$ such that for all $N \in K^{*}$,

$$
\left\langle\left(\beta u^{k}-\varphi\right)+h_{t} \beta\left(I+h_{t}^{2} A / 4\right)^{-1}\left[-\frac{h_{t}}{2} A u^{k}+v^{k}+\frac{h_{t}}{2}\left(\beta^{*} N^{k}+f\right)\right], N^{k}-N\right\rangle \leq 0
$$

Since the operator $\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \beta^{*}: W^{\prime} \rightarrow W$ is elliptic and self-adjoint, we can apply the Lions-Stampacchia theorem [6, Thm. 3.1, pp. 24-29] to show that there is a unique $N^{k} \in W^{\prime}$ satisfying these conditions. Noting that $\beta^{*} N^{k} \in V^{\prime}$ and $(I+$ $\left.h_{t}^{2} A / 4\right)^{-1}: V^{\prime} \rightarrow V$ by (5.4), we see that $u^{k+1} \in V$ and $v^{k+1} \in H$.

In the discrete-time case, we will see in the next lemma that our numerical scheme ensures that energy does not increase.

Lemma 5.2. Suppose that numerical solutions satisfy (5.1), (5.2) and (5.3). Then energy does not increase.

Proof. We claim that $E\left[u^{k+1}, v^{k+1}\right] \leq E\left[u^{k}, v^{k}\right]$. Using (5.1) and (5.2), by the extension of $(\cdot, \cdot)_{H}$ on $V^{\prime} \times V$ for $h_{t}>0$ we have

$$
\left(\frac{v^{k+1}-v^{k}}{h_{t}}, \frac{v^{k+1}+v^{k}}{2}\right)_{H}=\left\langle-\left(\frac{A u^{k+1}+A u^{k}}{2}\right)+\beta^{*} N^{k}+f, \frac{u^{k+1}-u^{k}}{h_{t}}\right\rangle_{V^{\prime} \times V} .
$$

Thus we obtain

$$
\begin{aligned}
& \frac{1}{2 h_{t}}\left(\left(v^{k+1}, v^{k+1}\right)_{H}-\left(v^{k}, v^{k}\right)_{H}\right) \\
&=-\frac{1}{2 h_{t}}\left(\left\langle A u^{k+1}, u^{k+1}\right\rangle_{V^{\prime} \times V}-\left\langle A u^{k}, u^{k}\right\rangle_{V^{\prime} \times V}\right) \\
&+\frac{1}{h_{t}}\left(\left\langle\beta^{*} N^{k}+f, u^{k+1}\right\rangle_{V^{\prime} \times V}-\left\langle\beta^{*} N^{k}+f, u^{k}\right\rangle_{V^{\prime} \times V}\right) \\
&=-\frac{1}{2 h_{t}}\left(\left\langle A u^{k+1}, u^{k+1}\right\rangle_{V^{\prime} \times V}-\left\langle A u^{k}, u^{k}\right\rangle_{V^{\prime} \times V}\right) \\
&+\frac{1}{h_{t}}\left(\left\langle N^{k}, \beta u^{k+1}\right\rangle_{W^{\prime} \times W}-\left\langle N^{l}, \beta u^{k}\right\rangle_{W^{\prime} \times W}\right) \\
&+\frac{1}{h_{t}}\left(\left\langle f, u^{k+1}\right\rangle_{V^{\prime} \times V}-\left\langle f, u^{k}\right\rangle_{V^{\prime} \times V}\right) \\
&=-\frac{1}{2 h_{t}}\left(\left\langle A u^{k+1}-2 f, u^{k+1}\right\rangle_{V^{\prime} \times V}-\left\langle A u^{k}-2 f, u^{k}\right\rangle_{V^{\prime} \times V}\right) \\
&+\frac{1}{h_{t}}\left(\left\langle N^{k}, \beta u^{k+1}-\varphi\right\rangle_{W^{\prime} \times W}-\left\langle N^{k}, \beta u^{k}-\varphi\right\rangle_{W^{\prime} \times W}\right) .
\end{aligned}
$$

Since $\left\langle N^{k}, \beta u^{k+1}-\varphi\right\rangle_{W^{\prime} \times W}=0$ and $\left\langle N^{k}, \beta u^{k}-\varphi\right\rangle_{W^{\prime} \times W} \geq 0$ from the contact
condition (5.3),

$$
\begin{aligned}
E\left[u^{k+1}, v^{k+1}\right] & =\frac{1}{2}\left(\left\langle A u^{k+1}-2 f, u^{k+1}\right\rangle_{V^{\prime} \times V}+\left(v^{k+1}, v^{k+1}\right)_{H}\right) \\
& \leq \frac{1}{2}\left(\left\langle A u^{k}-2 f, u^{k}\right\rangle_{V^{\prime} \times V}+\left(v^{k}, v^{k}\right)_{H}\right)=E\left[u^{k}, v^{k}\right]
\end{aligned}
$$

as required.
Since we assumed that $u^{0} \in V$ and $v^{0} \in H$, the initial energy is finite, i.e., $E^{0}:=E\left(u^{0}, v^{0}\right)<\infty$. In the next Lemma, we shall see that approximate solutions at each time $t_{k}$ are uniformly bounded. Notice that $C$ represents a quantity that is independent of $h$ and $k$, but the value of $C$ will be different in each occurrence.

Lemma 5.3. For all $k \geq 0$,

$$
\begin{align*}
\left\|u^{k}\right\|_{V} & \leq 2\|f\|_{V^{\prime}}+\sqrt{2 E^{0}}  \tag{5.5}\\
\left\|v^{k}\right\|_{H} & \leq 2\|f\|_{V^{\prime}}+{ }^{4} \sqrt{2 E^{0}\|f\|_{V^{\prime}}^{2}}+\sqrt{E^{0}} \tag{5.6}
\end{align*}
$$

where $E^{0}=E\left[u^{0}, v^{0}\right]$ is the initial energy.
Proof. From the Lemma 5.2, $E\left[u^{k}, v^{k}\right] \leq E\left[u^{0}, v^{0}\right]<\infty$ for each $k>0$. Then we have

$$
\begin{aligned}
E^{0}=E\left[u^{0}, v^{0}\right] & \geq E\left[u^{k}, v^{k}\right] \\
& =\frac{1}{2}\left(\left\langle u^{k}, A u^{k}-2 f\right\rangle+\left(v^{k}, v^{k}\right)\right) \\
& =\frac{1}{2}\left\langle\sum_{j=1}^{\infty} u_{j}^{k} \phi_{j}, \sum_{j=1}^{\infty} \lambda_{j} u_{j}^{k} \phi_{j}\right\rangle+\frac{1}{2}\left(\sum_{j=1}^{\infty} v_{j}^{k} \phi_{j}, \sum_{j=1}^{\infty} v_{j}^{k} \phi_{j}\right)-\left\langle u^{k}, f\right\rangle \\
& \geq \frac{1}{2}\left(\sum_{j=1}^{\infty} \lambda_{j}\left(u_{j}^{k}\right)^{2}+\sum_{j=1}^{\infty}\left(v_{j}^{k}\right)^{2}\right)-\left\|u^{k}\right\|_{V}\|f\|_{V^{\prime}} \\
& =\frac{1}{2}\left(\left\|u^{k}\right\|_{V}^{2}+\left\|v^{k}\right\|_{H}^{2}\right)-\left\|u^{k}\right\|_{V}\|f\|_{V^{\prime}}
\end{aligned}
$$

where $u_{j}^{k}=\left\langle u^{k}, \phi_{j}\right\rangle$ and $v_{j}^{k}=\left(v^{k}, \phi_{j}\right)$. Thus after some computations with quadratic equations, we see (5.5) and (5.6) which are independent of $k$ or $h_{t}>0$.

Let the numerical trajectories $u_{h_{t}}(t)$ be linear continuous interpolant of $u_{h_{t}}\left(t_{k}\right)=$ $u^{k}$ and $u_{h_{t}}\left(t_{k+1}\right)=u^{k+1}$ for $t \in\left[t_{k}, t_{k+1}\right]$. For the velocity, let $v_{h_{t}}(t)$ be a constant interpolant and $v_{h_{t}}(t)=v^{k+1}$ for $t \in\left(t_{k}, t_{k+1}\right)$. Then $u_{h_{t}}(t)=u^{k}+\frac{1}{2} \int_{t_{k}}^{t}\left[v_{h_{t}}\left(\tau-h_{t}\right)+\right.$ $\left.v_{h_{t}}(\tau)\right] d \tau$ for all $t \in\left(t_{k}, t_{k+1}\right)$. In order to approach contact force $N \in \mathcal{M}\left(0, T ; W^{\prime}\right)$, we first set up a step function $N(t)=N^{k}$ for $t \in\left[t_{k}, t_{k+1}\right)$ on $W^{\prime}$. This implies that contact force $N$ is constant on $W^{\prime}$ for only time $t \in\left[t_{k}, t_{k+1}\right)$. Thus it is easy to see that the approximate contact force $N_{h_{t}}$ can be defined as

$$
\begin{equation*}
N_{h_{t}}=h_{t} \sum_{k=0}^{T / h_{t}-1} \delta\left(t-(k+1) h_{t}\right) N^{k} \tag{5.7}
\end{equation*}
$$

So from Lemma 5.3, $u_{h_{t}} \in L^{\infty}\left(0, T ; V_{1}\right)$ and $v_{h_{t}} \in L^{\infty}(0, T ; H)$. Note that $V_{1}$ is compactly embedded in $V_{\theta}$ for any $\theta<1$.

We now wish to bound the norm of the contact forces $N_{h_{t}}$ in $\mathcal{M}\left(0, T ; W_{-\theta}\right)$ using the strong pointedness assumption (A6). However, we will find it convenient to work
with $\left\langle N^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle$, instead of $\left\langle N^{k}, \kappa\right\rangle$, so we need an approximation result for $\kappa$.

Lemma 5.4. Suppose that $w \in W$. Then,

$$
\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma w \rightarrow w \quad \text { in } W \quad \text { as } h_{t} \downarrow 0
$$

Proof. Since $w \in W,\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma w \in V$. Let $y=\gamma w$. Putting $y=\sum_{j} y_{j} \phi_{j}$, we have

$$
\begin{aligned}
\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} y-y\right\|_{V}^{2} & =\left\|A^{1 / 2}\left(\left(I+h_{t}^{2} A / 4\right)^{-1} y-y\right)\right\|_{H}^{2} \\
& =\sum_{j=1}^{\infty}\left(\frac{h_{t}^{2} \lambda_{j} / 4}{1+h_{t}^{2} \lambda_{j} / 4}\right)^{2} \lambda_{j} y_{j}^{2}
\end{aligned}
$$

Since $y \in V$, for any $\delta>0$, there is an $n>0$, independent of $h_{t}>0$ such that $\sum_{j>n} \lambda_{j} y_{j}^{2}<\delta$. Now for such $n$, we have

$$
\begin{equation*}
\sum_{j=1}^{n}\left(\frac{h_{t}^{2} \lambda_{j} / 4}{1+h_{t}^{2} \lambda_{j} / 4}\right)^{2} \lambda_{j} y_{j}^{2} \rightarrow 0 \quad \text { as } h_{t} \downarrow 0 \tag{5.8}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\sum_{j>n}^{\infty}\left(\frac{h_{t}^{2} \lambda_{j} / 4}{1+h_{t}^{2} \lambda_{j} / 4}\right)^{2} \lambda_{j} y_{j}^{2} \leq \sum_{j>n}^{\infty} \lambda_{j} y_{j}^{2}<\delta \tag{5.9}
\end{equation*}
$$

Therefore from (5.8) and (5.9),

$$
\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} y-y\right\|_{V} \rightarrow 0 \quad \text { as } h_{t} \downarrow 0
$$

Thus as $h_{t} \downarrow 0$,

$$
\begin{aligned}
\left\|\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma w-w\right\|_{W} & =\left\|\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma w-\beta \gamma w\right\|_{W} \\
& =\left\|\beta\left(\left(I+h_{t}^{2} A / 4\right)^{-1} y-y\right)\right\|_{W} \\
& \leq\|\beta\|_{\mathcal{L}(V, W)}\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} y-y\right\|_{V} \rightarrow 0
\end{aligned}
$$

as required.
The above approximation result can now be used to bound the norm of $N_{h}$ as a $W_{-\theta}$-valued measure.

Lemma 5.5. Suppose that (A6) holds with $\kappa \in \operatorname{int} K \subset W$. Then there is a constant $C$ (independent of $h$ ) where

$$
\int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t \leq C \quad \text { for all sufficiently small } h_{t}>0
$$

Proof. Recall the matrix form (5.4). By extension of $\left(v^{k+1}-v^{k}, \gamma \kappa\right)_{H \times V}$ in $V^{\prime} \times V$,

$$
\begin{aligned}
& \left(v^{k+1}-v^{k}, \gamma \kappa\right)_{H \times V}=\left\langle( I + h _ { t } ^ { 2 } A / 4 ) ^ { - 1 } \left(-h_{t} A u^{k}+\left(I-h_{t}^{2} A / 4\right) v^{k}\right.\right. \\
& \left.\left.\quad-\left(I+h_{t}^{2} A / 4\right) v^{k}+h_{t}\left(\beta^{*} N^{k}+f\right)\right), \gamma \kappa\right\rangle_{V^{\prime} \times V} \\
& \quad=\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1}\left(-h_{t} A u^{k}-\frac{h_{t}^{2}}{2} A v^{k}+h_{t}\left(\beta^{*} N^{k}+f\right)\right), \gamma \kappa\right\rangle_{V^{\prime} \times V}
\end{aligned}
$$

Thus we have

$$
\begin{align*}
h_{t} & \left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} \beta^{*} N^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V} \\
& =\left(v^{k+1}-v^{k}, \gamma \kappa\right)_{H}+h_{t}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A u^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V} \\
& \quad+\frac{h_{t}^{2}}{2}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A v^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V}-h_{t}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} f, \gamma \kappa\right\rangle_{V^{\prime} \times V} . \tag{5.10}
\end{align*}
$$

Also it follows that

$$
\begin{align*}
h_{t}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} \beta^{*} N^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V} & =h_{t}\left\langle\beta^{*} N^{k},\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{V^{\prime} \times V} \\
& =h_{t}\left\langle N^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \tag{5.11}
\end{align*}
$$

Consider the second term of the right-hand side on (5.10). Since for $h_{t}>0 \|(I+$ $\left.h_{t}^{2} A / 4\right)^{-1} \|_{\mathcal{L}(H)}=\sup _{\lambda_{j} \in \sigma(A)}\left(1+h_{t}^{2} \lambda_{j} / 4\right)^{-1} \leq 1$, we have

$$
\begin{align*}
\left|\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A u^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V}\right| & =\left|\left(\left(I+h_{t}^{2} A / 4\right)^{-1} A^{1 / 2} u^{k}, A^{1 / 2} \gamma \kappa\right)_{H}\right| \\
& \leq\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} A^{1 / 2} u^{k}\right\|_{H}\left\|A^{1 / 2} \gamma \kappa\right\|_{H} \\
& \leq\left\|\left(I+h_{t}^{2} A / 4\right)^{-1}\right\|_{\mathcal{L}(H)}\left\|A^{1 / 2} u^{k}\right\|_{H}\left\|A^{1 / 2} \gamma \kappa\right\|_{H} \\
5.12) & \leq\left\|u^{k}\right\|_{V}\|\gamma \kappa\|_{V} . \tag{5.12}
\end{align*}
$$

Consider the third term of the right-hand side of (5.10). Since

$$
\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} h_{t} A^{1 / 2} / 2\right\|_{\mathcal{L}(H)}=\sup _{\lambda_{j} \in \sigma(A)}\left(h_{t} \lambda_{j}^{1 / 2} / 2\right)\left(1+h_{t}^{2} \lambda_{j} / 4\right)^{-1} \leq 1 \text { for any } h_{t}>0
$$

we obtain

$$
\begin{align*}
& h_{t}\left|\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A v^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V}\right| \\
& =h_{t}\left|\left(\left(I+h_{t}^{2} A / 4\right)^{-1} A^{1 / 2} v^{k}, A^{1 / 2} \gamma \kappa\right)_{H}\right| \\
& \leq\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} h_{t} A^{1 / 2} v^{k}\right\|_{H}\left\|A^{1 / 2} \gamma \kappa\right\|_{H} \\
& \leq 2\left\|\left(I+h_{t}^{2} A / 4\right)^{-1} h_{t} A^{1 / 2} / 2\right\|_{\mathcal{L}(H)}\left\|v^{k}\right\|_{H}\left\|A^{1 / 2} \gamma \kappa\right\|_{H} \\
& \leq 2\left\|v^{k}\right\|_{H}\|\gamma \kappa\|_{V} . \tag{5.13}
\end{align*}
$$

Consider the fourth term of the right-hand side of (5.10). Then we have

$$
\begin{aligned}
h_{t}\left|\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} f, \gamma \kappa\right\rangle_{V^{\prime} \times V}\right| & =h_{t}\left|\left(\left(I+h_{t}^{2} A / 4\right)^{-1} A^{-1 / 2} f, A^{1 / 2} \gamma \kappa\right)_{H}\right| \\
& \leq h_{t}\left\|\left(I+h_{t}^{2} A / 4\right)^{-1}\right\|_{\mathcal{L}(H)}\left\|A^{-1 / 2} f\right\|_{H}\left\|A^{1 / 2} \gamma \kappa\right\|_{H} \\
& \leq h_{t}\|f\|_{V^{\prime}}\|\gamma \kappa\|_{V}
\end{aligned}
$$

By Lemma 5.4, $\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa \in \operatorname{int} K$ for sufficiently small $h_{t}>0$. Thus if $\left\|\kappa-\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\|_{W} \leq \eta / 2$ for sufficiently small $h_{t}>0$, then for all $\zeta \in K^{*}$,

$$
\begin{aligned}
& \langle\zeta, \kappa\rangle_{W^{\prime} \times W}-\left\langle\zeta, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& =\left\langle\zeta, \kappa-\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& \leq\|\zeta\|_{W^{\prime}}\left\|\kappa-\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\|_{W} \leq \frac{\eta}{2}\|\zeta\|_{W^{\prime}}
\end{aligned}
$$

Since $\langle\zeta, \kappa\rangle \geq \eta\|\zeta\|_{W_{-\theta}}$, we have

$$
\begin{aligned}
& \eta\|\zeta\|_{W_{-\theta}}-\left\langle\zeta, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& \leq\langle\zeta, \kappa\rangle_{W^{\prime} \times W}-\left\langle\zeta, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \leq \frac{\eta}{2}\|\zeta\|_{W_{-\theta}}
\end{aligned}
$$

Therefore we obtain

$$
\begin{equation*}
\left\langle\zeta, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \geq \frac{\eta}{2}\|\zeta\|_{W_{-\theta}} \quad \text { for all } \zeta \in K^{*} \tag{5.14}
\end{equation*}
$$

Now by (5.10) and (5.11), taking $\zeta$ as $N^{k}$, we obtain

$$
\begin{aligned}
& h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& =\sum_{k=0}^{T / h_{t}-1}\left(v^{k+1}-v^{k}, \gamma \kappa\right)_{H \times V}+h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A u^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V} \\
& \quad+\frac{h_{t}^{2}}{2} \sum_{k=0}^{T / h_{t}-1}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} A v^{k}, \gamma \kappa\right\rangle_{V^{\prime} \times V}+h_{t}\left\langle\left(I+h_{t}^{2} A / 4\right)^{-1} f, \gamma \kappa\right\rangle_{V^{\prime} \times V}
\end{aligned}
$$

Thus using Lemma 5.3, by (5.12), (5.13), and (5.14)

$$
\begin{align*}
& \frac{\eta h_{t}}{2} \sum_{k=0}^{T / h_{t}-1}\left\|N^{k}\right\|_{W_{-\theta}} \\
& \leq h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& \leq\|\gamma \kappa\|_{H}\left(\left\|v^{T / h_{t}}\right\|_{H}+\left\|v^{0}\right\|_{H}\right)+h_{t}\|\gamma \kappa\|_{V}\left(\sum_{k=0}^{T / h_{t}-1}\left(\left\|u^{k}\right\|_{V}+\left\|v^{k}\right\|_{H}\right)\right) \\
& \quad+T\|f\|_{V^{\prime}}\|\gamma \kappa\|_{V} \\
& \leq\|\gamma \kappa\|_{H}\left(\left\|v^{T / h_{t}}\right\|_{H}+\left\|v^{0}\right\|_{H}\right)+T\|\gamma \kappa\|_{V} \max _{0 \leq k \leq T / h_{t}-1}\left(\left\|u^{k}\right\|_{V}+\left\|v^{k}\right\|_{H}\right) \\
& \quad+T\|f\|_{V^{\prime}}\|\gamma \kappa\|_{V} \\
& \leq C\left(\|f\|_{V^{\prime}}+\sqrt{E^{0}}+{ }^{4} \sqrt{E^{0}\|f\|_{V^{\prime}}^{2}}\right), \tag{5.15}
\end{align*}
$$

where $C$ does not depend on $h_{t}$. Note that $E^{0}$ is the initial energy. Since

$$
\sum_{k=0}^{T / h_{t}-1}\left\|N^{k}\right\|_{W_{-\theta}}=h_{t}^{-1} \int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t
$$

SO
$\int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t \leq \frac{2 C}{\eta}\left(\|f\|_{V^{\prime}}+\sqrt{E^{0}}+{ }^{4} \sqrt{E^{0}\|f\|_{V^{\prime}}^{2}}\right)$ for sufficiently small $h_{t}>0$,
as required.
For any $\sigma \in \mathbb{R}$ we define the space of Hölder continuous functions with exponent $0<p \leq 1$ in $C^{p}\left(0, T ; V_{\sigma}\right)$ with norm

$$
\|u\|_{C^{p}\left(0, T ; V_{\sigma}\right)}=\|u\|_{C\left(0, T ; V_{\sigma}\right)}+\sup _{t \neq s} \frac{\|u(t)-u(s)\|_{V_{\sigma}}}{|t-s|^{p}}
$$

In the next Lemma, we will see that interpolant $u_{h_{t}}$ is uniformly Hölder continuous from $[0, T]$ to $V_{\sigma}, 0 \leq \sigma<1$. In order to do so, we need the following inequality: for $u \in V$ we have

$$
\begin{equation*}
\|u\|_{V_{\sigma}} \leq C_{\sigma}\|u\|_{H}^{1-\sigma}\|u\|_{V}^{\sigma} \tag{5.16}
\end{equation*}
$$

where $0<\sigma<1$. This inequality is presented in Kuttler [15, section 22.6, equation (62)], Triebel [34, Thm. 1.3.3(g)], and Bramble \& Xu [7, Appendix A, Thms. A. 1 and A.2]. Also, if $\sigma=0$ or $\sigma=1$, clearly (5.16) is satisfied.

Lemma 5.6. The discrete-time solutions $u_{h_{t}}$ are uniformly Hölder continuous from $[0, T] \rightarrow V_{\sigma}$ with exponent $p=1-\sigma$, where $0 \leq \sigma<1$.

Proof. We claim that for $s, t \in[0, T],\left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{V_{\sigma}} \leq C|s-t|^{p}$. Using the interpolation space bounds (5.16),

$$
\begin{aligned}
\left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{V_{\sigma}} & \leq\left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{H}^{1-\sigma}\left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{V}^{\sigma} \\
& \leq C_{\sigma}\left\|\int_{s}^{t} v_{h_{t}}(\tau) d \tau\right\|_{H}^{1-\sigma}\left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{V}^{\sigma} \\
& \leq C_{\sigma}\left(\int_{s}^{t}\left\|v_{h_{t}}(\tau)\right\|_{H} d \tau\right)^{1-\sigma}\left(\left\|u_{h_{t}}(s)\right\|_{V}+\left\|u_{h_{t}}(t)\right\|_{V}\right)^{\sigma} .
\end{aligned}
$$

Then by the energy bounds, we obtain

$$
\begin{aligned}
& \left\|u_{h_{t}}(s)-u_{h_{t}}(t)\right\|_{V_{\sigma}} \\
& \leq C_{\sigma}\left(\|f\|_{V^{\prime}}+\sqrt{2 E^{0}}\right)^{\sigma}\left(2\|f\|_{V^{\prime}}+{ }^{4} \sqrt{2 E^{0}\|f\|_{V^{\prime}}^{2}}+\sqrt{E^{0}}\right)^{(1-\sigma)}|s-t|^{1-\sigma} \\
& \leq C_{\sigma}|s-t|^{p}
\end{aligned}
$$

where $C_{\sigma}$ is a constant independent of $h_{t}, s$ and $t$.
Thus we can see that the interpolant $u_{h_{t}}$ is uniformly bounded in $C^{p}\left(0, T ; V_{\sigma}\right)$. Now we need compactness to show that $u_{h_{t}}$ converges strongly in $C\left([0, T] ; V_{\sigma}\right)$, as $h_{t} \downarrow 0$. The continuous linear interpolant $u_{h_{t}}:[0, T] \rightarrow V$ is bounded in $V_{\sigma}$ with $\sigma<1$, so $u_{h_{t}}(t)$ is in a compact subset of $V_{\sigma}$ for all $t \in[0, T]$ and $h_{t}>0$, and $u_{h_{t}}:[0, T] \rightarrow V_{\sigma}$ is an equicontinuous family. By the Arzela-Ascoli Theorem [18, p. 57], $C^{p}\left(0, T ; V_{\sigma}\right)$ is compactly embedded in $C\left(0, T ; V_{\sigma}\right)$ for any $\sigma<1$.

Thus $u_{h_{t}}$ has a subsequence which converges strongly in $C\left(0, T ; V_{\sigma}\right)$. Denoting this subsequence by $u_{h_{t}}$, we restrict our attention to this subsequence.

In the next Lemma, we will see that solutions obtained by our numerical trajectories satisfy differential equations in the sense of measure.

Lemma 5.7. The limits $(u, v, N)$ obtained from the numerical trajectories $\left(u_{h_{t}}, v_{h_{t}}, N_{h_{t}}\right)$ satisfy $d u / d t=v$ in $L^{\infty}(0, T ; H)$, and the equation of motion (3.1) holds in $\mathcal{M}\left(0, T-\epsilon ; V^{\prime}\right)$, the space of $V^{\prime}$-valued measures on $[0, T-\epsilon]$, for any $\epsilon>0$, where $v(0)=v^{0}$.

Proof. First, we claim that $d u_{h_{t}} / d t(t)=\left(v_{h_{t}}(t-h)+v_{h_{t}}(t)\right) / 2$ for all $t \neq t_{k}$ with $u_{h_{t}}$ absolutely continuous. From (5.2) and the fact that $u_{h_{t}}$ is the piecewise linear interpolant of $u_{h}\left(t_{k}\right)=u^{k}$ for all $k$, we have

$$
\frac{d u_{h_{t}}}{d t}(t)=\frac{v^{k+1}+v^{k}}{2} \quad \text { for all } t \in\left(t_{k}, t_{k+1}\right)
$$

Because $v_{h_{t}}$ is piecewise constant, $d u_{h_{t}} / d t(t)=\left(v_{h_{t}}\left(t-h_{t}\right)+v_{h_{t}}(t)\right) / 2$ for $t \in$ $\left(t_{k}, t_{k+1}\right)$. Thus for any $0 \leq s<t \leq T$,

$$
u_{h_{t}}(t)-u_{h_{t}}(s)=\int_{s}^{t} \frac{1}{2}\left(v_{h_{t}}\left(\tau-h_{t}\right)+v_{h_{t}}(\tau)\right) d \tau
$$

As $u_{h_{t}} \rightarrow u$ in $C\left(0, T ; V_{\sigma}\right) \subset C(0, T ; H)$, and $v_{h_{t}} \rightharpoonup^{*} v$ in $L^{\infty}(0, T ; H)$, taking limits in any convergent subsequence gives

$$
u(t)-u(s)=\int_{s}^{t} v(\tau) d \tau
$$

and so $d u / d t(t)=v(t)$ for almost all $t$.
We claim that for all $\xi \in \operatorname{Lip}(0, T ; V)$ (the space of Lipschitz functions $[0, T] \rightarrow V$ ) with $\xi(T)=0,(u, v, N)$ obtained from the numerical trajectory $\left(u_{h_{t}}, v_{h_{t}}, N_{h_{t}}\right)$ satisfies

$$
\begin{equation*}
\int_{[0, T]}\left\langle\frac{d v}{d t}(t), \xi(t)\right\rangle_{V^{\prime} \times V} d t=\int_{[0, T]}\left\langle-A u(t)+\beta^{*} N(t)+f, \xi(t)\right\rangle_{V^{\prime} \times V} d t \tag{5.17}
\end{equation*}
$$

interpreted in the sense of distributions. Note that a Lipschitz function $\xi:[0, T] \rightarrow V$ is differentiable almost everywhere with a derivative in $L^{\infty}(0, T ; V)$ as $V$ has the Radon-Nikodym property [11]. Note that on $[0, T]$,

$$
\frac{d v_{h_{t}}}{d t}(t)=\sum_{k=0}^{T / h_{t}-1}\left(v^{k+1}-v^{k}\right) \delta\left(t-t_{k}\right)
$$

in the sense of distributions. Then using (5.1), we have, noting that $T$ is a multiple of $h_{t}$ :

$$
\begin{align*}
& \int_{[0, T]}\left\langle\frac{d v_{h_{t}}}{d t}(t), \xi(t)\right\rangle_{V^{\prime} \times V} d t \\
& =\sum_{k=0}^{T / h_{t}-1}\left\langle v^{k+1}-v^{k}, \xi\left(t_{k}\right)\right\rangle \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle-A\left(\frac{u^{k+1}+u^{k}}{2}\right)+\beta^{*} N^{k}+f, \xi\left(t_{k}\right)\right\rangle \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle-A\left(\frac{u^{k+1}+u^{k}}{2}\right), \xi\left(t_{k}\right)\right\rangle+h_{t} \sum_{k=0}^{T / h_{t}}\left\langle\beta^{*} N^{k}+f, \xi\left(t_{k}\right)\right\rangle . \tag{5.18}
\end{align*}
$$

Consider the first sum in (5.18). Since $u_{h_{t}}$ is a piecewise linear interpolant, we obtain

$$
\begin{align*}
& h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle-A\left(\frac{u^{k+1}+u^{k}}{2}\right), \xi\left(t_{k}\right)\right\rangle \\
& =\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle-A u_{h_{t}}, \xi\left(t_{k}\right)\right\rangle d t \\
& =\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle-A u_{h_{t}}(t), \xi(t)-\xi(t)+\xi\left(t_{k}\right)\right\rangle d t \\
& =-\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle A u_{h_{t}}(t), \xi(t)\right\rangle d t+\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle A u_{h_{t}}(t), \xi(t)-\xi\left(t_{k}\right)\right\rangle d t \\
& =-\int_{[0, T]}\left\langle A u_{h_{t}}(t), \xi(t)\right\rangle d t+\int_{[0, T]}\left\langle A u_{h_{t}}(t), \xi(t)-\xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor\right)\right\rangle d t . \tag{5.19}
\end{align*}
$$

Consider the second sum in (5.18). Then by the similar argument to above,

$$
\begin{align*}
& h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle\beta^{*} N^{k}+f, \xi\left(t_{k}\right)\right\rangle \\
& =\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi\left(t_{k}\right)\right\rangle d t \\
& =\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi(t)\right\rangle d t+\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle\beta^{*} N_{h}(t)+f, \xi\left(t_{k}\right)-\xi(t)\right\rangle d t \\
& =\int_{[0, T]}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi(t)\right\rangle d t+\int_{[0, T]}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor\right)-\xi(t)\right\rangle d t . \tag{5.20}
\end{align*}
$$

Let $C_{\xi}$ be the Lipschitz constant of $\xi$. Then

$$
\begin{aligned}
& \left|\int_{[0, T]}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor\right)-\xi(t)\right\rangle d t\right| \\
& \leq \int_{[0, T]}\left\|\beta^{*} N_{h_{t}}(t)+f\right\|_{V^{\prime}}\left\|\xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor\right)-\xi(t)\right\|_{V} d t \\
& \leq C_{\xi} h_{t} \int_{[0, T]}\left(\left\|\beta^{*} N_{h_{t}}(t)\right\|_{V^{\prime}}+\|f\|_{V^{\prime}}\right) d t \leq C h_{t}
\end{aligned}
$$

for some $C$ not depending on $h_{t}$. It follows that

$$
\int_{[0, T]}\left\langle\beta^{*} N_{h_{t}}(t)+f, \xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor\right)-\xi(t)\right\rangle d t \rightarrow 0 \quad \text { as } h_{t} \downarrow 0 .
$$

Similarly, using the fact that $A u_{h_{t}}$ is uniformly bounded in $L^{\infty}\left(0, T ; V^{\prime}\right)$,

$$
\int_{[0, T]}\left\langle A u_{h_{t}}(t), \xi\left(h_{t}\left\lfloor t / h_{t}\right\rfloor-\xi(t)\right\rangle d t \rightarrow 0 \quad \text { as } h_{t} \downarrow 0\right.
$$

Extend $\xi$ to $\xi: \mathbb{R} \rightarrow V$ by setting $\xi(t)=\xi(0)$ for $t<0$ and $\xi(t)=\xi(T)=0$ for $t>T$. Now, using integration by parts,

$$
\begin{aligned}
\int_{[0, T]}\left\langle\frac{d v_{h_{t}}}{d t}(t), \xi(t)\right\rangle d t= & \left\langle v_{h_{t}}\left(T^{+}\right), \xi\left(T^{+}\right)\right\rangle-\left\langle v_{h_{t}}\left(0^{-}\right), \xi\left(0^{-}\right)\right\rangle \\
& -\int_{0}^{T}\left\langle v_{h_{t}}(t), \frac{d \xi}{d t}(t)\right\rangle d t
\end{aligned}
$$

But $v_{h_{t}}(0)=v^{0}$, the initial velocity, and $\xi\left(T^{+}\right)=\xi(T)=0$, so

$$
\begin{equation*}
\int_{[0, T]}\left\langle\frac{d v_{h_{t}}}{d t}(t), \xi(t)\right\rangle d t=-\left\langle v^{0}, \xi(0)\right\rangle-\int_{[0, T]}\left\langle v_{h_{t}}(t), \frac{d \xi}{d t}(t)\right\rangle d t \tag{5.21}
\end{equation*}
$$

Since $v_{h_{t}} \rightharpoonup^{*} v$ in $L^{\infty}(0, T ; H)$, the right-hand side of (5.21) converges to

$$
-\left\langle v^{0}, \xi(0)\right\rangle-\int_{[0, T]}\left\langle v(t), \frac{d \xi}{d t}(t)\right\rangle d t
$$

Using integration by parts again, we see that this limit is just

$$
\int_{[0, T]}\left\langle\frac{d v}{d t}(t), \xi(t)\right\rangle d t
$$

Now taking the weak ${ }^{*}$ limits $\beta^{*} N_{h_{t}}$ ー* $^{*} \beta^{*} N$ in $\mathcal{M}\left(0, T ; V^{\prime}\right)$ and $A u_{h_{t}}$ ー* $^{*} A u$ in $L^{\infty}\left(0, T ; V^{\prime}\right)$, we get

$$
\int_{[0, T]}\left\langle\frac{d v}{d t}(t), \xi(t)\right\rangle d t=\int_{[0, T]}\left\langle-A u(t)+\beta^{*} N(t)+f, \xi(t)\right\rangle d t
$$

for all $\xi \in \operatorname{Lip}(0, T ; V), \xi(T)=0$. Since any function $\widetilde{\xi} \in \operatorname{Lip}(0, T-\epsilon ; V)$ can be extended to a function $\xi \in \operatorname{Lip}(0, T ; V)$ with $\xi(T)=0$,

$$
\begin{aligned}
\frac{d v}{d t} & =-A u+\beta^{*} N+f \quad \text { on }[0, T-\epsilon] \\
v(0) & =v^{0}
\end{aligned}
$$

in the sense of distributions for any $\epsilon>0$, as desired.
In the next Lemma, we will see that the limit of the numerical trajectories, as $h_{t} \downarrow 0$, satisfies the complementarity condition in the weak sense.

Lemma 5.8. Setting $\sigma=(1-\theta) \alpha+\theta$ with $\theta<1$ and $\alpha<1$ satisfying (A6) and (A7), we have

$$
0 \leq \int_{[0, T]}\left\langle N_{h_{t}}(t), \beta u_{h_{t}}(t)-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} d t \leq C_{\theta, \sigma} h_{t}^{1-\sigma} \int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t
$$

Proof. Let $q_{h_{t}}(t)=u_{h_{t}}(t)-u^{k+1}$ for $t_{k} \leq t \leq t_{k+1}$. Then by complementarity condition, for $t_{k} \leq t \leq t_{k+1}$ we have

$$
\begin{aligned}
\left\langle N_{h_{t}}(t), \beta u_{h_{t}}(t)-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} & =\left\langle N_{h_{t}}(t), \beta q_{h_{t}}(t)+\beta u^{k+1}-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} \\
& =\left\langle N_{h_{t}}(t), \beta q_{h_{t}}(t)\right\rangle_{W_{-\theta} \times W_{\theta}}
\end{aligned}
$$

Since $\left\|N^{k}\right\|_{W_{-\theta}}=\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}}$ for $t_{k} \leq t<t_{k+1}$, we obtain

$$
\begin{aligned}
\int_{t_{k}}^{t_{k+1}}\left\langle N_{h_{t}}(t), \beta q_{h_{t}}(t)\right\rangle_{W_{-\theta} \times W_{\theta}} d t & =\int_{t_{k}}^{t_{k+1}}\left\langle N^{k}, \beta q_{h_{t}}(t)\right\rangle_{W_{-\theta} \times W_{\theta}} d t \\
& \leq C_{\theta} \int_{t_{k}}^{t_{k+1}}\left\|q_{h_{t}}(t)\right\|_{V_{\theta}}\left\|N^{k}\right\|_{W_{-\theta}} d t \\
& =C_{\theta}\left\|N^{k}\right\|_{W_{-\theta}} \int_{t_{k}}^{t_{k+1}}\left\|q_{h_{t}}(t)\right\|_{V_{\theta}} d t
\end{aligned}
$$

Using trapezoidal rule for the integral of linear interpolant $u_{h_{t}}$ and Lemma 5.6, we have

$$
\begin{aligned}
\int_{t_{k}}^{t_{k+1}}\left\langle N_{h_{t}}(t), \beta q_{h_{t}}(t)\right\rangle_{W_{-\theta} \times W_{\theta}} d t & \leq \frac{C_{\theta}}{2}\left\|N^{k}\right\|_{W_{-\theta}}\left\|u^{k+1}-u^{k}\right\|_{V_{\sigma}} \cdot h_{t} \\
& \leq C_{\theta, \sigma}\left\|N^{k}\right\|_{W_{-\theta}} h_{t}^{1-\sigma} h_{t}
\end{aligned}
$$

Thus

$$
\begin{aligned}
\int_{[0, T]}\left\langle N_{h_{t}}(t), \beta u_{h_{t}}(t)-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} d t & =\sum_{k=0}^{T / h_{t}-1} \int_{t_{k}}^{t_{k+1}}\left\langle N_{h_{t}}(t), \beta q_{h_{t}}(t)\right\rangle_{W_{-\theta} \times W_{\theta}} d t \\
& \leq C_{\theta, \sigma} \sum_{k=0}^{T / h_{t}-1}\left\|N^{k}\right\|_{W_{-\theta}} h_{t}^{1-\sigma} h_{t} \\
& =C_{\theta, \sigma} h_{t}^{1-\sigma} \int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t
\end{aligned}
$$

as required.
Lemma 5.9. Suppose that dual cone $K^{*}$ is strongly pointed and $\theta<1$ and $\sigma<1$. Then $u_{h_{t}}$ strongly converges to solution $u$ in $C\left(0, T ; V_{\sigma}\right)$ and $N_{h_{t}}$ weakly* converges to solution $N$ in the measure space $\mathcal{M}\left(0, T ; W_{-\theta}\right)$, as $h_{t} \downarrow 0$, and the limits satisfy complementarity condition in the weak sense.

Proof. Let $\sigma=(1-\theta) \alpha+\theta<1$ where $\alpha<1$ and $\theta<1$ from (A6) and (A7). By the Arzela-Ascoli Theorem there is a strongly convergent subsequence $u_{h_{t}}$ to $u$ in $C\left(0, T ; V_{\sigma}\right)$. An elementary calculation and the interpolation theory of operators show that $\beta: V_{\sigma} \rightarrow W_{\theta}$ is a bounded linear operator. On the other hand, there is a subsequence in which $N_{h_{t}}$ converges weakly* to $N$ in $\mathcal{M}\left(0, T ; W_{-\theta}\right)$ by the Alouglu's Theorem [24, Thm. 6.62, p. 203]. Then by Lemma 5.8, as $h_{t} \downarrow 0$, we have

$$
0 \leq \int_{[0, T]}\left\langle N_{h_{t}}(t), \beta u_{h_{t}}(t)-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} d t \leq C_{\theta, \sigma} h_{t}^{1-\sigma} \int_{[0, T]}\left\|N_{h_{t}}(t)\right\|_{W_{-\theta}} d t \rightarrow 0
$$

Since $K$ is a closed convex cone in $W$, for any $\zeta \in K^{*}$ and $0 \leq s<t \leq T, 0 \leq$ $\int_{s}^{t}\left\langle\zeta, \beta u_{h_{t}}-\varphi\right\rangle d \tau \rightarrow \int_{s}^{t}\langle\zeta, \beta u-\varphi\rangle d \tau$, and so $\beta u(t)-\varphi \in \bar{K}$ for almost all $t$. Similarly, $N_{h_{t}}$ Ш* $^{*} N \in K^{*}$. Thus,

$$
\int_{[0, T]}\left\langle N_{h_{t}}(t), \beta u_{h_{t}}(t)-\varphi\right\rangle_{W_{-\theta} \times W_{\theta}} d t \rightarrow \int_{[0, T]}\langle N(t), \beta u(t)-\varphi\rangle_{W_{-\theta} \times W_{\theta}} d t .
$$

As the integral on the left is $O\left(h_{t}^{1-\sigma}\right)$ as $h_{t} \downarrow 0, \int_{[0, T]}\langle N(t), \beta u(t)-\varphi\rangle d t=0$. This implies that the limits of the discrete-time trajectories satisfy the complementarity condition in the weak sense. The proof is complete.
5.3. Convergence theory in the fully discrete case. Let $\left\{\psi_{i} \mid i=1, \ldots, \mathcal{N}_{h_{x}}\right\}$ be a basis for a subspace $V^{h_{x}} \subset V$; this is the basis that is used for space discretization: $u\left(t_{k}, x\right) \approx \sum_{j=1}^{\mathcal{N}_{h_{x}}} u_{j}^{k} \psi_{j}(x)$ on each time $t_{k}$.

Then let $\left\{\Phi_{i} \mid \Phi_{i}=\beta \psi_{i}\right.$ for $\left.i=1, \ldots, \mathcal{N}_{h_{x}}\right\}$ be a basis for a finite dimensional space $W_{\theta}^{h_{x}} \subset W_{\theta}$, and $K^{h_{x}} \subset K$ be the cone generated by $\left\{\beta \psi_{i} \mid 1 \leq i \leq \mathcal{N}_{h_{x}}\right\}$ such that $K^{h_{x}} \subset W_{\theta}^{h_{x}}$.

In order to show the full convergence of our numerical trajectories, we need the following conditions:
(B1) The dual cone $K^{*}$ is a closure of $K$ in $W_{-\theta}$.
(B2) For every $w \in K, \min _{z \in K^{h_{x}}}\|w-z\|_{W} \rightarrow 0$ as $n \rightarrow 0$.
(B3) There is a constant $C>0$, where $\left\|\psi_{i}\right\|_{W_{-\theta}} \leq C$ for all $i$, independent of $h_{x}>0$.
(B4) There is a constant $C_{1}, C_{2}>0$, where $\left\|\mathbf{M}^{-1}\right\| \leq C_{1}$ and $\|\mathbf{M}\| \leq C_{2}$, independent of $h_{x}>0$.
(B5) There is a constant $\eta_{1}$, where $\min _{i} \kappa_{i} / \max _{i} \kappa_{i} \geq \eta_{1}>0$ with $\kappa_{h_{x}}:=\sum_{j=1}^{\mathcal{N}_{h x}} \kappa_{j} \times$ $\beta \psi_{j} \in W_{\theta} \cap K^{h_{x}}$, independent of $h_{x}>0$.
(B6) There is a constant $\eta_{2}$ where $\|\boldsymbol{\kappa}\|_{\infty} \geq \eta_{2}>0$, independent of $h_{x}>0(\boldsymbol{\kappa}=$ $\left.\left(\kappa_{1}, \kappa_{2}, \ldots, \kappa_{\mathcal{N}_{h_{x}}}\right)\right)$.
Note that (B1) is a self-duality condition. Also note that we can suppose (B4), by the condition number of $\mathbf{M}$, cond $(\mathbf{M})=\left\|\mathbf{M}^{-1}\right\|\|\mathbf{M}\| \leq C$ and scalar-invariance. The condition (B2) implies that we can approximate $w$ by $z \in K^{h_{x}}$. We write the approximate solution $N_{h_{x}}^{k} \in K^{h_{x}}$ each time step $t_{k}$ as

$$
N_{h_{x}}^{k}=\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}
$$

where $\mathbf{N}^{k}=\left(N_{1}^{k}, N_{2}^{k}, \cdots, N_{\mathcal{N}_{h_{x}}}^{k}\right)^{T}$. In the same fashion, we write approximate solution $\left(u_{h_{x}}^{k}, v_{h_{x}}^{k}\right) \in V_{\sigma}^{h_{x}}\left(\subset V_{\sigma}\right) \times H^{h_{x}}(\subset H)$ each time step $t_{k}$ as

$$
u_{h_{x}}^{k}=\sum_{j=1}^{\mathcal{N}_{h_{x}}} u_{j}^{k} \psi_{j} \quad \text { and } \quad v_{h_{x}}^{k}=\sum_{j=1}^{\mathcal{N}_{h_{x}}} v_{j}^{k} \psi_{j}
$$

where $\mathbf{u}^{k}=\left(u_{1}^{k}, u_{2}^{k}, \ldots, u_{\mathcal{N}_{h_{x}}}^{k}\right)^{T}, \mathbf{v}^{k}=\left(v_{1}^{k}, v_{2}^{k}, \ldots, v_{\mathcal{N}_{h_{x}}}^{k}\right)^{T}$. Then we notice that approximate solutions $u_{h_{t}, h_{x}} \in C\left(0, T ; V_{\sigma}\right)$ and $v_{h_{t}, h_{x}} \in L^{\infty}(0, T ; H)$ in the fully discrete case.

From (5.3) the approximate solutions satisfy the complementarity condition:

$$
\begin{equation*}
\mathbf{0} \leq \mathbf{g}^{k+1} \quad \perp \quad \mathbf{N}^{k} \geq \mathbf{0} \tag{5.22}
\end{equation*}
$$

where $\beta u^{k+1}-\varphi=\sum_{j=1}^{\mathcal{N}_{h_{x}}}\left(u_{j}^{k+1}-\varphi_{j}\right) \beta \psi_{j}$ and $\mathbf{g}^{k}=\left(g_{1}^{k}, g_{2}^{k}, \cdots, g_{n}^{k}\right)^{T}$ with $g_{j}^{k}=$ $u_{j}^{k}-\varphi_{j}$. Then employing the fully discrete version, we have the norm of $N_{h_{t}, h_{x}}$ as a $W_{-\theta}$-valued measure given by

$$
\begin{align*}
\int_{[0, T]}\left\|N_{h_{t}, h_{x}}\right\|_{W_{-\theta}} d t & =h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}\right\|_{W_{-\theta}} \\
& \leq h_{t} \sum_{k=0}^{T / h_{t}-1} \sum_{j=1}^{\mathcal{N}_{h_{x}}}\left|N_{j}^{k}\right|\left\|\beta \psi_{j}\right\|_{W_{-\theta}} . \tag{5.23}
\end{align*}
$$

The mass matrix $\mathbf{M}$ is given by $m_{j i}=\left(\beta \psi_{j}, \beta \psi_{i}\right)_{Z}$. Also we assume that $\mathbf{M}$ is a positive definite. Attributed to the basis functions and mass matrix, now we modify the complementarity condition (5.22) into the alternative complementarity condition that is necessary to consider full convergence:

$$
\begin{equation*}
\mathbf{0} \leq \mathbf{g}^{k+1} \quad \perp \quad \mathbf{M N}^{k} \geq \mathbf{0} \tag{5.24}
\end{equation*}
$$

Lemma 5.10. Suppose that $K^{*}$ is strongly pointed; (B1-B6) hold. Then we have

$$
\int_{[0, T]}\left\|N_{h_{t}, h_{x}}\right\|_{W_{-\theta}} d t \leq C \quad \text { for sufficiently small } h_{t}, h_{x}>0
$$

where $\theta \leq 1$ and $C$ does not depend on $h_{t}$ and $h_{x}$.
Proof. By Lemma 5.4, $\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \omega \rightarrow \omega$ on $W$ for any $\omega \in W$. Then we approximate $\kappa$ by $\kappa_{h_{x}}:=\sum_{j=1}^{\mathcal{N}_{h_{x}}} \kappa_{j} \beta \psi_{j} \in W_{\theta} \cap K^{h_{x}}$, where $\kappa_{j}>0$ for any $j \geq 1$, since $K$ is a convex cone. Recalling that (A6) is equivalent to $\kappa \in \operatorname{int} K$ in $W_{\theta}$, it follows that $\kappa_{h_{x}} \rightarrow \kappa$ as $h_{x} \downarrow 0$ and $\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa \rightarrow \kappa$ as $h_{t} \downarrow 0$. Thus we choose sufficiently small $h_{x}>0$ and $h_{t}>0$, such that $\left\|\kappa_{h_{x}}-\kappa\right\|_{W_{\theta}} \leq \eta / 4$ and $\left\|\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa-\kappa\right\|_{W_{\theta}} \leq \eta / 4$. Now employing the estimate (5.15), for sufficiently small $h_{t}>0$ and $h_{x}>0$ we obtain

$$
\begin{align*}
C & \geq h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W^{\prime} \times W} \\
& \geq h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa-\kappa+\kappa-\kappa_{h_{x}}+\kappa_{h_{x}}\right\rangle_{W^{\prime} \times W} \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \kappa_{h_{x}}\right\rangle_{W^{\prime} \times W}-h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \kappa_{h_{x}}-\kappa\right\rangle_{W^{\prime} \times W} \\
& \left.\left.\geq h_{t} \sum_{k=0}^{T / h_{t}-1} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \kappa-\beta\left(I+h_{t}^{2} A / 4\right)^{-1} \gamma \kappa\right\rangle_{W_{x}^{\prime} \times W}^{k}, \kappa_{h_{x}}\right\rangle_{W^{\prime} \times W}-\frac{\eta}{2}\left\|N_{h_{x}}^{k}\right\|_{W_{-\theta}}\right) .
\end{align*}
$$

Then using (5.15) again, from (5.25)

$$
h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \kappa_{h_{x}}\right\rangle_{W^{\prime} \times W} \leq \frac{\eta h_{t}}{2} \sum_{k=0}^{T / h_{t}-1}\left\|N_{h_{x}}^{k}\right\|_{W_{-\theta}}+C \leq C
$$

Thus we have

$$
\begin{aligned}
C & \geq h_{t} \sum_{k=0}^{T / h_{t}-1}\left\langle N_{h_{x}}^{k}, \kappa_{h_{x}}\right\rangle_{W^{\prime} \times W} \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left(N_{h_{x}}^{k}, \kappa_{h_{x}}\right)_{Z} \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left(\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}, \sum_{i=1}^{\mathcal{N}_{h_{x}}} \kappa_{i} \beta \psi_{i}\right)_{Z} \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1} \sum_{i=0}^{\mathcal{N}_{h_{x}}} \kappa_{i} \cdot\left(\mathbf{M N}^{k}\right)_{i} \\
& \geq h_{t} \sum_{k=0}^{T / h_{t}-1} \sum_{i=0}^{\mathcal{N}_{h_{x}}} \min _{1 \leq i \leq \mathcal{N}_{h_{x}}} \kappa_{i} \cdot\left(\mathbf{M} \mathbf{M}^{k}\right)_{i}
\end{aligned}
$$

So it follows from condition (B5) that

$$
\begin{equation*}
h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\mathbf{M N}^{k}\right\|_{1} \leq \frac{C}{\eta_{1}\|\boldsymbol{\kappa}\|_{\infty}} \tag{5.26}
\end{equation*}
$$

Therefore using (5.23) and (5.26),

$$
\begin{aligned}
\int_{[0, T]}\left\|N_{h_{t}, h_{x}}\right\|_{W_{-\theta}} d t & =h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}\right\|_{W_{-\theta}} \\
& \leq h_{t} \sum_{k=0}^{T / h_{t}-1} \sum_{j=1}^{\mathcal{N}_{h_{x}}}\left|N_{j}^{k}\right|\left\|\psi_{j}\right\|_{W_{-\theta}} \\
& =C h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\mathbf{N}^{k}\right\|_{1} \\
& =C h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\mathbf{M}^{-1} \mathbf{M} \mathbf{N}^{k}\right\|_{1} \\
& \leq C h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\mathbf{M}^{-1}\right\|_{1}\left\|\mathbf{M N}^{k}\right\|_{1} \\
& \leq C h_{t} \sum_{k=0}^{T / h_{t}-1}\left\|\mathbf{M}^{k}\right\|_{1} \\
& \leq \frac{C}{\eta_{1} \cdot \eta_{2}}=C
\end{aligned}
$$

where $C$ does not depend on $h_{t}$ and $h_{x}$. The proof is complete.
As we mentioned in the semidiscrete case, in the next Lemmas we will restrict our attention to subsequences which are convergent to a solution. We note that we
require contact condition $\mathbf{M} \mathbf{N}^{k} \geq \mathbf{0}$ in (5.24) rather than $\mathbf{N}^{k} \geq \mathbf{0}$ in (5.22), in order to show full convergence.

Lemma 5.11. If $\mathbf{M N}^{k} \geq \mathbf{0}$ and subsequence $N_{h_{t}, h_{x}}$ weakly* converges $N$ in the measure space $\mathcal{M}\left(0, T ; W_{-\theta}\right)$, then $N \in K^{*}$.

Proof. Let any $\xi$ be in $C^{1}\left(0, T ; W_{\theta}\right)$. Since $N_{h_{t}, h_{x}} \rightharpoonup^{*} N$ as $W_{-\theta}$-valued measure, we have

$$
\int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \xi\right\rangle_{W_{-\theta} \times W_{\theta}} d t \rightarrow \int_{[0, T]}\langle N, \xi\rangle_{W_{-\theta} \times W_{\theta}} d t
$$

Let $\xi_{h_{x}}(t)=\sum_{i=1}^{\mathcal{N}_{h_{x}}} \xi_{i}(t) \psi_{i} \in W_{\theta} \cap K^{h_{x}}$ be the projection of $\xi$ onto $K^{h_{x}}$ with $\xi_{i}(t)>0$ for all $t$ and $i$. Since the convex projection is a nonexpansive mapping, $\xi_{h_{x}}$ is uniformly bounded; $\xi_{h_{x}}$ is also Lipschitz with the same Lipschitz constant as $\xi$. Then from (B2) $\xi_{h_{x}} \rightarrow \xi \in K$ with all $t$. By the standard arguments, $\left\|\xi_{h_{x}}-\xi\right\|_{L^{\infty}\left(0, T ; W_{\theta}\right)} \rightarrow 0$ as $h_{x} \downarrow 0$. Therefore as $h_{t} \downarrow 0$ and $h_{x} \downarrow 0$ in suitable subsequence,

$$
\begin{equation*}
\int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \xi_{h_{x}}\right\rangle_{W_{-\theta} \times W_{\theta}} d t \rightarrow \int_{[0, T]}\langle N, \xi\rangle_{W_{-\theta} \times W_{\theta}} d t \tag{5.27}
\end{equation*}
$$

Since $\mathbf{M N}^{k} \geq \mathbf{0}$ and $\xi_{i}(t)>0$, it follows that

$$
\begin{aligned}
& \int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \xi_{h_{x}}\right\rangle_{W_{-\theta} \times W_{\theta}} d t \\
& =\int_{[0, T]}\left(h_{t} \sum_{k=0}^{T / h_{t}-1} \delta\left(t-(k+1) h_{t}\right) \sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}, \sum_{i=1}^{\mathcal{N}_{h_{x}}} \xi_{i}(t) \beta \psi_{i}\right)_{Z} d t \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left(\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}, \sum_{i=1}^{\mathcal{N}_{h_{x}}} \xi_{i}\left(t_{k}\right) \beta \psi_{i}\right)_{Z} \\
& =h \sum_{k=0}^{T / h_{t}-1} \sum_{i=1}^{\mathcal{N}_{h_{x}}} \xi_{i}\left(t_{k}\right)\left(\mathbf{M N}^{k}\right)_{i} \geq 0
\end{aligned}
$$

Thus by (5.27), we have

$$
0 \leq \int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \xi_{h_{x}}\right\rangle_{W_{-\theta} \times W_{\theta}} d t \rightarrow \int_{[0, T]}\langle N, \xi\rangle_{W_{-\theta} \times W_{\theta}} d t
$$

Thus $\int_{[0, T]}\langle N, \xi\rangle d t \geq 0$. This implies that $N \in K^{*}$ in the $W^{\prime}$-valued measure.
We note that $d u_{h_{t}, h_{x}} / d t(t)=\left(v_{h_{t}, h_{x}}(t)-v_{h_{t}, h_{x}}\left(t-h_{t}\right)\right) / 2$ with $v_{h_{t}, h_{x}}(t)=v^{0}$ for $-h_{t} \leq t<0$ from numerical formulation (5.2). Before we see the next Lemma, we notice that $u_{h_{t}, h_{x}} \rightharpoonup^{*} u$ in $L^{\infty}\left(0, T ; V_{\sigma}\right)$ with $\sigma \leq 1$ and $v_{h_{t}, h_{x}} \rightharpoonup^{*} v$ in $L^{\infty}(0, T ; H)$, since $L^{\infty}\left(0, T ; V_{\sigma}\right) \simeq\left(L^{1}\left(0, T ; V_{\sigma}\right)\right)^{*}$ and $L^{\infty}(0, T ; H) \simeq\left(L^{1}(0, T ; H)\right)^{*}$.

Lemma 5.12. Suppose that dual cone $K^{*}$ is strongly pointed and $\sigma<1$ and $\theta<1$. Then the solution $(u, N)$ obtained from numerical trajectories $\left(u_{h_{t}, h_{x}}, N_{h_{t}, h_{x}}\right)$ satisfies the complementarity condition (5.24) in the weak sense.

Proof. By the energy bounds in Lemma 5.3 and the similar argument to Lemma 5.6, we have

$$
\begin{aligned}
\left\|u_{h_{t}, h_{x}}(s)-u_{h_{t}, h_{x}}(t)\right\|_{V_{\sigma}} \leq & \left\|u_{h_{t}, h_{x}}(s)-u_{h_{t}, h_{x}}(t)\right\|_{H}^{1-\sigma}\left\|u_{h_{t}, h_{x}}(s)-u_{h_{t}, h_{x}}(t)\right\|_{V}^{\sigma} \\
\leq & C_{\sigma}\left\|\left(v_{h_{t}, h_{x}}(t)-v_{h_{t}, h_{x}}\left(t-h_{t}\right)\right)\right\|_{H}^{1-\sigma} \\
& \times\left(\left\|u_{h_{t}, h_{x}}(s)\right\|_{V}+\left\|u_{h_{t}, h_{x}}(t)\right\|_{V}\right)^{\sigma} \\
\leq & C_{\sigma}|s-t|^{p}
\end{aligned}
$$

where $p=1-\sigma$ and $\sigma<1$. By the Arzela-Ascoli Theorem, there is a subsequence $u_{h_{t}, h_{x}} \rightarrow u$ in $C\left(0, T ; V_{\sigma}\right)$, as $h_{t}, h_{x} \downarrow 0$. Since $\beta: V_{\sigma} \rightarrow W_{\theta}$ (see Lemma 5.9) is a bounded linear operator, by (5.24) we obtain

$$
\begin{aligned}
& \int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \beta u_{h_{t}, h_{x}}-\varphi_{h_{x}}\right\rangle_{W_{-\theta} \times W_{\theta}} d t \\
& =\int_{[0, T]}\left(h_{t} \sum_{k=0}^{T / h_{t}-1} \delta\left(t-(k+1) h_{t}\right) \sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}, \sum_{i=1}^{\mathcal{N}_{h_{x}}} g_{i}^{k+1} \beta \psi_{i}\right)_{Z} d t \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left(\sum_{j=1}^{\mathcal{N}_{h_{x}}} N_{j}^{k} \beta \psi_{j}, \sum_{i=1}^{\mathcal{N}_{h_{x}}} g_{i}^{k+1} \beta \psi_{i}\right)_{Z} \\
& =h_{t} \sum_{k=0}^{T / h_{t}-1}\left(\mathbf{g}^{k+1}\right)^{T} \mathbf{M} \mathbf{N}^{k}=0 .
\end{aligned}
$$

Since $N_{h_{t}, h_{x}}$-* $^{*} N \in K^{*}$ and $\beta u_{h_{t}, h_{x}}-\varphi_{h_{x}} \rightarrow \beta u-\varphi \in K$ as measure with $h_{t}, h_{x} \downarrow 0$ from Lemma 5.11, taking the limit in the subsequence, it follows that

$$
0=\int_{[0, T]}\left\langle N_{h_{t}, h_{x}}, \beta u_{h_{t}, h_{x}}-\varphi_{h_{x}}\right\rangle_{W_{-\theta} \times W_{\theta}} d t \rightarrow \int_{[0, T]}\langle N, \beta u-\varphi\rangle_{W_{-\theta} \times W_{\theta}} d t .
$$

The proof is complete.
6. Conclusions. We have been able to show the existence of solutions for a general class of impact problems of the form

$$
\begin{aligned}
u_{t t} & =-A u+\beta^{*} N(t)+f \\
u(0) & =u^{0} \\
u_{t}(0) & =v^{0} \\
K \ni \beta u(t)-\varphi & \perp N(t) \in K^{*} \quad \text { for all } t \in[0, T],
\end{aligned}
$$

with the last condition interpreted in a weak sense: $N$ is a measure on $[0, T]$ with values in $K^{*}\left(\int_{B} N \in K^{*}\right.$ for any Borel set $\left.B\right), \beta u(t)-\varphi \in K$ for all $t$, and

$$
\int_{[0, T]}\langle\beta u(t)-\varphi, N(t)\rangle d t=0
$$

with the integrand identified as a measure.
The most important assumption that was made was (A6) which is a strong pointedness assumption. The usual way in which we guarantee this is by requiring that $W$ is a Sobolev space $H^{m}\left(\Omega_{1}\right)$ with $\Omega_{1}$ a $d$-dimensional manifold or open set in $\mathbb{R}^{d}$,
where $m>d / 2$ in order to get an embedding $H^{m-\epsilon}\left(\Omega_{1}\right) \subset C\left(\overline{\Omega_{1}}\right)$ for some $\epsilon>0$. This means that either $m$ is large or $d$ is small. Thus dynamic obstacle problems for the wave equation or the equations of elasticity in two or three dimensions (or more) cannot be treated by these methods. The incorporation of viscosity to create a visco-elastic system of equations can be used to get greater regularity in the solution $u$ and the velocity $u_{t}=v[16]$. However, it is not clear what happens to the normal contact force in such cases.

The solutions whose existence is shown are quite weak, and we cannot in general expect to prove either uniqueness or conservation of energy from such a weak solution. However, further work should improve on the regularity of the solutions (perhaps with, perhaps without, visco-elasticity) and we hope to apply the results in [30] to get conservation of energy, or at least an energy balance in which no energy losses or gains are attributed to contact forces. This is a matter for future research.
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#### Abstract

We study the asymptotic behavior of classes of global and blow-up solutions of a semilinear parabolic equation of the "limit" Cahn-Hilliard type $$
u_{t}=-\Delta\left(\Delta u+|u|^{p-1} u\right) \quad \text { in } \mathbf{R}^{N} \times \mathbf{R}_{+}, \quad p>1
$$ with bounded integrable initial data. We show that in some $\{p, N\}$-parameter ranges it admits a countable set of blow-up similarity patterns. The most interesting set of blow-up solutions is constructed at the first critical exponent $p=p_{0}=1+\frac{2}{N}$, where the first simplest profile is shown to be stable. Unlike the blow-up case, we show that, for $p=p_{0}$, the set of global decaying source-type similarity solutions is continuous and determine the stable mass-branch. We prove that there exists a countable spectrum of critical exponents $\left\{p=p_{l}=1+\frac{2}{N+l}, l=0,1,2, \ldots\right\}$ creating bifurcation branches, which play a key role in general description of solutions globally decaying as $t \rightarrow \infty$.
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## 1. Introduction.

1.1. The model and discussion. In this paper we study the blow-up and the long-time asymptotic behavior of solutions of the fourth-order semilinear parabolic equation

$$
\begin{equation*}
u_{t}=-\Delta\left(\Delta u+u^{p}\right) \quad \text { in } \mathbf{R}^{N} \times \mathbf{R}_{+}, \quad p>1, \quad \text { where } u^{p}:=|u|^{p-1} u \tag{1.1}
\end{equation*}
$$

We consider the Cauchy problem for (1.1) with initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \quad \text { in } \mathbf{R}^{N}, \quad u_{0} \in L^{1}\left(\mathbf{R}^{N}\right) \cap L^{\infty}\left(\mathbf{R}^{N}\right) \tag{1.2}
\end{equation*}
$$

assuming in most cases that $u_{0}(x)$ decays exponentially as $x \rightarrow \infty$.
Equation (1.1) is a model connected with various applications. For instance, it arises as the limit case of the phenomenological, "unstable" Cahn-Hilliard equation for $N=1,2$ and $p=3$, see the references in [32] and [12],

$$
u_{t}=-\left(\gamma u_{x x}-u^{3}+\gamma_{1} u\right)_{x x}-\gamma_{2} u
$$

It is also a reduced model from solidification theory with $N=1$ or 2 and $p=2[31,3]$. Equations of this form arise in the theory of thermo-capillary flows in thin layers of viscous fluids with free boundaries, with an anomalous dependence of the surface tension coefficient on temperature $[14,1]$. Equation (1.1) also occurs as the limit

[^3]case as $\gamma \rightarrow 0^{+}$of the Cahn-Hilliard equation with a standard double-well potential function of the form
\[

$$
\begin{align*}
u_{t} & =\nabla \cdot(\nabla(F(u)-\Delta u)), \quad \text { where } \\
F(u) & =|u|^{p-1} u-\gamma|u|^{p} u, \quad \text { with } \gamma>0, \tag{1.3}
\end{align*}
$$
\]

so the constant stationary state satisfies $\left|U_{0}\right|=\frac{1}{\gamma} \rightarrow \infty$. As usual in the similarity analysis, the present blow-up results can be applied for nonlinearities in (1.3) for sufficiently small $\gamma>0$, i.e., for $\left|U_{0}\right| \gg 1$, exhibiting intermediate asymptotics in the sense of Zel'dovich and Barenblatt [2].

Another important class of fourth-order models related to (1.1) admitting both blow-up and decaying solutions comes from the theory of thin films and general longwave unstable equations (see [3] and also [36]), where a typical quasi-linear equation takes the form

$$
\begin{equation*}
u_{t}=-\left(u^{n} u_{x x x}+u^{m} u_{x}\right)_{x} \tag{1.4}
\end{equation*}
$$

Equations of this form are known to admit nonnegative solutions constructed by special parabolic approximations of the nonlinear coefficients; see [4] and the references therein. Then $m=n+2$ corresponds to the critical self-similar "conservative" case to be treated here for $n=0$. Notice that the Cauchy problem for the uniformly parabolic equation (1.1) cannot admit compactly supported solutions and this changes some essential properties of evolution. On the other hand, one can state the same free-boundary conditions for (1.1) as for (1.4) hence admitting finite interfaces.

From the mathematical point of view, in the case of the Cauchy problem studied in the present paper, writing (1.1) in the form

$$
\begin{equation*}
P u_{t}=\Delta u+u^{p} \tag{1.5}
\end{equation*}
$$

with the positive operator $P=(-\Delta)^{-1}$ on the right-hand side, defines a pseudoparabolic second-order equation. Many aspects of such equations are well understood with both existence and uniqueness of local and global classical solutions and the blow-up of solutions known from the 1970's; see the first results on blow-up in [28] and the references in the surveys $[15,27]$.

We are mainly interested in the study of blow-up behavior of the solutions to (1.1), (1.2). In this sense (1.1) is a special model, for which (1.5) clearly indicates that, at least formally, we can expect some similarities of blow-up singularity formation phenomena to the classical semilinear heat equation from combustion theory (the solid-fuel model)

$$
\begin{equation*}
u_{t}=\Delta u+u^{p} \quad \text { in } \mathbf{R}^{N} \times \mathbf{R}_{+} \quad(p>1) \tag{1.6}
\end{equation*}
$$

There is a huge mathematical literature, developed in the last twenty years, devoted to the study of blow-up solutions of (1.6), where in some ranges of the parameters $p$ and $N$ a complete description of all possible patterns has been achieved; see the references in [34, Chap. 4] and survey [15]. On the other hand, the unstable nonlinear operator in (1.1) gives the classical porous medium equation but posed backwards in time $u_{t}=-\Delta u^{p}$. It is not well posed and leads to blow-up of $u$ or its derivatives in arbitrarily small times; see the concavity techniques in [29].

In standard form, (1.1) (rather than (1.5)) is a fourth-order semilinear parabolic equation. It is well known that any kind of detailed asymptotic analysis for higherorder equations is much more difficult in comparison with the second-order counterparts in view of the lack of the Maximum Principle, comparison, order-preserving semigroups and potential properties of the operators involved, etc. In this sense, we are going to show that (1.1) can be treated as an "intermediate" model between second- and fourth-order parabolic equations, where some questions of blow-up and global asymptotics, at least partially, can be studied by reasonably standard mathematical methods. Note that a completely rigorous analysis of blow-up asymptotics, comparable to that for second-order problems, is not yet available for higher-order semilinear equations such as

$$
\begin{equation*}
u_{t}=-(-\Delta)^{m} u+u^{p}, \quad m \geq 2 \tag{1.7}
\end{equation*}
$$

see [6], nor for the generalized Frank-Kamenetskii equation

$$
u_{t}=-\Delta^{2} u+\mathrm{e}^{u}
$$

with similar blow-up properties, nor for the model equation from the Semenov-Rayleigh-Benard problem with the leading operator of the form

$$
u_{t}=-u_{x x x x}+\beta\left[\left(u_{x}\right)^{3}\right]_{x}+\mathrm{e}^{u}, \quad \beta \geq 0
$$

see [16]. The mathematical difficulties in understanding the ODE and PDE patterns increase dramatically with the order of differential operators in the equations.
1.2. The main conclusions and plan of the paper. The primary goal is to present some general principles of formation of stable generic blow-up and global asymptotics for the limit Cahn-Hilliard equation (1.1). To this end, we construct various sets of self-similar solutions of (1.1) in different ranges of the parameters $p$ and $N$. We establish that, in the most interesting conservative critical case $p=p_{0}=1+\frac{2}{N}$,
(i) (1.1) admits a countable discrete set of blow-up similarity solutions, and
(ii) there exists an unbounded continuous family of global similarity solutions decaying as $t \rightarrow \infty$.

We also show which of the similarity solutions are stable in a proper rescaled sense and hence describe the behavior of a wide class of more general solutions. We study the stability of the main branches of similarity solutions and discuss the sets of similarity profiles for arbitrary $p>1$.

In the remainder of this section we discuss some basic auxiliary properties of (1.1). In section 2 we introduce the blow-up and global similarity solutions and perform a local asymptotic analysis of the corresponding ODEs. The spectral properties of the key non-self-adjoint linearized operators are described in section 3. In section 4 we present an existence analysis of blow-up similarity solutions and show that the minimal profile is an attractor for a wide set of initial data. A countable set of solutions in the critical case $p=p_{0}=1+\frac{2}{N}$ is then constructed via a singular perturbation expansion. The non-conservative case is briefly discussed in section 5 , where more general $p$ values are considered. In section 6 we study classes of global solutions of (1.1) decaying as $t \rightarrow \infty$ and prove that, unlike the blow-up case, the family of similarity solutions at $p=p_{0}$ is continuous and we determine the stable branch. We also detect a sequence of critical exponents

$$
\begin{equation*}
p_{l}=1+\frac{2}{N+l}, \quad l=0,1,2, \ldots \tag{1.8}
\end{equation*}
$$

corresponding to a transition phenomenon between the two main classes of asymptotic patterns for the PDE (1.1). Under certain assumptions, we prove that, at each $p=p_{l}$, a bifurcation of similarity solutions occurs, and show that, actually, for $p \neq p_{0}$, $p_{1}$, the set of exponentially decaying similarity profiles is expected to be countable. Concerning possible non-self-similar asymptotic behavior, we show that at the same critical exponents $p=p_{l}$ unusual center manifold patterns occur for the limit stable Cahn-Hilliard equation

$$
\begin{equation*}
u_{t}=-\Delta\left(\Delta u-u^{p}\right) \tag{1.9}
\end{equation*}
$$

where the operator on the right-hand side is monotone and coercive in $H^{-1}\left(\mathbf{R}^{N}\right)$, so that the Cauchy problem has a unique classical solution decaying in time, at least, for $p<\frac{N+2}{N-2}$; see [17, sect. 2].
1.3. Some preliminary results. We begin with some well-known related properties.
(a) A potential operator and gradient system. Equation (1.1) is uniformly parabolic with all spatial differential operators appearing in divergence form. It admits a unique, classical, local in time solution and the standard parabolic theory applies, [13]. The operator on the right-hand side of $(1.1),-\Delta\left(\Delta u+u^{p}\right)$, is potential in $H^{-1}\left(\mathbf{R}^{N}\right)$ (see [25]) and the dynamical system admits the Lyapunov function

$$
\begin{equation*}
E[u](t)=\frac{1}{2}\|\nabla u(t)\|_{2}^{2}-\frac{1}{p+1}\|u(t)\|_{p+1}^{p+1}, \quad u(t) \in X=H^{2}\left(\mathbf{R}^{N}\right) \cap L^{p+1}\left(\mathbf{R}^{N}\right) \tag{1.10}
\end{equation*}
$$

which is monotone decreasing with time on uniformly bounded orbits in $X, \frac{\mathrm{~d}}{\mathrm{~d} t} E[u]=$ $-\left\|u_{t}\right\|_{H^{-1}}^{2} \leq 0$. The PDE defines a smooth gradient system in $H^{-1}\left(\mathbf{R}^{N}\right)$. By the gradient system theory [19], the $\omega$-limit set of any uniformly bounded orbit,

$$
\omega\left(u_{0}\right)=\left\{f \in C\left(\mathbf{R}^{N}\right): \exists\left\{t_{k}\right\} \rightarrow \infty \text { such that } u\left(\cdot, t_{k}\right) \rightarrow f \text { uniformly }\right\}
$$

is known to consist of classical stationary solutions: $-\Delta\left(\Delta f+f^{p}\right)=0$ in $\mathbf{R}^{N}$ for any $f \in \omega\left(u_{0}\right)$. If the set of stationary solutions consists of isolated equilibria, the asymptotic behavior does not essentially differ from the classical second-order theory and any bounded orbit approaches a stationary profile as $t \rightarrow \infty$. However, one can see from (1.5) that, for this problem with $p<p_{S}=(N+2) /(N-2)_{+}$(which is the critical Sobolev exponent for the elliptic operator in (1.5)), the only admissible stationary solution is trivial, $f=0$, so that the large-time behavior cannot be stabilization to a nonzero equilibrium. Instead, there can be blow-up or convergence to $f=0$ with a rate as yet to be determined.
(b) The fundamental solution and local existence. We first need the fundamental solution of the linear fourth-order parabolic equation

$$
\begin{equation*}
u_{t}=-\Delta^{2} u \quad \text { in } \mathbf{R}^{N} \times \mathbf{R}_{+} \tag{1.11}
\end{equation*}
$$

having the similarity form

$$
\begin{equation*}
b(x, t)=t^{-N / 4} F(y), \quad y=x / t^{1 / 4} \tag{1.12}
\end{equation*}
$$

where the rescaled kernel $F$ is the unique radial solution of the elliptic equation

$$
\begin{equation*}
\mathbf{B} F \equiv-\Delta^{2} F+\frac{1}{4} y \cdot \nabla F+\frac{N}{4} F=0 \quad \text { in } \mathbf{R}^{N}, \quad \text { with } \quad \int F=1 \tag{1.13}
\end{equation*}
$$

The kernel $F=F(|y|)$ has exponential decay, oscillates as $|y| \rightarrow \infty$ and satisfies the following estimate [11, p. 47]: for some positive constants $D$ and $d$,

$$
\begin{equation*}
|F(y)|<D \mathrm{e}^{-d|y|^{4 / 3}} \quad \text { in } \mathbf{R}^{N} \tag{1.14}
\end{equation*}
$$

A sharp estimate $d<3 / 2^{5 / 2}$ is obtained from the exponential asymptotics of solutions to the ODE (1.13) as $|y| \rightarrow \infty$, such as those described in section 2.

Local existence of the unique classical solution of the Cauchy problem (1.1), (1.2) follows from the equivalent integral equation

$$
\begin{equation*}
u(\cdot, t)=\mathbf{M}(u) \equiv b(\cdot, t) * u_{0}-\int_{0}^{t} \Delta b(\cdot, t-s) * u^{p}(s) \mathrm{d} s, \quad t>0 \tag{1.15}
\end{equation*}
$$

where $\mathbf{M}$ is a contraction in the metric space of continuous functions in $\mathbf{R}^{N} \times[0, \delta], \delta>$ 0 small, with the sup-norm. Using (1.12), one can see from (1.15) that any uniformly bounded solution $u(x, t)$ admits a local-in-time classical extension. Therefore, as is usual in classical parabolic theory, if blow-up of any form occurs it must do so in the $L^{\infty}$-norm.

Finite-time blow-up. Despite the gradient structure, from known results on blowup for such pseudoparabolic equations (1.5) [28], it follows that classical solutions whose initial data satisfy the energy inequality

$$
\begin{equation*}
E\left(u_{0}\right)=\frac{1}{2}\left\|\nabla u_{0}\right\|_{2}^{2}-\frac{1}{p+1}\left\|u_{0}\right\|_{p+1}^{p+1}<0 \tag{1.16}
\end{equation*}
$$

cannot be extended beyond a finite blow-up time $T<\infty$. The problem of blow-up has been extensively studied in recent years for various higher-order quasi-linear and semilinear parabolic models, where many interesting results have been obtained; see also $[32,31,3,4,5,36]$ and the references therein.
2. Similarity variables for global and blow-up asymptotics. Equation (1.1) is invariant under the group of scaling transformations

$$
t \mapsto \lambda t, \quad x \mapsto \lambda^{1 / 4} x, \quad u \mapsto \lambda^{-1 / 2(p-1)} u, \quad \lambda>0
$$

This symmetry suggests the introduction of the following rescaled variables:

$$
\begin{equation*}
u(x, t)=[\sigma(T-t)]^{-1 / 2(p-1)} \theta(y, \tau), \quad y=x /[\sigma(T-t)]^{1 / 4}, \quad \tau=-\sigma \ln [\sigma(T-t)] \tag{2.1}
\end{equation*}
$$

where $\sigma$ takes the two values $\pm 1: \sigma=1$ corresponds to blow-up at the unknown blow-up time $t=T$, and $\sigma=-1$ to infinite time decay as $t \rightarrow \infty$ with a reference time $T$ (generically, we will take $T=0$ in this case). Without loss of generality, we suppose that the solution $u(x, t)$ blowing up at the finite time $t=T$ in the $L^{\infty}{ }_{-}$norm, i.e.,

$$
\begin{equation*}
\sup _{x}|u(x, t)| \rightarrow \infty \text { as } t \rightarrow T^{-} \tag{2.2}
\end{equation*}
$$

is such that the corresponding blow-up set $B\left(u_{0}\right)$ contains the origin,

$$
0 \in B\left(u_{0}\right)=\left\{x \in \mathbf{R}^{N}: \exists\left\{x_{n}\right\} \rightarrow x,\left\{t_{n}\right\} \rightarrow T^{-} \text {such that } u\left(x_{n}, t_{n}\right) \rightarrow \infty\right\}
$$

The rescaled solution $\theta(y, \tau)$ defined as in (2.1) satisfies the semilinear equation

$$
\begin{equation*}
\theta_{\tau}=\mathbf{A}(\theta) \equiv-\Delta\left(\Delta \theta+\theta^{p}\right)-\frac{\sigma}{4} y \cdot \nabla \theta-\frac{\sigma}{2(p-1)} \theta \tag{2.3}
\end{equation*}
$$

and we are interested in the possible asymptotic dynamics of solutions for $\tau \gg 1$.

An exact similarity solution of (1.1)

$$
\begin{equation*}
u_{S}(x, t)=[\sigma(T-t)]^{-1 / 2(p-1)} f(y) \tag{2.4}
\end{equation*}
$$

gives an independent of $\tau$ stationary solution $f(y)$ of (2.3) leading to a fourth-order elliptic equation for the similarity profile $f$,

$$
\begin{equation*}
\mathbf{A}(f)=0 \quad \text { in } \mathbf{R}^{N} \tag{2.5}
\end{equation*}
$$

It is worth mentioning that classical variational approaches do not apply to (2.5) because $\mathbf{A}$ is not a potential operator.

We restrict our attention to the case of one-dimensional or radial geometry, where (2.5) is a fourth-order ODE, and in most cases we impose symmetry conditions at the origin $y=0$ and a suitable decay condition (possibly exponential) at infinity:

$$
\begin{equation*}
f^{\prime}(0)=0, \quad f^{\prime \prime \prime}(0)=0, \quad \text { and } f(y) \rightarrow 0 \quad \text { as } y \rightarrow \infty . \tag{2.6}
\end{equation*}
$$

Existence of nonradial solutions to (2.5) is an interesting open problem.
2.1. Conservative similarity solutions and the first critical exponent. Under appropriate decay conditions at infinity (say, exponential), (1.1) is conservative:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbf{R}^{N}} u \mathrm{~d} x=-\int_{\mathbf{R}^{N}} \Delta\left(\Delta u+u^{p}\right) \mathrm{d} x=0 \tag{2.7}
\end{equation*}
$$

Given an exact similarity solution (2.4), and assuming that $f \in L^{1}\left(\mathbf{R}^{N}\right)$, we have that

$$
\begin{equation*}
\int_{\mathbf{R}^{N}} u_{S}(x, t) \mathrm{d} x=[\sigma(T-t)]^{-1 / 2(p-1)+N / 4} \int_{\mathbf{R}^{N}} f(y) \mathrm{d} y, \tag{2.8}
\end{equation*}
$$

which satisfies (2.7) for nonzero mass, $\int f \neq 0$, only if $p=p_{0}$, where

$$
\begin{equation*}
p_{0}=1+\frac{2}{N} \tag{2.9}
\end{equation*}
$$

is the critical exponent in the problem. It is interesting that $p_{0}$ coincides with the Fujita exponent for the semilinear heat equation (1.6). In fact, it is the first critical exponent and in section 6 we show that there exists a countable sequence of further critical exponents (1.8) corresponding to special cases of globally decaying solutions.

It follows from (2.9) that in the one-dimensional case, $N=1$, the crucial critical case corresponds to $p=p_{0}=3$, where nonzero similarity masses can be preserved (section 4). However, we will consider other cases as well; see section 5. Moreover, from (2.8) we have

$$
\begin{equation*}
\text { for any } p \neq p_{0}, \quad f \in L^{1} \quad \Longrightarrow \quad \int f=0 \tag{2.10}
\end{equation*}
$$

i.e., any $L^{1}$-similarity profile $f$ has zero mass. Of course the same follows from the radial ODE (2.5) by integrating over $\mathbf{R}^{N}$.
2.2. Local asymptotic properties of self-similar solutions. Here we describe the possible asymptotics of small solutions to (2.5) satisfying $f(y) \rightarrow 0$ as $y \rightarrow \infty$, see (2.6). Consider the linearization of (2.5) about $f=0$,

$$
\begin{equation*}
-f^{\prime \prime \prime \prime}-\frac{2(N-1)}{y} f^{\prime \prime \prime}-\frac{\mu}{y^{2}} f^{\prime \prime}+\frac{\mu}{y^{3}} f^{\prime}-\frac{\sigma}{4} y f^{\prime}-\frac{\sigma}{2(p-1)} f=0 \tag{2.11}
\end{equation*}
$$

where $\mu=(N-1)(N-3)$. To determine the balance between the leading terms $f^{\prime \prime \prime \prime}$ and $\frac{\sigma}{4} y f^{\prime}$, we set $z=y^{\alpha}$ with $\alpha=\frac{4}{3}$ reducing the ODE to

$$
\begin{equation*}
-f^{\prime \prime \prime \prime}-a_{1} f^{\prime}-a_{2} z^{-1} f+\mathbf{D}(z) f=0 \tag{2.12}
\end{equation*}
$$

Here $a_{1}=\sigma / 4 \alpha^{3}, a_{2}=\sigma / 2(p-1) \alpha^{4}$ and $\mathbf{D}(z) f=\sum_{j=1}^{3} \gamma_{j} z^{j-4} f^{(j)}$ is a linear operator with bounded coefficients as $z \rightarrow \infty$, where the first coefficient of the derivative $f^{\prime}$ is of order $O\left(z^{-3}\right)$. By the perturbation theory of linear ODEs (see Chapters III-V in [9]), we have that the leading terms of exponentially decaying solutions are described by the operator in (2.12) with constant coefficients,

$$
\begin{equation*}
-f^{\prime \prime \prime \prime}-a_{1} f^{\prime}=0 \tag{2.13}
\end{equation*}
$$

Setting $f=\mathrm{e}^{p z}, p \neq 0$, gives the characteristic equation $p^{4}+a_{1} p=0$, when

$$
\begin{equation*}
p^{3}=-a_{1}=-\sigma / 4 \alpha^{3} \equiv \rho_{0}^{3}(-\sigma), \quad \text { where } \rho_{0}>0 \tag{2.14}
\end{equation*}
$$

There exist three roots of the form

$$
\begin{equation*}
p_{k}=\rho_{0} \mathrm{e}^{i \pi(4 k+\sigma+1) / 6}, \quad k=0,1,2 \tag{2.15}
\end{equation*}
$$

where the number of roots with negative real part is two for $\sigma=-1$ and only one for $\sigma=+1$. Thus, as $y \rightarrow \infty$, there exists a two-dimensional stable bundle for the global case $\sigma=-1$, and a one-dimensional stable bundle for the blow-up case $\sigma=1$.

This difference in the dimensionality of the stable manifold about $f=0$ at $y=\infty$ is what distinguishes the continuous spectrum of solutions for the global case from the discrete set of blow-up solutions.

On the other hand, (2.12) also admits solutions with algebraic decay (rather than exponential) as $z \rightarrow \infty$ described by the first-order operator

$$
-a_{1} f^{\prime}-a_{2} z^{-1} f=0 \quad \Longrightarrow \quad f(z)=A z^{-2 / \alpha(p-1)}, A \neq 0
$$

Existence of solutions with such decay for the perturbed equation (2.12) is established by a standard expansion analysis by calculating solutions via a Kummer-type series converging uniformly for $z \gg 1$. For the linearized equation (2.11), the leading order behavior is algebraic,

$$
\begin{equation*}
f(y)=A|y|^{-2 /(p-1)}(1+o(1)) \quad \text { as } \quad|y| \rightarrow \infty, \quad f \in L^{1} \quad \text { iff } p<p_{0} \tag{2.18}
\end{equation*}
$$

with arbitrary constant $A \neq 0$. For blow-up similarity solutions (2.4), the limit-time profile is then bounded for any $x \neq 0$ and has the form

$$
u_{S}\left(x, T^{-}\right)=A|x|^{-2 /(p-1)}, \quad x \neq 0
$$

Clearly, for $p \geq p_{0}$, this is not an admissible solution for the conservative case given finite initial mass, and thus in the critical case $p=p_{0}$ we must have $A=0$ and exclusively exponential decay of any similarity profiles.
3. The spectral properties of the rescaled linear operators. The structure of the rescaled equation (2.3) suggests the study of the spectral properties of the linearized operator with $\sigma=-1$ (global solutions), which is conveniently represented in a form associated with the operator in (1.13),

$$
\begin{equation*}
\mathbf{A}^{\prime}(0)=-\Delta^{2}+\frac{1}{4} y \cdot \nabla+\frac{1}{2(p-1)} I \equiv \mathbf{B}+c_{*} I, \quad c_{*}=\frac{N}{4(p-1)}\left(p_{0}-p\right) \tag{3.1}
\end{equation*}
$$

The spectral properties of $\mathbf{B}$ and the corresponding adjoint operator $\mathbf{B}^{*}$ occurring for $\sigma=1$ will play an important role in the further asymptotic analysis of the nonlinear PDE. The operators are defined in weighted $L^{2}$-spaces with the weight functions induced by the exponential estimate of the rescaled kernel (1.14).
3.1. The point spectrum of the non-self-adjoint operator B. Note that $\mathbf{B}$ is not symmetric and does not admit a self-adjoint extension. We consider $\mathbf{B}$ in the weighted space $L_{\rho}^{2}=L_{\rho}^{2}\left(\mathbf{R}^{N}\right)$ with the exponentially growing weight function

$$
\begin{equation*}
\rho(y)=\mathrm{e}^{a|y|^{\alpha}}>0 \quad \text { in } \mathbf{R}^{N}, \quad \text { where } \alpha=\frac{4}{3} \tag{3.2}
\end{equation*}
$$

and $a \in(0,2 d)$ ( $d$ is as in (1.14)) is a sufficiently small constant. We ascribe to $\mathbf{B}$ the domain $H_{\rho}^{4}$ being a weighted Hilbert space with the norm

$$
\|v\|^{2}=\int \rho(y) \sum_{k=0}^{4}\left|D^{k} v(y)\right|^{2} \mathrm{~d} y
$$

induced by the corresponding inner product. From [10] we have the following result.
LEMMA 3.1. $\mathbf{B}: H_{\rho}^{4} \rightarrow L_{\rho}^{2}$ is a bounded linear operator with the real spectrum

$$
\begin{equation*}
\sigma(\mathbf{B})=\left\{\lambda_{l}=-\frac{l}{4}, l=0,1,2, \ldots\right\} \tag{3.3}
\end{equation*}
$$

The eigenvalues $\lambda_{l}$ have finite multiplicity with eigenfunctions

$$
\begin{equation*}
\psi_{\beta}(y)=\frac{(-1)^{|\beta|}}{\sqrt{\beta!}} D^{\beta} F(y), \quad \text { with any }|\beta|=l \tag{3.4}
\end{equation*}
$$

where $F$ is the rescaled kernel in (1.12), and the set of eigenfunctions $\Phi=\left\{\psi_{\beta},|\beta|=\right.$ $0,1,2, \ldots\}$ is complete in $L_{\rho}^{2}$.

Lemma 3.1 gives the center and stable subspaces of $\mathbf{B}, E^{c}=\operatorname{Span}\left\{\psi_{0}=F\right\}$ and $E^{s}=\operatorname{Span}\left\{\psi_{\beta},|\beta|>0\right\}$.
3.2. The polynomial eigenfunctions of the adjoint operator $B^{*}$. Consider the operator adjoint to $\mathbf{B}$,

$$
\begin{equation*}
\mathbf{B}^{*}=-\Delta^{2}-\frac{1}{4} y \cdot \nabla \tag{3.5}
\end{equation*}
$$

which is related to $\mathbf{A}^{\prime}(0)$ in (2.3) for $\sigma=1$ (the blow-up case). We consider $\mathbf{B}^{*}$ in $L_{\rho^{*}}^{2}$ with the exponentially decaying weight function $\rho^{*}(y)=1 / \rho(y) \equiv \mathrm{e}^{-a|y|^{\alpha}}>0$.

LEMMA 3.2. $\mathbf{B}^{*}: H_{\rho^{*}}^{4} \rightarrow L_{\rho^{*}}^{2}$ is a bounded linear operator with the same spectrum, (3.3). The eigenfunctions $\psi_{\beta}^{*}(y)$ with $|\beta|=l$ are lth order polynomials

$$
\begin{equation*}
\psi_{\beta}^{*}(y)=\frac{1}{\sqrt{\beta!}}\left[y^{\beta}+\sum_{j=1}^{\lfloor|\beta| / 4\rfloor} \frac{1}{j!}(-\Delta)^{2 j} y^{\beta}\right] \tag{3.6}
\end{equation*}
$$

and the set $\left\{\psi_{\beta}^{*}\right\}$ is complete in $L_{\rho^{*}}^{2}$.

With this definition of the adjoint eigenfunctions, the orthonormality condition

$$
\begin{equation*}
\left\langle\psi_{\beta}, \psi_{\gamma}^{*}\right\rangle=\delta_{\beta, \gamma} \tag{3.7}
\end{equation*}
$$

holds, where $\langle\cdot, \cdot\rangle$ denotes the standard (dual) $L^{2}$ inner product.
4. Blow-up similarity profiles for $p=3$ in one dimension. The dynamics simplify for the conservative case $p=p_{0}=1+\frac{2}{N}$ as (2.5) can be integrated once. The particular critical case

$$
\begin{equation*}
p=p_{0}=3 \quad \text { with } \quad N=1 \tag{4.1}
\end{equation*}
$$

is of key importance in our analysis and highlights the typical techniques required to describe a countable set of self-similar blow-up patterns. Throughout this section we assume that (4.1) holds.
4.1. Preliminaries. In the case (4.1), the ODE (2.5) with $\sigma=1$ for the similarity profile can be integrated once to give

$$
\begin{equation*}
f^{\prime \prime \prime}+\frac{1}{4} y f+\left(f^{3}\right)^{\prime}=0 \quad \text { for } y>0, \quad f^{\prime}(0)=0 \tag{4.2}
\end{equation*}
$$

where we have set the constant of integration to zero on the right-hand side. This removes the algebraically decaying mode (2.18), $f(y)=A y^{-1}(1+o(1))$, by looking for $L^{1}$-solutions satisfying the conservation of mass condition (2.7). It follows from (2.17) that we are left with a one-parameter family of exponentially decaying functions satisfying

$$
\begin{equation*}
f(y)=C y^{-1 / 3} \mathrm{e}^{-\beta y^{4 / 3}}(1+o(1)) \quad \text { as } y \rightarrow+\infty, \quad C \geq 0, \quad \beta=3 / 4^{4 / 3} \tag{4.3}
\end{equation*}
$$

where the extra algebraic factor $y^{-1 / 3}$ is detected by a standard refined asymptotic WKBJ expansion according to the ODE theory, [9]. This asymptotic expansion fully corresponds to the linear part of the operator in (4.2) and does not depend on the cubic nonlinear term. In order to construct a solution to (4.2) we will use a shooting type argument starting from $y=\infty$. Thus, all admissible similarity profiles $f(y)$ have the asymptotic behavior (4.3) and also should satisfy the symmetry condition at the origin.

Let us now study the behavior of solutions on the manifold (4.3) parameterized by $C$. Denoting $f(y ; C)$ as the function which satisfies (4.2) with decay from the bundle (4.3), the goal is to find the set of $C$ such that

$$
\begin{equation*}
S(C) \equiv f^{\prime}(0 ; C)=0 \tag{4.4}
\end{equation*}
$$

Because the function $S(C)$ in (4.4) is analytic in $C$ (see below), (4.4) has at most a countable set of roots, which can accumulate at $C=\infty$ only and this actually happens. We begin with the global existence for the family $\{f(y ; C)\}$.

LEMmA 4.1. For any $C>0$, the solution $f(y ; C)$ to (4.2), (4.3) is well defined for all $y \in \mathbf{R}$.

Proof. This follows from the local properties of the operator in (4.2) which are close to those for the second-order case $f^{\prime \prime}+f^{3}=0$. Obviously, it does not admit blow-up of solutions at finite $y$. Integrating (4.2), $f^{\prime \prime}=-f^{3}-\frac{1}{4} \int f y \mathrm{~d} y$, multiplying
by $f^{\prime}$ and integrating again over a sufficiently small interval near any fixed point $y_{0}$ yields

$$
\begin{align*}
\frac{1}{2} f^{\prime 2}(y) & =-\frac{1}{4} f^{4}(y)-\frac{1}{4} \int_{y_{0}}^{y} f^{\prime}(z) \int_{y_{0}}^{v} f(v) v \mathrm{~d} v \mathrm{~d} z+\text { const }  \tag{4.5}\\
& \leq \frac{1}{4} \int_{y_{0}}^{y}\left|f^{\prime}(z)\right| \int_{y_{0}}^{v}|f(v) v| \mathrm{d} v \mathrm{~d} z+\text { const }
\end{align*}
$$

where, by Lagrange's formula of finite increments, $|f(v)| \leq\left|f\left(y_{0}\right)\right|+\left(\sup _{v}\left|f^{\prime}(v)\right|\right) \mid v-$ $y_{0} \mid$, the right-hand side is not more than quadratic in $f^{\prime}$. Therefore, $f(y)$ cannot blow-up at a finite point $y_{*}$ along a sequence since (4.5) guarantees that $f^{\prime}\left(y_{*}\right)$ is finite. Obviously, this analysis applies for all $p>1$.
4.2. Existence of the first monotone blow-up similarity pattern. The proof that there exists a first, minimal $C=C_{1}>0$ such that (4.4) holds involves three steps. First, we show that in the limit as $C \rightarrow 0^{+}$solutions $f(y ; C)$ are strictly monotone decreasing on $[0, \infty)$ and, second, that in the other limit $C \rightarrow+\infty$ all solutions cannot be monotone. Then, by a standard continuity argument, we have that there must exist an intermediate $C=C_{1}>0$ corresponding to an admissible monotone solution.

Proposition 4.2. For all $0<C \ll 1$, solutions $f(y ; C)$ are strictly monotone decreasing in $y \geq 0$ and $f^{\prime}(0 ; C)<0$.

Proof. Rescaling by setting $f=C g$, we have

$$
\begin{equation*}
g^{\prime \prime \prime}+\frac{1}{4} y g+C^{2}\left(g^{3}\right)^{\prime}=0 \quad \text { in } \mathbf{R}_{+} \tag{4.6}
\end{equation*}
$$

In view of the behavior at infinity (4.3), by standard results on continuous dependence for ODEs [9], it follows that, as $C \rightarrow 0^{+}$,

$$
\begin{equation*}
f(y ; C)=C\left(\phi_{0}(y)+o(1)\right) \quad \text { uniformly in } \mathbf{R}_{+} \tag{4.7}
\end{equation*}
$$

where $\phi_{0}$ solves the linear ODE $\phi^{\prime \prime \prime}+\frac{1}{4} \phi^{\prime} y=0$ and satisfies (4.3) with $C=1$. All the derivatives of $f$ converge similarly. Let us now show that $\phi_{0}(y)$ is strictly monotone decreasing. Assume that $y_{i}$ is the first (from $y=\infty$ ) local maximum point of $\phi_{0}, \phi_{0}^{\prime}\left(y_{i}\right)=0$ and $\phi_{0}^{\prime}(y)<0$ on $\left(y_{i}, \infty\right)$. Integrating over $\left(y_{i}, \infty\right)$, we obtain the contradiction, $\phi_{0}^{\prime \prime}\left(y_{i}\right)=\int_{y_{i}}^{\infty} s \phi_{0}(s) \mathrm{d} s>0$, thus observing an elementary feature of the Maximum Principle for such third-order equations.

Proposition 4.3. There exists a $C_{*}>0$ such that $f\left(y ; C_{*}\right)$ has a local maximum point at some $y_{*} \geq 0$ and $f\left(y ; C_{*}\right)>0$ on $\left[y_{*}, \infty\right)$.

Proof. Assume for contradiction that $f(y ; C)$ is strictly monotone decreasing in $\mathbf{R}_{+}$for all $C>0$, and then $f(0 ; C)>0$. One can see from the rescaled ODE (4.6) that the solutions $f(y ; C)$ cannot be bounded for $y \in \mathbf{R}_{+}$uniformly in $C>0$. Therefore, there exists a sequence $\left\{C_{k}\right\} \rightarrow \infty$ such that $a_{k}=f\left(0 ; C_{k}\right) \rightarrow \infty$. Performing the scaling

$$
\begin{equation*}
f(y)=a_{k} g_{k}(z), \quad y=z / a_{k} \tag{4.8}
\end{equation*}
$$

we arrive at a perturbed ODE for the sequence $\left\{g_{k}(z)\right\}$,

$$
\begin{equation*}
g_{k}^{\prime \prime \prime}+\left(g_{k}^{3}\right)^{\prime}=-\frac{1}{4 a_{k}^{4}} z g_{k} \quad \text { for } z>0, \quad g_{k}(0)=1 \tag{4.9}
\end{equation*}
$$

where $0<g_{k}(z) \leq 1$ and $g_{k}(z)$ is monotone decreasing in $z$. Since $\left\{g_{k}\right\}$ is a uniformly bounded sequence of solutions of the asymptotically perturbed ODE (4.9) with regular coefficients, by the Ascoli-Arzelá theorem and standard ODE estimates [9], we have that along a subsequence, $g_{k} \rightarrow \bar{g}$ uniformly on compact subsets in $z$, where $\bar{g}, 0 \leq$ $\bar{g} \leq 1$, must be a monotone decreasing solution of the unperturbed ODE

$$
\begin{equation*}
\left(\bar{g}^{\prime \prime}+\bar{g}^{3}\right)^{\prime}=0, \quad \bar{g}(0)=1 . \tag{4.10}
\end{equation*}
$$

Since all such solutions of (4.10) are oscillatory, which is easily checked by integrating twice, this leads to a contradiction. Therefore, there exists a sufficiently large $C_{*}>0$ such that $f\left(y ; C_{*}\right)$ is not strictly monotone in $\mathbf{R}_{+}$and has a local maximum point.

Theorem 4.4. There exists a constant $C_{1} \in\left(0, C_{*}\right]$ such that (4.4) holds for $C=C_{1}$ and $f_{1}(y)=f\left(y ; C_{1}\right)$ is a strictly monotone decreasing symmetric positive similarity profile.

Proof. Introducing the set

$$
W_{1}=\left\{\mu>0: f(y ; C) \text { is strictly monotone decreasing in } \mathbf{R}_{+} \text {for all } C \in(0, \mu)\right\}
$$

we have that $W_{1} \neq \emptyset$ by Proposition 4.2 and $W_{1}$ is bounded above by Proposition 4.3. Hence, there exists

$$
\begin{equation*}
C_{1}=\sup W_{1} \leq C_{*}, \tag{4.11}
\end{equation*}
$$

where, by construction, $f_{1}(y)=f\left(y ; C_{1}\right)$ is monotone decreasing for $y \geq 0$. By the definition of supremum in (4.11), one can see that $f_{1}^{\prime}(y)$ must vanish at the origin, i.e., (4.4) holds.

We now briefly describe a countable set of the similarity profiles satisfying (4.2) and (4.3) with some $C>C_{1}$. This construction is similar to that for the secondorder ODEs from blow-up reaction-diffusion theory; see [34, pp. 190-195] and related references therein. Similar to Proposition 4.3 we show that as $C$ increases, the function $f(y ; C)$ becomes more and more oscillatory for $y>0$. Indeed, performing the scaling (4.8) and passing to the limit $C=C_{k} \rightarrow \infty$, we obtain a bounded solution $\bar{g}$ satisfying (4.10) admitting oscillatory solutions only. Hence, $f(y ; C)$ can have an arbitrarily large number of oscillations for $y>0$ with $C \gg 1$. As in the proof of Theorem 4.4, for any $k=2,3, \ldots$, we define the sets

$$
W_{k}=\left\{\mu>C_{k-1}: f(y ; C) \text { has at most } k \text { local extrema for } y \geq 0 \forall C \in\left[C_{k-1}, \mu\right)\right\}
$$

Then, once $C_{k-1}$ is known, starting with $k=2$, we have that $W_{k} \neq \emptyset$ and by the oscillatory behavior for $C \gg 1, W_{k}$ is bounded from above. Hence, we define

$$
\begin{equation*}
C_{k}=\sup W_{k}>C_{k-1}, \quad k=2,3, \ldots, \tag{4.12}
\end{equation*}
$$

and by construction, $f_{k}(y)=f\left(y ; C_{k}\right)$ satisfies the symmetry condition at the origin (otherwise, it is not the supremum in (4.12)).

Such a construction, while giving an infinite sequence of similarity profiles, does not describe the important properties of the functions $f_{k}(y)$, such as positivity (or at least "positivity dominance") and the actual distribution of local extrema and inflection points of the profiles. This will be done by a more delicate and partially formal asymptotic matching procedure.
4.3. Asymptotic construction of a countable set of similarity profiles. Here we will use the method of matched asymptotics expansions to describe the solution structure of the similarity profiles $\left\{f_{k}(y)\right\}$ for large $k$, i.e., in the limit $C_{k} \rightarrow$ $\infty$. We will show that the similarity profiles will be composed of three regions. The two primary regions are an outer region localized near the origin, where the mass of the solution is concentrated with oscillations around a parabolic profile (see (4.20) below), and a far-field region, in which the solution is described by the asymptotic bundle (4.3). Joining these two regions is a narrow transition or inner region. The details containing the scalings and corresponding matching are given below. Because the characteristics of the family are determined by the far-field behavior, we will begin by considering refined asymptotics as $y \rightarrow \infty$.

The far-field behavior. To determine the asymptotic behavior as $y \rightarrow \infty$ in greater detail, we produce an asymptotic description of solutions from the exponential bundle (4.3). Specifically, the solution is given by the formal power series

$$
\begin{equation*}
f(y ; C)=\sum_{n=0}^{\infty} C^{2 n+1} \phi_{n}(y) \tag{4.13}
\end{equation*}
$$

where $\phi_{0}$ is given in (4.7) and the rest of the terms are obtained from the relation

$$
\begin{equation*}
\mathbf{B}^{*} \phi_{n} \equiv \phi_{n}^{\prime \prime \prime}+\frac{1}{4} y \phi_{n}=-\sum_{\substack{1 \leq i, j, k \leq n \\ i+j+k=n+1}}\left(\phi_{i} \phi_{j} \phi_{k}\right)^{\prime}, \quad n=2,3, \ldots \tag{4.14}
\end{equation*}
$$

with the condition $\phi_{n}(y)=o\left(\phi_{0}(y)\right)$ as $y \rightarrow \infty$. Using the expansion (4.3), it can be shown by direct calculation that for $y \gg 1$,

$$
\begin{equation*}
\phi_{n}(y)=\left[\gamma_{n}+o\left(y^{-1}\right)\right] y^{-(4 n+1) / 3} \mathrm{e}^{-(2 n+1) \beta y^{4 / 3}} \tag{4.15}
\end{equation*}
$$

with suitable constants $\left|\gamma_{n}\right| \leq 1$. Moreover, the right-hand side of (4.15) with a sufficiently large constant $\gamma_{n}$ gives uniform estimates of $\phi_{n}$ in $\mathbf{R}_{+}$, which establishes the uniform convergence of (4.13) on subsets $\left\{y \geq y_{0}\right\}$ with $y_{0} \gg 1$. By the Weierstrass theorem, the solution $f(y ; C)$ in (4.13) obtained as a uniformly converging series of analytic functions is analytic in $C$ for $y \geq y_{0}$. Therefore, on extension to $y \in\left[0, y_{0}\right)$, as a solution of an ODE with analytic coefficients and analytic dependence on $C$ in the Dirichlet boundary condition at $y=y_{0}$, it is analytic in $C$ for any $y \geq 0$ (cf. typical analyticity results in the classical ODE theory, [9, section 8, Chapter I]). Hence, (4.4) is an analytic function having isolated zeros only and we arrive at the following conclusion.

Proposition 4.5. The problem (4.2), (4.3) has at most a countable set of solutions.

The discrete nature of the function $S(C)$ will be made evident by close examination of the inner and transition regions.

A singular perturbation problem. We begin by looking for possible solutions localized in a neighborhood of the origin $y=0$. We rescale the ODE (4.2) as (cf. (4.8))

$$
\begin{equation*}
f(y)=a g(z), \quad y=a z, \quad \text { where } a=f(0 ; C) \tag{4.16}
\end{equation*}
$$

with $a$ an as yet unspecified function of $C$ to be determined for the similarity profiles $f_{k}(y)$. Under the assumption that $a(C) \rightarrow \infty$ as $C \rightarrow \infty$, possibly along a


Fig. 1. Sketch of the regions for construction of asymptotic profiles of (4.17).
subsequence, we define

$$
\varepsilon=a^{-4} \ll 1 \quad \text { for } C \gg 1
$$

Under the rescaling (4.16), (4.2) leads to a singularly perturbed ODE

$$
\begin{equation*}
\varepsilon g^{\prime \prime \prime}+\frac{1}{4} z g+\left(g^{3}\right)^{\prime}=0 \tag{4.17}
\end{equation*}
$$

We need to describe a two-parameter family of solutions of (4.17) defined in a suitable neighborhood of the origin $z=0$, which can be matched with the exponential bundle (4.3). In order to describe such a family, we use the method of matched asymptotic expansions and supplement the ODE (4.17) with two standard conditions

$$
\begin{equation*}
g(0)=1, \quad g^{\prime}(0)=0 \tag{4.18}
\end{equation*}
$$

In addition, we have

$$
\begin{equation*}
g^{\prime \prime}(0)=b \varepsilon^{-m}(1+o(1)) \tag{4.19}
\end{equation*}
$$

where the constant $b$ and parameter $m$ are as yet unspecified. The third condition (4.19) is introduced for convenience only and we show in what follows that both $b$ and $m$ are determined later by the matching procedure. However, their inclusion here is to emphasize that in the outer region, a faster scale is necessary in order to resolve the additional oscillatory structure as described in the proof of Proposition 4.3 by the perturbed problem (4.9).

We will show that the solution to (4.17) has a three layer structure, schematically illustrated in Figure 1, comprising
(i) an outer region $0 \leq z<\sqrt{12}$ in which $g=O(1)$,
(ii) an inner region $z=\sqrt{12}+O\left(\varepsilon^{1 / 3}\right)$ in which $g=O\left(\varepsilon^{1 / 6}\right)$, and finally
(iii) a third region $z>\sqrt{12}$, where $g$ is exponentially small (and belongs to the exponential bundle described in section 2 ).

The outer region. Let $g_{0}(z)$ be the solution of the unperturbed problem (4.17), namely,

$$
\begin{equation*}
\frac{1}{4} z g_{0}+\left(g_{0}^{3}\right)^{\prime}=0 \quad \text { with } \quad g_{0}(0)=1 \Longrightarrow g_{0}(z)=\sqrt{1-\frac{1}{12} z^{2}} \tag{4.20}
\end{equation*}
$$

Close to $z=0$, we perform the linearization

$$
\begin{equation*}
g(z)=g_{0}(z)+G(Z) \tag{4.21}
\end{equation*}
$$

with the fast variable $Z=z / \varepsilon^{1 / 2}$. Then $G$ satisfies the equation

$$
\begin{equation*}
G^{\prime \prime \prime}+\left(3 g_{0}^{2} G\right)^{\prime}+\frac{1}{4} \varepsilon Z G+\left(3 g_{0} G^{2}+G^{3}\right)^{\prime}+\varepsilon^{3 / 2} g_{0}^{\prime \prime \prime}=0 \tag{4.22}
\end{equation*}
$$

where $g_{0}^{2}(Z)=1-\frac{\varepsilon}{12} Z^{2}$. It follows that on compact subsets $0 \leq Z \leq c$, the principal part of (4.22) has constant coefficients,

$$
\begin{equation*}
G^{\prime \prime \prime}+3 G^{\prime}+\mathcal{N}_{1}=0, \quad G(0)=G^{\prime}(0)=0 \tag{4.23}
\end{equation*}
$$

where $\mathcal{N}_{1}=O\left(\varepsilon G+G^{2}+\varepsilon^{2}\right)$ on bounded smooth solutions. Therefore, by standard perturbation ODE theory [9], recalling the third condition in (4.18), the solution satisfies the following expansion as $\varepsilon \rightarrow 0$ uniformly on subsets $Z \in[0, c]$ :

$$
\begin{equation*}
G(Z)=\theta(1-\cos (\sqrt{3} Z))+o(\theta) \tag{4.24}
\end{equation*}
$$

where $\theta=\frac{1}{3} b \varepsilon^{1-m}$. This rigorously determines the asymptotic behavior in the region $\left\{z=O\left(\varepsilon^{1 / 2}\right)\right\}$. For matching reasons, we need to extend the expansion (4.24) to larger subsets. This is done by introducing the new independent variable

$$
\begin{equation*}
t=t(Z) \equiv \int_{0}^{Z}\left(1-\varepsilon \frac{u^{2}}{12}\right)^{1 / 2} \mathrm{~d} u=\frac{1}{\varepsilon^{1 / 2}}\left(\frac{z}{2}\left(1-\frac{z^{2}}{12}\right)^{1 / 2}+\sqrt{3} \sin ^{-1}\left(\frac{z}{2 \sqrt{3}}\right)\right) \tag{4.25}
\end{equation*}
$$

and setting $G(Z)=P(t) / g_{0}(Z)$. This gives, similar to (4.23), an equation with constant coefficients in the principal part

$$
\begin{equation*}
P^{\prime \prime \prime}+3 P^{\prime}+\mathcal{N}_{2}=0, \quad P(0)=P^{\prime}(0)=0 \tag{4.26}
\end{equation*}
$$

where the perturbation $\mathcal{N}_{2}$, in addition to the same small terms as above from (4.23), now contains differential operators with coefficients depending on the derivatives of $g_{0}=g_{0}(z(t))$ satisfying

$$
\frac{\mathrm{d} g_{0}}{\mathrm{~d} t}=\frac{g_{0}^{\prime}}{t^{\prime}}=O\left(\varepsilon^{1 / 2}\right), \quad \frac{\mathrm{d}^{2} g_{0}}{\mathrm{~d} t^{2}}=O(\varepsilon), \quad \frac{\mathrm{d}^{3} g_{0}}{\mathrm{~d} t^{3}}=O\left(\varepsilon^{3 / 2}\right)
$$

uniformly on compact subsets in $z \in[0, c]$ for any $c<\sqrt{12}$. Therefore, upon returning to the original variables $\{z, g\}$, the outer expansion takes the form

$$
\begin{equation*}
g(z)=g_{0}(z)+\theta \frac{1}{g_{0}(z)}(1-\cos \sqrt{3} t)+\ldots \equiv g_{0}+\theta g_{1}+\ldots, \quad \theta=\frac{1}{3} b \varepsilon^{1-m} \tag{4.27}
\end{equation*}
$$



FIG. 2. Convergence as $\varepsilon \rightarrow 0$ of numerical solutions of (4.17) to $g_{1}(z, t)$ given in (4.27); $\varepsilon \in\left[7.51 \cdot 10^{-4}, 1.08 \cdot 10^{-1}\right]$.

Note that we cannot guarantee that this expansion is valid uniformly on subsets $z \in[0, c]$ since though the principal part in (4.26) is exactly the same as in (4.23), equation (4.26) is then considered on expanding subsets in $t \in\left[0, c \varepsilon^{-1 / 2}\right]$ becoming unbounded as $\varepsilon \rightarrow 0$. It is worth remarking that the crucial fast scale variable (4.25) is determined by the requirement that (4.26) has constant coefficients, which fixes it to the order considered here. For first-order matching, it suffices to prescribe only the rate of deviation $O\left(g_{0}^{-1}\right)$ of $g(z)$ from the unperturbed profile $g_{0}(z)$ as correctly described by the second term in (4.27). Figure 2 shows the accuracy of expansion (4.27), where we have already fixed $m=\frac{2}{3}$ (to be determined later) so that $\theta \sim \varepsilon^{1 / 3}$. Plotted is the first-order term $g_{1}$ from (4.27) with the full numerical solution for $g$ scaled in the form $\left(g-g_{0}\right) / \varepsilon^{1 / 3}$.

The inner region. The outer expansion (4.27) does not reflect the far-field behavior (4.3). Thus, in order to specify the behavior for $z \approx \sqrt{12}$, we introduce the inner variables $\bar{z}$ and $R(\bar{z})$ by

$$
\begin{gather*}
z=\sqrt{12}+\varepsilon^{1 / 3} \bar{z}, \quad g=\varepsilon^{1 / 6} R, \quad \text { where } R \text { solves }  \tag{4.28}\\
R^{\prime \prime \prime}+\frac{1}{4}\left(\sqrt{12}+\varepsilon^{1 / 3} \bar{z}\right) R+\left(R^{3}\right)^{\prime}=0 \tag{4.29}
\end{gather*}
$$

The unperturbed equation

$$
\begin{equation*}
R_{0}^{\prime \prime \prime}+\frac{1}{2} \sqrt{3} R_{0}+\left(R_{0}^{3}\right)^{\prime}=0 \tag{4.30}
\end{equation*}
$$

admits a one-parameter family of suitable exponentially decaying solutions

$$
\begin{equation*}
R_{0}(\bar{z}) \simeq A_{0} \mathrm{e}^{-3^{1 / 6} \bar{z} / 2^{1 / 3}} \quad \text { as } \quad \bar{z} \rightarrow+\infty \tag{4.31}
\end{equation*}
$$

for some constant $A_{0}$, and a three-parameter family of slowly growing solutions as $\bar{z} \rightarrow-\infty$. Solutions from the bundle (4.31) satisfy

$$
\begin{equation*}
R_{0}(\bar{z}) \simeq\left(-\frac{\bar{z}}{3^{1 / 2}}\right)^{1 / 2}+\frac{\bar{a}_{1}}{(-\bar{z})^{1 / 2}}\left[1-\bar{a}_{2} \cos \left(c(-\bar{z})^{3 / 2}\right)-\bar{a}_{3} \sin \left(c(-\bar{z})^{3 / 2}\right)\right] \tag{4.32}
\end{equation*}
$$

where $c=2 / 3^{3 / 4}$ and $\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}$ are suitable constants. This expansion is determined in the standard way by setting $R_{0}=\tilde{R}_{0}+\tilde{R}_{1}$, where $\tilde{R}_{0}=(-\bar{z})^{1 / 2} / 3^{1 / 4}$ under the assumption that $\left|\tilde{R}_{1}\right| \ll\left|\tilde{R}_{0}\right|$. Then the leading linear equation for $\tilde{R}_{1}$ is

$$
\begin{equation*}
\tilde{R}_{1}^{\prime \prime \prime}+\frac{\sqrt{3}}{2} \tilde{R}_{1}-\frac{1}{\sqrt{3}}\left(\bar{z} \tilde{R}_{1}\right)^{\prime}=0 \tag{4.33}
\end{equation*}
$$

which has an exact solution in terms of the Airy functions $A i$ and $B i$,

$$
\begin{equation*}
\tilde{R}_{1}=c_{1} A i^{2}(\bar{z})+c_{2} A i(\bar{z}) B i(\bar{z})+c_{3} B i^{2}(\bar{z}), \quad c_{1}, c_{2}, c_{3} \in \mathbf{R} \tag{4.34}
\end{equation*}
$$

This fact is important for the reliable numerical integration of (4.30).
Matching. To determine the sequence $\left\{C_{k}, k \gg 1\right\}$ and the corresponding values $f\left(0 ; C_{k}\right)=a\left(C_{k}\right)$, we now match the inner and outer solutions. Expanding the components of the outer solution (4.27) near the transition point $z=\sqrt{12}$, we have

$$
\begin{equation*}
g_{1} \simeq \varepsilon^{-1 / 6} \frac{b}{3}\left(-\frac{3^{1 / 2}}{\bar{z}}\right)^{1 / 2}\left[1-\cos \frac{\sqrt{3} t_{0}}{\varepsilon^{1 / 2}} \cos \left[c(-\bar{z})^{3 / 2}\right]-\sin \frac{\sqrt{3} t_{0}}{\varepsilon^{1 / 2}} \sin \left[c(-\bar{z})^{3 / 2}\right]\right] \tag{4.36}
\end{equation*}
$$

where $t_{0}=\int_{0}^{\sqrt{12}} \sqrt{1-v^{2} / 12} \mathrm{~d} v=\frac{\sqrt{3}}{2} \pi$. Comparing the outer expansion (4.27), using (4.35) and (4.36) with the inner expansion $g=\varepsilon^{1 / 6} R_{0}+\ldots$, where $R_{0}$ is given by (4.32), yields the matching condition $1-m-\frac{1}{6}=\frac{1}{6}$, if full balance is to be obtained, i.e.,

$$
\begin{equation*}
m=\frac{2}{3} \tag{4.37}
\end{equation*}
$$

together with the coefficients

$$
\begin{equation*}
\bar{a}_{1}=3^{-3 / 4} b, \quad \bar{a}_{2}=\cos \frac{3^{1 / 2} t_{0}}{\varepsilon^{1 / 2}} \quad \text { and } \quad \bar{a}_{3}=\sin \frac{3^{1 / 2} t_{0}}{\varepsilon^{1 / 2}} \quad\left(t_{0}=3 \sqrt{\pi} / 2\right) \tag{4.38}
\end{equation*}
$$

It follows that (4.37) and the first equality in (4.38) are established rigorously since we have used the "envelope" characteristic in expansion (4.27) without specifying the highly oscillatory component. In particular, (4.38) demands

$$
\begin{equation*}
\bar{a}_{2}^{2}+\bar{a}_{3}^{2}=1 \tag{4.39}
\end{equation*}
$$

To determine these values, we observe that (4.30) is translation invariant, as is the asymptotic behavior for $\bar{z} \rightarrow \infty$, but not (to leading order) as $\bar{z} \rightarrow-\infty$. To see this, we consider the solution to (4.30) as a shooting problem in the single parameter $A_{0}$.

However,

$$
R_{0}\left(\bar{z} ; \hat{A}_{0}\right)=R_{0}\left(\bar{z}-\bar{z}_{0} ; A_{0}\right), \quad \text { where } \quad \hat{A}_{0}=A_{0} \mathrm{e}^{3^{1 / 6} 2^{-1 / 3} \bar{z}_{0}}
$$



Fig. 3. Comparison of numerical and asymptotic (4.27) solutions of the ODE (4.17). The numerical profile $g(z)$ exhibits the exponential decay for $y \approx 4$.

Clearly this translation does not change the ODE although it will affect the coefficients in the far-field behavior (4.32). Denoting the new coefficients by $\hat{a}_{i}, i=1,2,3$, we have to leading order that

$$
\hat{a}_{1}=\bar{a}_{1}+\bar{z}_{0} / 2 \cdot 3^{1 / 4}, \quad \hat{a}_{2}=\bar{a}_{2}, \quad \hat{a}_{3}=\bar{a}_{3}
$$

i.e., the translation only affects the coefficient $\bar{a}_{1}$ in (4.32). Thus,

$$
\begin{equation*}
\hat{A}_{0}=A_{0} \mathrm{e}^{3^{5 / 12} 2^{2 / 3}\left(\hat{a}_{1}-\bar{a}_{1}\right)} \tag{4.40}
\end{equation*}
$$

We now seek $A_{0}$ such that the form (4.32) satisfies the constraint (4.39). From the translation argument we have that $\bar{a}_{1}$ is monotone decreasing in $A_{0}$, and it follows from (4.33), (4.32) that there are precisely two possible solutions which are the negatives of each other, i.e., $\bar{a}_{1}$ and $-\bar{a}_{1}$. Taking $\hat{a}_{1}=-\bar{a}_{1},(4.40)$ gives

$$
\begin{equation*}
\hat{A}_{0}=A_{0} \mathrm{e}^{-2^{5 / 3} 3^{5 / 12} \bar{a}_{1}} \tag{4.41}
\end{equation*}
$$

Numerical computation gives

$$
A_{0} \approx 0.448 \ldots, \quad \bar{a}_{1}=0.341 \ldots
$$

and from (4.41) we deduce the other set of values

$$
A_{0} \approx 0.081 \ldots, \quad \bar{a}_{1}=-0.341 \ldots
$$

Finally, (4.38) may be used to determine the two values of $b$. Using the value $\bar{a}_{1} \approx 0.341 \ldots$ in the asymptotic expression (4.27) gives very good agreement to full numerical solutions near $z=0$, as seen in Figure 3. In particular, the amplitude of the fast-scale oscillation is excellent.

The third region. It follows from (4.3) and (4.16) that

$$
\begin{equation*}
g(z) \simeq C \varepsilon^{1 / 3} z^{-1 / 3} \mathrm{e}^{-\beta z^{4 / 3} / \varepsilon^{1 / 3}} \tag{4.42}
\end{equation*}
$$

is the appropriate behavior satisfying (4.17) for $z>\sqrt{12}$. Writing (4.42) in terms of the inner variable $\bar{z}$ from (4.28) gives the leading order expression

$$
g(z) \simeq C \varepsilon^{1 / 3} 12^{-1 / 6} \mathrm{e}^{-\beta 12^{2 / 3} / \varepsilon^{1 / 3}} \mathrm{e}^{-3^{1 / 6} \bar{z} / 2^{1 / 3}}
$$

after using $\varepsilon^{1 / 3} \bar{z}=O(1)$. Comparing to the inner behavior (4.31) and using (4.28) gives the matching condition

$$
\begin{equation*}
A_{0} \simeq C 12^{-1 / 6} \varepsilon^{1 / 6} \mathrm{e}^{-\beta 12^{2 / 3} / \varepsilon^{1 / 3}} \tag{4.43}
\end{equation*}
$$

Since both values of $A_{0}$ are of order $O(1)$, then

$$
\varepsilon \sim \frac{3^{5}}{2^{4}} \frac{1}{(\ln C)^{3}}+\frac{3^{6}}{2^{5}} \frac{\ln \ln C}{(\ln C)^{4}}+\frac{3^{6}}{2^{4}} \frac{\ln \left(3^{-2 / 3} 2 A_{0}\right)}{(\ln C)^{4}} \quad \text { as } C \rightarrow \infty
$$

Recall that all the estimates obtained without using the highly oscillatory tails in the singular layer given by (4.27) are rigorous and asymptotically sharp. The fact that there are two values of $A_{0}$ and thus two relationships between $C$ and $\varepsilon$ corresponds to the two families of solutions, those with $g^{\prime \prime}(0)>0$ or $g^{\prime \prime}(0)<0$. Most importantly, given that asymptotically $\bar{a}_{2}=\cos \left(3 \pi / 2 \varepsilon^{1 / 2}\right)$ and $\bar{a}_{3}=\sin \left(3 \pi / 2 \varepsilon^{1 / 2}\right)$ in (4.38) are unique (up to a change in sign in both coefficients), we have that

$$
\begin{equation*}
3 \pi / 2 \varepsilon^{1 / 2}=k \pi \pm \phi \pi(1+o(1)) \tag{4.44}
\end{equation*}
$$

for an unknown phase shift $\phi$ (this is a formal conclusion). Using this in the definition of $\varepsilon=a^{-4}$ gives

$$
a_{k}=\sqrt{2 k / 3}(1+o(1)) \quad \text { as } k \rightarrow \infty
$$

Also, from (4.43) this fixes the corresponding values of the expansion coefficients $C=C_{k}$ in (4.3) in the outer region

$$
C_{k} \sim k^{1 / 3} \mathrm{e}^{3 k^{2 / 3} / 2^{2 / 3}} \quad \text { for } k \gg 1
$$

Using the computed values of the coefficients and expansions, we present a comparison of the numerical and asymptotic solutions in Figure 3. The slow phase-shift can be corrected by further terms in the expansion but, even to this order, we have captured the correct number of fast-scale oscillations. With $\varepsilon=0.00083 \ldots$, using only the $Z$ variable instead of the $t(Z)$ variable given in (4.25) over-predicts the number of oscillations seen in Figure 3 by about one half.

### 4.4. Numerical methods.

Solution of the full ODEs. In (4.4) we introduced the shooting function $S$ whose zeroes correspond to admissible blow-up profiles. By numerically integrating the ODE (4.2) with the far-field behavior (4.3), we have been able to approximate this function, as seen in Figure 4. An asymptotic form of the function $S(C)$ for $C \gg 1$ can be constructed by a similar matching argument by putting an extra term $\tilde{b} \sin (\sqrt{3} t) / g_{0}(z)$ into (4.27) ( $\tilde{b}=0$ iff $S(C)=0)$. This leads to a harder multi-parameter matching


Fig. 4. Numerical approximation to $S(C)$ in (4.4).
procedure and will not be considered any further. Labeling, as above, the solutions to (4.2) corresponding to the $n$th zero of $S(C)$ as $f_{n}$, we find that $f_{n}(y)$ has precisely $n$ maxima on $\mathbf{R}$. In Figure 5 we present the first profile $f_{1}$ given in Theorem 4.4, which has the simplest bell-shaped form. It is evolutionary stable for a broad range of initial data (see the next section). For visual clarity we separately present the profiles $\left\{f_{1+4 n}\right\}$ and $\left\{f_{2+4 n}\right\}$ for $n=0, \ldots, 15$.

The shooting function was approximated numerically for $0<C \leq 10^{12}$ by solving the ODE (4.2) subject to the Dirichlet condition $f(L)=C \phi_{0}(L)$ with $L$ such that $f(L)=10^{-10}$. The zeros of $S(C)$ then were used as initial guesses for a boundary value solver where now (4.2) was solved on $y \in(0,150)$ subject to $f^{\prime}(0)=0, f(150)=$ $0, f^{\prime}(150)=0$. The right-hand conditions are satisfied by exponentially decaying solutions within error tolerance.

Numerical solution in the inner region. Because of the fast oscillation in (4.32) and the slow convergence to this profile (the next terms are $\mathrm{O}(1 / \bar{z})$ ), the accurate numerical computation of the coefficients (4.43) is not straightforward; in many ways it is the most difficult numerical ODE problem in this paper. In fact, it is known that for second-order equations of the type

$$
y^{\prime \prime}(t)+g(t) y(t)=0, \quad \text { with } g(t) \rightarrow \infty \quad \text { as } t \rightarrow \infty
$$

(of which the Airy functions are particular solutions), standard Runge-Kutta or linear multistep methods are not only poorly suited, but are incapable of producing reliable solutions in double precision arithmetic for large $t[23]$. As such, the values were computed using a modified magnus method employing Filon quadratures [22, 24].

Numerical solution of the PDE. The possibility of finite-time blow-up suggests that adaptive strategies in both time and space are required for reliable numerical solution to (1.1). The geometric features of this problem are also key, both the scale invariance and the preservation of mass. As such we use a scale-invariant moving-mesh


Fig. 5. Various numerical solutions to (4.2).
strategy which dynamically clusters the grid points where a solution indicator, in this case $|u|^{3}$, is large $[20,7,21,33,8]$. Additionally, we rescale dynamically in time and compute the physical time as part of the solution procedure [8]. This strategy does not assume any particular solution structure, but instead follows the scaling structure of the full PDE. This allows the computational grid points to move along level sets of any (emerging) similarity variable. We have also used a conservative collocation discretization $[20,33]$ which preserves the mass of the solution even into blow-up while on a moving grid.

This code is fully implicit in time and designed to solve general problems of the form $f\left(t, x, u, u_{x}, u_{x x}, u_{x x x}\right)=\frac{\mathrm{d}}{\mathrm{d} x} g\left(t, x, u, u_{x}, u_{x x}, u_{x x x}\right)$ and has been used for examining many higher-order equations $[6,16,33]$. The spatial adaptive strategy has been shown to be reliable on problems for which static regridding codes have failed. For details of the code we refer to [33], while the adaptive strategy is described in $[21,7,8]$.
4.5. Exponential asymptotic stability of the first blow-up pattern with profile $\boldsymbol{f}_{\boldsymbol{1}}$ : Numerical evidence. Theorem 4.4 together with the above matching analysis for $k \gg 1$ imply that there is a discrete family of solutions to the similarity ODE (4.2), and hence a discrete set of admissible masses for the final time profiles

$$
\begin{equation*}
M_{k}=\int f_{k}(y) \mathrm{d} y, \quad k=1,2, \ldots \tag{4.45}
\end{equation*}
$$

We now justify that the first blow-up pattern with profile $f_{1}$ is the only stable one.

Returning to the rescaled $\operatorname{PDE}(2.3)$, which for $N=1$ and $p=3$ takes the form

$$
\begin{equation*}
\theta_{\tau}=\mathbf{A}(\theta) \equiv-\theta_{y y y y}-\frac{1}{4}(\theta y)_{y}-\left(\theta^{3}\right)_{y y} \tag{4.46}
\end{equation*}
$$

with initial data $\theta_{0}$, we study the asymptotic behavior of the global orbit $\{\theta(\cdot, \tau)\}$. First we establish the following natural (but not straightforward) property of its $\omega$ limit set $\omega\left(\theta_{0}\right)$.

Proposition 4.6. With the definition (2.1) of the rescaled solution,

$$
\begin{equation*}
0 \notin \omega\left(\theta_{0}\right) \tag{4.47}
\end{equation*}
$$

Proof. We have from (4.46) that $\mathbf{A}^{\prime}(0)=\mathbf{B}^{*}-\frac{1}{4} I$ with the known spectral and other properties described in section 3.2. By Lemma 3.1, $\sigma\left(\mathbf{A}^{\prime}(0)\right)=\left\{-\frac{k+1}{4}, k \geq 0\right\}$. The principle of linearized stability [30, Chapt. 9] implies that any sufficiently small solution $\theta(y, \tau)$ decays as $\tau \rightarrow \infty$ exponentially fast and that, for some constant $C_{0}>0$,

$$
|\theta(y, \tau)| \leq C_{0} \mathrm{e}^{-\tau / 4} \quad \text { uniformly in } \mathbf{R}
$$

Then one can see from scaling (2.1) with $p=3$ that $|u(x, t)| \leq C_{0}$ for all $t \approx T^{-}$, i.e., $u$ does not blow-up at $t=T$ contradicting the choice of blow-up time $T$.

The linear part of the operator $\mathbf{A}, \mathbf{B}^{*}-\frac{1}{4} I$, is not self-adjoint and we do not expect that $\mathbf{A}$ is a potential operator nor that (4.46) is a gradient system. Therefore, the stability properties of the first similarity profile $f_{1}$ are studied via the spectrum of the linearized operator

$$
\begin{equation*}
\mathbf{A}^{\prime}\left(f_{1}\right)=\mathbf{B}^{*}-\frac{1}{4} I-3 \frac{\mathrm{~d}^{2}}{\mathrm{~d}^{2} y}\left(f_{1}^{2} I\right) \tag{4.48}
\end{equation*}
$$

which is posed in a functional setting similar to that for $\mathbf{B}^{*}$ introduced in section 3.
Proposition 4.7. $\mathbf{A}^{\prime}\left(f_{1}\right): H_{\rho}^{4} \rightarrow L_{\rho}^{2}$ is a bounded linear operator with the discrete spectrum $\sigma\left(\mathbf{A}^{\prime}\left(f_{1}\right)\right)=\left\{\mu_{l}\right\}$.

Proof. We recall that by Theorem 4.4, $f_{1}(y)$ has exponential decay as $y \rightarrow \infty$ so that (4.48) is a lower-order perturbation with smooth, bounded and exponentially decaying coefficients of the operator (3.1) and hence $\mathbf{A}^{\prime}\left(f_{1}\right)$ is a bounded operator by Lemma 3.2; see [18]. In view of the known spectrum of $\mathbf{B}^{*}$ having compact resolvent $\left(\mathbf{B}^{*}-\lambda I\right)^{-1}$ in $L_{\rho}^{2}$ [10], and by taking $\left(\mathbf{A}^{\prime}\left(f_{1}\right)-c I\right)^{-1}$ with a large constant $c$, we have that the additional terms in (4.48) form a compact perturbation of the integral operator. Hence, the spectrum of $\mathbf{A}^{\prime}\left(f_{1}\right)$ is discrete.

Note that the two first real positive eigenvalues of $\mathbf{A}^{\prime}\left(f_{1}\right)$ are easily calculated explicitly:

$$
\begin{equation*}
\mu_{0}=1, \quad \phi_{0}=\left(y f_{1}(y)\right)^{\prime} \quad \text { and } \quad \mu_{1}=\frac{1}{4}, \quad \phi_{1}=f_{1}^{\prime}(y) \tag{4.49}
\end{equation*}
$$

corresponding to the invariance of the original PDE (1.1) under the group of translations in $t$ and $x$, respectively. As is usual in blow-up problems, since the blow-up scaling (2.1) does not admit such translations (the time $T$ and the blow-up point $x=0$ are fixed), these unstable modes are not available for the rescaled PDE (4.46).

A meaningful estimate of the real part of the remainder of the eigenvalues $\left\{\mu_{l}, l \geq\right.$ $2\} \subset \mathbb{C}$ of $\mathbf{A}^{\prime}\left(f_{1}\right)$ is nontrivial. Instead, we present a numerical calculation, from


Fig. 6. Evolution of solutions to (1.1). (a) Convergence to $f_{1}$ in rescaled coordinates. (b) Motion of the mass for initial mass $\int u_{0}<\int f_{1}$. (c) Instability of $f_{5}$. (d) Motion of the mass for initial mass $\int u_{0}=\int f_{5}>\int f_{1}$. The rescaled coordinates are determined through the transformation (2.1) with $T$ being taken from the numerical approximation.
directly simulating the PDE, in Figure 6(a), where we rescale the PDE solutions according to the blow-up scaling (4.4) with $\sigma=1$ and carefully computed blow-up time $T$. We have chosen symmetric monotone decreasing initial data having a smaller mass than the similarity solution,

$$
\int u_{0}<M_{1}=\int f_{1}
$$

Figure $6(\mathrm{~b})$ shows the time-evolution of the mass distribution $\left(\int_{0}^{y} \theta(s, \tau) \mathrm{d} s\right)$ of this solution concentrated on intervals $[0, y]$ for $\tau \gg 1$, so that the total mass is achieved for $y=\infty$ (for $y \gg 1$ in numerical experiments), establishing convergence to $M_{1}$ (our numerical scheme was designed to preserve mass for problems of this form). In order to gain an extra positive mass to converge to $f_{1}$ uniformly on compact subsets, the rescaled solution forms two small negative humps, which disappear at $y \rightarrow \pm \infty$ as $\tau \rightarrow \infty$; see further comments below. By considering this distribution of mass one can see firstly that the numerical scheme preserves the total mass and also how the rescaled solution converges to the first similarity profile on compact sets of the rescaled spatial coordinate $y$.


Fig. 7. Rate of convergence to the similarity profile for $p=3, N=1$.

From a variety of numerical experiments, we conjecture that the next eigenvalue of the linearized operator (4.48) satisfies

$$
\begin{equation*}
\operatorname{Re} \mu_{2}=-0.51 \ldots \tag{4.50}
\end{equation*}
$$

This eigenvalue ensures the exponential stability of the first blow-up profile $f_{1}$. We are not aware of a proof of the inequality $\operatorname{Re} \mu_{2}<0$ for operator (4.48), and, as is often happens in the operator and stability theory, we initially rely on rather delicate numerical results. This calculation is based on carefully measuring the rate of the $L^{\infty}$-convergence in the rescaled coordinates over compact subsets in the similarity variable $y$. This is of crucial importance, since measurement over all of $x$ shows another (wrong) estimate $\operatorname{Re} \mu_{2} \simeq-\frac{1}{4}$ instead. This is understood analogously to Proposition 4.6. Indeed, solutions with mass different from the final time profile cannot, because of conservation, lose that mass, but, similarly, it cannot contribute to the final-time profile in the rescaled coordinates. This extra mass (positive or negative) is damped to zero in the rescaled coordinates as described in Proposition 4.6 and hence with exponential rate $\mathrm{e}^{-\tau / 4}$. However, this is not a property of the linearized operator about the first similarity profile and such an incorrect estimate follows from the scaling (2.1), where $\frac{1}{2(p-1)}=\frac{1}{4}$ for $p=3$. This discrepancy is indicated in Figure 7. This type of estimate can of course be made by numerical approximation of the similarity ODE and numerical evaluation of the spectrum of the numerical linearization about such solutions. However, this gives no information about more general convergence behavior.

Numerical simulation of the full PDE with stationary profiles other than $f_{1}$ shows them to be exponentially unstable and the linearized operator

$$
\begin{equation*}
\mathbf{A}^{\prime}\left(f_{k}\right)=\mathbf{B}^{*}-\frac{1}{4} I-3 \frac{\mathrm{~d}^{2}}{\mathrm{~d} y^{2}}\left(f_{k}^{2} I\right) \tag{4.51}
\end{equation*}
$$

has eigenvalues with positive real parts. Ordering the sequence of eigenvalues $\left\{\mu_{l}\right\}$ such that their real parts are nonincreasing means that

$$
\begin{equation*}
\operatorname{Re} \mu_{2}>0 \quad \text { for all } k \geq 2 \tag{4.52}
\end{equation*}
$$

This has been checked numerically in a number of PDE experiments with $k=2,3,4$ and 5. For instance, Figures 6(c) and 6(d) displays the unstable evolution for the initial function $u_{0}(x)$ given by the rescaled profile $\theta_{0} \simeq f_{5}(y)$ (with the addition of a small positive perturbation) with the larger mass $\int \theta_{0}=\int f_{5}>\int f_{1}$. Then to compensate such a positive mass-defect, two positive humps appear and move fast to infinity in the rescaled coordinates showing convergence to $f_{1}$ on compact subsets of the similarity variable $y$. This and similar other numerical experiments with very precise approximation clearly suggest that the similarity profiles $f_{2}-f_{5}$ are exponentially unstable.
5. General $\boldsymbol{p}$ 's. The case of general $p$ is more complicated than for the conservative case as without conservation the ODE (2.5) remains truly fourth order.
5.1. Moment conservative case $\boldsymbol{p}=\mathbf{2}$. One seeming exception to this is the second critical exponent $p_{1}=2$, for which one can also derive a third-order ODE. These are the solutions that conserve the first moment. For simplicity, we consider only $N=1$. Multiplying by $x$ in the $\operatorname{PDE}$ (1.1) and integrating by parts, we have

$$
0=-\int_{\mathbf{R}}\left(u_{x x}+u^{p}\right)_{x x} \mathrm{~d} x=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbf{R}} u x \mathrm{~d} x=\frac{\mathrm{d}}{\mathrm{~d} t}\left[(T-t)^{-1 / 2(p-1)+1 / 2} \int_{\mathbf{R}} \theta(y, t) y \mathrm{~d} y\right] .
$$

Thus, $p=2$ defines the exponent, for which the first moment of solutions is conserved. Generically, in $\mathbf{R}^{N}$ this leads to the second critical exponent $p_{1}=1+\frac{2}{N+1}$ in the sequence (1.8) and similar to (2.10), we conclude that

$$
\begin{equation*}
\text { for any } p \neq p_{1}, \quad y f \in L^{1} \quad \Longrightarrow \quad \int y f=0 \tag{5.1}
\end{equation*}
$$

Multiplying the ODE (2.5) in $\mathbf{R}$ with $y$ and integrating once, we have

$$
\begin{equation*}
f^{\prime \prime \prime} y-f^{\prime \prime}+\frac{1}{4} y^{2} f+\left(f^{2}\right)^{\prime} y-f^{2}=-f^{\prime \prime}(0)-f^{2}(0) \equiv \frac{1}{4} A \tag{5.2}
\end{equation*}
$$

where the constant $A \in \mathbf{R}$ determines the rate of algebraic decay at infinity. Recall that from (2.18) with $p=2$ the asymptotic algebraic behavior is

$$
\begin{equation*}
f(y)=A y^{-2}(1+o(1)) \quad \text { as } y \rightarrow \infty \tag{5.3}
\end{equation*}
$$

Unlike the critical case $p=3$ (cf. (4.2)), regardless of the fact that (5.2) is a third-order ODE, we need to keep two symmetry conditions at the origin

$$
\begin{equation*}
f^{\prime}(0)=f^{\prime \prime \prime}(0)=0 \tag{5.4}
\end{equation*}
$$



FIG. 8. (a) Examples from the family of algebraically decaying solutions of (5.2) with $f^{\prime \prime}(0)<0$. (b) Examples from the family of algebraically decaying solutions of (5.2) with $f^{\prime \prime}(0)>0$. (All solutions are shown with $f$ rescaled with $(-A)^{-1 / 2}$.)

For the case $A=0,(5.2)$ may be rewritten as

$$
f^{\prime \prime}+\left(f^{2}\right)^{\prime}+\frac{1}{4} y F=0, \quad F=\int_{0}^{y} f(s) \mathrm{d} s
$$

Then the far-field behavior is purely exponential with a one-dimensional (1D) bundle there given in (2.17). This 1D bundle is not enough to "shoot" two boundary conditions (5.4), and we have got reliable numerical and analytical evidence that there is no exponentially decaying solution for $p=2$.

For $A \neq 0$, solutions can again be constructed by continuation in $A$, but now the condition of zero mass must be enforced creating, once again, a fourth-order system. For all $A \neq 0$, we solve the $\operatorname{ODE}(5.2)$, (5.3) imposing the condition $\int_{\mathbf{R}} f=0$ by setting $f(y)=F^{\prime}(y)$, where $F$ is odd, $F(0)=0$ and $F(y) \rightarrow 0$ as $y \rightarrow \infty$, finding $A$ such that $f^{\prime}(0 ; A)=0$. In Figure 8 we present example solutions with algebraic decay. These solutions are presented with $f$ rescaled with $(-A)^{-1 / 2}$. The main difference from the case $p=3$ is that now the shooting from $y=\infty$ is two-dimensional including the parameter $A$ in (2.18) and an additional $C \in \mathbf{R}$ from the corresponding exponential bundle (2.17). This 2D asymptotic bundle is sufficient to match with two symmetry conditions (5.4) and to generate a countable set of similarity profiles $\left\{f_{k}\right\}$ shown in Figure 8. This 2D matching problem is more difficult than the 1 D one for $p=3$ and already exhibits typical "multidimensional" features of higher-order ODEs.

The details of a matched asymptotic construction are given in the appendix, which are now more involved than the $p=3$ case. Figure 8 illustrates that the inner solutions have oscillations whose amplitudes are not asymptotically small (cf. (4.27)). However, we expect that an existence result similar to that in Theorem 4.4 as well


Fig. 9. Asymptotic blow-up similarity behavior of rescaled solutions of the $1 D P D E$ (1.1) for $p \in[2,4]$. For each value of $p$ solutions are plotted with $u(0, t)$ varying over 5 orders of magnitude.
as the multiplicity analysis that follows can still be performed but become essentially more delicate.
5.2. On arbitrary $\boldsymbol{p}>1$. Finally, by direct simulation of the full PDE (1.1) with various values of $p \neq 3$, we conjecture that stable similarity profiles satisfying the ODE (2.5) govern the blow-up dynamics for all $p$, not just in the conservative case; see Figure 9 . For instance, for $p=2$ solutions converge exponentially fast in $\tau$ on compact subsets of $y$ to the first fundamental algebraically decaying solution in Figure 8(a). Recall that, for all $p \neq 3$, precisely two symmetry conditions (5.4) should be taken into account, so we always deal with a 2 D shooting by using a 2 D algebraic-exponential bundle as $y \rightarrow \infty$ defined by a combination of (4.3) and (2.18),

$$
f(y)=A y^{-2 /(p-1)}+\cdots+C y^{-1 / 3} \mathrm{e}^{-\beta y^{4 / 3}}+\cdots \quad \text { as } y \rightarrow+\infty
$$

where $A$ and $C$ are arbitrary shooting parameters. Then the set of similarity profiles is always discrete and the first stable profile is isolated. Moreover, for such $p$ 's, a kind of singular perturbation technique similar to that in section 4 can be applied detecting, as a typical feature, countable sets of blow-up similarity profiles. A detailed similarity analysis for $p \neq 3$ and in the "singular" case $p<1$ (with finite propagation and solutions of changing sign) will be presented in a forthcoming paper.
6. Global similarity and approximate similarity patterns. We now turn our attention to the better mathematically tractable case of global solutions. Taking $\sigma=-1$ and $T=0$ in (2.1) yields the rescaling of global-in-time solutions. We study the asymptotic behavior as $\tau \rightarrow+\infty$ of solutions satisfying the parabolic PDE

$$
\begin{equation*}
\theta_{\tau}=\mathbf{A}(\theta) \equiv-\Delta\left(\Delta \theta+\theta^{p}\right)+\frac{1}{4} y \cdot \nabla \theta+\frac{1}{2(p-1)} \theta \tag{6.1}
\end{equation*}
$$

6.1. Similarity patterns for the one-dimensional equation with $p=3$. As in the case of blow-up in section 4 , we begin with the analysis of global self-similar
solutions

$$
u_{S}(x, t)=t^{-1 / 4} f(y), \quad y=x / t^{1 / 4}
$$

where $f$ satisfies the ODE obtained from (2.5), (2.3) by integration

$$
\begin{equation*}
f^{\prime \prime \prime}-\frac{1}{4} y f+\left(f^{3}\right)^{\prime}=0, \quad \text { for } y>0, \quad f^{\prime}(0)=0 \tag{6.2}
\end{equation*}
$$

We are looking for profiles $f$ with exponential decay at infinity so that these are $L^{1}$ solutions satisfying the conservation law (2.7). Recall that, unlike the blow-up case (4.2), the ODE (6.2) admits a two-dimensional exponential bundle as $y \rightarrow \infty$; see (2.16). This essentially simplifies the existence analysis and implies a continuous set of similarity profiles.

THEOREM 6.1. The ODE problem (6.2) has an unbounded continuous family of exponentially decaying solutions.

Proof. Step 1: monotonicity of solutions as $y \rightarrow \infty$. By a standard local analysis, one can check that, in addition to the two-dimensional exponential bundle of solutions mentioned in (2.16) and those with the algebraic decay (2.18), (6.2) has a threedimensional bundle of asymptotically monotone growing solutions as $y \rightarrow \infty$

$$
\begin{equation*}
f(y)=\frac{y}{\sqrt{12}}+\frac{1}{y}\left(C_{1} \cos \left(\frac{y^{3 / 2}}{3}\right)+C_{2} \sin \left(\frac{y^{3 / 2}}{3}\right)+C_{3}\right)+\cdots \tag{6.3}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}$ are arbitrary parameters.
Step 2: the shooting argument. For a fixed constant $a \geq 0$, denote by $f(y ; C)$ the solution of (6.2) with the conditions

$$
f(0)=a, \quad f^{\prime \prime}(0)=C
$$

As in section 4 , one can show that $f(y ; C)$ is globally defined. Using the stability of the three-dimensional bundle (6.3) concentrated around the stable explicit solution

$$
\begin{equation*}
f_{*}(y)=\frac{y}{\sqrt{12}} \rightarrow \infty, \quad y \rightarrow \infty \tag{6.4}
\end{equation*}
$$

we have that there exists a sufficiently large $C_{1}>0$ such that $f(y ; C)$ belongs to the bundle in (6.3) for all $C \geq C_{1}$. On the other hand, via symmetry by reflection, for all $-C \gg 1, f(y)$ approaches as $y \rightarrow \infty$ the bundle around the explicit profile $-f_{*}(y)$. Introducing the set

$$
W=\left\{\mu<C_{1}: \quad f(y ; C) \text { belongs to (6.3) for all } C \in\left(\mu, C_{1}\right)\right\}
$$

we have that there exists a finite $C=\inf W$, and by construction, $C=C(a)$ provides us with a profile $f(y ; C(a))$ which belongs to the exponential bundle (2.16) as $y \rightarrow \infty$.

Note that this implies that there exists a solution with all $f(0)=a \in \mathbf{R}$. In Figure 10 we present the bifurcation diagram with respect to mass of this continuous family of similarity profiles. As we already know, there exists another case $p=2$, $N=1$, where the fourth-order ODE (2.5) reduces to a simpler third-order one. The existence results here are quite similar and the family of solutions is also continuous. However, continuous families for $p=p_{0}$ and $p=p_{1}$ (quite special conservative cases associated with (1.1) in divergence form) are exceptional and these are not the generic situation for arbitrary $p$; see section 6.3 , where discrete sets will be detected (cf. the VSSs in [17]).


Fig. 10. Mass bifurcation diagram.
6.2. The minimal mass-branch is evolutionary stable. It follows from Figure 10 that, for any fixed initial mass $m_{0}=\int u_{0} \neq 0$, there exists a finite, or empty if

$$
\left|\int u_{0}\right|>m^{*}=0.9271 \ldots
$$

set of similarity solutions with the given mass. Moreover, for $m_{0}=0$, besides $f(y) \equiv 0$, a countable family of such solutions is expected to exist that is clearly shown in Figure 10 as intersection points with the horizontal axes.

The crucial problem for such a case of multiple solutions is the stability of those solutions in the PDE sense. Let us show that the minimal branch in Figure 10 corresponding to the limit

$$
\begin{equation*}
f \rightarrow 0 \quad \text { as } m_{0} \rightarrow 0 \tag{6.5}
\end{equation*}
$$

is stable at least for all small masses $m_{0}>0$ (or $m_{0}<0$ replacing $f \mapsto-f$ ). As a typical example, we perform such computations for the $N$-dimensional case bearing in mind that the first critical exponent is now $p=p_{0}=1+\frac{2}{N}$. Consider the corresponding elliptic equation

$$
\begin{equation*}
\mathbf{A}(f) \equiv-\Delta^{2} f+\frac{1}{4} y \cdot \nabla f+\frac{N}{4} f-\Delta f^{p}=0, \quad \int f=m_{0}>0 \tag{6.6}
\end{equation*}
$$

First, as an example, we establish a local result on the existence of such similarity patterns in general dimension. For $N=2$ such a local existence was earlier established in [1] by a different technique.

Proposition 6.2. Let $p=p_{0}$. For any sufficiently small $m_{0}>0$, (6.6) admits a solution satisfying

$$
\begin{equation*}
f=m_{0} F+O\left(m_{0}^{p}\right) \quad(\text { with } F \text { is as in }(1.13)) \tag{6.7}
\end{equation*}
$$

Proof. Setting $f=m_{0} v$ and introducing operator $\mathbf{C}=\mathbf{B}-I$ with the strictly negative point spectrum, $\sigma(\mathbf{C})=\left\{\lambda_{l}=-1-\frac{l}{4}\right\}$, we consider the equivalent integral equation

$$
\begin{equation*}
v=\mathbf{D}(v) \equiv-\mathbf{C}^{-1} v+\left|m_{0}\right|^{p-1} \mathbf{C}^{-1} \Delta v^{p}, \tag{6.8}
\end{equation*}
$$

with condition $\int v=1$. Since B has compact resolvent in $L_{\rho}^{2}\left(\mathbf{R}^{N}\right)$ [10], we have that after a suitable smooth truncation of the nonlinearity $v^{p}$ for $|v| \gg 1$ (see further comments below), $\mathbf{D}$ is a compact Hammerstein operator [25]. Since $\mathbf{D}^{\prime}(0)=\mathbf{C}^{-1}$ has the simple eigenvalue $\lambda_{0}=1$, bifurcation occurs at $m_{0}=0$ and by the LyapunovSchmidt method [25], the solution can be represented in the form $v=F+w$, where $w \in \mathcal{L}^{\perp}\{F\}$. On substitution into (6.8) we obtain that $w=O\left(\left|m_{0}\right|^{p-1}\right) \in L_{\rho}^{2}$ is small for $\left|m_{0}\right| \ll 1$. Hence, $w$ is small in $H_{\rho}^{2 m}$ and by the known asymptotic properties of the ODE under consideration, $w$ is small uniformly. This means that the truncation of the unbounded nonlinearity $v^{p}$ does not affect the solution bifurcating at $m_{0}=0$. Finally, we obtain the representation (6.7) in $H_{\rho}^{2 m}$ and uniformly in $\mathbf{R}^{N}$. See more details in [17, sect. 6].

To study the stability of the minimal branch, we consider the linearized operator

$$
\begin{equation*}
\mathbf{A}^{\prime}(f) Y=\mathbf{B} Y-p \Delta\left(|f|^{p-1} Y\right) \equiv \mathbf{B} Y-\left|m_{0}\right|^{2 / N} p \Delta\left(|F|^{p-1} Y\right)+\cdots \tag{6.9}
\end{equation*}
$$

For small $m_{0}, \mathbf{A}^{\prime}(f)$ is a perturbation of $\mathbf{B}$ with the known spectrum as given in (3.3). In 1 D and in the radial geometry all the eigenvalues are simple and we will denote the eigenfunctions by $\psi_{l}$ instead of $\psi_{\beta}$ with $l=|\beta|$. Similarly to Proposition 4.7, we have that $\mathbf{A}^{\prime}(f)$ has a discrete spectrum which is a perturbation of that of $\mathbf{B}$ [18]. Recall that, from the orthogonality condition (3.7), $\psi_{0}=F$ is the only eigenfunction of $\mathbf{B}$ with nonzero mass; see (1.13). Thus, requiring that the mass of profiles be preserved, we have to take into account perturbations of eigenvalues corresponding to perturbed eigenfunctions from $\mathcal{L}^{\perp}\{F\}$, i.e., of eigenvalues of $\mathbf{B}$ for $l=1,2, \ldots(l=0$ not included). By direct calculation from (6.9), one can estimate this point spectrum given, to leading order, by

$$
\sigma\left(\mathbf{A}^{\prime}(f)\right)=\left\{-\frac{l}{4}+\left|m_{0}\right|^{2 / N} p\left\langle\Delta\left(|F|^{p-1} \psi_{l}, \psi_{l}^{*}\right\rangle+\cdots, l=1,2, \ldots\right\} .\right.
$$

This guarantees that, for all small $\left|m_{0}\right|$, the real parts of the eigenvalues are bounded away from zero from above and that this branch is exponentially stable. Note that this expansion is not valid near the subsequent zeros of mass (other than 0 ) seen in Figure 10, as the $L^{\infty}$-norm of such solutions is not zero for $m_{0}=0$ and hence expansion (6.7) does not hold. Therefore, other continuous monotone increasing or decreasing sub-branches are not stable.

Hence, for almost all initial data with $\left|\int u_{0}\right| \leq m^{*}$, there exists the stable branch of similarity solutions that can attract the solution as $t \rightarrow \infty$. If $\left|\int u_{0}\right|>m^{*}$, then, as is seen from Figure 10, self-similar asymptotic behavior is not available and the solution is expected to blow-up in finite time.
6.3. The $p$-bifurcation diagram and asymptotic behavior. To describe the global bifurcation diagram of similarity profiles, we first determine the spectrum of critical exponents as bifurcation points. Writing the elliptic equation (2.5) in the form

$$
\begin{equation*}
\mathbf{B} f+c_{*} f=\Delta f^{p} \quad \text { in } \mathbf{R}^{N}, \quad f(y) \rightarrow 0 \text { exponentially fast as } y \rightarrow \infty, \tag{6.10}
\end{equation*}
$$

with $c_{*}=N\left(p_{0}-p\right) / 4(p-1)$, we obtain the following result.

Proposition 6.3. Let, for an integer $l \geq 0$, the eigenvalue $\lambda_{l}=-\frac{l}{4}$ of the operator (3.1) be of odd multiplicity. Then the critical exponent $p_{l}$ given in (1.8) is a bifurcation point for the problem (6.10).

Proof. After performing, as above, a smooth truncation of the nonlinearity $f^{p}$, the proof follows analogously to that of Proposition 6.2 (cf. Proposition 6.1 in [17]). By using the explicit representation of the resolvent of $\mathbf{B}$ [10], this differential equation reduces to an integral one with compact Hammerstein operators to which the classical bifurcation techniques apply [25].

Using standard bifurcation theory, we briefly describe the results calculated directly from the differential equation. By Lemma 3.1, the linear operator in (6.10) has the spectrum $\sigma\left(\mathbf{B}+c_{*} I\right)=\left\{c_{*}-\frac{l}{4}, l \geq 0\right\}$. Therefore, any $p=p_{l}$ for which $c_{*}-\frac{l}{4}=0$ gives the critical exponents (1.8), determines a bifurcation point for problem (6.10) provided that $\lambda_{l}=-\frac{l}{4}$ is of odd multiplicity (e.g., this is always true for $N=1$ or in the radial geometry where the eigenvalues are always simple). In order to describe the local behavior of the bifurcation branches at $p \approx p_{l}$, we fix an $l$ and set

$$
p=p_{l}+\varepsilon, \quad \text { with } p_{l}=1+\frac{2}{N+l} .
$$

Since $c_{*}=\frac{l}{4}-\mu_{l} \varepsilon+O\left(\varepsilon^{2}\right)$, with $\mu_{l}=\frac{1}{8}(N+l)^{2},(6.10)$ takes the form

$$
\begin{equation*}
\left(\mathbf{B}+\frac{l}{4} I\right) f-\mu_{l} \varepsilon f+O\left(\varepsilon^{2}\right)=\Delta f^{p} \tag{6.11}
\end{equation*}
$$

Using the Lyapunov-Schmidt method ([25, Chap. 8]) by setting $f=C \psi_{l}+w$, where $w \in \mathcal{L}^{\perp}\left\{\psi_{l}\right\}$, one can find the algebraic equation for $C$. Solving this, one finds that near the bifurcation point the solution takes the form
(6.12) $f=\left[\nu_{l}\left(p-p_{l}\right)\right]^{1 /(p-1)} \psi_{l}+\cdots \quad$ as $p \rightarrow p_{l}^{+}$, where $\nu_{l}=-(N+l)^{2} / 8 \kappa_{l}$ and

$$
\begin{equation*}
\kappa_{l}=\left\langle\Delta \psi_{l}^{p_{l}}, \psi_{l}^{*}\right\rangle=\left\langle\psi_{l}^{p_{l}}, \Delta \psi_{l}^{*}\right\rangle<0 \tag{6.13}
\end{equation*}
$$

The expansion (6.12) is posed under the crucial assumption that (6.13) holds. The strict inequality (6.13) has been checked numerically for various $l \geq 2$. It is worth mentioning that an analytical proof of (6.13) is not straightforward even in the simplest case $l=2, N=1$, where $\psi_{2}=F^{\prime \prime}(y) / \sqrt{2},\left(\psi_{2}^{*}\right)^{\prime \prime} \equiv \sqrt{2}$ and $p_{2}=\frac{5}{3}$, though the positivity dominance of the rescaled kernel $F$ in the sense that $\int F=1$ directly suggests that $\kappa_{2}<0$.

Notice however, that

$$
\kappa_{0}=\kappa_{1}=0 \quad \text { for all } N \geq 1
$$

as $\psi_{0}^{*}=1$ and $\psi_{1}^{*}(y)$ is linear in $y$. Thus, the corresponding branches leave these bifurcation points vertically, suggesting a continuous family of solutions for these critical exponents described above. For $p=3$, this has been proved in Proposition 6.2. For $p=2$, this follows from the ODE integrated once after multiplying by $y$ (cf. (5.2) with $A=0$ ),

$$
\begin{equation*}
f^{\prime \prime \prime} y-f^{\prime \prime}-\frac{1}{4} y^{2} f+\left(f^{2}\right)^{\prime} y-f^{2}=0 \tag{6.14}
\end{equation*}
$$

Therefore, we need a single condition of odd symmetry at the origin $f(0)=0$ since the second one $f^{\prime \prime}(0)=0$ follows from the ODE (6.14).


Fig. 11. Bifurcation diagram of (6.10) for $N=1$ with respect to $p$ with even symmetry conditions at $y=0$. There is a continuous branch of solutions from $p=3$ and 2 but only a discrete set of solutions for all $p \neq 3,2$. Another vertical branch of solutions bifurcates from $p=2$ but with odd symmetry about $y=0$.

In Figure 11 we see that the remaining branches bifurcate with increasing $p$ which is guaranteed by (6.13). Then, bearing in mind the countability of bifurcation points (1.8), Figure 11 clearly suggests that for any $p>1, p \neq p_{0}, p_{1}$, there exists a countable set of solutions to (6.10). For noncoercive smooth potential operators, this is a typical result from Lusternik-Schnirel'man theory (see the classical formulation in [25, p. 381] and $[26,35]$ on variational methods in weighted Sobolev spaces like $L_{\rho}^{2}$ for problems in $\mathbf{R}^{N}$ ), though problem (6.10) is not variational. The countability of solutions is not necessarily associated with the existence of a variational formulation.

It follows from (2.4) that, for $p \neq p_{0}$, any solution of (6.10) must have zero mass, see (2.10). The similarity profiles on all the bifurcation branches in Figure 11 satisfy (2.10). Lastly, recall from Figure 10 that there is a discrete set of $\mu_{k}$ such that $f(0)=\mu_{k}$ and $\int f_{\mu_{k}}=0$. Clearly, in Figure 11 this countable set of points corresponds to intersections of the bifurcation branches with the vertical one $\{p=3\}$. To investigate problem (6.10) numerically, we have solved the fourth-order system

$$
f^{\prime \prime \prime}=\frac{1}{4} f y+c_{*} F-|f|^{p-1} f^{\prime}, \quad F^{\prime}=f
$$

coupled with the boundary conditions

$$
f^{\prime}(0)=0, \quad F(0)=0, \quad \lim _{y \rightarrow \infty} f(y)=0, \quad \lim _{y \rightarrow \infty} F(y)=0
$$

as a continuation problem in $p<3$ and $p>3$ starting from those already known profiles at the intersection points with $\{p=3\}$.

Figure 11 shows branching of solutions of (6.10), i.e., similarity profiles with exponential decay at infinity. Concerning possible solutions with the algebraic decay
(2.18), one can see that such functions satisfy $f \in L^{1}\left(\mathbf{R}^{N}\right)$ for $p<p_{0}$ so that the blow-up rate (2.4) implies the zero mass condition (2.10). We expect that there exists a continuous family of such solutions with certain domain of attraction which do not play any role for exponentially decaying initial data.

On stability of the $p_{2}$-branch for $p \in\left(p_{2}, p_{0}\right)$. Let us show that the first nonvertical branch, from $p=p_{2}$, is stable for $p \approx p_{2}^{+}$. This is done by estimating the real parts of the eigenvalues of the linearized operator given in (6.10), which for $l=2$ has the form

$$
\begin{equation*}
\mathbf{A}^{\prime}(f)=\mathbf{B}+\frac{1}{2} I-\varepsilon \mathbf{C}+o(\varepsilon), \quad \mathbf{C}=\mu_{2} I+p_{2} \nu_{2} \Delta\left(\left|\psi_{2}\right|^{p_{2}-1} I\right) \tag{6.15}
\end{equation*}
$$

where we substitute the expansion of $f$ given by (6.12) with $l=2$. By $\left\{\bar{\lambda}_{l}=\bar{\lambda}_{l}(\varepsilon)\right\}$, $\varepsilon=p-p_{2}>0$, we denote the discrete spectrum of $\mathbf{A}^{\prime}(f)$.

For $N=1$, due to the conservation of mass (for any $p \leq p_{0}=3$ ) and of the first moment (for any $p \leq p_{1}=2$ ), the first modes with positive unperturbed eigenvalues of $\mathbf{B}+\frac{1}{2} I(\varepsilon=0), \bar{\lambda}_{0}(0)=\frac{1}{2}$ and $\bar{\lambda}_{1}(0)=\frac{1}{4}$ are not taken into account and we need to check the perturbed third eigenvalue $\bar{\lambda}_{2}(\varepsilon)$. The same holds for $N>1$ in the radial setting deleting all eigenvalues corresponding to nonsymmetric eigenfunctions and hence $\bar{\lambda}_{1}$. Since this unperturbed eigenvalue vanishes, $\bar{\lambda}_{2}(0)=0$, by perturbation theory [18], the eigenvalue expansion takes the form $\bar{\lambda}_{2}(\varepsilon)=\varepsilon \rho+o(\varepsilon)$ with the eigenfunction given by $\bar{\psi}_{2}(\varepsilon)=\psi_{2}+\varepsilon \varphi+o(\varepsilon)$. Substituting these approximations into the eigenvalue equation, we find

$$
\mathbf{A}^{\prime}(f) \bar{\psi}_{2}(\varepsilon)=\bar{\lambda}_{2}(\varepsilon) \bar{\psi}_{2}(\varepsilon)
$$

and using (6.15), we obtain from the equation at $O(\varepsilon)$ that the expansion coefficients $\rho$ and $\varphi$ satisfy

$$
\left(\mathbf{B}+\frac{1}{2} I\right) \varphi=\rho \psi_{2}+\mathbf{C} \psi_{2}
$$

Hence, by the orthogonality condition,

$$
\rho=-\left\langle\mathbf{C} \psi_{2}, \psi_{2}^{*}\right\rangle=-\mu_{2}-\frac{1}{8} p_{2}(N+2)=-\frac{1}{8}(N+2)(N+3)
$$

and, for small $\varepsilon=p-p_{2}>0$,

$$
\begin{equation*}
\bar{\lambda}_{2}(\varepsilon)=-\frac{1}{4}\left(p-p_{2}\right)(N+2)(N+3)+o\left(p_{2}-p\right), \quad \text { i.e., } \operatorname{Re} \lambda_{2}(\varepsilon)<0 \tag{6.16}
\end{equation*}
$$

This means the exponential asymptotic stability of the similarity patterns on the $p_{2^{-}}$ bifurcation branch for all $p-p_{2}>0$ sufficiently small. We expect that the whole branch remains stable for all $p \in\left(p_{2}, p_{0}\right)$. Note that for $p=p_{0}$ it is not stable as Figure 10 suggests since this solution has $\|f\|_{\infty} \approx 1.6$ and the stable solutions have smaller $L^{\infty}$-norm.

Stability of the fundamental solution for $p>p_{0}$. It follows from (6.10) that $c_{*}<0$ for $p>p_{0}$ so that 0 becomes stable in the rescaled PDE (6.1). Therefore, we apply to (1.1) the scaling corresponding to the fundamental solution (1.12),

$$
\begin{equation*}
u(x, t)=(1+t)^{-N / 4} g(y, \tau), \quad y=x /(1+t)^{1 / 4}, \quad \tau=\ln (1+t) \geq 0 \tag{6.17}
\end{equation*}
$$

to get an exponentially perturbed equation

$$
\begin{equation*}
g_{\tau}=\mathbf{B} g-\mathrm{e}^{\gamma \tau} \Delta g^{p} \tag{6.18}
\end{equation*}
$$

where $\gamma=\frac{1}{4} N\left(p_{0}-p\right)<0$, if $p>p_{0}$. Recall that by Lemma 3.1, $\mathbf{B}$ has a onedimensional center subspace with the eigenfunction $F$; see (1.13). Therefore, we arrive at a typical result in the supercritical range $p>p_{0}$ : for all sufficiently small initial data with $m_{0}=\int u_{0} \neq 0$, the solution of (1.1) is global and has the same asymptotic behavior as the fundamental solution (1.12) with identical mass,

$$
u(x, t)=m_{0} t^{-N / 4}\left[F\left(x / t^{1 / 4}\right)+o(1)\right] \quad \text { as } t \rightarrow \infty
$$

See rigorous analysis in [10] for (1.7) in the range $p>p_{0}=1+\frac{2 m}{N}$, which can be applied to the PDE (6.18).
6.4. Transitional non-self-similar patterns at critical exponents for the limit stable Cahn-Hilliard equation. Our analysis shows that at the bifurcation points (1.8) there occurs a transition from the linearized patterns corresponding to the stable manifold of $\mathbf{A}$ with the linearization (3.1) to the essentially nonlinear similarity patterns described in Figure 11. This is quite a general phenomenon in nonlinear parabolic equations observed in various higher-order models, $[6,10,16,17]$.

It remains to determine what happens at the critical values $p=p_{l}$ for the original PDE (1.1). Here one can expect some nontrivial center manifold patterns in the rescaled (6.1). It turns out that this center manifold behavior is unstable (possibly, with blow-up) for (1.1) but leads to nonsimilarity patterns for the stable (1.9). The construction of global self-similar solutions $(2.4), \sigma=-1$, is quite the same as that already considered in section 6.3 but instead of (6.10) we arrive at the equation

$$
\begin{equation*}
\mathbf{B} f+c_{*} f=-\Delta f^{p} \tag{6.19}
\end{equation*}
$$

Therefore, in the bifurcation analysis similar to Proposition 6.3 we obtain expansions (6.12), where $\nu_{l}=(N+l)^{2} / 8 \kappa_{l}<0$, i.e., the branches bifurcate at $p=p_{l}^{-}$concentrating at $p=1^{+}$, and hence $p$ is expected to decrease along them (no rigorous proof of nonlocal properties of branches is still available). A similar $p$-diagram occurs for very singular similarity solutions for the semilinear parabolic equations with absorption [17].

It is important to understand how such bifurcations can affect the evolution orbits of the original PDE (1.9). Consider the corresponding rescaled (6.1), which at $p=p_{l}$ takes the form

$$
\begin{equation*}
\theta_{\tau}=\left(\mathbf{B}+\frac{l}{4} I\right) \theta+\Delta \theta^{p} \quad \text { for } \tau \gg 1 \tag{6.20}
\end{equation*}
$$

We fix $l \geq 1$ so that, by orthogonality, $\psi_{l}$ has zero mass. By (3.3), $\mathbf{B}+\frac{l}{4} I$ has a nontrivial kernel, and therefore, by the general invariant manifold theory (see, e.g., [30]), it is natural to verify the center manifold behavior. This is expressed by looking for solutions in the form

$$
\begin{equation*}
\theta(\tau)=a_{l}(\tau) \psi_{l}+w(\tau), \quad \text { with } w(\tau) \in \mathcal{L}^{\perp}\left\{\psi_{l}\right\} \tag{6.21}
\end{equation*}
$$

where the center manifold dominance in the asymptotic behavior means that $w(\tau)=$ $o\left(a_{l}(\tau)\right)$ as $\tau \rightarrow \infty$. Substituting this expansion into (6.20) and multiplying by the adjoint eigenfunction $\psi_{l}^{*}$ in $L^{2}\left(\mathbf{R}^{N}\right)$ yields $\dot{a}_{l}=\kappa_{l} a_{l}^{p}+o\left(a_{l}^{p}\right)$, where $\kappa_{l}$ is as given in (6.13). Since $\kappa_{l}<0$, integrating this asymptotic ODE gives

$$
\begin{equation*}
a_{l}(\tau)=\left[(p-1)\left|\kappa_{l}\right| \tau\right]^{-1 /(p-1)}(1+o(1)) \tag{6.22}
\end{equation*}
$$

In the original $\{x, t, u\}$-variables, this defines the following asymptotic patterns for the $\operatorname{PDE}$ (1.1) at $p=p_{l}, l \geq 2$ as $t \rightarrow \infty$ :
$u(x, t)=C_{l}(t \ln t)^{-(N+l) / 2}\left[\psi_{l}\left(y / t^{1 / 4}\right)+o(1)\right], \quad$ where $C_{l}=\left[2\left|\kappa_{l}\right| /(N+l)\right]^{-(N+l) / 2}$.
Obviously, using (3.1) as the linearization in the rescaled (6.1), one can see that, in the supercritical range $p>p_{l}$, there exist stable manifold patterns with the behavior

$$
\begin{equation*}
\theta(y, \tau)=C \mathrm{e}^{-(N+l)\left(p-p_{l}\right) \tau / 4(p-1)}\left[\psi_{l}(y)+o(1)\right] \quad \text { as } \tau \rightarrow \infty \quad(C \neq 0) \tag{6.23}
\end{equation*}
$$

(cf. (6.21), (6.22) for $p=p_{l}$ ). The patterns (6.21), (6.22) are transitional ones at $p=p_{l}$ describing the exchange between the linearized stable manifold ones (6.23) and the nonlinear similarity patterns studied above. This transition phenomenon is similar to that detected in [17] for the very singular similarity solutions of the nonconservative higher-order parabolic equations $u_{t}=-(-\Delta)^{m} u-u^{p}$.

These transition phenomena are very difficult to detect numerically as it is only a slow logarithmic correction of an asymptotic algebraic decay rate. Moreover, it occurs only at a discrete set of nonlinearities corresponding to critical exponents $\left\{p_{l}\right\}$. Regardless, understanding such phenomena is crucial for the description of evolutionary completeness of patterns for this problem.
7. Summary and final conclusions. This paper has considered both blowup and global solutions to the fourth-order semilinear parabolic equation (1.1). We have termed such an equation the limit unstable Cahn-Hilliard equation since it can arise as a limiting case of the more familiar and standard Cahn-Hilliard equation with a double-well potential function (1.3). Our attention has focused on describing the eventual patterns of similarity solutions to this equation. In the case of blow-up, these occur as the finite blow-up time is approached, while for the global solutions these occur as a large-time behavior. As such, in section 2 we presented the similarity scalings and derived the governing ODE equations for both the blow-up and global cases together with the critical value of the exponent $p=p_{0}=1+\frac{2}{N}$ if mass is to be conserved. Since we are interested in solutions with noncompact support (notice that a free-boundary formulation for (1.1) can give finite interfaces but we do not consider such problems concentrating on the canonical Cauchy problem in $\mathbf{R}^{N} \times \mathbf{R}_{+}$), we described in section 2.2 the possible far-field behaviors. In section 3 , further preliminary results are given concerning the spectral theory of the linearized operator, which is used in the stability analysis of blow-up profiles in section 4 and plays a key role in bifurcation analysis of global similarity patterns considered in section 6 .

In section 4 we provided a detailed analysis of the possible blow-up similarity profiles for the conservative case $p=p_{0}=1+\frac{2}{N}$ in one space dimension $N=1$, i.e., $p=p_{0}=3$. We conveniently parameterized the possible profiles using the free constant $C$ that appears in the far-field behavior (4.3), and in section 4.2 gave existence results that $C$ in fact takes an ordered countable set of values $\left\{C_{k}\right\}$ with $C_{k}>C_{k-1}$. A striking feature of the corresponding similarity profiles $\left\{f_{k}\right\}$ is that they posses a number of local maxima that can be related to the "index" of $f_{k}$, which increases as $k$ increases (this can be formally associated with the Morse index or the Sturm's number of zeros of a related "eigenfunction"). In section 4.3, the method of matched asymptotic expansions was used to describe the structure of this family of profiles in the limit when $C_{k}$ becomes large. A novel two-scale outer expansion was used to the capture the oscillatory behavior associated with the local maxima of the profiles satisfying a singular perturbed ODE. Importantly the asymptotics derived an explicit
expression for the values of $C_{k}$ with $k$ large. When appropriate we compared the asymptotic solution with the corresponding full numerical solution of the ODE problem to confirm its accuracy, and also in section 4.5 was described a numerical scheme for solution of the original PDE (1.1) in order to confirm convergence to our stable similarity profiles from arbitrary generic initial data. As such in section 4.5, numerical evidence was provided for the exponential stability of the first blow-up pattern $f_{1}$.

In section 5 we briefly considered blow-up in cases $p \neq p_{0}$. We noted the second critical exponent $p=p_{1}=1+\frac{2}{N+1}$, in which the first moment of solutions is conserved. In this case analytical and numerical progress can be made and we again noted that, similar to the critical case $p=p_{0}$, we can classify the family of blow-up similarity solutions as a countable set. Matched asymptotic expansions were again used to determine the solution structure for the limiting members of this set, which is relegated to the appendix.

In section 6 we turned our attention to global (source-type) similarity solutions. Unlike the blow-up patterns, our main conclusion is that (1.1) admits a continuous set of similarity patterns, which can be parameterized by the mass. We proved existence and exponential stability of solutions on the minimal branch by using the classical bifurcation theory for non-self-adjoint operators, and derive a countable sequence of bifurcation exponents $\left\{p_{l}\right\}$, which lead to a finite number of similarity profiles for noncritical $p$ 's.

Appendix. A countable set of blow-up patterns for $p=2, N=1$. In this appendix we carry out formal asymptotic computations for the ODE (5.2), which are similar to those presented in section 4 . While we again have an integrable fourth-order ODE, the calculation is now more involved. The limit $A \rightarrow-\infty$ may be considered by recasting (5.2) with (5.3) as a singular perturbation problem in a manner similar to that developed in section 4.3 for $p=3$. Introducing the small parameter $\varepsilon>0$ by

$$
A=-\varepsilon^{-1 / 2}
$$

the rescaling $y=\varepsilon^{-1 / 4} \bar{y}$ gives the following problem for $f(\bar{y})$ :

$$
\begin{gather*}
\varepsilon\left(\frac{f^{\prime \prime}}{\bar{y}}\right)^{\prime}+\varepsilon^{1 / 2}\left(\frac{f^{2}}{\bar{y}}\right)^{\prime}+\frac{1}{4} f=-\frac{1}{4 \bar{y}^{2}}, \quad \text { with }  \tag{A.1}\\
f^{\prime}(0)=0, \quad f^{\prime \prime}(0)+\frac{f^{2}(0)}{\varepsilon^{1 / 2}}=\frac{1}{4 \varepsilon}, \quad \text { and }  \tag{A.2}\\
f=-\frac{1}{\bar{y}^{2}}(1+o(1)) \quad \text { as } \quad \bar{y} \rightarrow+\infty . \tag{A.3}
\end{gather*}
$$

Here ' denotes $\frac{\mathrm{d}}{\mathrm{d} \bar{y}}$. In the limit $\varepsilon \rightarrow 0^{+}$, we obtain a four-layer structure illustrated schematically in Figure 12. We have an outer region $\bar{y}=O(1)$, in which $f$ takes the far-field behavior (A.3), and an inner region $\bar{y}=O\left(\varepsilon^{1 / 8}\right)$, in which $f=O\left(\varepsilon^{-1 / 4}\right)$. This inner region is partitioned into two distinct regions, an inner 1 , where $\bar{y}>\varepsilon^{1 / 8} \hat{a}$, and an inner 2 , where $\bar{y}<\varepsilon^{1 / 8} \hat{a}$. The partition is through an inner inner region located at $\bar{y}=\varepsilon^{1 / 8} \hat{a}$, which is of width $O\left(\varepsilon^{3 / 8}\right)$. The constant $\hat{a}$ will be shown below to be close to the location of the first singularity of a Painlevé transcendent-type equation.

The outer region $\bar{y}=O(1)$. At leading order (A.1) gives

$$
\begin{equation*}
f=-\frac{1}{\bar{y}^{2}}, \tag{A.4}
\end{equation*}
$$



FIG. 12. Schematic illustration of the asymptotic regions for the singular perturbation problem (A.1)-(A.3) expressed on the $y$ variable scale.
which obviously satisfies (A.3) but not (A.2). This gives rise to the consideration of the following inner region, in which terms involving the first derivatives of $f$ are retrieved.

The inner 1 region $\bar{y}>\varepsilon^{1 / 8} \hat{a}$. Introducing the scalings

$$
\begin{equation*}
\bar{y}=\varepsilon^{1 / 8} \hat{y}, \quad f=\varepsilon^{-1 / 4} \hat{f}, \quad \text { so (A.1) becomes } \tag{A.5}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon^{1 / 2}\left(\frac{\hat{f}^{\prime \prime}}{\hat{y}}\right)^{\prime}+\left(\frac{\hat{f}^{2}}{\hat{y}}\right)^{\prime}+\frac{1}{4} \hat{f}=-\frac{1}{4 \hat{y}^{2}} \tag{A.6}
\end{equation*}
$$

where ' now denotes $\frac{\mathrm{d}}{\mathrm{d} \hat{y}}$. Posing $\hat{f} \sim \hat{f}_{0}$ gives the leading order problem

$$
\begin{gather*}
\left(\frac{\hat{f}_{0}^{2}}{\hat{y}}\right)^{\prime}+\frac{1}{4} \hat{f}_{0}=-\frac{1}{4 \hat{y}^{2}}, \quad \text { with the matching condition }  \tag{А.7}\\
\hat{f}_{0} \sim-\frac{1}{\hat{y}^{2}} \quad \text { as } \quad \hat{y} \rightarrow+\infty \tag{A.8}
\end{gather*}
$$

We next consider a region located at $\hat{y}=\hat{a}$ so that

$$
\begin{equation*}
\hat{f}_{0} \sim \hat{f}_{0}(\hat{a}) \quad \text { as } \quad \hat{y} \rightarrow \hat{a}^{+} \tag{A.9}
\end{equation*}
$$

The inner inner region $\bar{y}=\varepsilon^{1 / 8} \hat{a}+O\left(\varepsilon^{3 / 8}\right)$. Introducing the new variables

$$
\begin{equation*}
\hat{y}=\hat{a}+\varepsilon^{1 / 4} \hat{Y}, \quad \hat{f}=\hat{F}, \tag{A.10}
\end{equation*}
$$

we have from (A.6) that

$$
\begin{equation*}
\left(\frac{\hat{F}^{\prime \prime}}{\left(\hat{a}+\varepsilon^{1 / 4} \hat{Y}\right)}\right)^{\prime}+\left(\frac{\hat{F}^{2}}{\left(\hat{a}+\varepsilon^{1 / 4} \hat{Y}\right)}\right)^{\prime}+\frac{\varepsilon^{1 / 4}}{4}\left(\hat{F}+\frac{1}{\left(\hat{a}+\varepsilon^{1 / 4} \hat{Y}\right)^{2}}\right)=0 \tag{A.11}
\end{equation*}
$$

where ${ }^{\prime}$ is now $\frac{\mathrm{d}}{\mathrm{d} \hat{Y}}$. Posing $\hat{F} \sim \hat{F}_{0}$ gives, at leading order,

$$
\begin{equation*}
\hat{F}_{0}^{\prime \prime}+\hat{F}_{0}^{2}=\left(\hat{f}_{0}(\hat{a})\right)^{2} \tag{A.12}
\end{equation*}
$$

after matching to (A.9). This gives the constant solution $\hat{F}_{0}=\hat{f}_{0}(\hat{a})$ at leading order within this region.

The inner 2 region $\bar{y}<\varepsilon^{1 / 8} \hat{a}$. We now consider the scalings,

$$
\begin{equation*}
\bar{y}=\varepsilon^{1 / 8} \hat{y}, \quad f=\varepsilon^{-1 / 4} F, \tag{A.13}
\end{equation*}
$$

where $F=F(\hat{y}, Y)$ is also taken to be a function of the fast scale $\hat{y}=\varepsilon^{1 / 4} Y$. Defining the multiple-scales operator $\mathcal{L}$ by $\mathcal{L}=\frac{\partial}{\partial Y}+\varepsilon^{1 / 4} \frac{\partial}{\partial \hat{y}}$, (A.1) becomes

$$
\begin{equation*}
\mathcal{L}\left(\frac{1}{\hat{y}} \mathcal{L}^{2} F\right)+\mathcal{L}\left(\frac{F^{2}}{\hat{y}}\right)+\frac{1}{4}\left(F+\frac{1}{\hat{y}^{2}}\right)=0 \tag{A.14}
\end{equation*}
$$

Posing $F \sim F_{0}+\varepsilon^{1 / 4} F_{1}$, we have, at leading order,

$$
\begin{equation*}
\frac{\partial^{2} F_{0}}{\partial Y^{2}}+F_{0}^{2}=A_{0}(\hat{y}) \tag{A.15}
\end{equation*}
$$

for some function $A_{0}(\hat{y})$ and at the next order,

$$
\begin{equation*}
\frac{\partial}{\partial Y}\left(\frac{\partial^{2} F_{1}}{\partial Y^{2}}+2 F_{0} F_{1}\right)-2 \frac{\partial F_{0}^{2}}{\partial \hat{y}}+\frac{\hat{y}}{4} F_{0}+3 \hat{y}^{1 / 3} \frac{\partial}{\partial \hat{y}}\left(\frac{A_{0}}{\hat{y}^{1 / 3}}\right)+\frac{1}{4 \hat{y}}=0 \tag{A.16}
\end{equation*}
$$

The secular terms involving $Y$ in (A.16) are removed if $3 \hat{y}^{1 / 3} \frac{d}{d \hat{y}}\left(\frac{A_{0}}{\hat{y}^{1 / 3}}\right)=-\frac{1}{4 \hat{y}}$, which gives $A_{0}(\hat{y})=\frac{1}{4}-B_{0} \hat{y}^{1 / 3}$ for some constant $B_{0}$ (assumed positive). Thus $F_{0}$ satisfies

$$
\begin{equation*}
F_{0}^{\prime \prime}+F_{0}^{2}=\frac{1}{4}-B_{0} \varepsilon^{1 / 12} Y^{1 / 3} \tag{A.17}
\end{equation*}
$$

where $^{\prime}=\frac{\mathrm{d}}{\mathrm{d} Y}$ and is subject to (A.2), which at leading order in the current variables becomes

$$
\begin{equation*}
F_{0}^{\prime}(0)=0, \quad F_{0}^{\prime \prime}(0)+F_{0}^{2}(0)=\frac{1}{4} \tag{A.18}
\end{equation*}
$$

The second condition in (A.18) is satisfied by $F_{0}$ as seen from (A.17). The equation (A.17) is noted to have movable singularities that are second-order poles. Denoting the first (i.e., smallest) positive pole location by $\hat{a}_{0}$, we have the local behavior,

$$
\begin{equation*}
F_{0} \sim-\frac{6 \varepsilon^{1 / 2}}{\left(\hat{a}_{0}-\hat{y}\right)^{2}} \quad \text { as } \quad \hat{y} \rightarrow \hat{a}_{0}^{-} \tag{A.19}
\end{equation*}
$$

Matching $F_{0}$ with $\hat{F}_{0}$ from the inner region requires $F_{0}(\hat{a})=\hat{f}_{0}(\hat{a})$, where $\hat{a}<\hat{a}_{0}$.

It is worth remarking that the leading order solution $\hat{f}_{s}(\hat{y})$ in this inner 2 region on the slow scale $\hat{y}$ satisfies (A.7). As $\hat{y} \rightarrow 0^{+}$, the only bounded positive solution satisfying $\hat{f}_{s}^{\prime}(0)=0$ has the behavior,

$$
\hat{f}_{s} \sim \frac{1}{2}-\frac{1}{8} \hat{y}^{2} \quad \text { as } \quad \hat{y} \rightarrow 0^{+}
$$

For the solution satisfying this behavior, we have that $\hat{f}_{s}=0$ at $\hat{y} \approx 1.6$ with $\hat{f}_{s}^{\prime}$ unbounded which gives a first approximation for $\hat{a}$. We now have from the numerical solution of (A.7) and (A.8) the estimate $\hat{f}_{0}(\hat{a}) \approx-0.2$ for $\hat{a}=1.6$. Further, imposing this condition on the two-scale approximation (A.17) suggests taking $B_{0} \approx 1 / 4 \hat{a}^{1 / 3}$.

Full numerical solution of (5.2) gives the values $y \approx 1.5 \varepsilon^{-1 / 8}, f \approx-0.21 \varepsilon^{-1 / 4}$ for the location and value of the minimum of $f$ when $\varepsilon=6.6 \times 10^{-9}$. This is in very good agreement with the values $\hat{a}=1.6, \hat{f}_{0}(\hat{a})=-0.2$ from the above asymptotics.

There are two sets of solutions to (A.17) satisfying (A.18), which are distinguished by the their values for $F(0)$. Full numerical solution of $(5.2)$ gives the estimates $F_{0}(0) \approx 0.5 \pm 0.167$.
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#### Abstract

We consider three-dimensional elastic bodies characterized by a general class of stored-energy functions dependent upon the first and second gradients of the deformation. We assume that the dependence on the higher-order term ensures strong ellipticity. With only modest assumptions on the lower-order term, we use the Leray-Schauder degree to prove the existence of global solution continua to the Dirichlet problem. With additional, physically reasonable restrictions on the stored-energy function, we then demonstrate that our global solution branch is unbounded.
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1. Introduction. In this work we consider the analysis of models for threedimensional elastic bodies characterized by a general class of stored-energy functions dependent upon the first and second gradients of the deformation. We are motivated in part by the common use of second-gradient models to overcome the lack of regularity in nonlinear elasticity. Since the classical works of van der Waals [25], [29] and Cahn and Hilliard [6], the addition of small "interfacial energy" in multiwell problems associated with phase transitions is well known; see, e.g., [5], [22], [26], and references therein. Even problems within the setting of classical nonlinear elasticity (strongly elliptic) provide ample motivation for the use of higher-gradient models. For example, the potential failure of the complementing condition at the (smooth) boundary is a real impediment to existence [9], [11], [13].

We also mention the works [10] and [19]. Within the confines of one-dimensional, multiwell elasticity, these papers treat the existence of global solution branches. In particular, generalized solutions in the limit of vanishing interfacial energy are rigorously obtained. While this last difficult step is presently out of reach for threedimensional problems, we establish a first important step in that process here, viz., the existence of unbounded solution branches for a general class of second-gradient models.

The outline of the paper is as follows: In section 2 we formulate the Dirichlet problem for a very general class of "forced" second-gradient models. We assume that the higher-order term of the stored energy function yields uniform strong ellipticity with only modest assumptions on the lower-order term. In section 3 we provide a global-continuation analysis via the Leray-Schauder degree, akin to that in [8] for classical first-gradient problems. The results are quite general, characterized by the usual two "Rabinowitz alternatives" [23] accompanied by the possibility of a bounded

[^4]solution branch that "terminates" due to the loss of local injectivity of solutions. Section 4 is the heart of the paper. We assume that the stored-energy function depends upon an interfacial-energetic term, quadratic in the second gradient of the deformation; we adopt the physically reasonable hypotheses from [12] for the lowerorder term. Employing a recent uniqueness result [20, 21] for second-gradient systems and generalizing arguments from [12], we eliminate two of the "alternatives" from the general result of section 3 , yielding the existence of an unbounded branch of classical injective solutions.

Notation. Throughout this work, the inner product and tensor product of $\mathbf{a}, \mathbf{b} \in$ $\mathbb{R}^{3}$ are denoted as usual by $\mathbf{a} \cdot \mathbf{b}$ and $\mathbf{a} \otimes \mathbf{b}$, respectively. For second-order tensors we define the inner product by $\mathbf{A}: \mathbf{B}=\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{B}\right)=A_{i j} B_{i j}$ (in Cartesian components), where $\operatorname{tr}$ denotes the trace and ${ }^{T}$ denotes the transpose. Similarly, for third-order tensors $\mathbf{G}$ and $\mathbf{H}$ we define the inner product by $\mathbf{G}: \mathbf{H}=G_{i j k} H_{i j k}$. For the most part, the third-order tensors encountered in this work are symmetric in their last two indices. Accordingly we define $V=\left\{\mathbf{G}: G_{i j k}=G_{i k j}\right\}$. For $\mathbf{G} \in V$ with components $G_{i j k}$, we define $\mathbf{G}^{T}$ to be the third-order tensor with components $G_{j i k}$.

For Banach spaces X and Y , we let $L(X, Y)$ denote the space of bounded linear transformations from X to Y . (We let $L(X, X) \equiv L(X)$.) Then we define $G L\left(\mathbb{R}^{3}\right)=$ $\{\mathbf{A} \in L(X): \mathbf{A}$ is bijective $\}, G L^{+}\left(\mathbb{R}^{3}\right)=\left\{\mathbf{A} \in G L\left(\mathbb{R}^{3}\right): \operatorname{det} \mathbf{A}>0\right\}$, and $S O(3)=$ $\left\{\mathbf{A} \in G L^{+}\left(\mathbb{R}^{3}\right): \mathbf{A}^{T}=\mathbf{A}^{-1}\right\}$.

For the value of $T \in L(X, Y)$ at $x \in X$, we write $T[x]$. For a second-order tensor $\mathbf{A} \in L\left(\mathbb{R}^{3}\right)$, we write $\mathbf{A x}$ instead of $\mathbf{A}[\mathbf{x}]$. For fourth-order tensors $\mathbf{C}, \mathbf{C}[\mathbf{A}]$ denotes the value of $\mathbf{C} \in L\left(L\left(\mathbb{R}^{3}\right)\right)$ at $\mathbf{A} \in L\left(\mathbb{R}^{3}\right)$. Similarly, for sixth-order tensors $\mathbf{B}$, we write $\mathbf{B}[\mathbf{H}]$ for the value of $\mathbf{B}$ at a third-order tensor $\mathbf{H}$.
2. Problem formulation. We assume once and for all that an origin and an orthonormal basis have been chosen in three-dimensional Euclidean space, which we identify with the space $\mathbb{R}^{3}$. In this work, the reference configuration is chosen to coincide with a natural or stress-free configuration. The region occupied in the reference configuration is the closure $\bar{\Omega}$ of a domain $\Omega$ of $\mathbb{R}^{3}$, and we call $\bar{\Omega}$ itself the elastic body. We further assume that $\partial \Omega$ is locally of class $C^{5}$.

Deformations of the body are defined by mappings $\mathbf{f}: \bar{\Omega} \mapsto \mathbb{R}^{3}$ such that $\mathbf{f} \in C^{2}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ and $\nabla \mathbf{f}(\mathbf{x}) \in G L^{+}\left(\mathbb{R}^{3}\right)$. For a given deformation, we define the displacement field by $\mathbf{u}(\mathbf{x})=\mathbf{f}(\mathbf{x})-\mathbf{x}$ and the deformation gradient by $\mathbf{F}=\nabla \mathbf{f}(\mathbf{x})=$ $\mathbf{I}+\nabla \mathbf{u}(\mathbf{x}) \in G L^{+}\left(\mathbb{R}^{3}\right)$. The second gradient of $\mathbf{f}$ is denoted by $\nabla^{2} \mathbf{f}(\mathbf{x})=\nabla \mathbf{F}(\mathbf{x})$, which is a third-order tensor field.

We assume that the body is subjected to a live body force $\mathbf{b}(\lambda, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})$ in $\Omega$ and a prescribed displacement $\mathbf{d}(\lambda, \mathbf{x})$ on $\partial \Omega$, where $\lambda \in \mathbb{R}$ is a loading parameter. We assume that at least one of these two fields is not identically zero and that

$$
\begin{equation*}
\mathbf{b}(0, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})=\mathbf{d}(0, \mathbf{x}) \equiv \mathbf{0} \tag{1}
\end{equation*}
$$

The elastic body is presumed homogeneous and its material response is described by a stored energy function $W: V \times G L^{+}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$, denoted $W(\mathbf{G}, \mathbf{F})$, such that the total internal potential energy is given by

$$
\begin{equation*}
E(\mathbf{f})=\int_{\Omega} W\left(\nabla^{2} \mathbf{f}, \nabla \mathbf{f}\right) d V . \tag{2}
\end{equation*}
$$

The stored energy $W$ is required to satisfy the principle of material objectivity:

$$
\begin{equation*}
W(\mathbf{Q G}, \mathbf{Q F})=W(\mathbf{G}, \mathbf{F}) \text { for all } \mathbf{Q} \in S O(3), \mathbf{G} \in V, \mathbf{F} \in G L^{+}\left(\mathbb{R}^{3}\right) \tag{3}
\end{equation*}
$$

By a natural reference configuration we mean

$$
\begin{equation*}
\frac{\partial W(\mathbf{0}, \mathbf{I})}{\partial \mathbf{G}}=\mathbf{0} \text { and } \frac{\partial W(\mathbf{0}, \mathbf{I})}{\partial \mathbf{F}} \equiv \mathbf{0} . \tag{4}
\end{equation*}
$$

Furthermore, we make the following smoothness assumptions:

$$
\begin{gather*}
W \in C^{4}\left(V \times G L^{+}\left(\mathbb{R}^{3}\right), \mathbb{R}\right) \\
\mathbf{b} \in C^{3}\left(\mathbb{R} \times \bar{\Omega} \times \mathbb{R}^{3} \times L\left(\mathbb{R}^{3}\right), \mathbb{R}^{3}\right), \\
\mathbf{d} \in C^{5}\left(\mathbb{R} \times \bar{\Omega}, \mathbb{R}^{3}\right) \tag{5}
\end{gather*}
$$

We impose the geometric boundary conditions

$$
\begin{equation*}
\mathbf{u}=\mathbf{d} \text { and } \frac{\partial \mathbf{u}}{\partial \mathbf{n}}=\frac{\partial \mathbf{d}}{\partial \mathbf{n}} \text { on } \partial \Omega \tag{6}
\end{equation*}
$$

For our fourth-order problem (cf. (8) below), the conditions in (6) correspond to ideal "hard" loading. The displacement condition $(6)_{1}$ is common in the classical first-gradient theory, while $(6)_{2}$ represents the limiting case where the loading device also controls the normal derivative of the applied displacement. In plate theory, the conditions in (6) correspond to clamped edges [14].

To obtain the equilibrium equations, we calculate the first variation of $E(\mathbf{f})$ (cf. (2)) and equate it to the virtual work of the body force field $\mathbf{b}(\lambda, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})$ acting through an admissible variation. After integrating by parts, we find the strong form of the equilibrium equations:

$$
\begin{equation*}
-\nabla \cdot\left(\nabla \cdot \frac{\partial W(\mathbf{G}, \mathbf{F})}{\partial \mathbf{G}}-\frac{\partial W(\mathbf{G}, \mathbf{F})}{\partial \mathbf{F}}\right)+\mathbf{b}=0 \text { in } \Omega \tag{7}
\end{equation*}
$$

Expanding (7) we obtain

$$
-\mathbf{A}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{4} \mathbf{u}\right]+\mathbf{B}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{3} \mathbf{u}\right]+\mathbf{C}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{2} \mathbf{u}\right]
$$

$$
\begin{equation*}
+\mathbf{g}\left(\nabla^{3} \mathbf{u}, \nabla^{2} \mathbf{u}, \nabla \mathbf{u}\right)+\mathbf{b}(\lambda, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})=0 \text { in } \Omega \tag{8}
\end{equation*}
$$

where (in components)

$$
\left(\mathbf{A}(\mathbf{G}, \mathbf{F})\left[\nabla^{4} \mathbf{u}\right]\right)_{i}=\frac{\partial^{2} W(\mathbf{G}, \mathbf{F})}{\partial G_{i j k} \partial G_{l m n}} \frac{\partial^{4} u_{l}}{\partial x_{j} \partial x_{k} \partial x_{m} \partial x_{n}}
$$

$$
\left(\mathbf{B}(\mathbf{G}, \mathbf{F})\left[\nabla^{3} \mathbf{u}\right]\right)_{i}=\frac{\partial^{2} W(\mathbf{G}, \mathbf{F})}{\partial F_{i j} \partial G_{k l m}} \frac{\partial^{3} u_{k}}{\partial x_{j} \partial x_{l} \partial x_{m}}-\frac{\partial^{2} W(\mathbf{G}, \mathbf{F})}{\partial F_{l m} \partial G_{i j k}} \frac{\partial^{3} u_{l}}{\partial x_{j} \partial x_{k} \partial x_{m}}
$$

$$
\begin{equation*}
\left(\mathbf{C}(\mathbf{G}, \mathbf{F})\left[\nabla^{2} \mathbf{u}\right]\right)_{i}=\frac{\partial^{2} W(\mathbf{G}, \mathbf{F})}{\partial F_{i j} \partial F_{k l}} \frac{\partial^{2} u_{k}}{\partial x_{j} \partial x_{l}} \tag{9}
\end{equation*}
$$

and $\mathbf{g}(\cdot)$ is a vector-valued function of "higher order" in its first two arguments, viz.,

$$
\begin{equation*}
\mathbf{g}(\mathbf{U}, \mathbf{V}, \mathbf{W}) /(|\mathbf{U}|+|\mathbf{V}|) \rightarrow \mathbf{0} \text { as }|\mathbf{U}|+|\mathbf{V}| \rightarrow 0 \text { for all } \mathbf{W} \tag{10}
\end{equation*}
$$

In particular, $\mathbf{g}(\cdot)$ makes no contribution to the linearization of (8) about $\mathbf{u}=\mathbf{0}$. Thus, its precise form is not important for our purposes here. Throughout this work we assume that the uniform strong ellipticity condition holds, i.e., that there exist positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
c_{1}|\mathbf{a}|^{2}|\mathbf{b}|^{4} \leq \mathbf{a} \otimes \mathbf{b} \otimes \mathbf{b} \vdots \mathbf{A}(\mathbf{G}, \mathbf{F})[\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{b}] \leq c_{2}|\mathbf{a}|^{2}|\mathbf{b}|^{4} \tag{11}
\end{equation*}
$$

for all $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}-\{\mathbf{0}\}$ and $(\mathbf{G}, \mathbf{F}) \in V \times G L^{+}\left(\mathbb{R}^{3}\right)$. In addition, at the reference state, $(\mathbf{G}, \mathbf{F})=(\mathbf{0}, \mathbf{I})$, we make the following reasonable assumptions on the coefficient tensors $\mathbf{B}, \mathbf{C}$ appearing in (8):

$$
\begin{gather*}
\mathbf{B}(\mathbf{0}, \mathbf{I})=\mathbf{0}  \tag{12}\\
\mathbf{a} \otimes \mathbf{b}: \mathbf{C}(\mathbf{0}, \mathbf{I})[\mathbf{a} \otimes \mathbf{b}]>0 \tag{13}
\end{gather*}
$$

for all $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}-\{\mathbf{0}\}$.
Observe that (12) is weaker than assuming $\frac{\partial^{2} W(\mathbf{0}, \mathbf{I})}{\partial \mathbf{F} \partial \mathbf{G}}=\mathbf{0}$. The latter yields the physically reasonable condition that the quadratic-order coupling between $\mathbf{G}$ and $\mathbf{F}$ in $W(\mathbf{G}, \mathbf{F})$ vanishes. Of course (13) is simply the strong ellipticity condition for the classical linear elasticity tensor $\mathbf{C}(\mathbf{0}, \mathbf{I})$.
3. Existence of solution branches. For simplicity of presentation, we treat the case $\mathbf{d} \equiv \mathbf{0}$; cf. (6). The more general case is handled similarly after an appropriate change of variables; see, e.g., [8]. For $\alpha \in(0,1)$, let $C^{m, \alpha}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ denote the usual Hölder space of $m$-times (Hölder) continuously differentiable functions, with norm $\|\cdot\|_{m, \alpha}$. The following Banach spaces play an important role in our forthcoming analysis:

$$
\begin{gather*}
Z=\left\{\mathbf{u} \in C^{4, \alpha}\left(\bar{\Omega}, \mathbb{R}^{3}\right): \mathbf{u}=\frac{\partial \mathbf{u}}{\partial \mathbf{n}}=0 \text { on } \partial \Omega\right\} ;\|\mathbf{u}\|_{Z} \equiv\|\mathbf{u}\|_{4, \alpha} \\
X=\left\{\mathbf{u} \in C^{3, \alpha}\left(\bar{\Omega}, \mathbb{R}^{3}\right): \mathbf{u}=\frac{\partial \mathbf{u}}{\partial \mathbf{n}}=0 \text { on } \partial \Omega\right\} ;\|\mathbf{u}\|_{X} \equiv\|\mathbf{u}\|_{\mathbf{3}, \alpha} \\
Y=C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{3}\right) ;\|\mathbf{u}\|_{Y} \equiv\|\mathbf{u}\|_{0, \alpha} \tag{14}
\end{gather*}
$$

Since $\operatorname{det} \nabla \mathbf{f}>0$ (pointwise) for a deformation $\mathbf{f}: \bar{\Omega} \rightarrow \mathbb{R}^{3}$, any solution of our problem (7), (6) should belong to the open subset

$$
\begin{equation*}
\mathcal{U}=\{\mathbf{u} \in X: \operatorname{det}(\mathbf{I}+\nabla \mathbf{u})>0 \text { in } \bar{\Omega}\} . \tag{15}
\end{equation*}
$$

In view of (1) and (4), we observe that $(\lambda, \mathbf{u})=(0, \mathbf{0})$ is a solution (7), (6). Define $\mathcal{O}$ to be the maximal connected set in $\mathcal{U}$ containing $\mathbf{u}=\mathbf{0}$, i.e.,

$$
\begin{equation*}
\mathcal{O}=\operatorname{comp}\{\mathbf{0}\} \text { in } \mathcal{U} \tag{16}
\end{equation*}
$$

For every $\mathbf{u} \in \mathcal{O}$, we define a linear operator $L(\mathbf{u}): Z \rightarrow Y$ via

$$
L(\mathbf{u})[\mathbf{h}] \equiv-\mathbf{A}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{4} \mathbf{h}\right]+\mathbf{B}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{3} \mathbf{h}\right]
$$

$$
\begin{equation*}
+\mathbf{C}\left(\nabla^{2} \mathbf{u}, \mathbf{I}+\nabla \mathbf{u}\right)\left[\nabla^{2} \mathbf{h}\right] \text { for all } \mathbf{h} \in Z \tag{17}
\end{equation*}
$$

In view of (11), $L(\mathbf{u})$ defines a uniformly elliptic operator for any $\mathbf{u} \in \mathcal{O}$. Accordingly we have the following spectral estimate.

Proposition 3.1. There are positive constants $\epsilon, c_{1}, c_{2}$, independent of $\mu, \mathbf{h}, \lambda, \mathbf{u}$, such that

$$
\begin{equation*}
\|\mathbf{h}\|_{Z} \leq c_{1}|\mu|^{\frac{\alpha}{4}}\|(L(\mathbf{u})-\mu I)[\mathbf{h}]\|_{Y} \tag{18}
\end{equation*}
$$

for all $\mathbf{h} \in Z$, and for all $\mu \in \mathbb{C}$ such that $|\arg (\mu)| \leq \frac{\pi}{2}+\epsilon$ and $|\mu| \geq c_{2}$. The mapping $I: Z \rightarrow Y$ is the identity map and $\alpha \in(0,1)$ is the Hölder exponent inherent in $Z$ and $Y$.

Proof. The original $L^{p}$ version of this result is due to Agmon [1]. For convenience we provide a detailed proof in the appendix for our (Hölder-space) setting (see also [30], [16]).

By Proposition 3.1, for each $\mathbf{u} \in \mathcal{O}$, the linear operator $L(\mathbf{u})-a_{o} I: Z \rightarrow Y$ is injective for some sufficiently large real number $a_{o}>c_{2}$. Bijectivity of $L(\mathbf{u})-a_{o} I$ then follows from the Fredholm (of index zero) property. (For example, this last step is readily facilitated via a one-parameter homotopy of our operator with the vector-valued biharmonic operator, $-\Delta^{2} \mathbf{h}$, subject to the same homogeneous boundary conditions; cf. (6) with $\mathbf{d} \equiv \mathbf{0}$.) Next, for any $\mathbf{u} \in \mathcal{O}$, we consider the linear, uniformly elliptic boundary value problem

$$
\begin{gathered}
\left(L(\mathbf{u})-a_{o} I\right)[\mathbf{h}] \equiv-g\left(\nabla^{3} \mathbf{u}, \nabla^{2} \mathbf{u}, \nabla \mathbf{u}\right)-\mathbf{b}(\lambda, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})-a_{o} \mathbf{u} \\
\mathbf{h}=\frac{\partial \mathbf{h}}{\partial \mathbf{n}}=\mathbf{0} \text { on } \partial \Omega
\end{gathered}
$$

which has a unique solution, denoted $\mathbf{h}=G(\lambda, \mathbf{u})$, where $G: \mathbb{R} \times \mathcal{O} \rightarrow X$. By virtue of (5), the Schauder estimate [2] for (19), and the compact embedding $Z \rightarrow X$, we see that $G$ is compact and continuous (completely continuous).

Moreover, any solution $(\lambda, \mathbf{u}) \in \mathbb{R} \times \mathcal{O}$ of $(7),(6)($ with $\mathbf{d} \equiv \mathbf{0})$ satisfies

$$
\begin{equation*}
\mathbf{u}-G(\lambda, \mathbf{u})=\mathbf{0} \tag{20}
\end{equation*}
$$

and conversely. Let $\mathcal{M} \subset \mathcal{O}$ be open and bounded. Since $G$ is completely continuous, the Leray-Schauder degree of the mapping $\mathbf{u} \longmapsto G(\lambda, \mathbf{u})$ on $\mathcal{M}$, denoted $\operatorname{deg}(I-$ $G(\lambda, \cdot), \mathcal{M}, \mathbf{0})$, is well defined. Before stating the main result of this section, we need the following proposition.

Proposition 3.2. The mapping $\mathbf{u} \longmapsto G(0, \mathbf{u})$ is Frèchet differentiable at $\mathbf{u}=\mathbf{0}$, with derivative denoted by $D_{u} G(0, \mathbf{0}) \equiv T$. The compact linear operator $T: X \rightarrow X$ is defined via the solution $\mathbf{h}=T[\mathbf{f}]$ of the linear, constant-coefficient elliptic system

$$
\begin{gathered}
\left(L(\mathbf{0})-a_{o} I\right)[\mathbf{h}] \equiv-\mathbf{A}(\mathbf{0}, \mathbf{I})\left[\nabla^{4} \mathbf{h}\right]+\mathbf{C}(\mathbf{0}, \mathbf{I})\left[\nabla^{2} \mathbf{h}\right]-a_{o} \mathbf{h}=-a_{o} \mathbf{f} \text { in } \Omega \\
\mathbf{h}=\frac{\partial \mathbf{h}}{\partial \mathbf{n}}=\mathbf{0} \text { on } \partial \Omega
\end{gathered}
$$

for all $\mathbf{f} \in Y$. Moreover, for $\varepsilon>0$ sufficiently small, we have

$$
\begin{equation*}
\operatorname{deg}\left(I-G(0, \cdot), B_{\varepsilon}(\mathbf{0}), \mathbf{0}\right)= \pm 1 \tag{21}
\end{equation*}
$$

where $B_{\varepsilon}(\mathbf{0})=\{\mathbf{u} \in X:\|\mathbf{u}\|<\varepsilon\}$.
Proof. For differentiability, it suffices to show that $G(0, \mathbf{u})-T[\mathbf{u}]$ is $o\left(\|\mathbf{u}\|_{X}\right)$ near $\mathbf{u}=\mathbf{0}$. We argue by contradiction, similar to the argument given in [8] (see also [24]). Namely, if the claim is not true, then there exist a positive constant $\alpha$ and a sequence $\mathbf{u}_{j} \rightarrow \mathbf{0}$ in $B_{\varepsilon}(\mathbf{0}) \subset X$ such that

$$
\begin{equation*}
\left\|G\left(0, \mathbf{u}_{j}\right)-T\left[\mathbf{u}_{j}\right]\right\|>\alpha\left\|\mathbf{u}_{j}\right\|_{X} \text { for } j \text { sufficiently large. } \tag{22}
\end{equation*}
$$

Let $\mathbf{v}_{j} \equiv G\left(0, \mathbf{u}_{j}\right) /\left\|\mathbf{u}_{j}\right\|_{X}$ and $\mathbf{w}_{j} \equiv T\left[\mathbf{u}_{j}\right] /\left\|\mathbf{u}_{j}\right\|_{X}$, which satisfy

$$
L\left(\mathbf{u}_{j}\right)\left[\mathbf{v}_{j}\right]-a_{o} \mathbf{v}_{j}=-\left(g\left(\nabla^{3} \mathbf{u}_{j}, \nabla^{2} \mathbf{u}_{j}, \nabla \mathbf{u}_{j}\right)+a_{o} \mathbf{u}_{j}\right) /\left\|\mathbf{u}_{j}\right\|_{X} \text { in } \Omega
$$

and

$$
L(\mathbf{0})\left[\mathbf{w}_{j}\right]-a_{o} \mathbf{w}_{j}=-a_{o} \mathbf{u}_{j} /\left\|\mathbf{u}_{j}\right\|_{X} \text { in } \Omega
$$

respectively, subject to

$$
\mathbf{v}_{j}=\mathbf{w}_{j}=\frac{\partial \mathbf{v}_{j}}{\partial \mathbf{n}}=\frac{\partial \mathbf{w}_{j}}{\partial \mathbf{n}}=\mathbf{0} \text { on } \partial \Omega
$$

Clearly $\mathbf{u}_{j} /\left\|\mathbf{u}_{j}\right\|_{X}$ is uniformly bounded in $X$, and likewise, by virtue of the Schauder estimates, the sequences $\mathbf{v}_{j}$ and $\mathbf{w}_{j}$ are uniformly bounded in $Z$. By compact embedding, we conclude that each sequence has a convergent subsequence (not relabeled): $\mathbf{u}_{j} /\left\|\mathbf{u}_{j}\right\|_{X} \rightarrow \phi$ in $C^{3}\left(\bar{\Omega}, \mathbb{R}^{3}\right), \mathbf{v}_{j} \rightarrow \mathbf{v}$ and $\mathbf{w}_{j} \rightarrow \mathbf{w}$ in $C^{4}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$. Moreover, from (8), (9), (12), and (13), we find that $\mathbf{v}$ and $\mathbf{w}$ each satisfy the boundary value problem

$$
\begin{gather*}
L(\mathbf{0})[\mathbf{h}]-a_{o} \mathbf{h}=-a_{o} \phi \text { in } \Omega \\
\mathbf{h}=\frac{\partial \mathbf{h}}{\partial \mathbf{n}}=\mathbf{0} \text { on } \partial \Omega \tag{23}
\end{gather*}
$$

By uniqueness, we conclude that $\mathbf{v} \equiv \mathbf{w}$. Hence,

$$
\left\|\mathbf{v}_{j}-\mathbf{w}_{j}\right\|_{X}=\left\|G\left(0, \mathbf{u}_{j}\right)-T\left[\mathbf{u}_{j}\right]\right\| /\left\|\mathbf{u}_{j}\right\|_{X} \rightarrow 0 \text { as } j \rightarrow \infty
$$

which contradicts (22).
Next, we consider the injectivity of the mapping $I-T \in L(X)$ :

$$
(I-T)[\mathbf{h}]=\mathbf{0} \Leftrightarrow T[\mathbf{h}]=\mathbf{h}
$$

the second equation of which is equivalent to (by the definition of $T$; cf. also (12))

$$
\begin{gathered}
-\mathbf{A}(\mathbf{0}, \mathbf{I})\left[\nabla^{4} \mathbf{h}\right]+\mathbf{C}(\mathbf{0}, \mathbf{I})\left[\nabla^{2} \mathbf{h}\right]=\mathbf{0} \text { in } \Omega \\
\mathbf{h}=\frac{\partial \mathbf{h}}{\partial \mathbf{n}}=\mathbf{0} \text { on } \partial \Omega
\end{gathered}
$$

Using (11) and (13), it is not hard to show (via the Fourier transform; cf. [28]) that the linear, constant-coefficient, strongly elliptic system (24) has the unique solution $\mathbf{h} \equiv \mathbf{0}$; i.e., $I-T$ is injective and thus bijective by the Riesz-Schauder theory. Accordingly,
$\mathbf{u}=\mathbf{0}$ is an isolated solution of (20) at $\lambda=0$. By the linearization principle and the index formula [15], we conclude (for $\varepsilon>0$ sufficiently small)

$$
\operatorname{deg}\left(I-G(0, \cdot), B_{\varepsilon}(\mathbf{0}), \mathbf{0}\right)=\operatorname{deg}\left(I-T, B_{\varepsilon}(\mathbf{0}), \mathbf{0}\right)= \pm 1
$$

We also need the following characterization of the open set $\mathcal{O}$ in order to state our basic existence result: Define

$$
\begin{equation*}
\mathcal{O}_{\delta} \equiv\{\mathbf{u} \in \mathcal{O}: \operatorname{det}(\mathbf{I}+\nabla \mathbf{u})>\delta \operatorname{in} \bar{\Omega}\} \tag{25}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
\overline{\mathcal{O}_{\delta}} \subset \mathcal{O} \text { for each } \delta>0, \text { and } \mathcal{O}=\cup_{\delta>0} \mathcal{O}_{\delta} \tag{26}
\end{equation*}
$$

Theorem 3.3. Let $\Sigma \subset \mathbb{R} \times \mathcal{O}$ denote the connected component of solution pairs $(\lambda, \mathbf{u})$ of (17) containing the solution point $(0, \mathbf{0})$. Then at least one of the following holds:
(A1) $\Sigma$ is unbounded in $\mathbb{R} \times X$;
(A2) $\Sigma-\{(0, \mathbf{0})\}$ is connected;
(A3) $\Sigma \not \subset \mathbb{R} \times \mathcal{O}_{\delta}$ for each $\delta>0$.
Proof. The proof is a straightforward generalization of a well-known argument; cf. [23]. For each fixed $\delta>0$, we suppose that $\Sigma$ is not characterized by any of the properties (A1)-(A3). We then obtain a contradiction from (21) and the homotopy invariance of the degree of $I-G$. We refer the reader to [17] for the details.

Remark 3.4. If property (A2) holds, then there are nontrivial solutions to problem (20) with null loading $\lambda=0$. Property (A3) indicates a breakdown of local injectivity along a solution branch., viz., there is a sequence of solution points $\left(\lambda_{j}, \mathbf{u}_{j}\right) \subset \Sigma$ such that

$$
\begin{equation*}
\inf _{\mathbf{x} \in \bar{\Omega}} \operatorname{det}\left(\mathbf{I}+\nabla \mathbf{u}_{j}(\mathbf{x})\right) \searrow 0 \text { as } j \rightarrow \infty \tag{27a}
\end{equation*}
$$

In particular, we note that Theorem 3.3 leaves open the possibility that (27a) holds without (A1) or (A2) being true. In this case the bounded branch could "terminate" at a point $\left(\lambda_{*}, \mathbf{u}_{*}\right)$ where $\left(\lambda_{j}, \mathbf{u}_{j}\right) \rightarrow\left(\lambda_{*}, \mathbf{u}_{*}\right)$ in $C^{3}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ by compact imbedding and

$$
\begin{equation*}
\inf _{\mathbf{x} \in \bar{\Omega}} \operatorname{det}\left(\mathbf{I}+\nabla \mathbf{u}_{*}(\mathbf{x})\right)=0 \tag{27b}
\end{equation*}
$$

which would seem to contradict (34).
Before ending this section we make an important observation: By construction, for every $(\lambda, \mathbf{u}) \in \Sigma$, the corresponding deformation $\mathbf{f}(\mathbf{x})=\mathbf{x}+\mathbf{u}(\mathbf{x})$ satisfies $\operatorname{det}(\mathbf{I}+$ $\nabla \mathbf{u})>0$ on $\bar{\Omega}$. Moreover, $\mathbf{f}(\mathbf{x})=\mathbf{x}+\mathbf{d}(\lambda, \mathbf{x})$ on $\partial \Omega$. We now quote a well-known result ensuring that the deformation is injective.

Corollary 3.5. Suppose that for each $\lambda$, the mapping

$$
\begin{equation*}
\mathbf{x} \rightarrow \mathbf{x}+\mathbf{d}(\lambda, \mathbf{x}) \text { is injective on } \bar{\Omega} . \tag{28}
\end{equation*}
$$

Then for every $(\lambda, \mathbf{u}) \in \Sigma$, the deformation $\mathbf{f}(\mathbf{x})=\mathbf{x}+\mathbf{u}(\mathbf{x})$ is injective on $\bar{\Omega}$.
Proof. For a proof, see [4, Theorem 5.5-2].
4. Existence of unbounded branches. In this section we make additional, physically reasonable assumptions on the stored energy function $W$ sufficient to eliminate properties (A2) and (A3) of Theorem 3.3 on bounded solution branches, leading to the existence of unbounded solution branches to our problem. Specifically we henceforth assume that $W$ has the form

$$
\begin{equation*}
W(\mathbf{F}, \mathbf{G})=\hat{W}(\mathbf{F})+\epsilon h(\mathbf{F}, \mathbf{G})=\hat{W}(\mathbf{F})+\frac{\epsilon}{2} \mathbf{G}: \mathbf{A}(\mathbf{F})[\mathbf{G}] \tag{29}
\end{equation*}
$$

where $\mathbf{G} \in V, \mathbf{A}(\mathbf{F})$ is a sixth-order-tensor-valued function on $G L^{+}\left(\mathbb{R}^{3}\right)$, and $\epsilon>0$. We assume throughout that the second-gradient term is positive semidefinite, viz.,

$$
\begin{equation*}
h(\mathbf{F}, \mathbf{G}) \geq 0 \text { for all } \mathbf{F} \in G L^{+}\left(\mathbb{R}^{3}\right), \mathbf{G} \in V \tag{30}
\end{equation*}
$$

The specific quadratic form of the higher-gradient term in (29) is motivated, e.g., by the works of Triantafyllidis and Bardenhagen [27] and Hilgers and Pipkin [14], where $\epsilon$ is a small parameter representing a lattice length scale in the former and plate thickness in the latter. In this work $\epsilon$ plays no role. Nonetheless, we carry it along throughout as a reminder that (29) is useful in applications when $\epsilon$ is "small."

We now specialize our boundary value problem (6), (7) to (29) with null loading, i.e., $\lambda=0$ (cf. (1)):

$$
\begin{align*}
\nabla \cdot\left[-\epsilon \nabla \cdot \frac{\partial h}{\partial \mathbf{G}}+\left(\frac{\partial \hat{W}}{\partial \mathbf{F}}+\epsilon \frac{\partial h}{\partial \mathbf{F}}\right)\right] & =\mathbf{0} \text { in } \Omega \\
\mathbf{u} & =\mathbf{0} \text { on } \partial \Omega \\
\frac{\partial \mathbf{u}}{\partial n} & =\mathbf{0} \text { on } \partial \Omega \tag{31}
\end{align*}
$$

In view of (4), observe that $\mathbf{u} \equiv \mathbf{0}$ is a solution of (31). With two additional, physically reasonable hypotheses, it turns out that $\mathbf{u} \equiv \mathbf{0}$ is the only classical solution, i.e., the only solution in $C^{4}\left(\Omega, \mathbb{R}^{3}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$. The following is a special case of the main result in [21].

Proposition 4.1. Given (29) and (30), assume that

$$
\begin{equation*}
\hat{W}(\mathbf{I})<\hat{W}(\mathbf{F}) \text { for all } \mathbf{F} \in G L^{+}\left(\mathbb{R}^{3}\right)-S O(3) \tag{32}
\end{equation*}
$$

i.e., $\hat{W}(\mathbf{I})$ is the global minimum of $\hat{W}(\cdot)$. Furthermore, suppose that

$$
\begin{equation*}
\Omega \text { is a star-shaped domain. } \tag{33}
\end{equation*}
$$

Then $\mathbf{u} \equiv \mathbf{0}$ is the only classical solution of (31).
Remark. Condition (32) ensures that $\hat{W}(\cdot)$ is quasi-convex at $\mathbf{F}=\mathbf{I}$.
An immediate consequence of Proposition 4.1 is that the solution branch $\Sigma-$ $\{(0, \mathbf{0})\}$ has two disjoint components $\Sigma^{+} \subset(0, \infty) \times X$ and $\Sigma^{-} \subset(-\infty, 0) \times X$, separated by the hyperplane $\{0\} \times X$, which, in turn, implies the disjoint union

$$
\Sigma=\Sigma^{+} \cup \Sigma^{-} \cup\{(0, \mathbf{0})\}
$$

Corollary 4.2. Assume the hypotheses of Theorem 3.3 and Proposition 4.1. Then the solution branch $\Sigma$ is characterized by alternatives (A1) and/or (A3) of Theorem 3.3.

Now we show with certain constitutive hypotheses that the branch $\Sigma$ is unbounded. Here we list all of the assumptions sufficient to ensure the unboundedness of the branch.

Suppose that for some $\Psi: G L^{+}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$ and $\Gamma:(0, \infty) \rightarrow \mathbb{R}, \hat{W}$ admits the decomposition

$$
\hat{W}=\Psi(\mathbf{F})+\Gamma(\operatorname{det} \mathbf{F})
$$

for all $\mathbf{F} \in G L^{+}\left(\mathbb{R}^{3}\right)$,

$$
\begin{equation*}
\text { where } \Gamma(\operatorname{det} \mathbf{F}) \rightarrow \infty \text { as } \operatorname{det} \mathbf{F} \searrow 0 \tag{34}
\end{equation*}
$$

In addition, let

$$
\begin{gather*}
\Gamma \in C^{3}(0, \infty), \Psi \in C^{3}\left(G L^{+}\left(\mathbb{R}^{3}\right), \mathbb{R}\right) \cap C^{2}(U, \mathbb{R}) \\
\text { where } U=\left\{\mathbf{F} \in \overline{\left(G L^{+}\left(\mathbb{R}^{3}\right)\right)}:\|\mathbf{F}\|<\infty\right\} \tag{35}
\end{gather*}
$$

We further assume that

$$
\begin{equation*}
\Gamma^{\prime}(d)<0 \text { for } 0<d<d_{o}, \text { for some constant } d_{o}>0 \tag{36}
\end{equation*}
$$

We find it convenient to define the following quantities:

$$
\begin{equation*}
\mathbf{P}=W \mathbf{I}-\mathbf{F}^{T}\left[\frac{\partial W}{\partial \mathbf{F}}-\epsilon \nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right]-\epsilon \mathbf{G}^{T} \frac{\partial h}{\partial \mathbf{G}} \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\mathbf{P}}(\mathbf{F})=\hat{W} \mathbf{I}-\mathbf{F}^{T} \frac{d \hat{W}}{d \mathbf{F}} \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\mathbf{P}}(\mathbf{F})=\mathbf{F}^{T} \frac{d \Psi(\mathbf{F})}{d \mathbf{F}}-\Psi(\mathbf{F}) \mathbf{I} \text { for all } \mathbf{F} \in G L^{+}\left(\mathbb{R}^{3}\right) \tag{40}
\end{equation*}
$$

Lemma 4.3. If $(\lambda, \mathbf{u}) \in \Sigma$, with $J(\mathbf{x})=\operatorname{det} \mathbf{F}(\mathbf{x})$ for $\mathbf{x} \in \bar{\Omega}$, then

$$
\begin{equation*}
\nabla(\Phi \circ J)=\nabla \cdot \hat{\mathbf{P}}(\mathbf{F})+\mathbf{F}^{T} \mathbf{b}(\lambda, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u})+\epsilon \mathbf{F}^{T}\left[-\nabla \cdot\left(\nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right)+\nabla \cdot \frac{\partial h}{\partial \mathbf{F}}\right] \text { on } \bar{\Omega} \tag{41}
\end{equation*}
$$

Proof. Using (7), (29), and (38), we see that

$$
\begin{aligned}
\nabla \cdot \mathbf{P} & =\nabla \cdot W \mathbf{I}-\nabla \cdot\left[\mathbf{F}^{T}\left(\frac{\partial W}{\partial \mathbf{F}}-\epsilon \nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right)\right]-\epsilon \nabla \cdot\left[\mathbf{G}^{T} \frac{\partial h}{\partial \mathbf{G}}\right] \\
& =\mathbf{F}^{T}\left(\epsilon \nabla \cdot\left(\nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right)-\nabla \cdot \frac{\partial W}{\partial \mathbf{F}}\right)=\mathbf{F}^{T} \mathbf{b}
\end{aligned}
$$

By virtue of (39), this leads to

$$
\nabla \cdot \mathbf{P}=\nabla \cdot \tilde{\mathbf{P}}-\epsilon \mathbf{F}^{T}\left[\nabla \cdot \frac{\partial h}{\partial \mathbf{F}}-\nabla \cdot\left(\nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right)\right]=\mathbf{F}^{T} \mathbf{b}
$$

Observing that

$$
\frac{d \Gamma}{d \mathbf{F}}=\Gamma^{\prime}(J) J \mathbf{F}^{-T}
$$

we see using (34), (37), and (40) that $\tilde{\mathbf{P}}=-\hat{\mathbf{P}}(\mathbf{F})+\Phi(J) \mathbf{I}$. Thus,

$$
\nabla \cdot[-\hat{\mathbf{P}}(\mathbf{F})+\Phi(J) \mathbf{I}]-\epsilon \mathbf{F}^{T}\left[\nabla \cdot \frac{\partial h}{\partial \mathbf{F}}-\nabla \cdot\left(\nabla \cdot \frac{\partial h}{\partial \mathbf{G}}\right)\right]=\mathbf{F}^{T} \mathbf{b}
$$

and we obtain (41).
Remark 4.4. Note that (38) is a second-gradient version of the elastic energymomentum tensor. Also, (39) is the usual energy-momentum tensor for $\hat{W}$ deduced by Eshelby [7].

With these physically reasonable hypotheses in hand, we now show that $\Sigma$ corresponds to an unbounded branch of solution pairs to problem (6), (8).

Theorem 4.5. Let the hypotheses of Theorem 3.3, Corollary 3.5, Proposition 4.1, and Lemma 4.3 hold. In addition assume the constitutive hypotheses (34)-(36). Then $\Sigma$ is a branch of globally injective solution pairs of (6), (8) that is unbounded in $\mathbb{R} \times C^{4}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$.

Proof. We generalize the proof in [12] in the context of our higher-gradient problem. Assume for the sake of contradiction that $\Sigma$ is bounded in $\mathbb{R} \times C^{4}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$. Then (A3) holds. Let $\left\{\left(\lambda_{j}, \mathbf{u}_{j}\right)\right\} \subset \Sigma$. By the Schauder estimates for (19), $\left\{\left(\lambda_{j}, \mathbf{u}_{j}\right)\right\}$ is uniformly bounded in $Z$ (cf. (14)) and hence converges in $\mathbb{R} \times C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ by compact imbedding. We now write $\mathbf{f}_{j}=\mathbf{x}_{j}+\mathbf{u}_{\mathbf{j}}, \mathbf{F}_{j}=\mathbf{I}+\nabla \mathbf{u}_{j}, \mathbf{G}_{j}=\nabla \mathbf{F}_{j}, J_{j}=\operatorname{det} \mathbf{F}_{j}$ on $\bar{\Omega}$. Using the triangle inequality and the conclusion of Lemma 4.3, we get

$$
\begin{align*}
\| \nabla\left(\Phi \circ J_{j}\right) & \|\infty \leq\| \frac{d \mathbf{P}\left(\mathbf{F}_{j}\right)}{d \mathbf{F}} \nabla^{2} \mathbf{u}_{j}\left\|_{\infty}+\right\| \mathbf{F}_{j}^{\top} \mathbf{b}\left(\lambda_{j}, \mathbf{x}, \nabla \mathbf{u}_{j}, \mathbf{u}_{j}\right) \|_{\infty} \\
+ & \epsilon\left\|\mathbf{F}_{j}^{\top}\left(\nabla \cdot \frac{\partial h\left(\mathbf{F}_{j}, \mathbf{G}_{j}\right)}{\partial \mathbf{F}}-\nabla \cdot \nabla \cdot \frac{\partial h\left(\mathbf{F}_{j}, \mathbf{G}_{j}\right)}{\partial \mathbf{G}}\right)\right\|_{\infty} \tag{42}
\end{align*}
$$

where $\|\cdot\|_{\infty}$ denotes the supremum norm over $\bar{\Omega}$. By assumptions (35) and (37)-(40), the limit of the right-hand side of (42) is finite as $j \rightarrow \infty$. On the other hand, the left-hand side of (42) becomes unbounded as $j \rightarrow \infty$. To see this note that (27b) holds with $\left\|J_{j}\right\|_{\infty}$ bounded away from zero as $j \rightarrow \infty$. (This follows from Corollary 3.5 since $\operatorname{Vol}\left(\mathbf{f}_{j}(\bar{\Omega})\right)=\operatorname{Vol}(\bar{\Omega})$ for all j . On the other hand, if $J_{j} \rightarrow 0$ pointwise on $\bar{\Omega}$, then $\operatorname{Vol}\left(\mathbf{f}_{j}(\bar{\Omega})\right)=\int_{\Omega} J_{j} d V \rightarrow 0$ which is a contradiction.) Consequently there are distinct points $x_{0}$ and $x_{*} \in \bar{\Omega}$ such that $\Phi\left(J_{j}\left(\mathbf{x}_{o}\right)\right)$ remains bounded while $\Phi\left(J_{j}\left(\mathbf{x}_{*}\right)\right) \rightarrow \infty$ as $j \rightarrow \infty$. If we integrate $\nabla\left(\Phi \circ J_{j}\right)$ along any path in $\bar{\Omega}$ joining $\mathbf{x}_{o}$ and $\mathbf{x}_{*}$, we see from (34)-(40) that the left side of (42) grows without bound as $j \rightarrow \infty$. This is a contradiction, and we see that (A3) is possible only when $\Sigma$ is unbounded.
5. Concluding remarks. In practice (29) is often specialized further so that the sixth-order tensor-valued function $\mathbf{A}(\mathbf{F})$ is constant (i.e., independent of $\mathbf{F}$ ). In this case, it is not hard to show that the construction in section 3 is valid for $X$ as defined in (14) but with the $C^{1, \alpha}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ topology. In particular, this leads to a strengthened version of Theorem 4.5.

Although Theorem 4.5 guarantees the existence of solutions "in the large" ("far" from the reference configuration), the absence of a priori bounds precludes global
existence of solutions. More specifically, the unbounded solution branch $\Sigma \subset \mathbb{R} \times \mathcal{O}$ may "blow up" in $X$ for a finite value of the loading parameter $\lambda \in \mathbb{R}$. For the same reason it seems quite difficult to carry out the "singular limit of $\Sigma$ " as $\epsilon \searrow 0$, as in [10], [19] in a one-dimensional setting.

## Appendix. Spectral estimates.

Proposition A.1. For each $\mathbf{u} \in \mathcal{O}$ there exist positive constants $\epsilon, c_{1}, c_{2}$, independent of $\mu, \mathbf{h}, \lambda, \mathbf{u}$, such that

$$
\begin{equation*}
\|\mathbf{h}\|_{Z} \leq c_{1}|\mu|^{\frac{\alpha}{4}}\|(A(\mathbf{u})-\mu I)[\mathbf{h}]\|_{Y} \tag{43}
\end{equation*}
$$

for all $\mathbf{h} \in Z$, for all $\mu \in \mathbb{C}$ such that $|\arg (\mu)| \leq \frac{\pi}{2}+\epsilon$ and $|\mu| \geq c_{2}$. The mapping $I: Z \rightarrow Y$ is the identity map and $\alpha \in(0,1)$ is the Hölder exponent inherent in $Z$ and $Y$.

Proof. We follow the approach of Agmon [1] in the $L^{p}$ setting. First we set $A(\mathbf{u}) \equiv A$, introduce a new variable $t$, and set $D_{t}=\frac{\partial}{\partial t}$. Consider the operator

$$
\begin{equation*}
\mathcal{L}=A-e^{i \theta} D_{t}^{4} \tag{44}
\end{equation*}
$$

For $|\theta| \leq \frac{\pi}{2}+\epsilon, \mathcal{L}$ is an elliptic operator of order 4 in the closure of the cylindrical domain $\Gamma=\{(\mathbf{x}, t): \mathbf{x} \in \bar{\Omega}, t \in \mathbb{R}\}$, where $\epsilon$ depends on the constants in the definition of uniform ellipticity, and the complementing condition is satisfied for Dirichlet boundary conditions. Now we define

$$
\mathbf{v}(\mathbf{x}, t)=\zeta(t) e^{i \nu t} \mathbf{h}(\mathbf{x}), \nu \in \mathbb{R}, \text { and } \nu>0
$$

and define $\Gamma_{r}=\bar{\Omega} \times[-r, r] \subset \mathbb{R}^{4}$, or the part of $\Gamma$ in $|t|<r$, where $\zeta(t)$ is some fixed $C^{\infty}$ function such that

$$
\zeta(t)= \begin{cases}0 & \text { for }|t| \geq 2  \tag{45}\\ 1 & \text { for }|t| \leq 1\end{cases}
$$

Applying the a priori estimate from Theorem 9.3 in [2] to $\mathbf{v}$, we obtain

$$
\begin{equation*}
\|\mathbf{v}\|_{4, \alpha ; \Gamma_{2}} \leq c\left(\|\mathcal{L} \mathbf{v}\|_{0, \alpha ; \Gamma_{2}}+\|\mathbf{v}\|_{0, \alpha ; \Gamma_{2}}\right) \tag{46}
\end{equation*}
$$

for a constant $c>0$.
Using (44),

$$
\begin{equation*}
\mathcal{L} \mathbf{v}=\zeta(t) e^{i \nu t}\left(A-\nu^{4} e^{i \nu t} I\right) \mathbf{h}(\mathbf{x})+e^{i(\theta+\nu t)}\left[\sum_{k=0}^{3}\binom{4}{k} D_{t}^{4-k} \zeta(t) i^{k} \nu^{k}\right] \mathbf{h}(\mathbf{x}) \tag{47}
\end{equation*}
$$

Since $\mathbf{v}(\mathbf{x}, t)=e^{i \nu t} \mathbf{h}(\mathbf{x})$ for $|t| \leq 1$ we obtain from (46)

$$
\begin{align*}
\left\|e^{i \nu t} \mathbf{h}(\mathbf{x})\right\|_{4, \alpha ; \Gamma_{1}} & \leq\|\mathbf{v}\|_{4, \alpha ; \Gamma_{2}}  \tag{48}\\
& \leq c\left\|\zeta(t) e^{i \nu t}\left(A-\nu^{4} e^{i \nu t} I\right) \mathbf{h}(\mathbf{x})\right\|_{0, \alpha ; \Gamma_{2}}  \tag{49}\\
& +c\left\|e^{i(\theta+\nu t)}\left[\sum_{k=0}^{3}\binom{4}{k} D_{t}^{4-k} \zeta(t) i^{k} \nu^{k}\right] \mathbf{h}(\mathbf{x})\right\|_{0, \alpha ; \Gamma_{2}}  \tag{50}\\
& +c\left\|\zeta(t) e^{i \nu t} \mathbf{h}(\mathbf{x})\right\|_{0, \alpha ; \Gamma_{2}} \tag{51}
\end{align*}
$$

Since $e^{i \nu t}$ is Hölder continuous, the inequality

$$
\begin{equation*}
\left\|\zeta(t) e^{i \nu t} \mathbf{h}(\mathbf{x})\right\|_{0, \alpha ; \Gamma_{2}} \leq c_{3} \nu^{\alpha}\|\mathbf{h}\|_{0, \alpha ; Y} \tag{52}
\end{equation*}
$$

follows if we take $\nu$ sufficiently large.
Similarly,

$$
\begin{equation*}
\left\|e^{i(\theta+\nu t)}\left[\sum_{k=0}^{3}\binom{4}{k} D_{t}^{4-k} \zeta(t) i^{k} \nu^{k}\right] \mathbf{h}(\mathbf{x})\right\|_{0, \alpha ; \Gamma_{2}} \leq c_{4} \sum_{k=0}^{3} \nu^{\alpha+k}\|\mathbf{h}\|_{0, \alpha ; Y} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\zeta(t) e^{i \nu t}\left(A-\nu^{4} e^{i \theta} I\right) \mathbf{h}\right\|_{0, \alpha ; \Gamma_{2}} \leq c_{3} \nu^{\alpha}\left\|\left(A-\nu^{4} e^{i \theta} I\right) \mathbf{h}\right\|_{0, \alpha ; Y} \tag{54}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\left\|e^{i \nu t}\right\|_{4, \alpha ; \Gamma_{1}} & \geq\|\mathbf{h}\|_{4}+c_{5}\left(\sum_{k=0}^{3}\binom{4}{k} \nu^{k}\left[e^{i \nu t} D_{x}^{4-k} \mathbf{h}(\mathbf{x})\right]_{0, \alpha ; \Gamma_{2}}\right)  \tag{55}\\
& \geq c_{6}\left(\|\mathbf{h}\|_{0, \alpha, Z}+\sum_{k=1}^{4} \nu^{k}\|\mathbf{h}\|_{4-k, \alpha, Z}\right)  \tag{56}\\
& =c_{6} \sum_{k=0}^{4} \nu^{k}\|\mathbf{h}\|_{4-k, \alpha ; Z} \tag{57}
\end{align*}
$$

Therefore, using equations (48)-(51), (53), (54), and (55)-(57), we get

$$
\begin{equation*}
\sum_{k=0}^{4} \nu^{k}\|\mathbf{h}\|_{4-k, \alpha ; Z} \leq c_{1} \nu^{\alpha}\left[\left\|\left(A-\nu^{4} e^{i \theta} I\right) \mathbf{h}\right\|_{0, \alpha ; Y}+\sum_{k=0}^{3} \nu^{k}\|\mathbf{h}\|_{0, \alpha ; Y}\right] \tag{58}
\end{equation*}
$$

For $\nu$ sufficiently large, we may disregard the last term on the right-hand side, since it is dominated by the terms on the left-hand side. If we set $\mu=\nu^{4} e^{i \theta}$, then

$$
\sum_{k=0}^{4}|\mu|^{\frac{k-4}{4}}\|\mathbf{h}\|_{k, \alpha ; Z} \leq c_{1}|\mu|^{\frac{\alpha}{4}}\|(A-\mu I) \mathbf{h}\|_{0, \alpha ; Y}
$$

and (43) follows.
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#### Abstract

Monotone traveling waves have been shown to exist for a broad class of nonlocal bistable evolution equations. In this note we examine the spectrum of the operator obtained by linearizing about such a traveling wave and hence show that these waves are exponentially asymptotically stable, up to translation.
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1. Introduction. Perhaps the most familiar mathematical model for the evolution of phase boundaries in material science is the second order Allen-Cahn equation:

$$
\begin{equation*}
u_{t}=D u_{x x}+f(u) \tag{1.1}
\end{equation*}
$$

where $D>0, f$ is a bistable function, i.e., $f$ has exactly three roots, say, $u= \pm 1$ and $u=a \in(-1,1)$ with $f^{\prime}( \pm 1)<0<f^{\prime}(a)$. It is well known that (1.1) has a traveling wave solution connecting $u=1$ and $u=-1$, a solution of the form $u(x, t)=\phi(x-c t)$ for some constant $c$, and smooth function $\phi$ satisfying $\phi( \pm \infty)= \pm 1$. It is also known that the wave profile $\phi$ is monotone, it is unique up to translation, and it is exponentially asymptotically stable (see, e.g., [17]). This stability is in the sense that a perturbation leads to a solution converging to a translate of the wave. That result may be proved in various ways, one of which is by transforming (1.1) according to a frame moving with speed $c$ and showing that the operator obtained by linearizing at $\phi$ has spectrum in the left half-plane, bounded away from the imaginary axis except for an algebraically simple eigenvalue at zero. The stability then follows from the spectral information by using abstract semigroup theory and invariant manifold/foliation results (see, e.g., [7] or [8] and [9]).

In many biological and physical settings, diffusion is not the only mechanism by which the state at one location affects the state at other locations, and it is appropriate to include in the mathematical model certain nonlocal interaction terms. Furthermore, there may be several types of long-range interactions acting at differing length scales. Thus, the reaction-diffusion equation (1.1) is replaced by a more general scalar evolution equation of the form

$$
\begin{equation*}
u_{t}-D u_{x x}-F\left(u, J_{1} * s^{1}(u), \ldots, J_{n} * s^{n}(u)\right)=0 \tag{1.2}
\end{equation*}
$$

for all $x \in \mathbb{R}$ and $t \in \mathbb{R}^{+}$. Here $D \geq 0$ is a constant, $J * v(x, t)=\int_{\mathbb{R}} J(x-y)$ $v(y, t) d y$ is spatial convolution, the kernels $J_{i}$ are of class $C^{1}(\mathbb{R})$ and nonnegative,

[^5]and $s^{i}$ are smooth functions, $i=1,2, \ldots, n$. It is further assumed that $\bar{f}(u) \equiv$ $F\left(u, s^{1}(u), \ldots, s^{n}(u)\right)$ is a smooth bistable function.

Besides the Allen-Cahn equation given above, (1.2) includes its nonlocal version, which has been the subject of several recent studies (e.g., [1], [2], [3], [4], [5], [6], [18]),

$$
\begin{equation*}
u_{t}-\lambda(J * u-u)-f(u)=0 \tag{1.3}
\end{equation*}
$$

Here $f(u)$ is a bistable function, $\lambda>0, J(x) \geq 0$, and $\int_{\mathbb{R}} J=1$.
Other physical or biological models are included in (1.2). Some identified by Chen [12] and others may be of particular interest:

- continuum limit of an interacting particle system with Glauber dynamics and Kac potential (see [15]),

$$
u_{t}=\tanh (\beta J * u+h)-u
$$

where $\beta>1$ is the reciprocal of absolute temperature and $h$ is an external field;

- excitatory neural model (see [16]),

$$
u_{t}=-u+J * S(u)
$$

where $S \in C^{1}(\mathbb{R})$ satisfies $S^{\prime}(\cdot)>0$ in $[0,1], S(0)=0, S^{\prime}(0)<1, S(1)=1$, and $S^{\prime}(1)<1$;

- thalamic model (see [13]),

$$
u_{t}=-\beta u+\alpha(1-u) H^{\epsilon}(J * S(u)-\theta)
$$

where $\alpha$ and $\beta$ are positive constants, $H^{\epsilon}$ is a smooth approximation of the Heaviside function, $S^{\prime}>0$, and $\theta \in(S(0), S(1))$ is a parameter.
Existence, uniqueness, and stability of a monotone traveling wave connecting the stable homogeneous states for the nonlocal Allen-Cahn equation (1.3) were established in [6] and for the general equation (1.2) in [12] (see also [11] for the nonautonomous almost periodic case). In those works comparison methods were used to show stability. However, the spectral theory for the operator obtained by linearizing (1.2) at the traveling wave, needed for perturbation results or more precise rates of convergence, is lacking. The purpose of this note is to address this issue.

Suppose $u(x, t)=\phi\left(x-c_{0} t\right)$ is a traveling wave solution of (1.2) satisfying $\phi( \pm \infty)= \pm 1$. Let $\xi=x-c_{0} t$. Then $\left(\phi, c_{0}\right)$ satisfies

$$
\begin{equation*}
D \phi^{\prime \prime}+c_{0} \phi^{\prime}+F\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right)=0 \text { and } \phi( \pm \infty)= \pm 1 \tag{1.4}
\end{equation*}
$$

for all $\xi \in \mathbb{R}$.
Let $\mathcal{L}=\mathcal{L}\left(\phi, c_{0}\right)$ be the linearized operator about the traveling wave $\phi$, defined by

$$
\begin{align*}
\mathcal{L} \psi= & D \psi^{\prime \prime}+c_{0} \psi^{\prime}+F_{u}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) \psi \\
& +\sum_{i=1}^{n} F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) \cdot J_{i} *\left(s_{u}^{i}(\phi) \psi\right) \tag{1.5}
\end{align*}
$$

on $D(\mathcal{L})$ to be specified in section 2 . We prove that the spectrum of $\mathcal{L}$ consists of 0 , the principle eigenvalue due to the translation invariance of the traveling waves, and the rest of it is located in the left half-plane bounded away from the imaginary axis.

As indicated above, an immediate consequence of this result is the exponential stability of traveling wave solutions. The conclusion derived from the spectral result contained in this paper when combined with the abstract theorems of [7], [8], and [9] gives more than exponential asymptotic stability, up to translation, of the traveling wave. In fact, one may conclude that the dynamics in a tubular neighborhood of the one-dimensional manifold formed by translates of the wave in the infinite dimensional phase space is foliated with codimension-one invariant stable manifolds. The leaves are transverse to the one-dimensional manifold and the dynamics is that of exponential decay to the base point, which is a suitable translate of the wave.

Even more can be said. Since the spectrum perturbs continuously, for interaction kernels $\tilde{J}_{i}$ near $J_{i}$ but not necessarily positive, the same result holds. This is immediate from the theorems in [10] whereby the one-dimensional manifold persists as an invariant manifold, which will consist of stationary states if the $\tilde{J}_{i}$ are translation invariant but may have slow dynamics otherwise, with a neighborhood foliated with an invariant family of codimension-one stable manifolds with base point on the onedimensional manifold. Comparison methods used in [12] are not applicable directly to obtain similar information when the interaction kernels are perturbed in this way.
2. Assumptions and main result. For $f, J_{i}$, and $s$, the following assumptions are made in [12]:
$\left(\mathbf{A}_{1}\right) J_{i}(\cdot) \in C^{1}(\mathbb{R})$ and satisfies $J_{i}(\cdot) \geq 0, \int_{\mathbb{R}} J_{i}(y) d y=1$, and $\int_{\mathbb{R}}\left|J_{i}^{\prime}(y)\right| d y<\infty$, for $i=1,2, \ldots, n$. Furthermore, $\operatorname{supp} J_{1} \bigcap(0, \infty) \neq \emptyset \neq \operatorname{supp} J_{1} \bigcap(-\infty, 0)$.
$\left(\mathbf{A}_{2}\right) F(u, p)=F\left(u, p_{1}, \ldots, p_{n}\right)$ and $s^{1}(u), \ldots, s^{n}(u)$ are smooth functions satisfying $F_{p_{i}}(u, p) \geq 0, s_{u}^{i}(u) \geq 0$, for all $(u, p) \in\left[-1-\delta_{0}, 1+\delta_{0}\right] \times \prod_{i=1}^{n}\left[s^{i}(-1-\right.$ $\left.\left.\delta_{0}\right), s^{i}\left(1+\delta_{0}\right)\right]$, and $i=1,2, \ldots, n$, where $\delta_{0}$ is a positive constant. Furthermore, we assume $\bar{f}(\cdot)=F\left(\cdot, s^{1}(\cdot), \ldots, s^{n}(\cdot)\right)$ is bistable, i.e., it has exactly three zeros $\pm 1$ and an intermediate point $q$; and there exists an interval $\left[\alpha_{1}, \alpha_{2}\right] \subset(-1,1)$ containing $q$ such that $\bar{f}^{\prime}(u) \geq 0$ for $u \in\left[\alpha_{1}, \alpha_{2}\right]$ and $\bar{f}^{\prime}(u)<0$ for $u \notin\left[\alpha_{1}, \alpha_{2}\right]$.
$\left(\mathbf{A}_{3}\right)$ Either (i) $D>0$, or (ii) $F_{u}(u, p)<0$ and $F_{p_{1}}(u, p) s_{u}^{1}(u)>0$ on $\left[-1-\delta_{0}, 1+\right.$ $\left.\delta_{0}\right] \times \prod_{i=1}^{n}\left[s^{i}\left(-1-\delta_{0}\right), s^{i}\left(1+\delta_{0}\right)\right]$ for some $i \in\{1,2, \ldots, n\}$.
The following theorem is proved in [12] (see also [11]).
Theorem 2.1. Assume that $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{3}\right)$ hold. Then
(a) (1.2) admits a traveling wave solution $\left(\phi, c_{0}\right)$ satisfying $\phi( \pm \infty)= \pm 1$,
(b) $\phi$ is strictly increasing and of class $C^{1}$,
(c) the traveling wave solution of (1.2) is unique modulo spatial translation,
(d) the traveling wave and its translates are an asymptotically stable family with asymptotic phase.
Let $\left(\phi, c_{0}\right)$ be a traveling wave solution obtained in Theorem 2.1. We are going to study the spectrum of the linearized operator $\mathcal{L}$ about the traveling wave solution ( $\phi, c_{0}$ ) satisfying (1.4).

Let

$$
X_{0}=\left\{u \in C(\mathbb{R}): \lim _{|x| \rightarrow \infty} u(x)=0\right\}
$$

and $\mathcal{L}$ be the linearized operator about the traveling wave $\left(\phi, c_{0}\right)$ as defined in (1.5) with domain $D(\mathcal{L})$, where $D(\mathcal{L})=\left\{u \in X_{0}: u^{\prime}, u^{\prime \prime} \in X_{0}\right\}$ if $D>0 ; D(\mathcal{L})=\{u \in$ $\left.X_{0}: u^{\prime} \in X_{0}\right\}$ if $D=0$ and $c_{0} \neq 0$; and $D(\mathcal{L})=X_{0}$ if $D=0$ and $c_{0}=0$.

Let us define a normal point for an operator $\mathcal{L}$ on a Banach space to be any complex number which is in the resolvent set $\rho(\mathcal{L})$ or is an isolated eigenvalue of $\mathcal{L}$ of
finite multiplicity. The complement of the set of normal points is called the essential spectrum of $\mathcal{L}$ and is denoted by $\sigma_{\text {ess }}(\mathcal{L})$. The following is the main result of this section.

Theorem 2.2.
(i) $\{\lambda: \operatorname{Re} \lambda \geq 0, \lambda \neq 0\} \subset \rho(\mathcal{L})$.
(ii) 0 is an algebraically simple eigenvalue with a positive eigenfunction $\phi^{\prime}$.
(iii) $\sigma_{\text {ess }}(\mathcal{L}) \subset\left\{\lambda: \operatorname{Re} \lambda<-\gamma_{0}\right\}$, where $\gamma_{0}>0$ is a constant.
(iv) The adjoint operator $\mathcal{L}^{*}$ has a positive eigenfunction corresponding to the simple eigenvalue 0.
An immediate consequence of this is the following (see [20]).
Corollary 2.3.
(i) The traveling wave solution $\phi\left(x-c_{0} t\right)$ and its translates is an exponentially stable family with asymptotic phase.
(ii) There exist positive constants $\gamma$ and $C$ such that

$$
\left\|e^{\mathcal{L} t} u\right\| \leq C e^{-\gamma t}\|u\|
$$

for all $u$ in the range of $\mathcal{L}$.
3. Proof of Theorem 2.2. We divide the proof of the theorem into several lemmas. We will apply comparison principle and perturbation theory to estimate the spectrum. First we need the following comparison principle (see also [11] and [12]). Here we will be assuming that $t_{0}>\tau$ are fixed times, $D \geq 0$ and $c_{0}$ are constant, $R_{1}$ is an open set and $R_{2}=\mathbb{R} \backslash R_{1}$ is the complement of $R_{1}, K_{0}(x, t) \in L^{\infty}(\mathbb{R} \times$ $\left.\left[\tau, t_{0}\right]\right), \hat{J}$ is an integral operator with nonnegative kernel $\hat{J}(x, y, t)$, i.e., $(\hat{J} u)(x, t)=$ $\int_{\mathbb{R}} \hat{J}(x, y, t) u(y, t) d y$, and $\hat{J}(x, y, t) \geq 0$ satisfies $\operatorname{ess}_{\sup }^{x \in \mathbb{R}}$ $t \in\left[\tau, t_{0}\right] \int_{\mathbb{R}} \hat{J}(x, y, t) d y<\infty$. Furthermore, $J_{1}$ is that mentioned in $\left(\mathrm{A}_{1}\right)$.

Lemma 3.1 (comparison principle). Assume that $u \in C^{1}\left(\left[\tau, t_{0}\right], L^{\infty}(\mathbb{R})\right)$ and that $u \in C\left(\left[\tau, t_{0}\right], W^{1, \infty}\left(R_{1}\right)\right)$ if $D=0$ and $c_{0} \neq 0$ and $u \in C^{1,2}\left(\left(\tau, t_{0}\right] \times R_{1}\right)$ if $D \neq 0$. Suppose that $u(x, t) \geq 0$ for all $t \in\left[\tau, t_{0}\right]$ and almost all $x \in R_{2}$ and $u(x, t)$ satisfies

$$
\begin{equation*}
u_{t}-D u_{x x}-c_{0} u_{x}-K_{0}(x, t) u-(\hat{J} u)(x, t) \geq 0 \tag{3.1}
\end{equation*}
$$

for all $t \in\left(\tau, t_{0}\right]$ and almost all $x \in R_{1}$. If $u(x, \tau) \geq 0$ for almost all $x \in \mathbb{R}$, then $u(x, t) \geq 0$ for all $t \in\left[\tau, t_{0}\right]$ and almost all $x \in \mathbb{R}$. Moreover, if $\hat{J}(x, y, t) \geq c_{1} J_{1}(x-y)$ for some $c_{1}>0$, and $u(\cdot, \tau) \neq 0$ in $L^{\infty}(\mathbb{R})$, then $u(x, t)>0$ for all $t \in\left(\tau, t_{0}\right]$ and almost all $x \in R_{1}$.

Proof. We may assume $\tau=0$. Let $\bar{u}(x, t)=u\left(x-c_{0} t, t\right)$. Then $\bar{u}(x, t)$ satisfies (3.1) on $\bar{R}_{1}$ with $c_{0}=0, K_{0}(x, t)$ replaced by $\bar{K}_{0}(x, t)=K_{0}\left(x-c_{0} t, t\right)$ and $\hat{J}(x, y, t)$ replaced by $\bar{J}(x, y, t)=\hat{J}\left(x-c_{0} t, y-c_{0} t, t\right)$, where $\bar{R}_{1}=\left\{(x, t) \mid\left(x-c_{0} t, t\right) \in\right.$ $\left.R_{1} \times\left[0, t_{0}\right]\right\}$.

By assumption, ess $\inf _{x \in \mathbb{R}} \bar{u}(x, t)$ is continuous. If the first conclusion of the lemma is not true, then there exist constants $\epsilon>0, T \in\left(0, t_{0}\right]$ such that $\bar{u}(x, t)>-\epsilon e^{2 K t}$ for all $0<t<T$ and almost all $x \in \mathbb{R}$, and $\operatorname{essinf}_{x \in \mathbb{R}} \bar{u}(x, T)=-\epsilon e^{2 K T}$, where

$$
\begin{equation*}
K=D+\left\|K_{0}\right\|_{L^{\infty}}+{\operatorname{ess} \sup _{x \in \mathbb{R}}} \int_{t \in\left[0, t_{0}\right]} \int_{\mathbb{R}} \hat{J}(x, y, t) d y \tag{3.2}
\end{equation*}
$$

Therefore, there exist an interval $[a, b]$ and a set $S_{0} \subset[a, b]$ with positive Lebesgue measure such that $\bar{u}(x, T) \leq-\frac{15}{16} \epsilon e^{2 K T}$ for $x \in S_{0}$. Let $z(x)$ be a smooth function such that $z(x)=\min _{x \in \mathbb{R}} z(x)=1$ for $x \in[a, b], \sup _{x \in \mathbb{R}} z(x)=z( \pm \infty)=3,\left|z^{\prime}(x)\right| \leq 1$, and
$\left|z^{\prime \prime}(x)\right| \leq 1$. Define $w_{\sigma}(x, t)=-\epsilon\left(\frac{3}{4}+\sigma z(x)\right) e^{2 K t}$ for $\sigma \in[0,1]$. Since $w_{\frac{1}{4}}(x, t) \leq$ $\bar{u}(x, t)$ for $0 \leq t \leq T$ and almost all $x \in \mathbb{R}$, and $w_{\frac{1}{8}}(x, T)>\bar{u}(x, T)$ for $x \in S_{0}$, there is a minimum $\sigma^{*} \in\left(\frac{1}{8}, \frac{1}{4}\right]$ such that $w_{\sigma^{*}}(x, t) \leq \bar{u}(x, t)$ for $t \in[0, T]$ and almost all $x \in \mathbb{R}$. We claim that there exist $\left(x_{n}, t_{n}\right) \in \bar{R}_{1}$ and $\left(\bar{x}_{0}, \bar{t}_{0}\right)$ such that inequality (3.1), with $u, K_{0}, \hat{J}$ replaced by $\bar{u}, \bar{K}_{0}, \bar{J}$, respectively, holds for $\left(x_{n}, t_{n}\right) ; \lim _{n \rightarrow \infty}\left(x_{n}, t_{n}\right)=$ $\left(\bar{x}_{0}, \bar{t}_{0}\right) ; \lim _{n \rightarrow \infty}\left\{\bar{u}\left(x_{n}, t_{n}\right)-w_{\sigma^{*}}\left(x_{n}, t_{n}\right)\right\}=0$, the essential infimum of $\bar{u}(x, t)-$ $w_{\sigma^{*}}(x, t)$ on $\mathbb{R} \times[0, T]$; and $\lim _{n \rightarrow \infty}\left(\bar{u}-w_{\sigma^{*}}\right)_{t}\left(x_{n}, t_{n}\right) \leq 0$. If $D>0$, we also have $\lim _{n \rightarrow \infty}\left(\bar{u}-w_{\sigma^{*}}\right)_{x x}\left(x_{n}, t_{n}\right) \geq 0$.

We first prove the claim for $D=0$. Let $v(x, t)=\bar{u}(x, t)-w_{\sigma^{*}}(x, t)$ and $\rho(t)=$ $\operatorname{ess}^{\inf }{ }_{x \in \mathbb{R}} v(x, t)$. Then $\rho(0)>0$. Let $\bar{t}_{0}=\max \left\{t \in\left(0, t_{0}\right]: \rho(\tau)>0\right.$ for all $0 \leq \tau<$ $t\}$. Note that $w_{\sigma^{*}}( \pm \infty, t) \leq-\frac{9}{8} \epsilon e^{2 K t}<\bar{u}(x, t)$ and $\bar{u}(x, t)>w_{\sigma^{*}}(x, t)$ for $t \in(0, T]$ and almost all $x \in R_{2}+c_{0} t$. For each $t<\bar{t}_{0}$, since $\rho\left(\bar{t}_{0}\right)=0<\rho(t)$, there is a uniformly bounded set $A\left(\bar{t}_{0}, t\right) \subset R_{1}+c_{0} t$ of positive Lebesgue measure such that $v\left(x, \bar{t}_{0}\right) \leq \rho(t)$ and inequality (3.1), with $u, K_{0}, \hat{J}$ replaced by $\bar{u}, \bar{K}_{0}, \bar{J}$, respectively, holds for all $x \in A\left(\bar{t}_{0}, t\right)$. Therefore, for $\bar{t}_{n}=\bar{t}_{0}-\frac{1}{n}$, we have $0 \leq v\left(x, \bar{t}_{n}\right)-v\left(x, \bar{t}_{0}\right)=$ $\int_{0}^{1} v_{t}\left(x, \bar{t}_{0}+s\left(\bar{t}_{n}-\bar{t}_{0}\right)\right) d s\left(\bar{t}_{n}-\bar{t}_{0}\right)$ for $x \in A\left(\bar{t}_{0}, \bar{t}_{n}\right)$. Therefore, there exist $t_{n} \in\left(\bar{t}_{n}, \bar{t}_{0}\right)$ and a bounded sequence $x_{n} \in A\left(\bar{t}_{0}, \bar{t}_{n}\right)$ such that $v_{t}\left(x_{n}, t_{n}\right) \leq 0$. After taking a subsequence of $x_{n}$ we may assume that the limit of $x_{n}$ exists: call it $\bar{x}_{0}$. Then $v\left(x_{n}, t_{n}\right) \leq\left|v\left(x_{n}, \bar{t}_{0}\right)\right|+\left|v\left(x_{n}, t_{n}\right)-v\left(x_{n}, \bar{t}_{0}\right)\right| \leq\left|v\left(x_{n}, \bar{t}_{0}\right)\right|+\left\|v_{t}\right\|_{L^{\infty}(\mathbb{R})}\left(\bar{t}_{0}-t_{n}\right) \rightarrow 0$, where we have used the fact that $\left|v\left(x_{n}, \bar{t}_{0}\right)\right| \leq \rho\left(\bar{t}_{n}\right) \rightarrow 0$.

If $D>0,\left(x_{n}, t_{n}\right)$ can be chosen as the minimum point of $\bar{u}(x, t)-w_{\sigma^{*}}(x, t)$ in $\mathbb{R} \times[0, T]$. This proves the claim.

Therefore,

$$
\begin{aligned}
0 & \geq \lim _{n \rightarrow \infty}\left(\bar{u}-w_{\sigma^{*}}\right)_{t}\left(x_{n}, t_{n}\right)-\lim _{n \rightarrow \infty} D\left(\bar{u}-w_{\sigma^{*}}\right)_{x x}\left(x_{n}, t_{n}\right) \\
& \geq \liminf _{n \rightarrow \infty}(\bar{J} \bar{u})\left(x_{n}, t_{n}\right)+\epsilon e^{2 K \bar{t}_{0}}\left[2 K\left(\sigma^{*} z\left(\bar{x}_{0}\right)+\frac{3}{4}\right)+D \sigma^{*} z^{\prime \prime}\left(\bar{x}_{0}\right)\right]+\left\|K_{0}\right\|_{L^{\infty}} w_{\sigma^{*}}\left(\bar{x}_{0}, \bar{t}_{0}\right) \\
& \geq \epsilon e^{2 K \bar{t}_{0}}\left[\frac{7}{4} K-\frac{1}{4} D-\frac{3}{2}\left\|K_{0}\right\|_{L^{\infty}}-\frac{3}{2} \underset{\substack{x \in \mathbb{R} \\
t \in\left[0, t_{0}\right]}}{\operatorname{esssup}} \int_{-\infty}^{+\infty} \hat{J}(x, y, t) d y\right]>0,
\end{aligned}
$$

which is a contradiction. Therefore $u(x, t) \geq 0$ for almost all $x \in \mathbb{R}$ and $t \in\left[\tau, t_{0}\right]$.
For the conclusion of the last part of the lemma, if $D>0$, it follows from the comparison principle of parabolic equations [19]. If $D=0$, let $\bar{v}(x, t)=e^{K t} \bar{u}(x, t)$. Then we have $\bar{v}_{t}(x, t) \geq c_{1} J_{1} * \bar{v}(x, t)$ for $(x, t) \in \bar{R}_{1}$ since $u(x, t) \geq 0$. Therefore, $\bar{v}(x, t) \geq c_{1}\left(t-t_{*}\right) J_{1} * \bar{v}\left(x, t_{*}\right)$, where $t_{*}$ is any number less than t such that $\left(x, t_{*}\right) \in$ $\bar{R}_{1}$. After the $N$ th iteration, we have $\bar{v}(x, t) \geq \frac{\left(c_{1}\left(t-t_{*}\right)\right)^{N}}{N!} J_{1} * \cdots * J_{1} * \bar{v}\left(x, t_{*}\right)$. We first consider the first case for $x$ where $t_{*}$ can be chosen to be 0 . We have $\bar{v}(x, t) \geq \frac{\left(c_{1}\left(t-t_{*}\right)\right)^{N}}{N!} J_{1} * \cdots * J_{1} * \bar{u}(x, 0)$. If $u(x, 0) \neq 0$ in $L^{\infty}(\mathbb{R})$, we can choose $N$ large enough such that $J_{1} * \cdots * J_{1} * u(x, 0)>0$. Therefore, we have $\bar{v}(x, t)>0$. The rest of the case is reduced to prove that $\bar{v}\left(x, t_{*}\right)>0$ on a set in $R_{1}+c_{0} t_{*}$ with positive measure. After finite steps of reduction, with different choices of $x$ and $t_{*}$, it can be reduced to the first case. This completes the proof.

We are going to use perturbation theory to estimate the essential spectrum of $\mathcal{L}$. First, let $\zeta$ be a smooth function satisfying $\zeta(x)=0$ for $x \leq-1, \zeta(x)=1$ for $x \geq 1$, and $\zeta^{\prime}(x)>0$ for $x \in(-1,1)$. Let

$$
\begin{equation*}
h(\cdot)=\bar{f}^{\prime}(-1)(1-\zeta(\cdot))+\bar{f}^{\prime}(1) \zeta(\cdot), \tag{3.3}
\end{equation*}
$$

where $\bar{f}$ is defined in $\left(\mathrm{A}_{2}\right)$. Note that $\bar{f}^{\prime}( \pm 1)<0$, by assumption $\left(\mathrm{A}_{2}\right)$. Consider the operator $\mathcal{L}_{0} \psi$ on $X_{0}$ with domain $D\left(\mathcal{L}_{0}\right)=D(\mathcal{L})$ defined by

$$
\begin{equation*}
\mathcal{L}_{0} \psi=D \psi^{\prime \prime}+c_{0} \psi^{\prime}+h \psi+\sum_{i=1}^{n} k_{i}\left(J_{i} * \psi-\psi\right) \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{i}(\cdot)=F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) s_{u}^{i}(\phi)(\cdot) \tag{3.5}
\end{equation*}
$$

for $i=1, \ldots, n$. We also define

$$
\begin{equation*}
k_{0}(\cdot)=F_{u}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right)(\cdot) \tag{3.6}
\end{equation*}
$$

for later use. We want to show that $\sigma_{\text {ess }}(\mathcal{L})=\sigma_{\text {ess }}\left(\mathcal{L}_{0}\right)$ if $D>0$ or $c_{0} \neq 0$. First we prove the next lemma.

Lemma 3.2. For $\lambda \in \mathbb{C}$ satisfying $\operatorname{Re} \lambda>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}$, the operator $\lambda-\mathcal{L}_{0}: D\left(\mathcal{L}_{0}\right) \rightarrow X_{0}$ is injective.

Proof. Let $\lambda=\alpha+i \beta \in \mathbb{C}$ with $\alpha>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(1)\right\}$ and let $u(x)=u^{1}(x)+$ $i u^{2}(x) \in D\left(\mathcal{L}_{0}\right)$ be a solution of $\mathcal{L}_{0} u=\lambda u$. We will prove that $u \equiv 0$.

Consider the Cauchy problem

$$
\begin{align*}
& v_{t}=\mathcal{L}_{0} v-\alpha v  \tag{3.7}\\
& v(x, 0)=u^{1}(x) \tag{3.8}
\end{align*}
$$

It has a unique solution $v(x, t)=u^{1}(x) \cos \beta t-u^{2}(x) \sin \beta t$.
On the other hand, since $\alpha>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}$, we can choose a constant $\rho_{0}>0$ such that $\alpha>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}+\rho_{0}$. Let $\bar{v}(t)=\max _{x \in \mathbb{R}}|u(x)| e^{-\rho_{0} t}$. Then

$$
\bar{v}_{t}-\mathcal{L}_{0} \bar{v}+\alpha \bar{v}=\left(-\rho_{0}-h(x)+\alpha\right) \bar{v} \geq\left(\alpha-\rho_{0}-\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}\right) \bar{v}>0
$$

By the comparison lemma, we deduce that $|v(x, t)| \leq \bar{v}(t)$ for all $x \in \mathbb{R}$ and $t>0$. Therefore, if $\beta=0$, the fact that $\left|u^{1}(x)\right|=|v(x, t)| \leq \bar{v}(t) \rightarrow 0$ as $t \rightarrow \infty$ implies $u^{1}(x) \equiv 0$. The same argument applying to $u^{2}(x)$ yields $u^{2}(x) \equiv 0$. If $\beta>0$, $|v(x, t)|=|v(x, t+2 n \pi / \beta)| \leq \bar{v}(t+2 n \pi / \beta)$. Letting $n \rightarrow \infty$, we deduce $u(x) \equiv 0$. This proves the injectivity.

To prove the surjectivity of $\lambda-\mathcal{L}_{0}$, we first consider the case $D>0$. Let $M \equiv$ $M_{m}=\{u \in C(\mathbb{R}): u(x)=0$ for $|x| \geq m\}$, where $m$ is a positive constant, and consider the operator $\mathcal{A}_{0}$ on $M$ defined by $\mathcal{A}_{0} u=D u^{\prime \prime}+c_{0} u^{\prime}+h(x) u$ for $u \in D\left(\mathcal{A}_{0}\right)=$ $M \bigcap C^{2}(\mathbb{R})$. We have the next lemma.

Lemma 3.3. If $D>0$, then $\left\{\lambda: \operatorname{Re} \lambda>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}\right\} \subset \rho\left(\mathcal{A}_{0}\right)$.
Proof. Similar to the proof of Lemma 3.2, we can prove that $\lambda-\mathcal{A}_{0}$ is injective. The lemma follows from the Fredholm theory for elliptic operators on bounded domains.

With this preparation, we can prove the following.
Lemma 3.4. For $\lambda \in \mathbb{C}$ satisfying $\operatorname{Re} \lambda>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}$, the operator $\lambda-\mathcal{L}_{0}: D\left(\mathcal{L}_{0}\right) \rightarrow X_{0}$ is surjective.

Proof. First let us assume $D>0$. Let $\theta$ be a smooth nonnegative function on $\mathbb{R}$ satisfying $\theta(x)=1$ for $|x| \leq \frac{1}{2}$ and $\theta(x)=0$ for $|x| \geq 1$. Let $\mathcal{A}_{1} \equiv \mathcal{A}_{1 m}$ be the operator defined by $\mathcal{A}_{1} u=\mathcal{A}_{0} u+\sum_{i=1}^{n} \tilde{k}_{i}(x)\left(J_{i} * u-u\right)$ for $u \in D\left(\mathcal{A}_{1}\right)=D\left(\mathcal{A}_{0}\right)$,
where $\tilde{k}_{i}(\cdot)=k_{i}(\cdot) \theta(\cdot / m)$ and $m$ is a positive number. We will prove the surjectivity of $\mathcal{A}_{1}$ and let $m$ approach the infinite to prove the surjectivety of $\lambda-\mathcal{L}_{0}$.

For $\lambda \in \mathbb{C}$ with $\operatorname{Re} \lambda>\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}$, as in the proof of Lemma 3.2, one can prove that $\lambda-\mathcal{A}_{1}$ is injective. On the other hand, for $g \in M$, the equation

$$
\begin{equation*}
\left(\lambda-\mathcal{A}_{1}\right) u=g \tag{3.9}
\end{equation*}
$$

is equivalent to $u-R\left(\lambda, \mathcal{A}_{0}\right) \sum_{i=1}^{n} \tilde{k}_{i}(x)\left(J_{i} * u-u\right)=g_{1}$, where $g_{1}=R\left(\lambda, \mathcal{A}_{0}\right) g$ and $R\left(\lambda, \mathcal{A}_{0}\right)$ is the resolvent of $\lambda-\mathcal{A}_{0}$. Since $\lambda-\mathcal{A}_{1}$ is injective and $R\left(\lambda, \mathcal{A}_{0}\right)$ is compact, by the Fredholm Alternative, $u-R\left(\lambda, \mathcal{A}_{0}\right) \sum_{i=1}^{n} \tilde{k}_{i}(x)\left(J_{i} * u-u\right)=g_{1}$ has a solution. Therefore, for any $g \in M,\left(\lambda-\mathcal{A}_{1}\right) u=g$ has a solution.

For $g \in X_{0}$, let $u_{m}$ be the solutions of (3.9) corresponding to $g_{m}=g(\cdot) \theta(\cdot / m)$. We claim that $\left\|u_{m}\right\|_{C(\mathbb{R})} \leq C\|g\|_{C(\mathbb{R})}$ for some constant $C$. To prove this, suppose $\lambda=\alpha+i \beta, u_{m}(x)=u_{m}^{1}(x)+i u_{m}^{2}(x)$ and $g_{m}(x)=g_{m}^{1}(x)+i g_{m}^{2}(x)$. Then it is easy to verify that the problem

$$
\begin{align*}
& v_{t}-\mathcal{A}_{1} v+\alpha v=g_{m}^{1}(x) \cos \beta t-g_{m}^{2}(x) \sin \beta t,  \tag{3.10}\\
& v(x, 0)=u_{m}^{1}(x) \tag{3.11}
\end{align*}
$$

has the unique solution $v_{m}(x, t)=u_{m}^{1}(x) \cos \beta t-u_{m}^{2}(x) \sin \beta t$. Let $\bar{v}(t)=$ $\left\|u_{m}\right\|_{C(\mathbb{R})} e^{-\rho_{0} t}+\frac{1}{\rho_{0}}\left(1-e^{-\rho_{0} t}\right)\|g\|_{C(\mathbb{R})}$, where $\rho_{0}>0$ is a constant satisfying $\alpha>$ $\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(+1)\right\}+\rho_{0}$. Applying the comparison principle to $\bar{v} \pm v_{m}$ and using (3.10), we conclude that $\left|v_{m}(x, t)\right| \leq \bar{v}(t) \leq\left\|u_{m}\right\|_{C(\mathbb{R})} e^{-\rho_{0} t}+\frac{1}{\rho_{0}}\left(1-e^{-\rho_{0} t}\right)\|g\|_{C(\mathbb{R})}$. If $\beta=0$, we have $\left|u_{m}^{1}(x)\right|=\left|v_{m}(x, t)\right| \leq \bar{v}(t) \rightarrow \frac{1}{\rho_{0}}\|g\|_{C(\mathbb{R})}$ as $t \rightarrow \infty$. The same argument applies for estimate of $u^{2}(x)$. If $\beta \neq 0$, for each $x$, choose $t_{n} \rightarrow \infty$ such that $v_{m}\left(x, t_{n}\right)=\left|u_{m}(x)\right|$, implying $\left|u_{m}(x)\right| \leq \frac{1}{\rho_{0}}\|g\|_{C(\mathbb{R})}$. This completes the proof of the claim.

Since $\left\|u_{m}\right\|_{C(\mathbb{R})}$ is uniformly bounded, there exist a function $u \in X_{0}$ and a subsequence, which we label the same, such that $u_{m}$ converges to $u$ in the weak $*$ topology. Note that the dual space of linear bounded functionals is represented by the space of complex Borel measures. It is easily seen that $u$ satisfies $\lambda u-\mathcal{L}_{0} u=g$ in the sense of distributions. Therefore $u$ is a solution in the classical sense. This completes the proof of the lemma when $D>0$.

For the case $D=0$, we choose a positive sequence such that $\lim _{j \rightarrow \infty} D_{j}=0$. Let $u_{j}$ be the solutions of $-D_{j} u^{\prime \prime}-c_{0} u^{\prime}+(\lambda-h(x))-\sum_{i=1}^{n} k_{i}(x)\left(J^{i} * u-u\right)=g$. Since the proof above does not involve the size of $D$, we have that $\left\|u_{j}\right\|_{C(\mathbb{R})} \leq C\|g\|_{C(\mathbb{R})}$. Again, by taking a subsequence, we can assume $u_{j}$ converges to some function $u \in X_{0}$ in the weak $*$ topology. Similar to the above argument, we see that $u$ is a solution to $\left(\lambda-\mathcal{L}_{0}\right) u=g$. This completes the proof.

As an immediate consequence of Lemma 3.2 and 3.4, one gets $\{\lambda: \operatorname{Re} \lambda>$ $\left.\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(1)\right\}\right\} \subset \rho\left(\mathcal{L}_{0}\right)$.

Let $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ be bounded linear operators on $X_{0}$ defined by $\mathcal{L}_{1} u(\cdot)=$ $\left(\bar{f}^{\prime}(\phi)-h\right) u(\cdot)=\left\{F_{u}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right)+\sum_{i=1}^{n} k_{i}-h\right\} u(\cdot)$ and $\mathcal{L}_{2} u(\cdot)=$ $\sum_{i=1}^{n}\left\{F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) J_{i} *\left(s_{u}(\phi) u\right)-k_{i} J_{i} * u\right\}(\cdot)$, respectively, for $u \in X_{0}$. Then we have the next lemma.

Lemma 3.5. Let $\lambda \in \rho\left(\mathcal{L}_{0}\right)$. Then if $D>0$ or $c_{0} \neq 0, \mathcal{L}_{i}\left(\lambda-\mathcal{L}_{0}\right)^{-1}$ is a compact operator on $X_{0}$ for $i=1,2$.

Proof. Let $B$ be a bounded closed set in $X_{0}$. Since $\left\|\left(\lambda-\mathcal{L}_{0}\right)^{-1} f\right\|_{C^{1}(\mathbb{R})} \leq C\|f\|_{C(\mathbb{R})}$ if $D>0$ or $c_{0} \neq 0,\left(\lambda-\mathcal{L}_{0}\right)^{-1} B$ is bounded in $C^{1}(\mathbb{R})$ and therefore it is compact
in $C([-n, n])$ for all $n>0$. A diagonal argument can be used to get a sequence $\left\{u_{k}\right\} \subset\left(\lambda-\mathcal{L}_{0}\right)^{-1} B$ such that $u_{k}$ converges to some $u$ in $C([-n, n])$ for each fixed $n$. Note that $\mathcal{L}_{i} u(x)(i=1,2)$ converges to zero as $|x| \rightarrow \infty$ uniformly for $u$ in a bounded set in $X_{0}$. It easily follows that $\mathcal{L}_{i}\left(\lambda-\mathcal{L}_{0}\right)^{-1} u_{k}$ converges to $\mathcal{L}_{i}\left(\lambda-\mathcal{L}_{0}\right)^{-1} u$ in $C(\mathbb{R})$, respectively, for $i=1,2$.

Now we are ready to prove Theorem 2.2 (iii).
Lemma 3.6. There exists a positive constant $\gamma_{0}$ such that $\sigma_{\text {ess }}(\mathcal{L}) \subset\{\lambda: \operatorname{Re} \lambda \leq$ $\left.-\gamma_{0}\right\}$.

Proof. Note that $\mathcal{L}=\mathcal{L}_{0}+\mathcal{L}_{1}+\mathcal{L}_{2}$. We know that $\sigma_{\text {ess }}\left(\mathcal{L}_{0}\right) \subset\{\lambda: \operatorname{Re} \lambda \leq$ $\left.\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(1)\right\}\right\}$. If $D>0$ or $c_{0} \neq 0$, by Lemma 3.5 and applying Theorem A. 1 (p. 136) in [20], we deduce that the half-plane $\left\{\lambda \mid \operatorname{Re} \lambda>\max \left\{f^{\prime}(-1), f^{\prime}(1)\right\}\right\}$ consists entirely of normal points of $\mathcal{L}$ (see Lemma 3.7). This establishes the lemma with $\gamma_{0}=-\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(1)\right\}$.

For the case $D=0$ and $c_{0}=0$, we first show that $\lambda-\mathcal{L}$ is Fredholm with index 0 for $\lambda \in S_{\gamma_{1}}=\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq-\gamma_{1}\right\}$ for some constant $\gamma_{1}>0$ to be chosen. Let $k_{i}$ be as defined in (3.5) and (3.6) for $i=0,1, \ldots, n$. By assumption $\left(\mathrm{A}_{3}\right), k_{0}(x) \leq-\bar{\delta}_{0}<0$ for all $x \in \mathbb{R}$, where $\bar{\delta}_{0}$ is a positive constant. Since $\bar{f}^{\prime}( \pm 1)=k_{0}( \pm \infty)+\sum_{i=1}^{n} k_{i}( \pm \infty)<0$, by assumption $\left(\mathrm{A}_{2}\right)$, we can choose $\gamma_{1}>0$ such that $\lambda-k_{0}(x) \neq 0$ for all $x \in$ $\mathbb{R}$ and $\left|\sum_{i=1}^{n} \frac{k_{i}( \pm \infty)}{\lambda-k_{0}( \pm \infty)}\right|<1$ for all $\lambda \in S_{\gamma_{1}}$. For $\lambda \in S_{\gamma_{1}}$ and $i=1,2, \ldots, n$, we choose smooth functions $m_{i}(x)$ on $\mathbb{R}$ satisfying $\lim _{x \rightarrow \pm \infty} m_{i}(x)=\frac{k_{i}( \pm \infty)}{\lambda-k_{0}( \pm \infty)}$ and $\sum_{i=1}^{n}\left|m_{i}(x)\right| \leq \delta_{1}<1$, where $\delta_{1}$ is a positive constant. Then, we can write

$$
\begin{align*}
(\lambda-\mathcal{L}) \psi & =\left(\lambda-k_{0}\right) \psi-\sum_{i=1}^{n} F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) \cdot J_{i} *\left(s_{u}^{i}(\phi) \psi\right) \\
& =\left(\lambda-k_{0}\right) \psi-\sum_{i=1}^{n} k_{i} J_{i} * \psi+B_{0} \psi \\
& =\left(\lambda-k_{0}\right)\left(B_{1} \psi+B_{2} \psi\right)+B_{0} \psi, \tag{3.12}
\end{align*}
$$

where

$$
\begin{aligned}
B_{0} \psi & =\sum_{i=1}^{n}\left[k_{i} J_{i} * \psi-F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) J_{i} *\left(s_{u}^{i}(\phi) \psi\right)\right] \\
B_{1} \psi & =\sum_{i=1}^{n}\left[m_{i}-\frac{k_{i}}{\lambda-k_{0}}\right] J_{i} * \psi \\
B_{2} \psi & =\psi-\sum_{i=1}^{n} m_{i} J_{i} * \psi
\end{aligned}
$$

By the choice of $m_{i}$, we know that the bounded linear operator $B_{2}$ is invertible on $X_{0}$. Therefore, the index of $\lambda-\mathcal{L}$ is 0 since $B_{0}$ and $B_{1}$ are compact operators on $X_{0}$.

This and the simplicity of eigenvalue 0 of $\mathcal{L}$ (see Lemma 3.8) imply that $X_{0}=$ Range $(\mathcal{L}) \oplus N$, where $N$ is one-dimensional. On the other hand, since 0 is an algebraically simple eigenvalue, we can take $N=\operatorname{Ker}(\mathcal{L})$ and hence $X_{0}=\operatorname{Range}(\mathcal{L}) \oplus$ $\operatorname{Ker}(\mathcal{L})$. Now $\mathcal{L}: \operatorname{Range}(\mathcal{L}) \rightarrow \operatorname{Range}(\mathcal{L})$ is one-to-one and onto, so it has a bounded inverse. Therefore, for $|\lambda|$ small, $\left.(\lambda-\mathcal{L})\right|_{\text {Range }_{(\mathcal{L})}}$ is invertible and hence if $\lambda \neq 0$ with $|\lambda|$ small, $\mathcal{L} \psi=\lambda \psi$ has no nonzero solution in $X_{0}$. On the other hand, by Lemma $3.7, \mathcal{L} \psi=\lambda \psi$ has no nonzero solution in $X_{0}$ for $\lambda \neq 0$ with $\operatorname{Re} \lambda \geq 0$. From this and
the fact that $\lambda-\mathcal{L}$ is Fredholm with index zero for $\lambda \in S_{\gamma_{1}}$, we deduce that $\lambda$ is in the resolvent set of $\mathcal{L}$ for $\lambda \neq 0$ with $|\lambda|$ small or $\operatorname{Re} \lambda \geq 0$. Since $\sigma(\mathcal{L})$ is closed and bounded, we deduce that $\lambda$ is in the resolvent set of $\mathcal{L}$ for $\lambda \neq 0$ with $\operatorname{Re} \lambda \geq-\gamma_{0}$ for some constant $\gamma_{0}>0$.

From Lemma 3.6, we deduce that the half-plane $\left\{\lambda \mid \operatorname{Re} \lambda>-\gamma_{0}\right\}$ consists entirely of normal points of $\mathcal{L}$. This establishes (iii) of Theorem 2.2. The rest of the statement follows from the following lemmas.

Lemma 3.7. $\{\lambda: \operatorname{Re} \lambda \geq 0, \lambda \neq 0\} \subset \rho(\mathcal{L})$.
Proof. It is clear that every eigenfunction of $\mathcal{L}$ in $X_{0}$ with nonzero eigenvalue is at least $C^{1}$. Suppose $\lambda=\alpha+i \beta$ satisfying $\alpha \geq 0$ and $\beta \neq 0$ is an eigenvalue with eigenfunction $u=u^{1}(x)+i u^{2}(x) \neq 0$. As in the proof of Lemma 3.2, we consider the Cauchy problem

$$
\begin{align*}
& v_{t}=\mathcal{L} v-\alpha v  \tag{3.13}\\
& v(x, 0)=u^{1}(x) \tag{3.14}
\end{align*}
$$

It has a solution $v(x, t)=u^{1}(x) \cos \beta t-u^{2}(x) \sin \beta t$.
Note that $v(x, t) \leq|u(x)|$ for all $x \in \mathbb{R}$ and $t \geq 0$. We claim that there is a $\tau>0$ such that $v(x, t) \leq \tau \phi^{\prime}(x)$ for all $x \in \mathbb{R}$ and $t \geq 0$. To prove this claim, let $\theta_{0}$ be a constant satisfying $0<\theta_{0}<-\max \left\{\bar{f}^{\prime}(-1), \bar{f}^{\prime}(1)\right\}$. Since $\phi( \pm \infty)= \pm 1$, we may choose $M$ large enough such that $F_{u}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right)(x)+\sum_{i=1}^{n} F_{p_{i}}\left(\phi, J_{1} *\right.$ $\left.s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) J_{i} *\left(s_{u}^{i}(\phi)\right)(x) \leq-\theta_{0}$ for all $|x| \geq M$ and such that $|u|$ is positive at some point $x \in[-M, M]$. Since $\phi^{\prime}(x)>0$, there exists a constant $\tau>0$ such that $|u(x)| \leq \tau \phi^{\prime}(x)$ for $|x| \leq M$. We prove that the claim holds with this choice of $\tau$. Since $\lim _{x \rightarrow \pm \infty} u(x)=0$, there exists a constant $\epsilon>0$ such that $v(x, t) \leq \tau \phi^{\prime}(x)+\epsilon$ for all $x$ and $t \geq 0$. Let $\epsilon_{0}=\inf \left\{\epsilon: v(x, t) \leq \tau \phi^{\prime}(x)+\epsilon\right.$ for all $x \in \mathbb{R}$ and $\left.t \geq 0\right\}$. We prove that $\epsilon_{0}=0$. Consider the function $w(x, t)=\tau \phi^{\prime}(x)+\epsilon_{0} e^{-\theta_{0} t}$. We have
$w_{t}-\mathcal{L} w+\alpha w=\epsilon_{0}\left(-\theta_{0}-F_{u}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right)(x)\right.$

$$
\begin{align*}
&\left.-\sum_{i=1}^{n} F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \ldots, J_{n} * s^{n}(\phi)\right) J_{i} *\left(s_{u}^{i}(\phi)\right)(x)\right) e^{-\theta_{0} t}+\alpha w \\
& \geq 0 \tag{3.15}
\end{align*}
$$

for all $|x|>M$ and $t>0$. Therefore $w$ is a supersolution of (3.13) on $|x|>M$. Notice that $w(x, t) \geq v(x, t)$ for $|x| \leq M$ and $t>0$ and $w(x, 0) \geq v(x, 0)$ for all $x$. The comparison principle (Lemma 3.1) yields $w(x, t) \geq v(x, t)$ for all $x$ and $t>0$. Therefore $v(x, t)=v(x, t+2 n \pi / \beta) \leq \tau \phi^{\prime}(x)+\epsilon_{0} e^{-\theta_{0}(t+2 n \pi / \beta)}$ for all $n \in Z^{+}, x \in \mathbb{R}$, and $t>0$. Letting $n \rightarrow \infty$, we get $v(x, t) \leq \tau \phi^{\prime}(x)$ for all $x$. Therefore $\epsilon_{0}=0$ and the claim is proved.

Clearly $\tau_{0}$ can be chosen such that $|u(x)| \leq \tau_{0} \phi^{\prime}(x)$ for all $|x| \leq M$ and there is a point $x_{0} \in[-M, M]$ such that $\left|u\left(x_{0}\right)\right|=\tau_{0} \phi^{\prime}\left(x_{0}\right)$. By the comparison principle, we deduce that $v(x, t)<\tau_{0} \phi^{\prime}(x)$ for all $x$ and $t>0$. If we choose $t$ such that $u\left(x_{0}\right) /\left|u\left(x_{0}\right)\right|=e^{-i \beta t}$, then $v\left(x_{0}, t\right)=\left|u\left(x_{0}\right)\right|=\tau_{0} \phi^{\prime}\left(x_{0}\right)>v\left(x_{0}, t\right)$, which is a contradiction. Therefore $u(x)=0$ for all $x$ and $\lambda$ is not an eigenvalue.

Now assume that $\lambda>0$ is an eigenvalue with an eigenfunction $u(x)$. Without loss of generality, we may assume $u$ is real and there is a point where $u$ is positive. Then $v(x, t) \equiv u(x)$ is a solution of (3.13) with $\alpha=\lambda>0$ and the initial condition $v(x, 0)=u(x)$. A similar argument to the above can be used to prove that $u(x) \equiv 0$ and so $\lambda>0$ is not an eigenvalue. This completes the proof.

Lemma 3.8. 0 is an eigenvalue of $\mathcal{L}$ and it is algebraically simple.
Proof. Since $\left(\phi(\cdot+s), c_{0}\right)$ satisfies (1.4) for each $s \in \mathbb{R}$ and $\lim _{z \rightarrow \infty} \phi( \pm z)= \pm 1$, $p=\phi^{\prime}$ is a positive eigenfunction of $\mathcal{L}$ in $X_{0}$ with corresponding eigenvalue 0.

To show that 0 is a geometrically simple eigenvalue we use the comparison principle. Suppose that $\mathcal{L} v=0$ with $v \in X_{0}$ and assume, without loss of generality, that $v\left(x_{0}\right)>0$ for some $x_{0}$. For $\theta>0$, let $w_{\theta} \equiv \theta \phi^{\prime}-v$. Note that $\phi^{\prime}(x)>0$. We can choose $\theta$ large enough such that $w_{\theta}(x) \geq 0$ for $|x| \leq M$, where $M$ is a constant given as in the proof of Lemma 3.7. Note that $v_{\theta}(x, t) \equiv w_{\theta}(x)$ as a function of $(x, t)$ (it is independent of $t$ ) satisfies (3.13) with initial data $v(x, 0)=w_{\theta}(x)$. Similar to the proof in Lemma 3.7, we deduce that $w_{\theta}(x) \geq 0$ for all $x \in \mathbb{R}$. Let $\theta_{0}=\inf \left\{\theta: w_{\theta}(x) \geq 0\right\}$. We claim that $w_{\theta_{0}}(x) \equiv 0$. In fact, if $w_{\theta_{0}}$ is not identically zero, we apply the comparison principle to $v_{\theta_{0}}(x, t) \equiv w_{\theta_{0}}(x)$ to deduce that $w_{\theta_{0}}>0$ for all $x \in \mathbb{R}$. Therefore there exists $\epsilon_{0}>0$ such that $w_{\theta_{0}-\epsilon_{0}}(x) \geq 0$ for $x \in[-M, M]$. This contradicts the choice of $\theta_{0}$. Therefore, $\phi$ is a simple eigenfunction corresponding to eigenvalue 0 .

To show algebraic simplicity of eigenvalue 0 , suppose that there is $v$ such that $\mathcal{L} v=-\phi^{\prime}$ and recall that $\phi^{\prime}(x)>0$ on $\mathbb{R}$. Let $w_{\tau} \equiv v+\tau \phi^{\prime}$ and note that for $\tau>0$ and sufficiently large, $w_{\tau}>0$ on $[-M, M]$ and, as we argued above, $w_{\tau}>0$ on $\mathbb{R}$. Taking the infimum $T$ of all such $\tau$ produces a function $w_{T} \geq 0$ on $\mathbb{R}$ and a point $x_{T}$ where this function is zero. Then

$$
\begin{aligned}
0 & \leq D w_{T}^{\prime \prime}\left(x_{T}\right)+\sum_{i=1}^{n} F_{p_{i}}\left(\phi, J_{1} * s^{1}(\phi), \cdots, J_{n} * s^{n}(\phi)\right) \cdot J_{i} *\left(s_{u}^{i}(\phi) w_{T}\right)\left(x_{T}\right) \\
& =\mathcal{L} w_{T}\left(x_{T}\right)=-\phi_{0}^{\prime}\left(x_{T}\right)<0 .
\end{aligned}
$$

This provides the contradiction which establishes the result.
Let $\mathcal{L}^{*}$ be the adjoint operator of $\mathcal{L}$ on $X_{0}^{*}$. Then we have the next lemma.
Lemma 3.9. The operator $\mathcal{L}^{*}$ on $X_{0}^{*}$ has a positive eigenvector corresponding to the simple eigenvalue 0.

Proof. Since 0 is a simple eigenvalue of $\mathcal{L}$, by the Fredholm theory, $\mathcal{L}^{*} v=0$ has a nonzero solution $v$ and it is unique modulo a constant multiple. For any solution $v \neq 0$ of $\mathcal{L}^{*} v=0$ in $X_{0}^{*}, v$ or $-v$ must be a positive Borel measure. To show this, if $v$ or $-v$ is not positive, we can find a function $f \in X_{0}$ such that $f(x)<0$ for all $x$ and the dual pairing $<f, v>=0$. Then, by the Fredholm Alternative, $\mathcal{L} u=f$ has a solution $u$. As before, we can choose $\tau$ such that $\tau \phi^{\prime}(x) \geq-u(x)$ and $\tau \phi^{\prime}\left(x_{0}\right)=-u\left(x_{0}\right)$ for some $x_{0}$. With $w(x, t)=\tau \phi^{\prime}\left(x_{0}\right)+u\left(x_{0}\right)$, we have $w_{t}-\mathcal{L} w=-\mathcal{L} u=-f>0$ and $w\left(x_{0}, t\right)=0$, in contradiction to the strong comparison principle.
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#### Abstract

We study the homogenization of a Schrödinger equation in a locally periodic medium. For the time and space scaling of semiclassical analysis we consider well-prepared initial data that are concentrated near a stationary point (with respect to both space and phase) of the energy, i.e., the Bloch cell eigenvalue. We show that there exists a localized solution which is asymptotically given as the product of a Bloch wave and of the solution of an homogenized Schrödinger equation with quadratic potential.
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1. Introduction. We study the homogenization of the following Schrödinger equation:

$$
\begin{cases}\frac{i}{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial t}-\operatorname{div}\left(A\left(x, \frac{x}{\varepsilon}\right) \nabla u_{\varepsilon}\right)+\frac{1}{\varepsilon^{2}} c\left(x, \frac{x}{\varepsilon}\right) u_{\varepsilon}=0 & \text { in } \mathbb{R}^{N} \times \mathbb{R}^{+}  \tag{1.1}\\ u_{\varepsilon}(0, x)=u_{\varepsilon}^{0}(x) & \text { in } \mathbb{R}^{N}\end{cases}
$$

where the unknown $u_{\varepsilon}(t, x)$ is a complex-valued function. The coefficients $A(x, y)$ and $c(x, y)$ are real and sufficiently smooth bounded functions defined for $x \in \mathbb{R}^{N}$ (the macroscopic variable) and $y \in \mathbb{T}^{N}$ (the microscopic variable in the unit torus). The period $\varepsilon$ is a small positive parameter which is intended to go to zero. Furthermore, the matrix $A$ is symmetric uniformly positive definite. Of course, the usual Schrödinger equation is recovered when $A \equiv I d$, but since there is no additional difficulty, we keep the general form of (1.1) in what follows (which can be interpreted as introducing a nonflat locally periodic metric).

The scaling of (1.1) is that of semiclassical analysis (see, e.g., [5], [8], [10], [11], [12], [13], [14], [18], [19]): if the period is rescaled to 1 , it amounts to looking at large time and space variables of order $\varepsilon^{-1}$. At least in the case when $A \equiv I d$ and $c(x, y)=c_{0}(x)+c_{1}(y)$, there is a well-known theory for the asymptotic limit of (1.1) when $\varepsilon$ goes to zero. By using WKB asymptotic expansion or the notion of semiclassical measures (or Wigner transforms), the homogenized problem is in some sense the Liouville transport equation for a classical particle which is the limit of the wave function $u_{\varepsilon}$. In other words, for initial data living in the $n$th Bloch band and under some technical assumptions on the Bloch spectral cell problem (1.4), the semiclassical limit of (1.1) is given by the dynamic of the following Hamiltonian system

[^6]in the phase space $(x, \theta) \in \mathbb{R}^{N} \times \mathbb{T}^{N}$ :
\[

\left\{$$
\begin{array}{l}
\dot{x}=\nabla_{\theta} \lambda_{n}(x, \theta),  \tag{1.2}\\
\dot{\theta}=-\nabla_{x} \lambda_{n}(x, \theta),
\end{array}
$$\right.
\]

where the Hamiltonian $\lambda_{n}(x, \theta)$ is precisely the $n$th Bloch eigenvalue of (1.4) (see [8], [10], [11], [12], [13], [14], [18], [19] for more details).

Our approach to (1.1) is different since we consider special initial data that are monochromatic and have zero group velocity and zero applied force. Namely, the initial data are concentrated at a point $\left(x^{n}, \theta^{n}\right)$ of the phase space, where $\nabla_{\theta} \lambda_{n}\left(x^{n}, \theta^{n}\right)=$ $\nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right)=0$. In such a case, the previous Hamiltonian system (1.2) degenerates (its solution is constant) and is unable to describe the precise dynamic of the wave function $u_{\varepsilon}$. We exhibit another limit problem which is again a Schrödinger equation with quadratic potential. In other words, we build a sequence of approximate solutions of (1.1) which are the product of a Bloch wave and of the solution of a homogenized Schrödinger equation. Furthermore, if the full Hessian tensor of the Bloch eigenvalue $\lambda_{n}(x, \theta)$ is positive definite at $\left(x^{n}, \theta^{n}\right)$, we prove that all the eigenfunctions of a homogenized Schrödinger equation are exponentially decreasing at infinity. In other words, we exhibit a localization phenomenon for (1.1) since we build a sequence of approximate solutions that decay exponentially fast away from $x^{n}$. The root of this localization phenomenon is the macroscopic modulation (i.e., with respect to $x$ ) of the periodic coefficients, which is similar in spirit to the randomness that causes Anderson's localization (see [9] and references therein).

Let us describe more precisely the type of well-prepared initial data that we consider. For a given point $\left(x^{n}, \theta^{n}\right) \in \mathbb{R}^{N} \times \mathbb{T}^{N}$ and a given function $v^{0} \in H^{1}\left(\mathbb{R}^{N}\right)$ we take

$$
\begin{equation*}
u_{\varepsilon}^{0}(x)=\psi_{n}\left(x^{n}, \frac{x}{\varepsilon}, \theta^{n}\right) e^{2 i \pi \frac{\theta^{n} \cdot x}{\varepsilon}} v^{0}\left(\frac{x-x^{n}}{\sqrt{\varepsilon}}\right), \tag{1.3}
\end{equation*}
$$

where $\psi_{n}(x, y, \theta)$ is a so-called Bloch eigenfunction, solution of the Bloch spectral cell equation

$$
\begin{equation*}
-\left(\operatorname{div}_{y}+2 i \pi \theta\right)\left(A(x, y)\left(\nabla_{y}+2 i \pi \theta\right) \psi_{n}\right)+c(x, y)=\lambda_{n}(x, \theta) \psi_{n} \quad \text { in } \mathbb{T}^{N} \tag{1.4}
\end{equation*}
$$

corresponding to the $n$th eigenvalue or energy level $\lambda_{n}$. The Bloch wave $\psi_{n}$ is periodic with respect to $y$, but $v^{0}$ is not periodic, so $v^{0}\left(\frac{x-x^{n}}{\sqrt{\varepsilon}}\right)$ means that the initial data is concentrated around $x^{n}$ with a support of asymptotic size $\sqrt{\varepsilon}$. The Bloch frequency $\theta^{n} \in \mathbb{T}^{N}$, the localization point $x^{n} \in \mathbb{R}^{N}$, and the energy level $n$ are chosen such that $\lambda_{n}\left(x^{n}, \theta^{n}\right)$ is simple and $\nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right)=\nabla_{\theta} \lambda_{n}\left(x^{n}, \theta^{n}\right)=0$.

Our main result (Theorem 3.2) shows that the solution of (1.1) is approximately given by

$$
\begin{equation*}
u_{\varepsilon}(t, x) \approx \psi_{n}\left(x^{n}, \frac{x}{\varepsilon}, \theta^{n}\right) e^{i \frac{\lambda_{n}\left(x^{n}, \theta^{n}\right) t}{\varepsilon}} e^{2 i \frac{\pi^{n}, x}{\varepsilon}} v\left(t, \frac{x-x^{n}}{\sqrt{\varepsilon}}\right), \tag{1.5}
\end{equation*}
$$

where $v$ is the unique solution of the homogenized Schrödinger equation

$$
\begin{cases}i \frac{\partial v}{\partial t}-\operatorname{div}\left(A^{*} \nabla v\right)+\operatorname{div}\left(v B^{*} z\right)+c^{*} v+v D^{*} z \cdot z=0 & \text { in } \mathbb{R}^{N} \times \mathbb{R}^{+},  \tag{1.6}\\ v(0, z)=v^{0}(z) & \text { in } \mathbb{R}^{N},\end{cases}
$$

where $c^{*}$ is a constant coefficient and $A^{*}, B^{*}, D^{*}$ are constant matrices defined by

$$
A^{*}=\frac{1}{8 \pi^{2}} \nabla_{\theta} \nabla_{\theta} \lambda_{n}\left(x^{n}, \theta^{n}\right), \quad B^{*}=\frac{1}{2 i \pi} \nabla_{\theta} \nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right), \quad D^{*}=\frac{1}{2} \nabla_{x} \nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right)
$$

In Proposition 3.4 we show that the homogenized problem (1.6) is well-posed since the underlying operator is self-adjoint. Furthermore, under the additional assumption that the Hessian tensor $\nabla \nabla \lambda_{n}\left(x^{n}, \theta^{n}\right)$ (with respect to both variables $x$ and $\theta$ ) is positive definite, we prove that (1.6) admits a countable number of eigenvalues and eigenfunctions which all decay exponentially at infinity (see Proposition 3.5). In such a case, formula (1.5) defines a family of approximate (exponentially) localized solutions of (1.1).

Let us indicate that the case of the first eigenvalue (ground state) $n=1$ with $\theta^{1}=0$ was already studied in [3] (for the spectral problem rather than the evolution equation). The case of purely periodic coefficients (i.e., that depend only on $y$ and not on $x$ ) is completely different and was studied in [4]. Indeed, in this latter case there is no localization effect, and one proves that, for a longer time scale (of order $\varepsilon^{-1}$ with respect to (1.1)), the homogenized limit is again a Schrödinger equation without the drift and quadratic potential in (1.6).
2. Preliminaries. In the present section we give our main assumptions and set some notation and a few preliminary results needed in the proof of the main results in section 3.

We first assume that the coefficients $A_{i j}(x, y)$ and $c(x, y)$ are real, bounded, and Carathéodory functions (measurable with respect to $y$ and continuous in $x$ ), which are periodic with respect to $y$. In other words, they belong to $C_{b}\left(\mathbb{R}^{N} ; L^{\infty}\left(\mathbb{T}^{N}\right)\right)$. Furthermore, the tensor $A(x, y)$ is symmetric uniformly coercive. Under these assumptions, it is well known that, for any values of the parameters $\theta \in \mathbb{T}^{N}$ and $x \in \mathbb{R}^{N}$, the cell problem (1.4) defines a compact self-adjoint operator on $L^{2}\left(\mathbb{T}^{N}\right)$, which admits a countable sequence of real increasing eigenvalues $\left\{\lambda_{n}(x, \theta)\right\}_{n \geq 1}$ (repeated with their multiplicity) with corresponding eigenfunctions $\left\{\psi_{n}(x, \theta, y)\right\}_{n \geq 1}$ normalized by

$$
\left\|\psi_{n}(x, \theta, \cdot)\right\|_{L^{2}\left(\mathbb{T}^{N}\right)}=1
$$

Our main assumptions are the following.
Hypothesis H 1 . There exist $x^{n} \in \mathbb{R}^{N}$ and $\theta^{n} \in \mathbb{T}^{N}$ such that

$$
\left\{\begin{array}{l}
\left(\text { i) } \lambda_{n}\left(x^{n}, \theta^{n}\right)\right. \text { is a simple eigenvalue, }  \tag{2.1}\\
\text { (ii) }\left(x^{n}, \theta^{n}\right) \text { is a critical point of } \lambda_{n}(x, \theta), \\
\quad \text { i.e., } \nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right)=\nabla_{\theta} \lambda_{n}\left(x^{n}, \theta^{n}\right)=0 .
\end{array}\right.
$$

Hypothesis H2. The coefficients $A(x, y)$ and $c(x, y)$ are of class $C^{2}$ with respect to the variable $x$ in a neighborhood of $x=x^{n}$.

Then we set

$$
A_{1, h}(y):=\frac{\partial A}{\partial x_{h}}\left(x^{n}, y\right), \quad A_{2, l h}(y):=\frac{\partial^{2} A}{\partial x_{l} \partial x_{h}}\left(x^{n}, y\right), \quad \text { for } l, h=1, \ldots, N
$$

Similar notation is used to denote the derivatives of the function $c$ with respect to the $x$-variable. With an abuse of notation we further set

$$
A(y):=A\left(x^{n}, y\right), \quad \lambda_{n}:=\lambda_{n}\left(x^{n}, \theta^{n}\right), \quad \psi_{n}(y):=\psi_{n}\left(x^{n}, y, \theta^{n}\right)
$$

and analogous notation holds for all derivatives of $\psi_{n}$ and $\lambda_{n}$ with respect to the $x$ variable and the $\theta$-variable evaluated at $x=x^{n}$ and $\theta=\theta^{n}$. Without loss of generality we will assume in what follows that $x^{n}=0$.

Notation. For any function $\rho(y)$ defined on $\mathbb{T}^{N}$ we set

$$
\rho^{\varepsilon}(z):=\rho(z / \sqrt{\varepsilon}),
$$

where $z:=\sqrt{\varepsilon} y \equiv x / \sqrt{\varepsilon}$. In what follows the symbols $\operatorname{div}_{y}$ and $\nabla_{y}$ will stand for the divergence and gradient operators which act with respect to the $y$-variable, while div and $\nabla$ will indicate the divergence and gradient operators which act with respect to the $z$-variable. Finally, throughout this paper the Einstein summation convention is used.

Under Hypothesis H1-(i) it is a classical matter to prove that the $n$th eigencouple of (1.4) is smooth with respect to the variable $\theta$ in a neighborhood of $\theta=\theta^{n}$ (see [16]) and has the same differentiability property as the coefficients with respect to the variable $x$. Introducing the unbounded operator $\mathbb{A}_{n}(x, \theta)$ defined on $L^{2}\left(\mathbb{T}^{N}\right)$ by

$$
\mathbb{A}_{n}(x, \theta) \psi=-\left(\operatorname{div}_{y}+2 i \pi \theta\right)\left(A(x, y)\left(\nabla_{y}+2 i \pi \theta\right) \psi\right)+c(x, y) \psi-\lambda_{n}(x, \theta) \psi
$$

it is easy to differentiate (1.4). Denoting by $\left(e_{k}\right)_{1 \leq k \leq N}$ the canonical basis of $\mathbb{R}^{N}$, the first derivatives satisfy

$$
\begin{align*}
\mathbb{A}_{n}(x, \theta) \frac{\partial \psi_{n}}{\partial \theta_{k}}= & 2 i \pi e_{k} A(x, y)\left(\nabla_{y}+2 i \pi \theta\right) \psi_{n}  \tag{2.2}\\
& +\left(\operatorname{div}_{y}+2 i \pi \theta\right)\left(A(x, y) 2 i \pi e_{k} \psi_{n}\right)+\frac{\partial \lambda_{n}}{\partial \theta_{k}}(x, \theta) \psi_{n}
\end{align*}
$$

$$
\begin{align*}
\mathbb{A}_{n}(x, \theta) \frac{\partial \psi_{n}}{\partial x_{l}}= & \left(\operatorname{div}_{y}+2 i \pi \theta\right)\left(\frac{\partial A}{\partial x_{l}}(x, \theta)\left(\nabla_{y}+2 i \pi \theta\right) \psi_{n}\right)  \tag{2.3}\\
& -\frac{\partial c}{\partial x_{l}}(x, y) \psi_{n}+\frac{\partial \lambda_{n}}{\partial x_{l}}(x, \theta) \psi_{n}
\end{align*}
$$

Similar formulas hold for second order derivatives. By integrating the cell equations for the second order derivatives against $\psi_{n}$, we obtain the following formulas that will be useful in what follows (their proofs are safely left to the reader).

Lemma 2.1. Assume that assumptions H 1 and H 2 hold true. Then the following equalities hold:

$$
\begin{align*}
& \int_{\mathbb{T}^{N}} \frac{1}{2 \pi i}\left[A_{1, h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial \theta_{k}} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+c_{1, h} \frac{\partial \psi_{n}}{\partial \theta_{k}} \bar{\psi}_{n}\right] d y  \tag{2.4}\\
& \quad+\int_{\mathbb{T}^{N}}\left[A_{1, h} e_{k} \psi_{n} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+A e_{k} \frac{\partial \psi_{n}}{\partial x_{h}} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}\right] d y \\
& \quad-\int_{\mathbb{T}^{N}}\left[e_{k} \bar{\psi}_{n} A_{1, h} \cdot\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}+e_{k} \bar{\psi}_{n} A \cdot\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial x_{h}}\right] d y \\
& \quad-\frac{1}{2 i \pi} \frac{\partial^{2} \lambda_{n}}{\partial x_{h} \partial \theta_{k}}=0,
\end{align*}
$$

$$
\begin{align*}
& \int_{\mathbb{T}^{N}}\left[A_{2, l h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+\left(c_{2, l h}-\frac{\partial^{2} \lambda_{n}}{\partial x_{l} \partial x_{h}}\right)\left|\psi_{n}\right|^{2}\right] d y  \tag{2.5}\\
& \quad+\int_{\mathbb{T}^{N}}\left[A_{1, h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial x_{l}} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+c_{1, h} \frac{\partial \psi_{n}}{\partial x_{l}} \bar{\psi}_{n}\right] d y \\
& \quad+\int_{\mathbb{T}^{N}}\left[A_{1, l}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial x_{h}} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+c_{1, l} \frac{\partial \psi_{n}}{\partial x_{h}} \bar{\psi}_{n}\right] d y=0
\end{align*}
$$

$$
\begin{align*}
& \int_{\mathbb{T}^{N}}\left[2 i \pi e_{k} A(y)\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial \theta_{l}} \bar{\psi}_{n}-\left(A(y) 2 i \pi e_{k} \frac{\partial \psi_{n}}{\partial \theta_{l}}\right)\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}\right] d y  \tag{2.6}\\
& \quad+\int_{\mathbb{T}^{N}}\left[2 i \pi e_{l} A(y)\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}}{\partial \theta_{k}} \bar{\psi}_{n}-\left(A(y) 2 i \pi e_{l} \frac{\partial \psi_{n}}{\partial \theta_{k}}\right)\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}\right] d y \\
& \quad-\int_{\mathbb{T}^{N}}\left[4 \pi^{2} e_{k} A(y) e_{l}\left|\psi_{n}\right|^{2}+4 \pi^{2} e_{l} A(y) e_{k}\left|\psi_{n}\right|^{2}\right] d y+\frac{\partial^{2} \lambda_{n}}{\partial \theta_{l} \partial \theta_{k}}\left(\theta^{n}\right)=0
\end{align*}
$$

We now give the variational formulations of the above cell problems, rescaled at size $\varepsilon$.

Lemma 2.2. Assume that assumptions H 1 and H 2 hold true, and let $\varphi(z)$ be a smooth compactly supported function defined from $\mathbb{R}^{N}$ into $\mathbb{C}$. Then the following equalities hold:

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[A^{\varepsilon}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}^{\varepsilon} \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\varphi}(z)+\left(c^{\varepsilon}-\lambda_{n}^{\varepsilon}\right) \psi_{n}^{\varepsilon} \bar{\varphi}\right] d z=0 \tag{2.7}
\end{equation*}
$$

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} {\left[A^{\varepsilon}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}^{\varepsilon}}{\partial \theta_{k}^{n}} \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\varphi}+\left(c^{\varepsilon}-\lambda_{n}^{\varepsilon}\right) \frac{\partial \psi_{n}^{\varepsilon}}{\partial \theta_{k}^{n}} \bar{\varphi}\right] d z }  \tag{2.8}\\
&+ \int_{\mathbb{R}^{N}}\left[-2 \pi i e_{k} \cdot A^{\varepsilon}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}^{\varepsilon} \bar{\varphi}+A^{\varepsilon} 2 \pi i e_{k} \psi_{n}^{\varepsilon} \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\varphi}\right] d z=0, \\
&2.9) \quad \int_{\mathbb{R}^{N}}\left[A^{\varepsilon}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \frac{\partial \psi_{n}^{\varepsilon}}{\partial x_{h}} \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\varphi}+\left(c^{\varepsilon}-\lambda_{n}^{\varepsilon}\right) \frac{\partial \psi_{n}^{\varepsilon}}{\partial x_{h}} \bar{\varphi}\right] d z  \tag{2.9}\\
& \quad+\int_{\mathbb{R}^{N}}\left[A_{1, h}^{\varepsilon}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}^{\varepsilon} \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\varphi}+c_{1, h}^{\varepsilon} \psi_{n}^{\varepsilon} \bar{\varphi}\right] d z=0
\end{align*}
$$

Proof. Formula (2.7) follows straightforwardly from (1.4), while (2.8)-(2.9) are consequences of (2.2)-(2.3).

Finally, we recall the notion of two-scale convergence introduced in [1], [17] (which will be used with $\delta=\sqrt{\varepsilon}$ ).

Proposition 2.3. Let $f_{\delta}$ be a sequence uniformly bounded in $L^{2}\left(\mathbb{R}^{N}\right)$.
(1) There exists a subsequence, still denoted by $f_{\delta}$, and a limit $f_{0}(x, y) \in L^{2}\left(\mathbb{R}^{N} \times\right.$ $\mathbb{T}^{N}$ ) such that $f_{\delta}$ two-scale converges weakly to $f_{0}$ in the sense that

$$
\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f_{\delta}(x) \phi(x, x / \delta) d x=\int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} f_{0}(x, y) \phi(x, y) d x d y
$$

for all functions $\phi(x, y) \in L^{2}\left(\mathbb{R}^{N} ; C\left(\mathbb{T}^{N}\right)\right)$.
(2) Assume further that $f_{\delta}$ two-scale converges weakly to $f_{0}$ and that

$$
\lim _{\delta \rightarrow 0}\left\|f_{\delta}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\left\|f_{0}\right\|_{L^{2}\left(\mathbb{R}^{N} \times \mathbb{T}^{N}\right)}
$$

Then $f_{\delta}$ is said to two-scale converge strongly to its limit $f_{0}$ in the sense that, if $f_{0}$ is smooth enough, e.g., $f_{0} \in L^{2}\left(\mathbb{R}^{N} ; C\left(\mathbb{T}^{N}\right)\right)$, we have

$$
\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}}\left|f_{\delta}(x)-f_{0}(x, x / \delta)\right|^{2} d x=0
$$

(3) Assume that $\delta \nabla f_{\delta}$ is also uniformly bounded in $L^{2}\left(\mathbb{R}^{N}\right)^{N}$. Then there exists a subsequence, still denoted by $f_{\delta}$, and a limit $f_{0}(x, y) \in L^{2}\left(\mathbb{R}^{N} ; H^{1}\left(\mathbb{T}^{N}\right)\right)$ such that $f_{\delta}$ two-scale converges to $f_{0}(x, y)$ and $\delta \nabla f_{\delta}$ two-scale converges to $\nabla_{y} f_{0}(x, y)$.
3. Main results. We begin by recalling the usual a priori estimates for the solution of the Schrödinger equation (1.1), which hold true since the coefficients are real. They are obtained by multiplying the equation successively by $\bar{u}_{\varepsilon}$ and $\frac{\partial \bar{u}_{\varepsilon}}{\partial t}$ and integrating by parts.

Lemma 3.1. There exists $C>0$ independent of $\varepsilon$ such that the solution of (1.1) satisfies

$$
\begin{aligned}
&\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)}=\left\|u_{\varepsilon}^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}, \\
& \varepsilon\left\|\nabla u_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)} \leq C\left(\left\|u_{\varepsilon}^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}+\varepsilon\left\|\nabla u_{\varepsilon}^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}\right) .
\end{aligned}
$$

Theorem 3.2. Assume that assumptions H 1 and H 2 hold true and that the initial datum $u_{\varepsilon}^{0}$ is of the form (1.3). Then the solution of (1.1) can be written as

$$
\begin{equation*}
u_{\varepsilon}(t, x)=e^{i \frac{\lambda_{n} t}{\varepsilon}} e^{2 i \pi \frac{\theta^{n} \cdot x}{\varepsilon}} v_{\varepsilon}\left(t, \frac{x-x^{n}}{\sqrt{\varepsilon}}\right) \tag{3.1}
\end{equation*}
$$

where $v_{\varepsilon}(t, z)$ two-scale converges strongly to $\psi_{n}(y) v(t, z)$; i.e.,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}}\left|v_{\varepsilon}(t, z)-\psi_{n}\left(\frac{z}{\sqrt{\varepsilon}}\right) v(t, z)\right|^{2} d z=0 \tag{3.2}
\end{equation*}
$$

uniformly on compact time intervals in $\mathbb{R}^{+}$, and $v$ is the unique solution of the homogenized Schrödinger equation

$$
\begin{cases}i \frac{\partial v}{\partial t}-\operatorname{div}\left(A^{*} \nabla v\right)+\operatorname{div}\left(v B^{*} z\right)+c^{*} v+v D^{*} z \cdot z=0 & \text { in } \mathbb{R}^{N} \times \mathbb{R}^{+}  \tag{3.3}\\ v(0, z)=v^{0}(z) & \text { in } \mathbb{R}^{N}\end{cases}
$$

where

$$
A^{*}=\frac{1}{8 \pi^{2}} \nabla_{\theta} \nabla_{\theta} \lambda_{n}\left(x^{n}, \theta^{n}\right), \quad B^{*}=\frac{1}{2 i \pi} \nabla_{\theta} \nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right), \quad D^{*}=\frac{1}{2} \nabla_{x} \nabla_{x} \lambda_{n}\left(x^{n}, \theta^{n}\right),
$$

and $c^{*}$ is given by

$$
\begin{aligned}
c^{*}=\int_{\mathbb{T}^{N}} & {\left[A\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} e_{k}\right.} \\
& \left.-A\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} \cdot \psi_{n} e_{k}-A_{1, k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot \psi_{n} e_{k}\right] d y
\end{aligned}
$$

Remark 3.3. Notice that even if the tensor $A^{*}$ might be noncoercive, the homogenized problem (3.3) is well posed. Indeed, the operator $\mathbb{A}^{*}: L^{2}\left(\mathbb{R}^{N}\right) \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$ defined by

$$
\begin{equation*}
\mathbb{A}^{*} \varphi=-\operatorname{div}\left(A^{*} \nabla \varphi\right)+\operatorname{div}\left(\varphi B^{*} z\right)+c^{*} \varphi+\varphi D^{*} z \cdot z \tag{3.4}
\end{equation*}
$$

is self-adjoint (see Proposition 3.4), and therefore by using semigroup theory (see, e.g., [6] or Chapter X in [20]), one can show that there exists a unique solution in $C\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)$, although it may not belong to $L^{2}\left(\mathbb{R}^{+} ; H^{1}\left(\mathbb{R}^{N}\right)\right)$.

The next result establishes the conservation of the $L^{2}$-norm for the solution $v$ of the homogenized equation (3.3) and the self-adjointness of the operator $\mathbb{A}^{*}$.

Proposition 3.4. Let $v \in C\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)$ be solution to (3.3). Then

$$
\begin{equation*}
\|v(t, \cdot)\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\left\|v^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)} \quad \forall t \in \mathbb{R}^{+} \tag{3.5}
\end{equation*}
$$

Moreover, the operator $\mathbb{A}^{*}$ defined in (3.4) is self-adjoint.
Proof. We multiply (3.3) by $\bar{v}$ and take the imaginary part to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{N}}|v|^{2} d z=\operatorname{Im}\left(\int_{\mathbb{R}^{N}} v B^{*} z \cdot \nabla \bar{v}-c^{*}|v|^{2} d z\right) \tag{3.6}
\end{equation*}
$$

After integrating by parts one finds that the right-hand side of (3.6) equals

$$
-\left(\frac{1}{2 i} \operatorname{tr} B^{*}+\operatorname{Im} c^{*}\right) \int_{\mathbb{R}^{N}}|v|^{2} d z,
$$

and therefore (3.5) is proved as soon as we show that

$$
\begin{equation*}
\frac{1}{2 i} \operatorname{tr} B^{*}+\operatorname{Im} c^{*}=0 \tag{3.7}
\end{equation*}
$$

In order to do this we first rewrite the coefficients $c^{*}$ and $B^{*}$ in a suitable form. Denoting by $\langle\cdot, \cdot\rangle$ the Hermitian inner product in $L^{2}\left(\mathbb{T}^{N}\right)$ and using (2.2), we write

$$
\begin{equation*}
c^{*}=\frac{1}{2 i \pi}\left\langle\mathbb{A}_{n} \frac{\partial \psi_{n}}{\partial \theta_{k}}, \frac{\partial \psi_{n}}{\partial x_{k}}\right\rangle-\int_{\mathbb{T}^{N}} A_{1, k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot \psi_{n} e_{k} d y \tag{3.8}
\end{equation*}
$$

while by (2.2)-(2.4) it follows that

$$
\begin{align*}
\frac{1}{2 i \pi} \frac{\partial^{2} \lambda_{n}}{\partial x_{h} \partial \theta_{k}}= & -\frac{1}{2 i \pi}\left\langle\overline{\mathbb{A}_{n} \frac{\partial \psi_{n}}{\partial \theta_{k}}, \frac{\partial \psi_{n}}{\partial x_{h}}}\right\rangle-\frac{1}{2 i \pi}\left\langle\overline{\left.\mathbb{A}_{n} \frac{\partial \psi_{n}}{\partial x_{h}}, \frac{\partial \psi_{n}}{\partial \theta_{k}}\right\rangle}\right.  \tag{3.9}\\
& +2 i \operatorname{Im} \int_{\mathbb{T}^{N}} A_{1, h}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot \psi_{n} e_{k} d y
\end{align*}
$$

By formulas (3.8)-(3.9) it is readily seen that equality (3.7) holds true.
In order to prove the self-adjointness of the operator $\mathbb{A}^{*}$, one first checks that $\mathbb{A}^{*}$ is symmetric, which easily follows by (3.7) and the fact that $\bar{B}^{*}=-B^{*}$, and then observes that up to addition of a multiple of the identity the operator $\mathbb{A}^{*}$ is monotone (see, e.g., [7, Chapter VII]).

In the next proposition we will denote by $\nabla \nabla \lambda_{n}$ the Hessian matrix of the function $\lambda_{n}(x, \theta)$ evaluated at the point $\left(x^{n}, \theta^{n}\right)$, namely,

$$
\nabla \nabla \lambda_{n}=\left(\begin{array}{cc}
\nabla_{x} \nabla_{x} \lambda_{n} & \nabla_{\theta} \nabla_{x} \lambda_{n} \\
\nabla_{\theta} \nabla_{x} \lambda_{n} & \nabla_{\theta} \nabla_{\theta} \lambda_{n}
\end{array}\right)\left(x^{n}, \theta^{n}\right)
$$

Proposition 3.5. Assume that the matrix $\nabla \nabla \lambda_{n}$ is positive definite. Then there exists an orthonormal basis $\left\{\varphi_{n}\right\}_{n \geq 1}$ of eigenfunctions of $\mathbb{A}^{*}$; moreover, for each $n$ there exists a real constant $\gamma_{n}>0$ such that

$$
\begin{equation*}
e^{\gamma_{n}|z|} \varphi_{n}, e^{\gamma_{n}|z|} \nabla \varphi_{n} \in L^{2}\left(\mathbb{R}^{N}\right) . \tag{3.10}
\end{equation*}
$$

Proof. Up to shifting the spectrum of the operator $\mathbb{A}^{*}$, we may assume that $\operatorname{Re}\left(c^{*}\right)=0$. In order to prove the existence of an orthonormal basis of eigenfunctions we introduce the inverse operator of $\mathbb{A}^{*}$, denoted by $G^{*}$,

$$
\begin{align*}
G^{*}: L^{2}\left(\mathbb{R}^{N}\right) & \rightarrow L^{2}\left(\mathbb{R}^{N}\right), \\
f & \rightarrow \varphi \text { unique solution in } H^{1}\left(\mathbb{R}^{N}\right) \text { of } \\
& \mathbb{A}^{*} \varphi=f \quad \text { in } \mathbb{R}^{N}, \tag{3.11}
\end{align*}
$$

and we show that $G^{*}$ is compact. Indeed multiplication of (3.11) by $\bar{\varphi}$ yields

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[A^{*} \nabla \varphi \cdot \nabla \bar{\varphi}-i B^{*} \operatorname{Im}(\varphi z \cdot \nabla \bar{\varphi})+D^{*} z \cdot z|\varphi|^{2}\right] d z=\int_{\mathbb{R}^{N}} f \bar{\varphi} d z . \tag{3.12}
\end{equation*}
$$

Upon defining the $2 N$-dimensional vector-valued function $\Phi$,

$$
\Phi:=\binom{2 i \pi z \varphi}{\nabla \varphi},
$$

we rewrite (3.12) in agreement with this block notation:

$$
\int_{\mathbb{R}^{N}} \frac{1}{8 \pi^{2}} \nabla \nabla \lambda_{n} \Phi \cdot \bar{\Phi} d z=\int_{\mathbb{R}^{N}} f \bar{\varphi} d z .
$$

By the positivity assumption on the matrix $\nabla \nabla \lambda_{n}$ it follows that there exists a positive constant $c_{0}$ such that

$$
c_{0}\left(\|\nabla \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\|z \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}\right) \leq\|f\|_{L^{2}\left(\mathbb{R}^{N}\right)}\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)},
$$

which implies by a standard argument

$$
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\|\nabla \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\|z \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq C\|f\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}
$$

from which we deduce the compactness of $G^{*}$ in $L^{2}\left(\mathbb{R}^{N}\right)$-strong. Thus there exists an infinite countable number of eigenvalues for $\mathbb{A}^{*}$.

We are left to prove the exponential decay of the eigenfunctions (this fact is quite standard; see, e.g., [2]). Let $\varphi_{n}$ be an eigenfunction, and let $\sigma_{n}$ be the associated eigenvalue

$$
\begin{equation*}
\mathbb{A}^{*} \varphi_{n}=\sigma_{n} \varphi_{n} . \tag{3.13}
\end{equation*}
$$

Let $R_{0}>0$ and $\rho \in C^{\infty}(\mathbb{R})$ be a real function such that $0 \leq \rho \leq 1, \rho(s)=0$ for $s \leq R_{0}$, and $\rho(s)=1$ for $s \geq R_{0}+1$, and for every positive integer $k$ define $\rho_{k} \in C^{\infty}\left(\mathbb{R}^{N}\right)$ in the following way:

$$
\rho_{k}(z):=\rho(|z|-k) .
$$

We now multiply (3.13) by $\bar{\varphi}_{n} \rho_{k}^{2}$ to get

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \rho_{k}^{2}\left(A^{*} \nabla \varphi_{n} \cdot \nabla \bar{\varphi}_{n}-i B^{*} \operatorname{Im}\left(\varphi_{n} z \cdot \nabla \bar{\varphi}_{n}\right)+D^{*} z \cdot z\left|\varphi_{n}\right|^{2}-\sigma_{n}\left|\varphi_{n}\right|^{2}\right) d z  \tag{3.14}\\
& \quad=\int_{\mathbb{R}^{N}}\left(\rho_{k}\left|\varphi_{n}\right|^{2} B^{*} z \cdot \nabla \rho_{k}-2 \rho_{k} \bar{\varphi}_{n} A^{*} \nabla \varphi_{n} \cdot \nabla \rho_{k}\right) d z
\end{align*}
$$

Next remark that since the left-hand side of (3.14) is real, the right-hand side must also be real, and therefore it is equal to

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}-2 \rho_{k} \operatorname{Re}\left(\bar{\varphi}_{n} A^{*} \nabla \varphi_{n}\right) \cdot \nabla \rho_{k} d z \tag{3.15}
\end{equation*}
$$

Let $B_{k}$ denote the ball of radius $R_{0}+k$ and center $z=0$, and observe that the support of $\nabla \rho_{k}$ is contained in $B_{k+1} \backslash B_{k}$. Then putting up together (3.14) and (3.15) and again using the positive definiteness of the matrix $\nabla \nabla \lambda_{n}$, we obtain for $R_{0}$ sufficiently large $\left(\sqrt{R_{0}}>\sigma_{n}\right.$ does the job)

$$
\left\|\varphi_{n}\right\|_{H^{1}\left(\mathbb{R}^{N} \backslash B_{k+1}\right)}^{2} \leq c_{1}\left(\left\|\varphi_{n}\right\|_{H^{1}\left(\mathbb{R}^{N} \backslash B_{k}\right)}^{2}-\left\|\varphi_{n}\right\|_{H^{1}\left(\mathbb{R}^{N} \backslash B_{k+1}\right)}^{2}\right)
$$

where $c_{1}$ is a positive constant independent of $k$. Thus we deduce that

$$
\begin{equation*}
\left\|\varphi_{n}\right\|_{H^{1}\left(\mathbb{R}^{N} \backslash B_{k+1}\right)}^{2} \leq\left(\frac{c_{1}}{1+c_{1}}\right)^{k}\left\|\varphi_{n}\right\|_{H^{1}\left(\mathbb{R}^{N} \backslash B_{0}\right)}^{2} \tag{3.16}
\end{equation*}
$$

Upon defining a positive constant $\gamma_{0}>0$ by

$$
\left(\frac{c_{1}}{1+c_{1}}\right)^{k}=e^{-2 \gamma_{0}\left(k+R_{0}\right)}
$$

it is finally seen that (3.16) implies the estimate (3.10) for any exponent $0<\gamma_{n}<$ $\gamma_{0} . \quad \square$

Proof of Theorem 3.2. We rescale the space variable by introducing

$$
z=\frac{x}{\sqrt{\varepsilon}}
$$

and define the sequence $v_{\varepsilon}$ by

$$
\begin{equation*}
v_{\varepsilon}(t, z):=e^{-i \frac{\lambda_{n} t}{\varepsilon}} e^{-2 i \pi \frac{\theta^{n} \cdot x}{\varepsilon}} u_{\varepsilon}(t, x) . \tag{3.17}
\end{equation*}
$$

By the a priori estimates of Lemma 3.1 it follows that $v_{\varepsilon}(t, z)$ satisfies

$$
\left\|v_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)}+\sqrt{\varepsilon}\left\|\nabla v_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)} \leq C
$$

and applying the compactness of two-scale convergence (see Proposition 2.3), up to a subsequence, there exists a limit $v^{*}(t, z, y) \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{N} ; H^{1}\left(\mathbb{T}^{N}\right)\right)$ such that $v_{\varepsilon}$ and $\sqrt{\varepsilon} \nabla v_{\varepsilon}$ two-scale converge to $v^{*}$ and $\nabla_{y} v^{*}$, respectively. Similarly, by definition of the initial data, $v_{\varepsilon}(0, z)$ two-scale converges to $\psi_{n}(y) v^{0}(z)$.

Although $v_{\varepsilon}$ is the unknown which will pass to the limit in what follows, it is simpler to write an equation for another function, namely

$$
\begin{equation*}
w_{\varepsilon}(t, z):=e^{2 i \pi \frac{\theta^{n} \cdot z}{\sqrt{\varepsilon}}} v_{\varepsilon}(t, z)=e^{-i \frac{\lambda_{n} t}{\varepsilon}} u_{\varepsilon}(t, x) . \tag{3.18}
\end{equation*}
$$

By (3.18) it follows that

$$
\begin{equation*}
\nabla w_{\varepsilon}=e^{2 i \pi \frac{\theta^{n}, z}{\sqrt{\varepsilon}}}\left(\nabla+2 i \pi \frac{\theta^{n}}{\sqrt{\varepsilon}}\right) v_{\varepsilon} \tag{3.19}
\end{equation*}
$$

and it can be checked that the new unknown $w_{\varepsilon}$ solves the following equation:

$$
\begin{cases}i \frac{\partial w_{\varepsilon}}{\partial t}-\operatorname{div}\left[A(\sqrt{\varepsilon} z, z / \sqrt{\varepsilon}) \nabla w_{\varepsilon}\right]+\frac{1}{\varepsilon}\left[c(\sqrt{\varepsilon} z, z / \sqrt{\varepsilon})-\lambda_{n}\right] w_{\varepsilon}=0 & \text { in } \mathbb{R}^{N} \times \mathbb{R}^{+},  \tag{3.20}\\ w_{\varepsilon}(0, z)=u_{\varepsilon}^{0}(\sqrt{\varepsilon} z) & \text { in } \mathbb{R}^{N},\end{cases}
$$

where the differential operators div and $\nabla$ act with respect to the new variable $z$.
First step. We multiply (3.20) by the complex conjugate of

$$
\varepsilon \phi\left(t, z, \frac{z}{\sqrt{\varepsilon}}\right) e^{2 i \pi \frac{\theta^{n} \cdot z}{\sqrt{\varepsilon}}},
$$

where $\phi(s, z, y)$ is a smooth test function defined on $\mathbb{R}^{+} \times \mathbb{R}^{N} \times \mathbb{T}^{N}$, with compact support in $\mathbb{R}^{+} \times \mathbb{R}^{N}$. Since this test function has compact support (fixed with respect to $\varepsilon$ ), the effect of the nonperiodic variable in the coefficients is negligible for sufficiently small $\varepsilon$. Therefore we can replace the value of each coefficient at $(\sqrt{\varepsilon} z, z / \sqrt{\varepsilon})$ by its Taylor expansion of order two about the point $(0, z / \sqrt{\varepsilon})$. Integrating by parts and using (3.18) and (3.19) yields

$$
\begin{aligned}
& -i \varepsilon \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} v_{\varepsilon} \frac{\partial \bar{\phi}^{\varepsilon}}{\partial t} d t d z-i \varepsilon \int_{\mathbb{R}^{N}} v_{\varepsilon}(0, z) \bar{\phi}\left(0, z, \frac{z}{\sqrt{\varepsilon}}\right) d z \\
& +\int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A^{\varepsilon}+A_{1, h}^{\varepsilon} \sqrt{\varepsilon} z_{h}+\frac{1}{2} A_{2, l h}^{\varepsilon} \varepsilon z_{l} z_{h}+o(\varepsilon)\right]\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \\
& \quad \cdot\left(\sqrt{\varepsilon} \nabla-2 i \pi \theta^{n}\right) \bar{\phi}^{\varepsilon} d z d t \\
& +\int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[c^{\varepsilon}+c_{1, h}^{\varepsilon} \sqrt{\varepsilon} z_{h}+\frac{1}{2} c_{2, l h}^{\varepsilon} \varepsilon z_{l} z_{h}+o(\varepsilon)-\lambda_{n}\right] v_{\varepsilon} \bar{\phi}^{\varepsilon} d z d t=0 .
\end{aligned}
$$

Passing to the two-scale limit, we get the variational formulation of

$$
-\left(\operatorname{div}_{y}+2 i \pi \theta^{n}\right)\left(A(y)\left(\nabla_{y}+2 i \pi \theta^{n}\right) v^{*}\right)+c(y) v^{*}=\lambda_{n} v^{*} \quad \text { in } \mathbb{T}^{N} .
$$

The simplicity of $\lambda_{n}$ implies that there exists a scalar function $v(t, z) \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
v^{*}(t, z, y)=v(t, z) \psi_{n}(y) . \tag{3.21}
\end{equation*}
$$

Second step. We multiply (3.20) by the complex conjugate of

$$
\Psi_{\varepsilon}(t, z)=e^{2 i \pi \theta^{n} \cdot \frac{z}{\sqrt{\varepsilon}}}\left[\psi_{n}^{\varepsilon} \phi(t, z)+\sqrt{\varepsilon} \sum_{k=1}^{N}\left(\frac{1}{2 i \pi} \frac{\partial \psi_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \phi}{\partial z_{k}}(t, z)+z_{k} \frac{\partial \psi_{n}^{\varepsilon}}{\partial x_{k}} \phi(t, z)\right)\right],
$$

where $\phi(t, z)$ is a smooth test function with compact support in $\mathbb{R}^{+} \times \mathbb{R}^{N}$. We first look at those terms of the equation involving time derivatives:

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} i \frac{\partial w_{\varepsilon}}{\partial t} \bar{\Psi}_{\varepsilon} d t d z  \tag{3.22}\\
&= \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}-i v_{\varepsilon}\left[\bar{\psi}_{n}^{\varepsilon} \frac{\partial \bar{\phi}}{\partial t}+\sqrt{\varepsilon} \sum_{k=1}^{N}\left(-\frac{1}{2 i \pi} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial^{2} \bar{\phi}}{\partial t \partial z_{k}}+z_{k} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \frac{\partial \bar{\phi}}{\partial t}\right)\right] d t d z \\
& \quad-i \int_{\mathbb{R}^{N}} v_{\varepsilon}(0, z)\left[\bar{\psi}_{n}^{\varepsilon} \bar{\phi}(0, z)+\sqrt{\varepsilon} \sum_{k=1}^{N}\left(-\frac{1}{2 i \pi} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}}(0, z)+z_{k} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi}(0, z)\right)\right] d z
\end{align*}
$$

Recalling the normalization $\int_{\mathbb{T}^{N}}\left|\psi_{n}\right|^{2} d y=1$, we find that the two-scale limit of the term on the left-hand side of (3.22) is given by the expression

$$
\begin{equation*}
-i \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} v \frac{\partial \bar{\phi}}{\partial t} d z d t-i \int_{\mathbb{R}^{N}} v^{0} \bar{\phi}(0, z) d z \tag{3.23}
\end{equation*}
$$

We further decompose $\Psi_{\varepsilon}$ as follows:

$$
\Psi_{\varepsilon}=\Psi_{\varepsilon}^{1}+\Psi_{\varepsilon}^{2} \cdot z \quad \text { with } \quad \Psi_{\varepsilon}^{2}=\sqrt{\varepsilon} e^{2 i \pi \theta^{n} \cdot \frac{z}{\sqrt{\varepsilon}}} \sum_{k=1}^{N} \frac{\partial \psi_{n}^{\varepsilon}}{\partial x_{k}} \phi(t, z) e_{k}
$$

Getting rid of all terms multiplied by $o(\varepsilon)$ and taking into account (3.18) and (3.19), we next pass to the limit in the remaining terms of $(3.20)$ multiplied by $\bar{\Psi}_{\varepsilon}$. The computation is similar to these in [4], but it involves new terms since $\psi_{n}$ and its derivatives also depend on $x$. We first look at those terms which are of zero order with respect to $z$, namely,

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A^{\varepsilon} \nabla w_{\varepsilon} \cdot\left(\nabla \bar{\Psi}_{\varepsilon}^{1}+\bar{\Psi}_{\varepsilon}^{2}\right)+\frac{1}{\varepsilon}\left(c^{\varepsilon}-\lambda_{n}\right) w_{\varepsilon} \bar{\Psi}_{\varepsilon}^{1}\right] d z d t  \tag{3.24}\\
& = \\
& \quad \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[\frac{1}{\varepsilon} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon} \bar{\phi}+\frac{1}{\varepsilon}\left(c^{\varepsilon}-\lambda_{n}\right) \bar{\psi}_{n}^{\varepsilon} v_{\varepsilon} \bar{\phi}\right] d z d t \\
& \quad-\frac{1}{2 i \pi} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[\frac{1}{\sqrt{\varepsilon}} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}}\right. \\
& \left.\quad+\frac{1}{\sqrt{\varepsilon}}\left(c^{\varepsilon}-\lambda_{n}\right) v_{\varepsilon} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}}\right] d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \frac{1}{\sqrt{\varepsilon}} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot \bar{\psi}_{n}^{\varepsilon} \nabla \bar{\phi} d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}}-\frac{1}{2 \pi i} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \nabla \frac{\partial \bar{\phi}}{\partial z_{k}} d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi} e_{k} d z d t .
\end{align*}
$$

Using (2.7) with $\varphi=v_{\varepsilon} \bar{\phi}$ and (2.8) with $\varphi=v_{\varepsilon} \frac{\partial \bar{\phi}}{\partial z_{k}}$, we rewrite the first two integrals
in the right-hand side of (3.24) as follows:

$$
\begin{aligned}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}-\frac{1}{\sqrt{\varepsilon}} A^{\varepsilon}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon} \cdot v_{\varepsilon} \nabla \bar{\phi} d z d t \\
&+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} {\left[\frac{1}{2 i \pi} A^{\varepsilon}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \cdot v_{\varepsilon} \nabla \frac{\partial \bar{\phi}}{\partial z_{k}}+\frac{1}{\sqrt{\varepsilon}} A^{\varepsilon} e_{k} \cdot v_{\varepsilon} \frac{\partial \bar{\phi}}{\partial z_{k}}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon}\right.} \\
&\left.\quad-\frac{1}{\sqrt{\varepsilon}} A^{\varepsilon} \bar{\psi}_{n}^{\varepsilon} e_{k} \cdot\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right)\left(v_{\varepsilon} \frac{\partial \bar{\phi}}{\partial z_{k}}\right)\right] d z d t
\end{aligned}
$$

Combining the above terms with the other terms in (3.24) and passing to the two-scale limit in (3.24) yields

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} {\left[\frac{1}{2 i \pi} A \psi_{n}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial \theta_{k}}\right.}  \tag{3.25}\\
&\left.-\frac{1}{2 i \pi} A \frac{\partial \bar{\psi}_{n}}{\partial \theta_{k}}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}-A\left|\psi_{n}\right|^{2} e_{k}\right] \cdot v \nabla \frac{\partial \bar{\phi}}{\partial z_{k}} d y d z d t \\
&+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} A\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} v \bar{\phi} e_{k} d y d z d t
\end{align*}
$$

By (2.6) it can be seen that the first integral of (3.25) equals

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} A^{*} \nabla v \nabla \bar{\phi} d z d t \tag{3.26}
\end{equation*}
$$

We now focus on those terms which are linear in $z$ :

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A^{\varepsilon} \nabla w_{\varepsilon} \cdot\left(\nabla \bar{\Psi}_{\varepsilon}^{2} z\right)+\frac{1}{\varepsilon}\left(c^{\varepsilon}-\lambda_{n}\right) w_{\varepsilon} \bar{\Psi}_{\varepsilon}^{2} z+A_{1, k}^{\varepsilon} \sqrt{\varepsilon} z_{k} \nabla w_{\varepsilon} \cdot\left(\nabla \bar{\Psi}_{\varepsilon}^{1}+\bar{\Psi}_{\varepsilon}^{2}\right)\right.  \tag{3.27}\\
&\left.+\frac{1}{\sqrt{\varepsilon}} c_{1, k}^{\varepsilon} z_{k} w_{\varepsilon} \bar{\Psi}_{e}^{1}\right] d z d t \\
&= \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[\frac{1}{\sqrt{\varepsilon}} A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi} z_{k}\right. \\
&\left.+\frac{1}{\sqrt{\varepsilon}}\left(c^{\varepsilon}-\lambda_{n}\right) v_{\varepsilon} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi} z_{k}\right] d z d t \\
&+ \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[\frac{1}{\sqrt{\varepsilon}} A_{1, k}^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon} \bar{\phi} z_{k}+\frac{1}{\sqrt{\varepsilon}} c_{1, k}^{\varepsilon} v_{\varepsilon} \bar{\psi}_{n}^{\varepsilon} \bar{\phi} z_{k}\right] d z d t \\
&+ \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \nabla \bar{\phi} z_{k}\right. \\
&\left.\quad+A_{1, k}^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot \bar{\psi}_{n}^{\varepsilon} \nabla \bar{\phi} z_{k}\right] d z d t \\
&- \frac{1}{2 i \pi} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A_{1, h}^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(\nabla{ }_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}}{n} \frac{\partial \theta_{k}}{} \frac{\partial \bar{\phi}}{\partial z_{k}} z_{h}\right. \\
&\left.\quad+c_{1, h}^{\varepsilon} v_{\varepsilon} \frac{\partial \bar{\psi}_{n}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}} z_{h}\right] d z d t \\
&+ \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[\sqrt{\varepsilon} A_{1, h}^{\varepsilon}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left(-\frac{1}{2 i \pi} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \nabla \frac{\partial \bar{\phi}}{\partial z_{k}}+\frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi} e_{k}\right) z_{h}\right] d z d t
\end{align*}
$$

By (2.9) with $\varphi=v_{\varepsilon} \bar{\phi} z_{k}$, it can be seen that the sum of the first two integrals in the right-hand side of (3.27) gives

$$
\begin{equation*}
-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left(A^{\varepsilon}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \cdot v_{\varepsilon} \nabla\left(\bar{\phi} z_{k}\right)+A_{1, k}^{\varepsilon}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon} \cdot v_{\varepsilon} \nabla\left(\bar{\phi} z_{k}\right)\right) d z d t \tag{3.28}
\end{equation*}
$$

Therefore passing to the two-scale limit in (3.27), we find

$$
\left.\begin{array}{rl}
-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} & {\left[A\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} \cdot v \psi_{n} \bar{\phi} e_{k}\right.}  \tag{3.29}\\
& \left.+A_{1, k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot v \psi_{n} \bar{\phi} e_{k}\right] d y d z d t \\
-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} \cdot v \psi_{n} z_{k} \nabla \bar{\phi}\right. \\
& \left.+A_{1, k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot v \psi_{n} z_{k} \nabla \bar{\phi}\right] d y d z d t \\
+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot v \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} z_{k} \nabla \bar{\phi}\right. \\
& \left.+A_{1, k}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot v \bar{\psi}_{n} z_{k} \nabla \bar{\phi}\right] d y d z d t
\end{array}\right\} \begin{aligned}
& -\frac{1}{2 i \pi} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A_{1, h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial \theta_{k}} v z_{h} \frac{\partial \bar{\phi}}{\partial z_{k}}\right. \\
& \left.\quad+c_{1, h} \psi_{n} \frac{\partial \bar{\psi}_{n}}{\partial \theta_{k}} v z_{h} \frac{\partial \bar{\phi}}{\partial z_{k}}\right] d y d z d t .
\end{aligned}
$$

By (2.4) it follows that the last integral in (3.29) is equal to

$$
\begin{align*}
& \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} {\left[A_{1, h} \psi_{n} e_{k} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}\right.}  \tag{3.30}\\
&\left.+A \psi_{n} e_{k} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{h}} \psi_{n}\right] v z_{h} \frac{\partial \bar{\phi}}{\partial z_{k}} d y d z d t \\
&-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A_{1, h} \bar{\psi}_{n} e_{k} \cdot\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}\right. \\
&\left.+A \frac{\partial \bar{\psi}_{n}}{\partial x_{h}} e_{k} \cdot\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n}\right] v z_{h} \frac{\partial \bar{\phi}}{\partial z_{k}} d y d z d t \\
&-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} \frac{1}{2 i \pi} \frac{\partial^{2} \lambda_{n}}{\partial x_{h} \partial \theta_{k}}\left|\psi_{n}\right|^{2} v z_{h} \frac{\partial \bar{\phi}}{\partial z_{k}} d y d z d t .
\end{align*}
$$

Next notice that the first and the second lines of (3.30) cancel out with the second and the third lines of (3.29), respectively, and therefore (3.29) reduces to

$$
\begin{align*}
&-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}} {\left[A\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{k}} \cdot v \psi_{n} \bar{\phi} e_{k}\right.}  \tag{3.31}\\
&\left.+A_{1, k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n} \cdot v \psi_{n} \bar{\phi} e_{k}\right] d y d z d t \\
&-\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \frac{1}{2 i \pi} \frac{\partial^{2} \lambda_{n}}{\partial x_{h} \partial \theta_{k}} v \frac{\partial \bar{\phi}}{\partial z_{k}} z_{h} d z d t
\end{align*}
$$

Finally we consider all quadratic in $z$ terms:

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A_{2, l h}^{\varepsilon} \varepsilon z_{l} z_{h} \nabla w_{\varepsilon} \cdot\left(\nabla \bar{\Psi}_{\varepsilon}^{1}+\bar{\Psi}_{\varepsilon}^{2}\right)+c_{2, l h}^{\varepsilon} z_{l} z_{h} w_{\varepsilon} \bar{\Psi}_{e}^{1}\right] d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}}\left[A_{1, k}^{\varepsilon} \sqrt{\varepsilon} z_{k} \nabla w_{\varepsilon} \cdot\left(z \nabla \bar{\Psi}_{\varepsilon}^{2}\right)+\frac{1}{\sqrt{\varepsilon}} c_{1, k}^{\varepsilon} z_{k} w_{\varepsilon} z \cdot \bar{\Psi}_{\varepsilon}^{2}\right] d z d t \\
& \quad=\frac{1}{2} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} A_{2, l h}^{\varepsilon} \sqrt{\varepsilon} z_{l} z_{h}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left[\frac{1}{\sqrt{\varepsilon}}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}^{\varepsilon} \bar{\phi}+\bar{\psi}_{n}^{\varepsilon} \nabla \bar{\phi}\right] d z d t \\
& \quad-\frac{1}{2} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} A_{2, l h}^{\varepsilon} \sqrt{\varepsilon} z_{l} z_{h}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \\
& \cdot\left[\frac{1}{2 \pi i} \nabla_{y} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}}+\sqrt{\varepsilon}\left(\frac{1}{2 i \pi} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \nabla \frac{\partial \bar{\phi}}{\partial z_{k}}+e_{k} \frac{\left.\left.\partial \bar{\psi}_{n}^{\varepsilon} \bar{\phi}\right)\right] d z d t}{\partial x_{k}}\right)\right] \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} A_{1, h}^{\varepsilon} z_{h}\left(\sqrt{\varepsilon} \nabla+2 i \pi \theta^{n}\right) v_{\varepsilon} \cdot\left[z_{k}\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi}+\sqrt{\varepsilon} z_{k} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \nabla \bar{\phi}\right] d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \frac{1}{2} c_{2, l h}^{\varepsilon} z_{l} z_{h} v_{\varepsilon}\left(\bar{\psi}_{n}^{\varepsilon} \bar{\phi}-\sqrt{\varepsilon} \frac{1}{2 i \pi} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial \theta_{k}} \frac{\partial \bar{\phi}}{\partial z_{k}}\right) d z d t \\
& \quad+\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} c_{1, h}^{\varepsilon} z_{h} v_{\varepsilon} z_{k} \frac{\partial \bar{\psi}_{n}^{\varepsilon}}{\partial x_{k}} \bar{\phi} d z d t,
\end{aligned}
$$

which gives, on passing to the two-scale limit,

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A_{2, l h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \bar{\psi}_{n}+c_{2, l h} \psi_{n} \bar{\psi}_{n}\right] v \bar{\phi} z_{l} z_{h} d y d z d t  \tag{3.32}\\
& +\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \int_{\mathbb{T}^{N}}\left[A_{1, h}\left(\nabla_{y}+2 i \pi \theta^{n}\right) \psi_{n} \cdot\left(\nabla_{y}-2 i \pi \theta^{n}\right) \frac{\partial \bar{\psi}_{n}}{\partial x_{k}}\right. \\
& \left.\quad+c_{1, h} \psi_{n} \frac{\partial \bar{\psi}_{n}}{\partial x_{k}}\right] v \bar{\phi} z_{h} z_{k} d y d z d t
\end{align*}
$$

Now, using (2.5), we find that (3.32) reduces itself to

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{\mathbb{R}^{N}} \frac{1}{2} \frac{\partial^{2} \lambda_{n}}{\partial x_{l} \partial x_{h}} v \bar{\phi} z_{l} z_{h} d z d t \tag{3.33}
\end{equation*}
$$

Summing up together (3.23), (3.25), (3.26), (3.31), and (3.33) yields the weak formulation of (3.3). By uniqueness of the solution of the homogenized problem (3.3), we deduce that the entire sequence $v_{\varepsilon}$ two-scale converges weakly to $\psi_{n}(y) v(t, x)$.

It remains to prove the strong two-scale convergence of $v_{\varepsilon}$. By Lemma 3.1 we have

$$
\left\|v_{\varepsilon}(t)\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\left\|u_{\varepsilon}(t)\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\left\|u_{\varepsilon}^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)} \rightarrow\left\|\psi_{n} v^{0}\right\|_{L^{2}\left(\mathbb{R}^{N} \times \mathbb{T}^{N}\right)}=\left\|v^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}
$$

by the normalization condition of $\psi_{n}$. From the conservation of energy of the homogenized equation (3.3) we have

$$
\|v(t)\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\left\|v^{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}
$$

and thus we deduce the strong convergence from Proposition 2.3.

Remark 3.6. As usual in periodic homogenization [1], [5], [15], the choice of the test function $\Psi_{\varepsilon}$ in the proof of Theorem 3.2 is dictated by the formal two-scale asymptotic expansion that can be obtained for the solution $w_{\varepsilon}$ of (3.20), namely,

$$
\begin{aligned}
w_{\varepsilon}(t, z) \approx e^{2 i \pi \theta^{n} \cdot \frac{z}{\sqrt{\varepsilon}}}\left[\psi_{n}\left(\frac{z}{\sqrt{\varepsilon}}\right) v(t, z)+\sqrt{\varepsilon} \sum_{k=1}^{N}\right. & \left(\frac{1}{2 i \pi} \frac{\partial \psi_{n}}{\partial \theta_{k}}\left(\frac{z}{\sqrt{\varepsilon}}\right) \frac{\partial v}{\partial z_{k}}(t, z)\right. \\
& \left.\left.+z_{k} \frac{\partial \psi_{n}}{\partial x_{k}}\left(\frac{z}{\sqrt{\varepsilon}}\right) v(t, z)\right)\right],
\end{aligned}
$$

where $v$ is the homogenized solution of (3.3). Actually the homogenized equation that one gets by the asymptotic expansion method is

$$
\begin{equation*}
i \frac{\partial v}{\partial t}-\operatorname{div}\left(A^{*} \nabla v\right)+B^{*} \nabla v \cdot z+\bar{c}^{*} v+v D^{*} z \cdot z=0 \tag{3.34}
\end{equation*}
$$

which apparently differs from (3.3) by the following zero order term:

$$
\left(\operatorname{tr}\left(\nabla_{\theta} \nabla_{x} \lambda_{n}\right)-4 \pi \operatorname{Im}\left(c^{*}\right)\right) v
$$

By virtue of (3.7), the above term vanishes, so that formulas (3.34) and (3.3) are equivalent.
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1. Introduction. The aim of this work is to investigate a viscosity solutions approach for increasing flows of sets with velocity laws of the form

$$
\begin{equation*}
V_{t, x}=h(x, \Omega(t)) \quad \forall x \in \partial \Omega(t) \tag{1}
\end{equation*}
$$

where $V_{t, x}$ denotes the normal velocity to the expanding family of sets $(\Omega(t))$ and $h=h(x, \Omega(t))$ is some nonnegative velocity law depending nonlocally on the set $\Omega(t)$.

A typical example of such evolution is the Hele-Shaw approximation model of the injection of a power-law fluid between two closely situated plates. Since the fluid is supposed to be surrounded by another fluid with small viscosity, this is a one-phase moving boundary problem.

Let us denote by $S$ the source of the injection, by $\Omega(t)$ the portion of space occupied by the fluid at time $t$, and by $\Sigma(t)$ the moving boundary. According to [2], [3], and [22], $\Sigma(t)$ evolves with a normal velocity $V_{t, x}$ given, at each point $x \in \Sigma(t)$, by the quasi-static equation

$$
\begin{equation*}
V_{t, x}=h(x, \Omega(t)), \quad \text { where } \quad h(x, \Omega(t))=|\nabla u(t, x)|^{p-1} \tag{2}
\end{equation*}
$$

and where $u(t, x)$ satisfies at any time $t>0$ the $p$-Laplace equation (with $p>1$ )

$$
\left\{\begin{align*}
-\operatorname{div}\left(|\nabla u(t, x)|^{p-2} \nabla u(t, x)\right) & =f(x) & & \text { in } \Omega(t) \backslash S,  \tag{3}\\
u(t, x) & =0 & & \text { on } \Sigma(t), \\
u(t, x) & =g(x) & & \text { on } S
\end{align*}\right.
$$

for some positive functions $f$ and $g$.
In this paper, we define a notion of viscosity solutions for (1) and prove existence of such solutions. Our most important statement is the inclusion principle which holds for those generalized solutions. Our results are true under some structure condition on the velocity $h$ that we detail further.

[^7]When $p=2$, this example is the well-known Hele-Shaw problem. If the initial data are smooth, the evolution equation has a smooth short time solution (see [15]), but singularities generally appear in finite time. In order to define the solutions after the onset of singularities, various notions of generalized solutions have been introduced. For instance, the Hele-Shaw problem is reformulated in terms of variational inequalities via the Baiocchi transform in [14]; Hele-Shaw with surface tension is understood as the gradient flow of some functional in the space of measures in [17], while Kim proposes in [19] a definition of viscosity solutions for this problem. To the best of our knowledge, the case of $p \neq 2$ has never been studied up to now.

The main assumption we require on the velocity law $h=h(x, \Omega)$ is that it is nondecreasing with respect to $\Omega$. Under this assumption, at least formally, the flow preserves inclusion. Namely, if $\left(\Omega_{1}(t)\right)_{t}$ and $\left(\Omega_{2}(t)\right)_{t}$ are two families of solutions, with $\Omega_{1}(0) \subset \Omega_{2}(0)$, then this inclusion is preserved for all time. The main result of the paper (Theorem 3.1) is that this "inclusion principle" holds true even for weak solutions when $h$ satisfies some additional regularity conditions.

The inclusion principle is one of the key tools for constructing generalized solutions of front propagation problems: viscosity solutions in [16], [12] for the so-called level-set approach of mean curvature motion; related but more geometric viscosity solutions in [23], [4], [5]; and barrier solutions in [6], [7], and [8]. Viscosity solutions have also been introduced for the porous-medium equation [9] and for a free boundary problem motivated by combustion [20]. In [19] Kim proved the inclusion principle for the viscosity solutions of the Hele-Shaw problem when $p=2, f \equiv 0$, and a particular source $S$. Let us underline that, although our work uses some ideas and techniques which have counterparts in [19], its point of view is completely different: the main unknown in [19] is the evolving function $u$ (given by (3) for $p=2$ ) while our unknown is the evolving family of sets. Both approaches should lead to different extensions. In that respect, we spent some effort in this paper to prove the inclusion principle for a wide class of (nonnegative) velocity laws $h$ and not only for (2). This is completely new in this framework. Let us underline that the result could be extended to velocity laws (1) depending at each time $t$ not only on the set $\Omega(t)$ but also on the evolving family $(\Omega(s))_{s \leq t}$.

For proving this inclusion principle we use several ideas introduced by the first author in [11] for simpler moving boundary problems. In particular, we use two basic ingredients of [11]: an equivalent definition of solutions (Proposition 2.7) and an Ilmanen interposition lemma [18]. However, proofs differ substantially. Indeed, in [11], the velocity is invariant by translation, a property which is no longer satisfied here.

We now briefly explain the organization of the paper. We first introduce the notion of viscosity solutions for the evolution equation (1) and investigate the main properties of the velocity defined by (2). Next, we state and prove the inclusion principle. Finally, we apply this inclusion principle to derive existence, uniqueness, and stability of solutions when the velocity is given by (2).

## 2. Definitions and preliminary results.

2.1. Definition of the solutions. Let us first fix some notations: throughout the paper $|\cdot|$ denotes the Euclidean norm (of $\mathbb{R}^{N}$ or $\mathbb{R}^{N+1}$, depending on the context). If $K$ is a subset of $\mathbb{R}^{N}$ and $x \in \mathbb{R}^{N}$, then $d_{K}(x)$ denotes the usual distance from $x$ to $K: d_{K}(x)=\inf _{y \in K}|y-x|$. Finally, we denote by $B(x, R)$ the open ball centered at $x$ and of radius $R$.

We intend to study the evolution of compact hypersurfaces $\Sigma(t)=\partial \Omega(t)$ of $\mathbb{R}^{N}$, where $\Omega(t)$ is an open set, evolving with the following law:

$$
\begin{equation*}
\forall t \geq 0, x \in \Sigma(t), \quad V_{t, x}=h(x, \Omega(t)) \tag{4}
\end{equation*}
$$

where $V_{t, x}$ is the normal velocity of $\Omega(t)$ at the point $x$, and $h=h(x, \Omega)$ is defined for any $x \in \partial \Omega$ and for any open set $\Omega$ with $\mathcal{C}^{1,1}$ boundary which belongs to some class of sets $\mathcal{D}$. To fix the ideas we assume that the set $\mathcal{D}$ is of the form

$$
\begin{equation*}
\mathcal{D}=\left\{\Omega \subset \mathbb{R}^{N} \mid \Omega \text { is open, bounded, and such that } S \subset \subset \Omega\right\} \tag{5}
\end{equation*}
$$

where $S$ is some compact subset of $\mathbb{R}^{N}$. This suffices in most applications.
Our key assumption is that $h$ is nonnegative and nondecreasing with respect to the set $\Omega$ : Namely

$$
\begin{equation*}
h(x, \Omega) \geq 0 \quad \forall \Omega \in \mathcal{D} \text { and } x \in \Omega \tag{6}
\end{equation*}
$$

and

$$
\begin{gather*}
\text { if } \Omega_{1} \in \mathcal{D} \text { and } \Omega_{2} \in \mathcal{D}, \Omega_{1} \subset \Omega_{2}, \text { and } x \in \Omega_{1} \cap \partial \Omega_{2}, \\
\text { then } h\left(x, \Omega_{1}\right) \leq h\left(x, \Omega_{2}\right) . \tag{7}
\end{gather*}
$$

We explain below that the assumptions above are typically satisfied for the Hele-Shaw problem described in the introduction.

From now on, we consider the graph of the evolving sets $\Omega(t)$. In order to underline the fact that it need not be smooth, we denote this graph by $\mathcal{K}$. Then $\mathcal{K}$ is a subset of $\mathbb{R}^{+} \times \mathbb{R}^{N}$. Formally, with the notations above,

$$
\mathcal{K}=\{(t, x) \text { such that } x \in \Omega(t)\}
$$

The set $\mathcal{K}$ is our main unknown. We denote by $(t, x)$ an element of such a set, where $t \in \mathbb{R}^{+}$denotes the time and $x \in \mathbb{R}^{N}$ denotes the space. We set

$$
\mathcal{K}(t)=\left\{x \in \mathbb{R}^{N} \mid(t, x) \in \mathcal{K}\right\} .
$$

The closure of the set $\mathcal{K}$ in $\mathbb{R}^{N+1}$ is denoted by $\overline{\mathcal{K}}$. The closure of the complementary of $\mathcal{K}$ is denoted by $\widehat{\mathcal{K}}$ :

$$
\widehat{\mathcal{K}}=\overline{\left(\mathbb{R}^{+} \times \mathbb{R}^{N}\right) \backslash \mathcal{K}}
$$

and we set

$$
\widehat{\mathcal{K}}(t)=\left\{x \in \mathbb{R}^{N} \mid(t, x) \in \widehat{\mathcal{K}}\right\}
$$

Let us go further into terminology: If $\mathcal{K}$ is a subset of $[0,+\infty) \times \mathbb{R}^{N}$, we say that

- $\mathcal{K}$ is a tube if $\forall T \geq 0, \overline{\mathcal{K}} \cap\left([0, T] \times \mathbb{R}^{N}\right)$ is a compact subset of $\mathbb{R}^{N+1}$.
- $\mathcal{K}$ is nondecreasing if $\mathcal{K}(s) \subset \mathcal{K}(t)$ for any $0 \leq s \leq t$.
- $\mathcal{K}$ is left lower semicontinuous if

$$
\forall t>0, \forall x \in \mathcal{K}(t), \text { if } t_{n} \rightarrow t^{-}, \exists x_{n} \in \mathcal{K}\left(t_{n}\right) \text { such that } x_{n} \rightarrow x
$$

- $\mathcal{K}_{r}$ is a smooth tube if $\mathcal{K}_{r}$ is closed in $I \times \mathbb{R}^{N}$ (where $I$ is some open interval), has a nonempty interior, and $\partial \mathcal{K}_{r} \cap\left(I \times \mathbb{R}^{N}\right)$ is a $\mathcal{C}^{1,1}$ submanifold of $\mathbb{R}^{N+1}$, such that at any point $(t, x) \in \mathcal{K}_{r}$ the outward normal $\left(\nu_{t}, \nu_{x}\right)$ to $\mathcal{K}_{r}$ at $(t, x)$ satisfies $\nu_{x} \neq 0$. In this case the normal velocity $V_{(t, x)}^{\mathcal{K}_{r}}$ of $\mathcal{K}_{r}$ at the point $(t, x) \in \partial \mathcal{K}_{r}$ is given by $V_{(t, x)}^{\mathcal{K}_{r}}=-\nu_{t} /\left|\nu_{x}\right|$, where $\left(\nu_{t}, \nu_{x}\right)$ is the outward normal to $\mathcal{K}_{r}$ at $(t, x)$.

We use smooth tubes as "test sets." Namely, we say that the smooth tube $\mathcal{K}_{r}$ is externally tangent to a tube $\mathcal{K}$ at $(t, x) \in \partial \mathcal{K}$ if $\mathcal{K}_{r}$ is defined on some open interval $I$ containing $t$, and if

$$
\mathcal{K}(s) \subset \mathcal{K}_{r}(s) \quad \forall s \in I \quad \text { and } \quad(t, x) \in \partial \mathcal{K}_{r} .
$$

In the same way, the smooth tube $\mathcal{K}_{r}$ is said to be internally tangent to $\mathcal{K}$ at $(t, x) \in \partial \widehat{\mathcal{K}}$ if $\mathcal{K}_{r}(s)$ is defined on some open interval $I$ containing $t$, and if

$$
\mathcal{K}_{r}(s) \subset \mathcal{K}(s) \quad \forall s \in I \quad \text { and } \quad(t, x) \in \partial \mathcal{K}_{r} .
$$

We are now ready to define the viscosity solutions of (4). Recall that the set $\mathcal{D}$ is defined by (5).

Definition 2.1. Let $\mathcal{K}$ be a tube and $K_{0} \subset \mathbb{R}^{N}$ be an initial position.

1. $\mathcal{K}$ is a viscosity subsolution to the front propagation problem (4) if $\mathcal{K}$ is nondecreasing, left lower semicontinuous, and $\mathcal{K}(0) \in \mathcal{D}$, and if for any smooth tube $\mathcal{K}_{r}$ externally tangent to $\mathcal{K}$ at some point $(t, x)$, with $\mathcal{K}_{r}(t) \in \mathcal{D}$ and $t>0$, we have

$$
V_{(t, x)}^{\mathcal{K}_{r}} \leq h\left(x, \mathcal{K}_{r}(t)\right),
$$

where $V_{(t, x)}^{\mathcal{K}_{r}}$ is the normal velocity of $\mathcal{K}_{r}$ at $(t, x)$.
We say that $\mathcal{K}$ is a subsolution to the front propagation problem with initial position $K_{0}$ if $\mathcal{K}$ is a subsolution and if $\overline{\mathcal{K}}(0) \subset \overline{K_{0}}$.
2. $\mathcal{K}$ is a viscosity supersolution to the front propagation problem if $\mathcal{K}$ is nondecreasing and $\mathcal{K}(0) \subset \mathcal{D}$, and if for any smooth tube $\mathcal{K}_{r}$ internally tangent to $\mathcal{K}$ at some point $(t, x)$, with $\mathcal{K}_{r}(t) \in \mathcal{D}$ and $t>0$, we have

$$
V_{(t, x)}^{\mathcal{K}_{r}} \geq h\left(x, \mathcal{K}_{r}(t)\right) .
$$

We say that $\mathcal{K}$ is a supersolution to the front propagation problem with initial position $K_{0}$ if $\mathcal{K}$ is a supersolution and if $\widehat{\mathcal{K}}(0) \subset \widehat{\mathbb{R}^{N} \backslash K_{0}}$.
3. Finally, we say that a tube $\mathcal{K}$ is a viscosity solution to the front propagation problem (with initial position $K_{0}$ ) if $\mathcal{K}$ is a sub- and a supersolution to the front propagation problem (with initial position $K_{0}$ ).
Let us point out that, under assumptions (6) and (7), any classical solution is a viscosity solution. The previous definition has been introduced in [1] and was also used in [11].
2.2. Regularity properties of the velocity law for power-law fluids. We now investigate the main regularity properties of the velocity law for power-law fluids. This regularity shall be our guideline for the structure condition when investigating the inclusion principle. Let us recall that the velocity law $h$ for power-law fluids is given by

$$
\begin{equation*}
h(x, \Omega)=|\nabla u(x)|^{p-1}, \tag{8}
\end{equation*}
$$

where $u: \Omega \rightarrow \mathbb{R}$ is the solution of the following p.d.e.:

$$
\left\{\begin{array}{rlrl}
\text { (i) } & -\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) & =f &  \tag{9}\\
\text { in } \Omega \backslash S, \\
\text { (ii) } & u & =g & \\
\text { on } \partial S, \\
\text { (iii) } & u & =0 & \\
\text { on } \partial \Omega,
\end{array}\right.
$$

and (i) is understood in the sense of distributions. The set $S$ is a fixed source and we always assume above that $S \subset \subset \Omega(t)$. If $S=\emptyset$, then we omit condition (ii) in (9). We assume that

$$
\left\{\begin{array}{l}
\text { (i) } S \subset \mathbb{R}^{N} \text { is bounded and equal to the closure of an open set } \\
\text { with a } \mathcal{C}^{2} \text { boundary; } \\
\text { (ii) } f: \mathbb{R}^{N} \rightarrow \mathbb{R} \text { is continuous and bounded and either } \\
 \tag{10}\\
\quad \cdot f>0 \text { on } \mathbb{R}^{N} \text { and } f \text { is locally Lipschitz continuous, or } \\
\\
\text { (iii) } \quad g \neq S \rightarrow(0,+\infty) \text { is } \mathcal{C}^{1, \beta} \text { (for some } \beta \in(0,1) \text { ). }
\end{array}\right.
$$

Remark 2.2. Following [21], $h(x, \Omega)$ is well defined as soon as $\Omega$ has a "smooth" boundary. More precisely, it is proved in [21] that, if $\Omega$ has a $\mathcal{C}^{1, \beta}$ boundary and if $S \subset \subset \Omega$, then the solution $u$ is $\mathcal{C}^{1, \alpha}$ for some $\alpha \in(0, \beta)$. Moreover, the $\mathcal{C}^{1, \alpha}$ norm of $u$ is bounded by a constant which depends only on $\|f\|_{\infty},|g|_{1, \beta}, p$ and on the $\mathcal{C}^{1, \beta}$ norm of the mapping which locally flattens the boundary of $\Omega \backslash S$.

Let us recall that $\mathcal{D}$ is defined in (5) by

$$
\mathcal{D}=\left\{\Omega \subset \mathbb{R}^{N}, \Omega \text { open bounded and } S \subset \subset \Omega\right\} .
$$

The following proposition is a straightforward application of the maximum principle.

Proposition 2.3. The function $h$ defined by (8) is nonnegative and nondecreasing with respect to the inclusion, i.e., it satisfies (6) and (7).

Proof of Proposition 2.3. The velocity law $h$ is nonnegative by definition. In order to prove (7), let $\Omega_{1} \in \mathcal{D}$ and $\Omega_{2} \in \mathcal{D}$ be open with a $\mathcal{C}^{1,1}$ boundary, and assume that $\Omega_{1} \subset \Omega_{2}$ and $x \in \Omega_{1} \cap \partial \Omega_{2}$. Let $u_{1}$ and $u_{2}$ be solutions to (9) with $\Omega$ replaced by $\Omega_{1}$ and $\Omega_{2}$, respectively. Then $u_{1}$ and $u_{2}$ are nonnegative, and the maximum principle states that

$$
u_{1} \leq u_{2} \quad \text { in } \Omega_{1}
$$

Let $\nu$ be the outward unit normal to $\Omega_{1}$ and $\Omega_{2}$ at $x$. Since $u_{1}$ and $u_{2}$ vanish on $\partial \Omega_{1}$ and $\partial \Omega_{2}$, respectively, and are nonnegative inside $\Omega_{1}$ and $\Omega_{2}$, we have $\nabla u_{1}(x)=$ $-\left|\nabla u_{1}(x)\right| \nu$ and $\nabla u_{2}(x)=-\left|\nabla u_{2}(x)\right| \nu$. Since moreover $u_{1} \leq u_{2}$ in $\Omega_{1}$, we get, for $h>0$ small,

$$
u_{1}(x-h \nu)=h\left|\nabla u_{1}(x)\right|+h \epsilon_{1}(h) \leq u_{2}(x-h \nu)=h\left|\nabla u_{2}(x)\right|+h \epsilon_{2}(h),
$$

where $\epsilon_{1}(h) \rightarrow 0$ and $\epsilon_{2}(h) \rightarrow 0$ as $h \rightarrow 0^{+}$. Therefore, $\left|\nabla u_{1}(x)\right| \leq\left|\nabla u_{2}(x)\right|$, which proves (7).

In order to describe the continuity properties of $h$, let us first recall that, if $\Omega$ is an open set with a $\mathcal{C}^{1,1}$ boundary, then the signed distance $\mathbf{d}$ defined by

$$
\mathbf{d}(x)= \begin{cases}d_{\Omega}(x) & \text { if } x \notin \Omega, \\ -d_{\partial \Omega}(x) & \text { otherwise }\end{cases}
$$

is $\mathcal{C}^{1,1}$ in a neighborhood of $\partial \Omega$. We say that a sequence $\Omega_{n}$ of sets with a $\mathcal{C}^{1,1}$ boundary converges to some set $\Omega$ with a $\mathcal{C}^{1,1}$ boundary if $\overline{\Omega_{n}}$ converges to $\bar{\Omega}$ and $\partial \Omega_{n}$ converges to $\partial \Omega$ for the Hausdorff distance, and if there is an open neighborhood $\mathcal{O}$ of $\partial \Omega$ such that, if $\mathbf{d}$ (resp., $\mathbf{d}_{n}$ ) is the signed distance to $\Omega$ (resp., to $\Omega_{n}$ ), then ( $\mathbf{d}_{n}$ ) and $\left(\nabla \mathbf{d}_{n}\right)$ converge uniformly to $\mathbf{d}$ and $\nabla \mathbf{d}$ on $\mathcal{O}$ and if the $L^{\infty}$ norms of $\left(\nabla^{2} \mathbf{d}_{n}\right)$ are uniformly essentially bounded on $\mathcal{O}$.

Proposition 2.4. The velocity $h$ is sequentially continuous with respect to its arguments, i.e.,

$$
\begin{gather*}
\text { if } \Omega_{n} \text { and } \Omega \in \mathcal{D} \text { are open subsets of } \mathbb{R}^{N} \text { with a } \mathcal{C}^{1,1} \text { boundary, } \\
\text { such that } \Omega_{n} \text { converge to } \Omega \text {, if } x_{n} \in \partial \Omega_{n} \text { converge to } x \in \partial \Omega \text {, }  \tag{11}\\
\text { then } \lim _{n} h\left(x_{n}, \Omega_{n}\right)=h(x, \Omega)
\end{gather*}
$$

Proof of Proposition 2.4. Note that, if $\Omega \in \mathcal{D}$, then, for $n$ large enough, the sets $\Omega_{n}$ also belongs to $\mathcal{D}$. The rest of the proposition is a straightforward application of the regularity results of [21] recalled in Remark 2.2.

We now state some estimates on the variations of the mapping $v \rightarrow h(x+v, \Omega+v)$ for a set $\Omega$ with a smooth boundary and $x \in \partial \Omega$. The key point is that such an estimate has to be independent of the regularity of $\Omega$. Here and below we set

$$
S_{r}=\left\{x \in \mathbb{R}^{N}, d_{S}(x) \leq r\right\}
$$

Proposition 2.5. Let $R>0$ be some large constant and $r>0$ be sufficiently small so that $S_{r}$ has a $\mathcal{C}^{2}$ boundary. There is a constant $\lambda>1 / r$, such that, for any bounded set $\Omega$ with a $\mathcal{C}^{1,1}$ boundary such that $S_{r} \subset \Omega$ and $\Omega \subset B(0, R-r)$, for any $v \in \mathbb{R}^{N}$ with $|v|<1 / \lambda$ and any $x \in \partial \Omega$, we have

$$
\Omega+v \in \mathcal{D} \quad \text { and } \quad h(x+v, \Omega+v) \geq(1-\lambda|v|) h(x, \Omega)
$$

Proof of Proposition 2.5. We give the proof in the case $S \neq \emptyset$ and $f>0$, the proof for the other cases being similar. Since $f>0$ and $f$ is Lipschitz continuous, we can find a constant $C_{1}>0$ such that

$$
\begin{equation*}
\forall x, y \in \mathbb{R}^{N}, \text { with }|x|,|y| \leq R, f(x) \geq f(y)\left(1-C_{1}|x-y|\right) \tag{12}
\end{equation*}
$$

Let $u^{+}$and $u_{r}^{-}$be, respectively, the solutions of

$$
\left\{\begin{array}{cl}
-\operatorname{div}\left(\left|\nabla u^{+}\right|^{p-2} \nabla u^{+}\right)=f & \text { in } B(0, R) \backslash S, \\
u^{+}=g & \text { on } \partial S, \\
u^{+}=0 & \text { on } \partial B(0, R)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{cl}
-\operatorname{div}\left(\left|\nabla u_{r}^{-}\right|^{p-2} \nabla u_{r}^{-}\right)=f & \text { in } \operatorname{Int}\left(S_{r}\right) \backslash S, \\
u_{r}^{-}=g & \text { on } \partial S, \\
u_{r}^{-}=0 & \text { on } \partial S_{r}
\end{array}\right.
$$

Since $g$ is $\mathcal{C}^{1, \beta}$, and since $S, S_{r}$, and $B(0, R)$ have a $\mathcal{C}^{2}$ boundary, the functions $u^{+}$ and $u_{r}^{-}$belong to $\mathcal{C}^{1, \alpha}(\bar{\Omega})$ (for some $\alpha \in(0, \beta)$ ) and there is some constant $C_{2}>0$ such that $u^{+}$and $u_{r}^{-}$are $C_{2}$-Lipschitz continuous, whence

$$
\begin{equation*}
\forall x \in S_{r} \backslash S, u_{r}^{-}(x) \geq u^{+}(x)-2 C_{2} d_{S}(x) \tag{13}
\end{equation*}
$$

because $u^{+}=u_{r}^{-}$on $\partial S$. We now choose $\lambda=\max \left\{6 C_{2}(p-1) / m, C_{1}, 2 / r\right\}$, where $m=\min _{S_{r} \backslash S} u^{+}$. Note that $m$ is positive.

Let $\Omega \subset \mathbb{R}^{N}$ be some open bounded set with a $\mathcal{C}^{1,1}$ boundary, such that $S_{r} \subset \Omega$ and $\Omega \subset B(0, R-r)$, and let $v \in \mathbb{R}^{N}$ with $|v|<1 / \lambda$. Let $u$ be the solution of (9) with $\Omega$ and $u_{v}$ be the solution of (9) with $\Omega+v$ in place of $\Omega$. From the maximum principle,
we have $u_{r}^{-} \leq u \leq u^{+}$and $u_{r}^{-} \leq u_{v} \leq u^{+}$on $S_{r} \backslash S$ because $S_{r} \subset \subset \Omega \subset \subset B(0, R)$ and $S_{r} \subset \subset \Omega+v \subset \subset B(0, R)$ from the choice of $\lambda>1 / r$ and $v$.

Since $S_{r} \subset \Omega$ and $|v|<r$, we have $S \subset \subset \Omega$. We claim that

$$
\begin{equation*}
\frac{1}{(1-\lambda|v|)^{1 /(p-1)}} u_{v}(x+v) \geq u(x) \quad \forall x \in \Omega \backslash S_{|v|} \tag{14}
\end{equation*}
$$

For proving this claim, let us set $w(x)=\frac{1}{(1-\lambda|v|)^{1 /(p-1)}} u_{v}(x+v)$ for $x \in \Omega \backslash S_{|v|}$ and let us show that

$$
\begin{equation*}
w \geq u \text { on } \partial S_{|v|} \quad \text { and } \quad-\operatorname{div}\left(|\nabla w|^{p-2} \nabla w\right) \geq f \text { on } \Omega \backslash S_{|v|} \tag{15}
\end{equation*}
$$

We have, for any $x \in \partial S_{|v|}$,

$$
(1-\lambda|v|)^{1 /(p-1)} w(x)=u_{v}(x+v) \geq u_{r}^{-}(x+v) \geq u_{r}^{-}(x)-C_{2}|v| \geq u^{+}(x)-3 C_{2}|v|
$$

because $u_{r}^{-}$is $C_{2}$-Lipschitz continuous and thanks to (13). Thus,

$$
(1-\lambda|v|)^{1 /(p-1)} w(x) \geq u^{+}(x)-3 C_{2}|v| \geq(1-\lambda|v|)^{1 /(p-1)} u^{+}(x)
$$

because $u^{+} \geq m$ in $S_{r} \backslash S,|v|<1 / \lambda$, and $\lambda \geq 6 C_{2}(p-1) / m$. So we have proved that $w(x) \geq u^{+}(x) \geq u(x)$ for any $x \in \partial S_{|v|}$.

From the definition of $C_{1}$ in (12) and from the choice of $\lambda$, we have, for any $x \in \Omega \backslash S_{|v|}$,

$$
-\operatorname{div}\left(\left|\nabla u_{v}(x+v)\right|^{p-2} \nabla u_{v}(x+v)\right)=f(x+v) \geq f(x)(1-\lambda|v|) .
$$

Thus,

$$
-\operatorname{div}\left(|\nabla w(x)|^{p-2} \nabla w(x)\right) \geq f(x) \quad \forall x \in \Omega \backslash S_{|v|}
$$

So (15) is proved, which entails (14). In particular, at any point $x \in \partial \Omega$, we have, since $w \geq u$ in $\Omega \backslash S_{|v|}$ and $w=u$ in $\partial \Omega$,

$$
\begin{aligned}
h(x, \Omega) & =|\nabla u(x)|^{p-1} \leq|\nabla w(x)|^{p-1} \\
& =\frac{1}{1-\lambda|v|}\left|\nabla u_{v}(x+v)\right|^{p-1}=\frac{1}{1-\lambda|v|} h(x+v, \Omega+v)
\end{aligned}
$$

In order to prove the global existence of the solution, we need to control the growth of $h$, as shown in the following proposition.

Proposition 2.6. There are constants $r_{0}>0$ and $\sigma>0$ such that

$$
\begin{equation*}
\forall r \geq r_{0}, \forall x \in \partial B(0, r), \quad h(x, B(0, r)) \leq \sigma r \tag{16}
\end{equation*}
$$

Moreover, the constants $r_{0}$ and $\sigma$ depend only on $p, S,\|f\|_{\infty}$, and $\|g\|_{\infty}$.
Proof of Proposition 2.6. Let us fix $r_{0}>0$ such that $S \subset \subset B\left(0, r_{0} / 2^{\frac{(p-1)}{p}}\right)$ and $\kappa=\max \left\{\frac{2\|g\|_{\infty}}{r_{0}^{p /(p-1)}}, \frac{\|f\|_{\infty}^{1 /(p-1)}(p-1)}{N^{1 /(p-1)} p}\right\}$. Let $r \geq r_{0}$ and $u$ be the solution to

$$
\left\{\begin{aligned}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=f & \text { in } B(0, r) \backslash S, \\
u=g & \text { on } \partial S \\
u=0 & \text { on } \partial B(0, r)
\end{aligned}\right.
$$

We claim that $u \leq w$ on $B(0, r) \backslash S$, where $w(x)=-\kappa|x|^{p /(p-1)}+\kappa r^{p /(p-1)}$ and $u=w$ on $\partial B(0, r)$. Indeed, $-\operatorname{div}\left(|\nabla w|^{p-2} \nabla w\right)=\kappa^{p-1} N[p /(p-1)]^{p-1} \geq f$ in $B(0, r) \backslash S$. Since $S \subset B\left(0, r_{0} / 2^{(p-1) / p}\right)$ we also have

$$
\forall x \in \partial S, \quad w(x) \geq-\kappa \frac{r_{0}^{p /(p-1)}}{2}+\kappa r_{0}^{p /(p-1)} \geq\|g\|_{\infty} \geq g(x)
$$

Finally, $u=w=0$ on $\partial B(0, r)$ by construction. So $u \leq w$ on $B(0, r) \backslash S$ and $u=w$ on $\partial B(0, r)$. This entails that $h(x, B(0, r))=|\nabla u|^{p-1} \leq|\nabla w|^{p-1}=\kappa^{p-1}[p /(p-1)]^{p-1} r$ for any $x \in \partial B(0, r)$, whence the result with $\sigma=\kappa^{p-1}[p /(p-1)]^{p-1}$.
2.3. A preliminary result. We state here an equivalent definition for solutions of (4). This formulation is introduced in [11].

Let us set, for any compact set $K, x \in \partial K$, and $\nu \in \mathbb{R}^{N}, \nu \neq 0$,

$$
\begin{equation*}
h^{\sharp}(x, K, \nu)=\inf \{h(x, \Omega)\}, \tag{17}
\end{equation*}
$$

where the infimum is taken over the sets $\Omega \in \mathcal{D}$ with a $\mathcal{C}^{1,1}$ boundary, such that $K \subset \bar{\Omega}, x \in \partial \Omega$ and $\nu$ is an outward normal to $\Omega$ at $x$. In the same way, we set

$$
\begin{equation*}
h^{b}(x, K, \nu)=\sup \{h(x, \Omega)\} \tag{18}
\end{equation*}
$$

where the supremum is taken over the sets $\Omega \in \mathcal{D}$ with a $\mathcal{C}^{1,1}$ boundary, such that $\Omega \subset K$, and $x \in \partial \Omega$ and $\nu$ is an outward normal to $\Omega$ at $x$.

We set $h^{\sharp}(x, K, \nu)=+\infty$ or $h^{b}(x, K, \nu)=-\infty$ if there is no set $\Omega$ with the required properties.

If $A$ is a subset of some finite dimensional space and $x$ belongs to $A$, we say that a vector $\nu$ is a proximal normal to $A$ at $x$ if the distance of $x+\nu$ to $A$ is equal to $|\nu|$.

Proposition 2.7. Let $h=h(x, \Omega)$ satisfy (6), (7), and (11). Let $\mathcal{K}$ be a nondecreasing tube with $\mathcal{K}(0) \in \mathcal{D}$.

Then $\mathcal{K}$ is a subsolution of the front propagation problem for $h$ if and only if $\overline{\mathcal{K}}$ is left lower semicontinuous and if, for any $(t, x) \in \mathcal{K}$ with $t>0$, for any proximal normal $\left(\nu_{t}, \nu_{x}\right)$ to $\mathcal{K}$ at $(t, x)$ such that $\nu_{x} \neq 0$, we have

$$
-\frac{\nu_{t}}{\left|\nu_{x}\right|} \leq h^{\sharp}\left(x, \mathcal{K}(t), \nu_{x}\right) .
$$

In the same way, the tube $\mathcal{K}$ is a supersolution of the front propagation problem for $h$ if and only if, for any $(t, x) \in \widehat{\mathcal{K}}$ with $t>0$, for any proximal normal $\left(\nu_{t}, \nu_{x}\right)$ to $\widehat{\mathcal{K}}$ at $(t, x)$ such that $\nu_{x} \neq 0$, we have

$$
\frac{\nu_{t}}{\left|\nu_{x}\right|} \geq h^{b}\left(x, \mathcal{K}(t),-\nu_{x}\right)
$$

Proof of Proposition 2.7. The proof is completely similar to that of Proposition 2.2 of [11]. The only difference is that our construction yields some approximation of the tube $\mathcal{K}$. We give only the main arguments for the case of subsolutions, the case of supersolutions being symmetrical. For any $\epsilon>0$, let us set

$$
\mathcal{K}^{\epsilon}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} \mid \exists(s, y) \in \overline{\mathcal{K}} \text { with }(t-s)^{2}+|x-y|^{2} \leq \epsilon^{2}\right\}
$$

In [11], since $h$ was translation invariant, $\mathcal{K}^{\epsilon}$ was also a subsolution of the front propagation problem. Instead here we have the following lemma.

Lemma 2.8. If $\mathcal{K}$ is a subsolution of the front propagation problem for $h$, then for any $\epsilon>0, \mathcal{K}^{\epsilon}$ is a subsolution for $h^{\epsilon}$ on the time interval $[\epsilon,+\infty)$, where

$$
h^{\epsilon}(x, \Omega)=\sup _{|v| \leq \epsilon} h(x+v, \Omega+v)
$$

is defined for any bounded open set $\Omega$ with a $\mathcal{C}^{1,1}$ boundary such that $S_{\epsilon} \subset \subset \Omega$ and $x \in \partial K$ (where $S$ is the compact set in the definition of $\mathcal{D}$; see (5)).

Once Lemma 2.8 is established, we can complete the proof of the proposition as in [11] by noticing that $h^{\epsilon} \rightarrow h$ as $\epsilon \rightarrow 0^{+}$, thanks to (11).

Proof of Lemma 2.8. A straightforward application of the definition of $\mathcal{K}^{\epsilon}$ shows that $\mathcal{K}^{\epsilon}$ is nondecreasing and left lower semicontinuous. Moreover, since $S \subset \subset$ $\operatorname{Int}(\mathcal{K}(0)) \subset \operatorname{Int}(\mathcal{K}(\epsilon))$, we have $S_{\epsilon} \subset \subset \mathcal{K}^{\epsilon}(\epsilon)$.

Let $\mathcal{K}_{r}$ be a smooth tube which is externally tangent to $\mathcal{K}^{\epsilon}$ at some point $(t, x)$, with $t>\epsilon$. Since $(t, x)$ belongs to the boundary of $\mathcal{K}^{\epsilon}$, there is some $(s, y) \in \overline{\mathcal{K}}$ such that

$$
(t-s)^{2}+|x-y|^{2}=\epsilon^{2}
$$

Let us notice that, since $t>\epsilon$, we have $s>0$. Now it is easy to check that the tube $\mathcal{K}_{r}-((t, x)-(s, y))$ is externally tangent to $\mathcal{K}$ at $(s, y)$. Since $\mathcal{K}$ is a subsolution, we have

$$
V_{(s, y)}^{\mathcal{K}_{r}-((t, x)-(s, y))} \leq h\left(y, \mathcal{K}_{r}(t)-(x-y)\right)
$$

where $V_{(s, y)}^{\mathcal{K}_{r}-((t, x)-(s, y))}$ is the outward normal velocity of the smooth tube $\mathcal{K}_{r}-((t, x)-$ $(s, y))$ at $(s, y)$. Using the definition of $h^{\epsilon}$, this leads to

$$
V_{(t, x)}^{\mathcal{K}_{r}}=V_{(s, y)}^{\mathcal{K}_{r}-((t, x)-(s, y))} \leq h\left(y, \mathcal{K}_{r}(t)-(x-y)\right) \leq h^{\epsilon}\left(x, \mathcal{K}_{r}(t)\right)
$$

because $|x-y| \leq \epsilon$.
3. The inclusion principle. The aim of this part is to state and prove the inclusion principle for the generalized solutions of our problem.
3.1. Statement of the result. We need the following structure conditions on $h$ :

1. $h=h(x, \Omega)$ is nonnegative and nondecreasing with respect to $\Omega$ (i.e., (6) and (7) hold),
2. $h$ is sequentially continuous (i.e., satisfies (11)),
3. $h$ has the following regularity property: For any $R>0$ sufficiently large and $r>0$ sufficiently small so that $S_{r}$ has a $\mathcal{C}^{2}$ boundary, there are constants $\lambda>1 / r$ and $C>0$, such that, for any compact set $K$ with a $\mathcal{C}^{1,1}$ boundary such that $S_{r} \subset \operatorname{Int}(K)$ and $K \subset B(0, R-r)$, for any $v \in \mathbb{R}^{N}$ with $|v|<1 / \lambda$ and any $x \in \partial K$, we have

$$
\text { (19) } K+v \in \mathcal{D} \quad \text { and } \quad h(x+v, K+v) \geq(1-\lambda|v|) h(x, K)-C|v|
$$

Let us recall that, if $\mathcal{K}$ is a subset of $[0,+\infty) \times \mathbb{R}^{N}$, we set

$$
\widehat{\mathcal{K}}=\overline{[0,+\infty) \times \mathbb{R}^{N} \backslash \mathcal{K}}
$$

Theorem 3.1 (inclusion principle). Under the above assumptions on $h$, let $\mathcal{K}_{1}$ be a subsolution of the front propagation problem on the interval $[0, T)$ for some $T>0$
and $\mathcal{K}_{2}$ be a supersolution on $[0, T)$. If $\mathcal{K}_{1}(t)$ and $\mathcal{K}_{2}(t)$ are nonempty for $t \in[0, T)$ and if

$$
\overline{\mathcal{K}_{1}}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset
$$

then

$$
\forall t \in[0, T), \quad \overline{\mathcal{K}_{1}}(t) \cap \widehat{\mathcal{K}_{2}}(t)=\emptyset
$$

Remarks.

1. Let $K_{1}$ and $K_{2}$ be bounded subsets of $\mathbb{R}^{N}$ such that $\overline{K_{1}} \subset \operatorname{Int}\left(K_{2}\right)$. If $\mathcal{K}_{1}$ is a subsolution with initial condition $K_{1}$ and $\mathcal{K}_{2}$ is a supersolution with initial position $K_{2}$, then the assumption of the theorem holds: $\widehat{\mathcal{K}_{1}}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$.
2. The statement $\overline{\mathcal{K}_{1}}(t) \cap \widehat{\mathcal{K}_{2}}(t)=\emptyset$ implies that $\overline{\mathcal{K}_{1}}(t) \subset \operatorname{Int}\left(\mathcal{K}_{2}(t)\right)$.
3. Remarks on the structure conditions. Thanks to Propositions 2.3, 2.4, and 2.5 , our structure condition holds for the Hele-Shaw problem, where $h$ is defined by (8). It is also satisfied for nonlocal evolution laws of the form

$$
h(x, \Omega)=\int_{\Omega} \rho(x, y) d y
$$

where $\rho$ is some nonnegative smooth and compactly supported function. This evolution equation is treated in particular in [10] and in [13] (the latter in the more general case of Neumann-type boundary conditions).
3.2. Proof of Theorem 3.1. From the definition of subsolutions, we can assume that $\mathcal{K}_{1}$ has a closed graph: $\overline{\mathcal{K}_{1}}=\mathcal{K}_{1}$. The main step of the proof amounts to showing that, for any $\gamma>1$, such that $S_{\gamma-1} \subset \operatorname{Int}\left(\mathcal{K}_{1}(0)\right)$,

$$
\begin{equation*}
\forall t \in[0, T), \quad \mathcal{K}_{1}(t) \cap \widehat{\mathcal{K}_{2}}(\gamma t)=\emptyset \tag{20}
\end{equation*}
$$

We explain how to obtain Theorem 3.1 from (20) at the very end of the proof.
For showing (20), we argue by contradiction, by assuming that there is some $\gamma>1$ with $S_{\gamma-1} \subset \operatorname{Int}\left(\mathcal{K}_{1}(0)\right)$ and some $T^{*} \in[0, T)$ such that

$$
\begin{equation*}
\mathcal{K}_{1}\left(T^{*}\right) \cap \widehat{\mathcal{K}_{2}}\left(\gamma T^{*}\right) \neq \emptyset \tag{21}
\end{equation*}
$$

Since $\mathcal{K}_{1}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$, we have $T^{*}>0$. We now introduce several notations: Let $R>0$ be sufficiently large so that $\mathcal{K}_{1}(T) \subset B(0, R-(\gamma-1))$ and $\mathcal{K}_{2}(T) \subset$ $B(0, R-(\gamma-1))$. We denote by $\lambda$ and $C$ the constants defined in (19) for $R$ and $r:=\gamma-1>0$. Let us recall that $\lambda>1 / r$ and that, for any compact set $K$ with a $\mathcal{C}^{1,1}$ boundary such that $S_{r} \subset \operatorname{Int}(K)$ and $K \subset B(0, R-r)$, for any $v \in \mathbb{R}^{N}$ with $|v|<1 / \lambda$ and any $x \in \partial K$, we have

$$
\begin{equation*}
h(x+v, K+v) \geq(1-\lambda|v|) h(x, K)-C|v| . \tag{22}
\end{equation*}
$$

We also set

$$
\begin{equation*}
\kappa=\gamma C+1 \tag{23}
\end{equation*}
$$

For any $\epsilon \in\left(0, \tau_{0}\right)$ and any $\sigma \in(0,1]$, we set

$$
\begin{equation*}
\mathcal{K}_{1}^{\epsilon, \sigma}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} \mid \exists(s, y) \in \mathcal{K}_{1} \text { with } \frac{1}{\sigma^{2}}(t-s)^{2}+|x-y|^{2} \leq \epsilon^{2} e^{-2 \kappa s}\right\} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} \mid \exists(s, y) \in \widehat{\mathcal{K}_{2}} \text { with } \frac{1}{\sigma^{2}}(t-s)^{2}+|x-y|^{2} \leq \epsilon^{2} e^{-2 \kappa s}\right\} \tag{25}
\end{equation*}
$$

and

$$
T^{\epsilon, \sigma, \gamma}=\min \left\{t \geq \epsilon \mid \mathcal{K}_{1}^{\epsilon, \sigma}(t) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma t) \neq \emptyset\right\}
$$

Let us point out that

$$
\begin{equation*}
T^{\epsilon, \sigma, \gamma} \leq T^{*} \tag{26}
\end{equation*}
$$

because assumption (21) implies that $\mathcal{K}_{1}\left(T^{*}\right) \cap \widehat{\mathcal{K}_{2}}\left(\gamma T^{*}\right) \neq \emptyset$ and $\mathcal{K}_{1}(t) \subset \mathcal{K}_{1}^{\epsilon, \sigma}(t)$ and $\widehat{\mathcal{K}}_{2}(t) \subset \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(t)$.

Let us define $\Pi_{1}^{\sigma}$ and $\Pi_{2}^{\sigma}$, the projections on the sets $\mathcal{K}_{1}$ and $\widehat{\mathcal{K}_{2}}$, as follows: $\forall \sigma \in(0,1]$,

$$
\Pi_{1}^{\sigma}(t, x)=\left\{\begin{array}{l|l}
\left(s_{1}, y_{1}\right) \in \mathcal{K}_{1} & \begin{array}{l}
\frac{1}{\sigma^{2}}\left(t-s_{1}\right)^{2}+\left|x-y_{1}\right|^{2} \\
=\inf _{(s, y) \in \mathcal{K}_{1}} \frac{1}{\sigma^{2}}(t-s)^{2}+|x-y|^{2}
\end{array}
\end{array}\right\}
$$

and

$$
\Pi_{2}^{\sigma}(t, x)=\left\{\left(s_{2}, y_{2}\right) \in \widehat{\mathcal{K}_{2}} \left\lvert\, \begin{array}{l}
\frac{1}{\sigma^{2}}\left(t-s_{2}\right)^{2}+\left|x-y_{2}\right|^{2} \\
=\inf _{(s, y) \in \widehat{\mathcal{K}_{2}}} \frac{1}{\sigma^{2}}(t-s)^{2}+|x-y|^{2}
\end{array}\right.\right\}
$$

Proposition 3.2. One can choose $\epsilon$ and $\sigma$ sufficiently small so that, for any $x \in \mathcal{K}_{1}^{\epsilon, \sigma}\left(T^{\epsilon, \sigma, \gamma}\right) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}\left(\gamma T^{\epsilon, \sigma, \gamma}\right)$, for any $\left(s_{1}, y_{1}\right) \in \Pi_{1}^{\sigma}\left(T^{\epsilon, \sigma, \gamma}, x\right)$, and any $\left(s_{2}, y_{2}\right) \in$ $\Pi_{2}^{\sigma}\left(\gamma T^{\epsilon, \sigma, \gamma}, x\right)$, we have $y_{1} \neq x, y_{2} \neq x, s_{1}>0$, and $s_{2}>0$.

Proof of Proposition 3.2. Let us first prove that there is some positive $\epsilon_{0}$ such that

$$
\begin{equation*}
\text { for any } \epsilon \in\left(0, \epsilon_{0}\right) \text { and any } \sigma \in(0,1] \text {, we have } T^{\epsilon, \sigma, \gamma}>\epsilon \tag{27}
\end{equation*}
$$

Since $\mathcal{K}_{1}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$ and the sets $\mathcal{K}_{1}$ and $\widehat{\mathcal{K}_{2}}$ are closed in $\mathbb{R}^{+} \times \mathbb{R}^{N}$, there is some $\tau>0$ such that

$$
\forall 0 \leq s, t \leq \tau, \mathcal{K}_{1}(s) \cap \widehat{\mathcal{K}_{2}}(t)=\emptyset
$$

Then set

$$
\begin{equation*}
\theta=\min \left\{\left|y_{1}-y_{2}\right| \mid y_{1} \in \mathcal{K}_{1}(s), y_{2} \in \widehat{\mathcal{K}_{2}}(t), 0 \leq s, t \leq \tau\right\} \tag{28}
\end{equation*}
$$

then $\theta>0$. Set $\epsilon_{0}=\min \left\{\frac{\theta}{2}, \frac{\tau}{1+\gamma}\right\}$. We claim that, for any $\epsilon \in\left(0, \epsilon_{0}\right)$ and for any $\sigma \in(0,1]$, we have

$$
\begin{equation*}
\mathcal{K}_{1}^{\epsilon, \sigma}(\epsilon) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma \epsilon)=\emptyset \tag{29}
\end{equation*}
$$

It is clearly enough to prove the result for $\sigma=1$. We argue by contradiction. Suppose that, contrary to our claim, there is some $x \in \mathcal{K}_{1}^{\epsilon, 1}(\epsilon) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 1}(\gamma \epsilon)$. Then there is some $\left(s_{1}, y_{1}\right) \in \mathcal{K}_{1}$ and some $\left(s_{2}, y_{2}\right) \in \widehat{\mathcal{K}_{2}}$ such that

$$
\left|(\epsilon, x)-\left(s_{1}, y_{1}\right)\right| \leq \epsilon e^{-\kappa s_{1}} \text { and }\left|(\gamma \epsilon, x)-\left(s_{2}, y_{2}\right)\right| \leq \epsilon e^{-\kappa s_{2}}
$$

This implies, on the one hand, that $\left|y_{1}-y_{2}\right| \leq 2 \epsilon<\theta$ and, on the other hand, that

$$
0 \leq s_{1} \leq 2 \epsilon<\tau \text { and } 0 \leq s_{2} \leq(1+\gamma) \epsilon<\tau
$$

which is in contradiction with the definition of $\theta$ in (28). Thus, (29) is proved, which obviously implies that $T^{\epsilon, \sigma, \gamma}>\epsilon$, i.e., (27) holds.

From now on we fix $\epsilon \in\left(0, \epsilon_{0}\right)$. Let us first notice that $T^{\epsilon, \sigma, \gamma}$ is nondecreasing with respect to $\sigma$ and is bounded by $T^{*}$ thanks to (26). Let us set $\bar{t}=\lim _{\sigma \rightarrow 0^{+}} T^{\epsilon, \sigma, \gamma}$. Let us also define

$$
\mathcal{K}_{1}^{\epsilon, 0}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} \mid \exists y \in \mathcal{K}_{1}(t) \text { with }|x-y| \leq \epsilon e^{-\kappa t}\right\}
$$

and

$$
\widehat{\mathcal{K}}_{2}^{\epsilon, 0}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} \mid \exists y \in \widehat{\mathcal{K}_{2}}(t) \text { with }|x-y| \leq \epsilon e^{-\kappa s}\right\}
$$

It is easily checked that

$$
\begin{equation*}
\bigcap_{\sigma \in(0,1]} \mathcal{K}_{1}^{\epsilon, \sigma}=\mathcal{K}_{1}^{\epsilon, 0} \quad \text { and } \quad \bigcap_{\sigma \in(0,1]} \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}=\widehat{\mathcal{K}}_{2}^{\epsilon, 0} \tag{30}
\end{equation*}
$$

Moreover, $\mathcal{K}_{1}^{\epsilon, 0}$ and $\widehat{\mathcal{K}}_{2}^{\epsilon, 0}$ are closed since $\mathcal{K}_{1}$ and $\widehat{\mathcal{K}_{2}}$ are. Hence, from the definition of $T^{\epsilon, \sigma, \gamma}$ and of $\bar{t}$, we have

$$
\mathcal{K}_{1}^{\epsilon, 0}(\bar{t}) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 0}(\gamma \bar{t}) \neq \emptyset
$$

Let us also point out that, for any $t \in(0, \bar{t})$,

$$
\begin{equation*}
\mathcal{K}_{1}^{\epsilon, 0}(t) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 0}(\gamma t)=\emptyset \tag{31}
\end{equation*}
$$

because, $\mathcal{K}_{1}^{\epsilon, 0}(t) \subset \mathcal{K}_{1}^{\epsilon, \sigma}(t), \widehat{\mathcal{K}}_{2}^{\epsilon, 0}(\gamma t) \subset \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma t)$, and $\mathcal{K}_{1}^{\epsilon, \sigma}(t) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma t)=\emptyset$ as soon as $T^{\epsilon, \sigma, \gamma}>t$.

The next step of the proof amounts to showing that

$$
\begin{equation*}
\forall x \in \mathcal{K}_{1}^{\epsilon, 0}(\bar{t}) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 0}(\gamma \bar{t}), d_{\mathcal{K}_{1}(\bar{t})}(x)=\epsilon e^{-\kappa \bar{t}} \text { and } d_{\widehat{\mathcal{K}_{2}}(\gamma \bar{t})}(x)=\epsilon e^{-\gamma \kappa \bar{t}} \tag{32}
\end{equation*}
$$

For proving this, we argue by contradiction, by assuming (for instance) that $d_{\mathcal{K}_{1}(\bar{t})}(x)<$ $\epsilon e^{-\kappa \bar{t}}$. Then there is some $y_{1} \in \mathcal{K}_{1}(\bar{t})$ such that $\left|y_{1}-x\right|<\epsilon e^{-\kappa \bar{t}}$. Let also $y_{2} \in \widehat{\mathcal{K}_{2}}(\gamma \bar{t})$ be such that $\left|y_{2}-x\right| \leq \epsilon e^{-\gamma \kappa \bar{t}}$. Since $\mathcal{K}_{1}$ is a subsolution, it is left lower semicontinuous. Thus, for any sequence $t_{k} \rightarrow \bar{t}^{-}$, there is some $y_{1}^{k} \rightarrow y_{1}$ with $y_{1}^{k} \in \mathcal{K}_{1}\left(t_{k}\right)$. In the same way, since $\mathcal{K}_{2}$ is a supersolution, $\widehat{\mathcal{K}_{2}}$ is left lower semicontinuous, and there is a sequence $y_{2}^{k} \in \widehat{\mathcal{K}_{2}}\left(\gamma t_{k}\right)$ which converges to $y_{2}$. Since $\left|y_{1}-y_{2}\right|<\epsilon e^{-\kappa \bar{t}}+e^{-\gamma \kappa \bar{t}}$, for $k$ large enough we still have $\left|y_{1}^{k}-y_{2}^{k}\right| \leq \epsilon\left(e^{-\kappa t_{k}}+e^{-\gamma \kappa t}\right)$. Then it is easy to find some point $x_{k} \in\left[y_{1}^{k}, y_{2}^{k}\right]$ such that $\left|y_{1}^{k}-x_{k}\right| \leq \epsilon e^{-\kappa t_{k}}$ and $\left|y_{2}^{k}-x_{k}\right| \leq \epsilon e^{-\gamma \kappa \bar{t}}$, i.e., $x_{k} \in \mathcal{K}_{1}^{\epsilon, 0}\left(t_{k}\right) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 0}\left(\gamma t_{k}\right)$. This is in contradiction with (31). Hence, claim (32) is proved.

From this claim we deduce that, for $\epsilon^{\prime}=\epsilon / 4<\epsilon$, we have

$$
\mathcal{K}_{1}^{\epsilon^{\prime}, 0}(\bar{t}) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, 0}(\gamma \bar{t})=\emptyset
$$

Hence, there is some $\sigma_{0} \in(0,1)$ such that

$$
\mathcal{K}_{1}^{\epsilon^{\prime}, \sigma_{0}}(\bar{t}) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma_{0}}(\gamma \bar{t})=\emptyset
$$

because of (30). Since $\mathcal{K}_{1}^{\epsilon^{\prime}, \sigma_{0}}$ and $\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma_{0}}$ are closed and since $T^{\epsilon, \sigma, \gamma} \rightarrow \bar{t}$ as $\sigma \rightarrow 0^{+}$, we have, for any $\sigma>0$ sufficiently small, that

$$
\begin{equation*}
\mathcal{K}_{1}^{\epsilon^{\prime}, \sigma_{0}}\left(T^{\epsilon, \sigma, \gamma}\right) \cap{\widehat{\mathcal{K}_{2}}}^{\epsilon, \sigma_{0}}\left(\gamma T^{\epsilon, \sigma, \gamma}\right)=\emptyset \tag{33}
\end{equation*}
$$

Let $x \in \mathcal{K}_{1}^{\epsilon, \sigma}\left(T^{\epsilon, \sigma, \gamma}\right) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}\left(T^{\epsilon, \sigma, \gamma}\right)$. Then, from (33), $x \notin \mathcal{K}_{1}^{\epsilon^{\prime}, \sigma_{0}}\left(T^{\epsilon, \sigma, \gamma}\right)$. Therefore, if $\left(s_{1}, y_{1}\right) \in \Pi_{1}^{\sigma}\left(T^{\epsilon, \sigma, \gamma}, x\right)$, we have

$$
\frac{1}{\sigma^{2}}\left(T^{\epsilon, \sigma, \gamma}-s_{1}\right)^{2}+\left|x-y_{1}\right|^{2} \leq \epsilon^{2} e^{-2 \kappa s_{1}}
$$

and

$$
\frac{1}{\sigma_{0}^{2}}\left(T^{\epsilon, \sigma, \gamma}-s_{1}\right)^{2}+\left|x-y_{1}\right|^{2}>\left(\epsilon^{\prime}\right)^{2} e^{-2 \kappa s_{1}}
$$

This implies that $x \neq y_{1}$ as soon as $\sigma<\sigma_{0} / 2$ (recall that $\epsilon^{\prime}=\epsilon / 4$ ). So we have proved that, for any $\sigma$ sufficiently small, for any $x \in \mathcal{K}_{1}^{\epsilon, \sigma}\left(T^{\epsilon, \sigma, \gamma}\right) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}\left(T^{\epsilon, \sigma, \gamma}\right)$, and for any $\left(s_{1}, y_{1}\right) \in \Pi_{1}^{\sigma}\left(T^{\epsilon, \sigma, \gamma}, x\right)$, we have $x \neq y_{1}$. We can prove in the same way that, for any $\left(s_{2}, y_{2}\right) \in \Pi_{2}^{\sigma}\left(T^{\epsilon, \sigma, \gamma}, x\right)$, we have $y_{2} \neq x$.

Finally, $s_{1}$ is positive because the inequality $\frac{1}{\sigma^{2}}\left(T^{\epsilon, \sigma, \gamma}-s_{1}\right)^{2}+\left|x-y_{1}\right|^{2} \leq \epsilon e^{-2 \kappa s_{1}}$ implies that

$$
s_{1} \geq T^{\epsilon, \sigma, \gamma}-\sigma \epsilon e^{-\kappa s_{1}}
$$

where the right-hand side is positive thanks to (27). We can prove in the same way that $s_{2}>0$.

From now on we fix $\epsilon>0$ and $\sigma>0$ as in Proposition 3.2 and also sufficiently small so that

$$
\begin{equation*}
\epsilon<1 /(2 \lambda) \quad \text { and } \quad \frac{1}{(1-2 \lambda \epsilon)} \leq \gamma \tag{34}
\end{equation*}
$$

Recall that $\lambda$ is defined at the beginning of the proof. Let $x,\left(s_{1}, y_{1}\right)$, and $\left(s_{2}, y_{2}\right)$ be as in Proposition 3.2. For simplicity, we set $t^{*}=T^{\epsilon, \sigma, \gamma}$.

Let us define, for any two sets $U$ and $V$, the minimal distance $d(U, V)$ between $U$ and $V$ by

$$
d(U, V)=\inf _{x \in U, y \in V}|x-y|
$$

Proposition 3.3. The point $\left(t^{*}, x\right)$ belongs to the boundary of $\mathcal{K}_{1}^{\epsilon, \sigma}$, while the point $\left(\gamma t^{*}, x\right)$ belongs to the boundary of $\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}$. Moreover,

$$
d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\left|y_{1}-y_{2}\right|
$$

In particular, $y_{1} \in \partial \mathcal{K}_{1}\left(s_{1}\right), y_{2} \in \partial \widehat{\mathcal{K}_{2}}\left(s_{2}\right)$, and

$$
\frac{1}{\sigma^{2}}\left(t^{*}-s_{1}\right)^{2}+\left|x-y_{1}\right|^{2}=\epsilon^{2} e^{-2 \kappa s_{1}} \quad \text { and } \quad \frac{1}{\sigma^{2}}\left(\gamma t^{*}-s_{2}\right)^{2}+\left|x-y_{2}\right|^{2}=\epsilon^{2} e^{-\kappa s_{2}}
$$

Proof of Proposition 3.3. For proving that the point $\left(t^{*}, x\right)$ belongs to the boundary of $\mathcal{K}_{1}^{\epsilon, \sigma}$, we argue by contradiction by assuming that $\left(t^{*}, x\right)$ belongs to the interior of $\mathcal{K}_{1}^{\epsilon, \sigma}$. Then, since $\widehat{\mathcal{K}_{2}}$ is left lower semicontinuous, so is $\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}$. Thus, for any
$t_{n} \rightarrow\left(t^{*}\right)^{-}$, there is some $x_{n} \rightarrow x$ such that $\left(\gamma t_{n}, x_{n}\right) \in \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}$. But, since $\left(t^{*}, x\right)$ belongs to the interior of $\mathcal{K}_{1}^{\epsilon, \sigma},\left(t_{n}, x_{n}\right)$ also belongs to $\mathcal{K}_{1}^{\epsilon, \sigma}$ for $n$ large enough. This is in contradiction with the definition of $t^{*}$.

Symmetric arguments show that the point $\left(\gamma t^{*}, x\right)$ belongs to the boundary of $\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}$. Let us now prove that $d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\left|y_{1}-y_{2}\right|$. Since $y_{1} \in \mathcal{K}_{1}\left(s_{1}\right)$ and $y_{2} \in \widehat{\mathcal{K}_{2}}\left(s_{2}\right)$, we have $d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right) \leq\left|y_{1}-y_{2}\right|$. Assume for a while that $d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)<\left|y_{1}-y_{2}\right|$. Let $z_{1} \in \mathcal{K}_{1}\left(s_{1}\right)$ and $z_{2} \in \widehat{\mathcal{K}_{2}}\left(s_{2}\right)$ be such that $\left|z_{1}-z_{2}\right|<\left|y_{1}-y_{2}\right|$. One can choose $\rho \in(0,1)$ such that, if $x_{\rho}=\rho z_{1}+(1-\rho) z_{2}$, then

$$
\left|z_{1}-x_{\rho}\right|<\left|y_{1}-x\right| \text { and }\left|z_{2}-x_{\rho}\right|<\left|y_{2}-x\right|
$$

because $\left|z_{1}-z_{2}\right|<\left|y_{1}-y_{2}\right| \leq\left|y_{1}-x\right|+\left|y_{2}-x\right|$. Therefore,

$$
\frac{1}{\sigma^{2}}\left(t^{*}-s_{1}\right)^{2}+\left|z_{1}-x_{\rho}\right|^{2}<\frac{1}{\sigma^{2}}\left(t^{*}-s_{1}\right)^{2}+\left|y_{1}-x\right|^{2} \leq \epsilon^{2} e^{-2 \kappa s_{1}}
$$

and

$$
\frac{1}{\sigma^{2}}\left(\gamma t^{*}-s_{2}\right)^{2}+\left|z_{2}-x_{\rho}\right|^{2}<\frac{1}{\sigma^{2}}\left(\gamma t^{*}-s_{2}\right)^{2}+\left|y_{2}-x\right|^{2} \leq \epsilon^{2}
$$

So one can find some $t<t^{*}$ such that

$$
\frac{1}{\sigma^{2}}\left(t-s_{1}\right)^{2}+\left|z_{1}-x_{\rho}\right|^{2} \leq \epsilon^{2} e^{-2 \kappa s_{1}} \text { and } \frac{1}{\sigma^{2}}\left(\gamma t-s_{2}\right)^{2}+\left|z_{2}-x_{\rho}\right|^{2} \leq \epsilon^{2}
$$

which means that $x_{\rho} \in \mathcal{K}_{1}^{\epsilon, \sigma}(t) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma t)$ and $t<t^{*}$. This is in contradiction with the definition of $t^{*}$. Therefore, we have proved that $d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\left|y_{1}-y_{2}\right|$.

Let us introduce two new notations:

$$
\begin{equation*}
\left(\nu_{t}^{1}, \nu_{x}^{1}\right)=\left(t^{*}-s_{1}-\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}, \sigma^{2}\left(x-y_{1}\right)\right) \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nu_{t}^{2}, \nu_{x}^{2}\right)=\left(\gamma t^{*}-s_{2}-\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}}, \sigma^{2}\left(x-y_{2}\right)\right) \tag{36}
\end{equation*}
$$

Proposition 3.4. There is some $\rho>0$ such that the vectors $\rho\left(\nu_{t}^{1}, \nu_{x}^{1}\right)$ and $\rho\left(\nu_{t}^{2}, \nu_{x}^{2}\right)$ are proximal normals to $\mathcal{K}_{1}$ at $\left(s_{1}, y_{1}\right)$ and to $\widehat{\mathcal{K}_{2}}$ at $\left(s_{2}, y_{2}\right)$, respectively.

Proof of Proposition 3.4. We do the proof only for $\left(\nu_{t}^{1}, \nu_{x}^{1}\right)$, with the proof for $\left(\nu_{t}^{2}, \nu_{x}^{2}\right)$ being similar. From Proposition $3.3,\left(t^{*}, x\right)$ belongs to the boundary of $\mathcal{K}_{1}^{\epsilon, \sigma}$. Therefore, the set $\mathcal{K}_{1}$ is contained in the set

$$
E=\left\{(s, y) \in \mathbb{R}^{+} \times \mathbb{R}^{N}, \frac{1}{\sigma^{2}}\left(t^{*}-s\right)^{2}+|y-x|^{2} \geq \epsilon^{2} e^{-2 \kappa s}\right\}
$$

From Proposition 3.3 again, the point $\left(s_{1}, y_{1}\right)$ belongs to the boundary of $E$. Moreover, $E$ has a smooth boundary in a neighborhood of $\left(s_{1}, y_{1}\right)$ because the gradient of the $\operatorname{map}(s, y) \rightarrow \epsilon^{2} e^{-2 \kappa s}-\frac{1}{\sigma^{2}}\left(t^{*}-s\right)^{2}-|y-x|^{2}$ at $\left(s_{1}, y_{1}\right)$ is

$$
\left(-2 \epsilon^{2} \kappa e^{-2 \kappa s_{1}}-\frac{2\left(s_{1}-t^{*}\right)}{\sigma^{2}},-2\left(y_{1}-x\right)\right)=\frac{2}{\sigma^{2}}\left(\nu_{t}^{1}, \nu_{x}^{1}\right),
$$

which does not vanish since $y_{2} \neq x$ from Proposition 3.2. Therefore, this gradient is, up to some small positive multiplicative constant, a proximal normal to $E$ at the
point $\left(s_{1}, y_{1}\right)$. Since $\mathcal{K}_{1} \subset E$ with $\left(s_{1}, y_{1}\right) \in \mathcal{K}_{1}$, it is also a proximal normal to $\mathcal{K}_{1}$ at $\left(s_{1}, y_{1}\right)$. Since $\left(\nu_{t}^{1}, \nu_{x}^{1}\right)$ is proportional to this gradient, the proof is complete.

Since $\mathcal{K}_{1}$ is a subsolution and $\rho\left(\nu_{t}^{1}, \nu_{x}^{1}\right)$ is a proximal normal to $\mathcal{K}_{1}$ at $\left(s_{1}, y_{1}\right)$, with $\nu_{x}^{1} \neq 0$ and $s_{1}>0$ thanks to Proposition 3.2, Proposition 2.7 states that

$$
\begin{equation*}
-\frac{\nu_{t}^{1}}{\left|\nu_{x}^{1}\right|}=-\frac{t^{*}-s_{1}-\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}}{\sigma^{2}\left|x-y_{1}\right|} \leq h^{\sharp}\left(y_{1}, \mathcal{K}_{1}\left(s_{1}\right), \nu_{x}^{1}\right) . \tag{37}
\end{equation*}
$$

Similarly, since $\mathcal{K}_{2}$ is a supersolution and $\rho\left(\nu_{t}^{2}, \nu_{x}^{2}\right)$ is a proximal normal to $\widehat{\mathcal{K}_{1}}$ at $\left(s_{2}, y_{2}\right)$, with $\nu_{x}^{2} \neq 0$ and $s_{2}>0$, Proposition 2.7 also states that

$$
\begin{equation*}
\frac{\nu_{t}^{2}}{\left|\nu_{x}^{2}\right|}=\frac{\gamma t^{*}-s_{2}-\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}}}{\sigma^{2}\left|x-y_{2}\right|} \geq h^{b}\left(y_{2}, \mathcal{K}_{2}\left(s_{2}\right),-\nu_{x}^{2}\right) \tag{38}
\end{equation*}
$$

To proceed, we need some relations between $\left(\nu_{t}^{1}, \nu_{x}^{1}\right)$ and $\left(\nu_{t}^{2}, \nu_{x}^{2}\right)$.
Proposition 3.5. There is some $\theta>0$ such that

$$
\nu_{x}^{2}=-\theta \nu_{x}^{1} \quad \text { and } \quad \nu_{t}^{2}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}} \leq-\theta\left(\nu_{t}^{1}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}\right) / \gamma
$$

Proof of Proposition 3.5. From the definition of $t^{*}$, we know that

$$
\forall \epsilon<s<t^{*}, \mathcal{K}_{1}^{\epsilon, \sigma}(s) \cap \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma s)=\emptyset
$$

Let us now notice that the sets $B_{1}$ and $B_{2}$ defined by

$$
B_{1}=\left\{(s, y)\left|\frac{1}{\sigma^{2}}\left(s-s_{1}\right)^{2}+\left|y-y_{1}\right|^{2} \leq \epsilon^{2} e^{-2 \kappa s_{1}}\right\}\right.
$$

and

$$
B_{2}=\left\{(s, y)\left|\frac{1}{\sigma^{2}}\left(\gamma s-s_{2}\right)^{2}+\left|y-y_{2}\right|^{2} \leq \epsilon^{2} e^{-2 \kappa s_{2}}\right\}\right.
$$

are, respectively, subsets of $\mathcal{K}_{1}^{\epsilon, \sigma}$ and of the graph of $\widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}(\gamma \cdot)$. Therefore,

$$
\begin{equation*}
\forall(s, y) \text {, if }(s, y) \in B_{1} \cap B_{2}, \text { then } s \geq t^{*} \tag{39}
\end{equation*}
$$

From Proposition 3.3, the point $\left(t^{*}, x\right)$ belongs to $\partial \mathcal{K}_{1}^{\epsilon, \sigma}$. Hence, $\left(t^{*}, x\right) \in \partial B_{1}$. In the same way, $\left(\gamma t^{*}, x\right)$ belongs to $\partial \widehat{\mathcal{K}}_{2}^{\epsilon, \sigma}$, and so $\left(t^{*}, x\right) \in \partial B_{2}$. Therefore, (39) states that $\left(t^{*}, x\right)$ is a minimum in the following problem: Minimize $s$ over the points $(s, y) \in$ $B_{1} \cap B_{2}$.

The necessary conditions for this problem (for the extended Lagrangian) state that there is some $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in \mathbb{R}_{+}^{3}$ with $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \neq 0$, such that

$$
\lambda_{1}\left(\frac{1}{\sigma^{2}}\left(t^{*}-s_{1}\right), x-y_{1}\right)+\lambda_{2}\left(\frac{\gamma}{\sigma^{2}}\left(\gamma t^{*}-s_{2}\right), x-y_{2}\right)+\lambda_{3}(1,0)=0 .
$$

Using the notations (35) and (36), this is equivalent to

$$
\lambda_{1}\left(\nu_{t}^{1}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}, \sigma^{2} \nu_{x}^{1}\right)+\lambda_{2}\left(\gamma \nu_{t}^{2}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}}, \sigma^{2} \nu_{x}^{2}\right)+\lambda_{3}\left(\sigma^{2}, 0\right)=0
$$

Since, from Proposition 3.2, $\nu_{x}^{1} \neq 0$ and $\nu_{x}^{2} \neq 0$, we have $\lambda_{1} \neq 0$ and $\lambda_{2} \neq 0$. Setting
$\theta=\lambda_{1} / \lambda_{2}>0$, we get $\nu_{x}^{2}=-\theta \nu_{x}^{1}$ and

$$
\begin{aligned}
\nu_{t}^{2}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}} & =-\frac{1}{\gamma}\left(\theta\left(\nu_{t}^{1}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}\right)+\frac{\lambda_{3} \sigma^{2}}{\lambda_{2}}\right) \\
& \leq-\frac{\theta}{\gamma}\left(\nu_{t}^{1}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}\right) .
\end{aligned}
$$

Let us now recall the Ilmanen interposition lemma [18], which plays a crucial role in our study.

Lemma 3.6 (Ilmanen). Let $A$ and $B$ be two disjoint subsets of $\mathbb{R}^{N}$, $A$ being compact and $B$ closed. Then there exists some closed set $K_{r}$ with a $\mathcal{C}^{1,1}$ boundary, such that

$$
A \subset K_{r} \quad \text { and } \quad K_{r} \cap B=\emptyset
$$

and

$$
d(A, B)=d\left(A, \partial K_{r}\right)+d\left(\partial K_{r}, B\right)
$$

Let us apply Lemma 3.6 to $A=\mathcal{K}_{1}\left(s_{1}\right)$ and $B=\widehat{\mathcal{K}_{2}}\left(s_{2}\right)$ : There exists some set $K_{r}$ with a $\mathcal{C}^{1,1}$ boundary such that

$$
\mathcal{K}_{1}\left(s_{1}\right) \subset K_{r} \quad \text { and } \quad \widehat{\mathcal{K}_{2}}\left(s_{2}\right) \cap K_{r}=\emptyset
$$

and

$$
d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=d\left(\partial K_{r}, \mathcal{K}_{1}\left(s_{1}\right)\right)+d\left(\partial K_{r}, \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)
$$

Let us set $\rho_{1}=d\left(\partial K_{r}, \mathcal{K}_{1}\left(s_{1}\right)\right), \rho_{2}=d\left(\partial K_{r}, \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)$, and $w=\frac{y_{2}-y_{1}}{\left|y_{2}-y_{1}\right|}$. Let us notice that $\nu_{x}^{1}=\left|\nu_{x}^{1}\right| w$, while $\nu_{x}^{2}=-\left|\nu_{x}^{2}\right| w$.

Proposition 3.7. The smooth set $K_{r}-\rho_{1} w$ is externally tangent to $\mathcal{K}_{1}\left(s_{1}\right)$ at the point $y_{1}$ and $w$ is a normal to $K_{r}-\rho_{1} w$ at $y_{1}$; namely,

$$
\begin{equation*}
\mathcal{K}_{1}\left(s_{1}\right) \subset\left(K_{r}-\rho_{1} w\right) \quad \text { and } \quad y_{1} \in \partial \mathcal{K}_{1}\left(s_{1}\right) \cap \partial\left(K_{r}-\rho_{1} w\right) \tag{40}
\end{equation*}
$$

In the same way, the smooth set $K_{r}+\rho_{2} w$ is internally tangent to $\mathcal{K}_{2}\left(s_{2}\right)$ at the point $y_{2}$ and $w$ is a normal to $K_{r}+\rho_{2} w$ at $y_{2}$ :

$$
\begin{equation*}
K_{r}+\rho_{2} w \subset \widehat{\mathcal{K}_{2}}\left(s_{2}\right) \quad \text { and } \quad y_{2} \in \partial\left(K_{r}+\rho_{2} w\right) \cap \partial \widehat{\mathcal{K}_{2}}\left(s_{2}\right) \tag{41}
\end{equation*}
$$

Finally, $S \subset \operatorname{Int}\left(K_{r}-\rho_{1} w\right)$ and $S \subset \operatorname{Int}\left(K_{r}+\rho_{2} w\right)$.
Remark. The proposition states that we can estimate the quantity $h^{\sharp}\left(y_{1}, \mathcal{K}_{1}\left(s_{1}\right), \nu_{x}^{1}\right)$ by using the set $K_{r}-\rho_{1} w$, while the estimate of $h^{b}\left(y_{2}, \mathcal{K}_{2}\left(s_{2}\right),-\nu_{x}^{2}\right)$ can be done by using $K_{r}+\rho_{2} w$.

Proof of Proposition 3.7. For proving (40) and (41), let us first notice that the fact that $\mathcal{K}_{1}\left(s_{1}\right) \subset K_{r}$ and $d\left(\partial K_{r}, \mathcal{K}_{1}\left(s_{1}\right)\right)=\rho_{1}$ implies the inclusion $\mathcal{K}_{1}\left(s_{1}\right) \subset\left(K_{r}-\rho_{1} w\right)$. In the same way, since $\widehat{\mathcal{K}_{2}}\left(s_{2}\right) \cap K_{r}=\emptyset$ and $d\left(\partial K_{r}, \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\rho_{2}$, we have $K_{r}+\rho_{2} w \subset$ $\widehat{\mathcal{K}_{2}}\left(s_{2}\right)$.

Let $z=y_{2}-\rho_{2} w=y_{1}+\rho_{1} w$. We have $d_{\mathcal{K}_{1}\left(s_{1}\right)}(z) \leq\left|y_{1}-z\right|=\rho_{1}$ and $d_{\widehat{\mathcal{K}_{2}}\left(s_{2}\right)}(z) \leq$ $\left|y_{2}-z\right|=\rho_{2}$. Since, from Propositions 3.3, $d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\left|y_{2}-y_{1}\right|$, this leads to

$$
\rho_{1}+\rho_{2} \geq d_{\mathcal{K}_{1}\left(s_{1}\right)}(z)+d_{\widehat{\mathcal{K}_{2}}\left(s_{2}\right)}(z) \geq d\left(\mathcal{K}_{1}\left(s_{1}\right), \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\left|y_{1}-y_{2}\right|=\rho_{1}+\rho_{2}
$$

So

$$
\begin{equation*}
d_{\mathcal{K}_{1}\left(s_{1}\right)}(z)=\left|y_{1}-z\right|=\rho_{1} \quad \text { and } \quad d_{\widehat{\mathcal{K}_{2}}\left(s_{2}\right)}(z)\left|y_{2}-z\right|=\rho_{2} \tag{42}
\end{equation*}
$$

This implies that $z \notin \mathbb{R}^{N} \backslash K_{r}$, since $d\left(\partial K_{r}, \mathcal{K}_{1}\left(s_{1}\right)\right)=\rho_{1}$, and that $z \notin \operatorname{Int}\left(K_{r}\right)$, since $d\left(\partial K_{r}, \widehat{\mathcal{K}_{2}}\left(s_{2}\right)\right)=\rho_{2}$. Thus, $z \in \partial K_{r}$, and $y_{1}=z-\rho_{1} w \in \partial \mathcal{K}_{1}\left(s_{1}\right) \cap \partial\left(K_{r}-\rho_{1} w\right)$, while $y_{2}=z+\rho_{2} w \in \partial\left(K_{r}+\rho_{2} w\right) \cap \partial \widehat{\mathcal{K}_{2}}\left(s_{2}\right)$. Moreover, using (42) again shows that $d\left(\mathcal{K}_{1}\left(s_{1}\right), \partial K_{r}\right)=\left|y_{1}-z\right|$. Since $K_{r}$ is smooth, this implies that $w$ (which is proportional to $z-y_{1}$ ) is a normal to $K_{r}$ at $z$; so (40) and (41) hold.

We now prove that $S \subset \operatorname{Int}\left(K_{r}-\rho_{1} w\right)$ and $S \subset \operatorname{Int}\left(K_{r}+\rho_{2} w\right)$. Indeed, since $S \subset \operatorname{Int}\left(\mathcal{K}_{1}(0)\right)$ and since $\mathcal{K}_{1}(0) \subset\left(K_{r}-\rho_{1} w\right)$, we have that $S \subset \operatorname{Int}\left(K_{r}-\rho_{1} w\right)$. Moreover, since, from the choice of $\epsilon$ in (34),

$$
S_{2 \epsilon} \subset \operatorname{Int}\left(S_{\gamma-1}\right) \subset \operatorname{Int}\left(\mathcal{K}_{1}(0)\right) \subset \operatorname{Int}\left(\mathcal{K}_{1}\left(s_{1}\right)\right) \subset \operatorname{Int}\left(K_{r}-\rho_{1} w\right)
$$

and since $\rho_{1}+\rho_{2}=\left|y_{2}-y_{1}\right| \leq 2 \epsilon$, we have that $S \subset \operatorname{Int}\left(K_{r}+\rho_{2} w\right)$.
We are now ready to prove the main step.
Proof of (20). Considering now the definition of $h^{\sharp}$ (introduced before Proposition 2.7), (40) and the facts that $\nu_{x}^{1}=\left|\nu_{x}^{1}\right| w$ is a normal to $K_{r}$ at $y_{1}$ and that $S \subset$ $\operatorname{Int}\left(K_{r}-\rho_{1} w\right)$ yield

$$
\begin{equation*}
h^{\sharp}\left(y_{1}, \mathcal{K}_{1}\left(s_{1}\right), \nu_{x}^{1}\right) \leq h\left(y_{1}, K_{r}-\rho_{1} w\right) . \tag{43}
\end{equation*}
$$

In the same way, (41) together with the facts that $\nu_{x}^{2}=-\left|\nu_{x}^{2}\right| w$ is a normal to $K_{r}$ at $y_{2}$ and that $S \subset \operatorname{Int}\left(K_{r}+\rho_{2} w\right)$ implies that

$$
\begin{equation*}
h^{b}\left(y_{2}, \mathcal{K}_{2}\left(s_{2}\right),-\nu_{x}^{2}\right) \geq h\left(y_{2}, K_{r}+\rho_{2} w\right) \tag{44}
\end{equation*}
$$

Using inequality (22), we can estimate the difference between the right-hand sides of the two previous inequalities:

$$
\begin{equation*}
h\left(y_{2}, K_{r}+\rho_{2} w\right) \geq(1-2 \lambda \epsilon) h\left(y_{1}, K_{r}-\rho_{1} w\right)-C \epsilon\left(e^{-\kappa s_{1}}+e^{-\kappa s_{2}}\right) \tag{45}
\end{equation*}
$$

because $y_{2}-y_{1}=\left(\rho_{1}+\rho_{2}\right) w$ and $\left|y_{1}-y_{2}\right| \leq \epsilon\left(e^{-\kappa s_{1}}+e^{-\kappa s_{2}}\right) \leq 2 \epsilon$ with $\epsilon<1 /(2 \lambda)$. Let us also note that

$$
\begin{equation*}
\left|\nu_{x}^{j}\right| \leq \sigma^{2}\left|y_{j}-x\right| \leq \sigma^{2} \epsilon e^{-\kappa s_{j}} \quad \text { for } j=1,2 \tag{46}
\end{equation*}
$$

Using Proposition 3.5 and putting together (37), (38), and the three previous inequalities finally gives

$$
\begin{aligned}
h\left(y_{2}\right. & \left., K_{r}+\rho_{2} w\right) \leq h^{b}\left(y_{2}, \mathcal{K}_{2}\left(s_{2}\right),-\nu_{x}^{2}\right) \quad(\text { from }(44)) \\
& \leq \frac{\nu_{t}^{2}}{\left|\nu_{x}^{2}\right|} \quad(\text { from }(38)) \\
& \leq-\frac{\nu_{t}^{1}+\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}}{\gamma\left|\nu_{x}^{1}\right|}-\frac{\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{2}}}{\left|\nu_{x}^{2}\right|} \quad(\text { from Proposition 3.5) } \\
& \leq \frac{1}{\gamma} h^{\sharp}\left(y_{1}, \mathcal{K}_{1}\left(s_{1}\right), \nu_{x}^{1}\right)-\frac{\epsilon^{2} \sigma^{2} \kappa e^{-2 \kappa s_{1}}}{\gamma\left|\nu_{x}^{1}\right|}-\epsilon \kappa e^{-\kappa s_{2}} \quad(\text { from }(37) \text { and }(46)) \\
& \leq \frac{1}{\gamma} h\left(y_{1}, K_{r}-\rho_{1} w\right)-\frac{\epsilon \kappa\left(e^{-\kappa s_{1}}+e^{-\kappa s_{2}}\right)}{\gamma} \quad(\text { from }(43) \text { and }(46) \text { again }) \\
& \leq \frac{1}{\gamma(1-2 \lambda \epsilon)} h\left(y_{2}, K_{r}+\rho_{2} w\right)+\frac{C \epsilon\left(e^{-\kappa s_{1}}+e^{-\kappa s_{2}}\right)}{\gamma(1-2 \lambda \epsilon)}-\frac{\epsilon \kappa\left(e^{-\kappa s_{1}}+e^{-\kappa s_{2}}\right)}{\gamma}
\end{aligned}
$$

using (45) in the last inequality. This is impossible since $h\left(y_{2}, K_{r}+\rho_{2} w\right) \geq 0$ and we have chosen $\gamma \geq 1 /(1-2 \lambda \epsilon)$ in (34) and $\kappa=C \gamma+1$ in (23). So we have found a contradiction, and (20) is proved.

Proof of Theorem 3.1. Since from our assumption $\overline{\mathcal{K}_{1}}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$, and since $\overline{\mathcal{K}_{1}}$ and $\widehat{\mathcal{K}_{2}}$ have a closed graph, one can find $\tau>0$ such that

$$
\forall t \in[0, \tau], \quad \overline{\mathcal{K}_{1}}(t) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset
$$

Let us now apply (20) to the subsolution $\mathcal{K}_{1, \delta}$ and the supersolution $\mathcal{K}_{2}$, where

$$
\delta \in(0, \tau) \quad \forall t \geq 0, \quad \mathcal{K}_{1, \delta}(t)=\overline{\mathcal{K}_{1}}(t+\delta)
$$

Since $\mathcal{K}_{1, \delta}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$, we have, for any $\gamma>1$,

$$
\forall t \geq 0, \mathcal{K}_{1, \delta}(t) \cap \widehat{\mathcal{K}_{2}}(\gamma t)=\emptyset
$$

Applying this with $t-\delta($ for $t>\delta)$ and to $\gamma=t /(t-\delta)>1$ gives

$$
\emptyset=\mathcal{K}_{1, \delta}(t-\delta) \cap \widehat{\mathcal{K}_{2}}(\gamma(t-\delta))=\mathcal{K}_{1}(t) \cap \widehat{\mathcal{K}_{2}}(t)
$$

because $\gamma(t-\delta)=t$. Since we can choose $\delta>0$ arbitrary small, the proof of Theorem 3.1 is complete.
4. Existence, uniqueness, and stability of solutions. In this section, we prove the existence of viscosity solutions for the Hele-Shaw problem for power-law fluids. We also state some uniqueness and stability results.

Throughout this section we assume that $h$ is given by (8). However, most results can be easily extended to the general velocity law $h$.
4.1. Some preliminary estimates. We give here some technical estimates which are necessary in what follows. We first establish some estimates of the growth of the solutions. For this, we recall that, according to Proposition 2.6, there are constants $r_{0}>0$ and $\sigma>0$ such that

$$
\forall r \geq r_{0}, \forall x \in \partial B(0, r), \quad h(x, B(0, r)) \leq \sigma r
$$

Moreover, the constants $r_{0}$ and $\sigma$ depend only on $S, p,\|f\|_{\infty}$, and $\|g\|_{\infty}$.
Lemma 4.1. If $\mathcal{K}$ is a subsolution of the front propagation problem, then

$$
\forall t \geq 0, \quad \mathcal{K}(t) \subset B\left(0, \max \left\{|\mathcal{K}(0)|, r_{0}\right\} e^{\sigma t}\right)
$$

where $|\mathcal{K}(0)|=\sup _{y \in \mathcal{K}(0)}|y|$.
Proof of Lemma 4.1. From Proposition 2.6, for any $\epsilon>0$, the tube

$$
\mathcal{K}_{2}^{\epsilon}(t)=B\left(0,\left(\max \left\{|\mathcal{K}(0)|, r_{0}\right\}+\epsilon\right) e^{\sigma t}\right)
$$

is a supersolution of the front propagation problem with $\overline{\mathcal{K}}(0) \cap \widehat{\mathcal{K}_{2}^{\epsilon}}(0)=\emptyset$. Hence, $\overline{\mathcal{K}}(t) \cap \widehat{\mathcal{K}_{2}^{\epsilon}}(t)=\emptyset$ for any $t \geq 0$, which entails the desired result when letting $\epsilon \rightarrow 0^{+}$.

The following results state that the left lower semicontinuity of a subsolution is somehow "uniform."

Lemma 4.2. Let us fix $\epsilon>0$ and $\rho>0$ such that $\rho>\epsilon$. Then there is some constant $\eta>0$ such that, for any subsolution $\mathcal{K}$ of the front propagation problem,
with $\overline{\mathcal{K}}(0) \subset B(0, \rho)$ and for any $x_{0} \in \mathbb{R}^{N}$ with $d_{\overline{\mathcal{K}}(0)}\left(x_{0}\right) \geq \epsilon$ and $\left|x_{0}\right| \leq \rho$, we have $d_{\mathcal{K}}\left(0, x_{0}\right) \geq \eta$.

Moreover, the constant $\eta>0$ depends only on $\epsilon, \rho$ and on the maximum of the velocity $h\left(y, K_{r}\right)$ for $y \in \partial K_{r}$ and for $K_{r}$ belonging to the compact family of smooth sets:

$$
\left\{B(z, R) \backslash B(z, r)\left|\frac{\epsilon}{4} \leq r \leq \frac{\epsilon}{2}, 2 \rho \leq R \leq 3 \rho,|z| \leq \rho, d_{S}(z) \geq \epsilon\right\}\right.
$$

## Remarks.

1. Since the front propagation problem we are considering is invariant with respect to time translations, the above estimate also shows that, for any subsolution $\mathcal{K}$ of the front propagation problem, with $\overline{\mathcal{K}}(t) \subset B(0, \rho)$ and for any $x_{0} \in \mathbb{R}^{N}$ with $d_{\overline{\mathcal{K}}(t)}\left(x_{0}\right)>\epsilon$ and $\left|x_{0}\right| \leq \rho$, we have $d_{\mathcal{K}}\left(t, x_{0}\right) \geq \eta$.
2. The symmetric estimates for a supersolution (i.e., if $\mathcal{K}$ is a supersolution, $d_{\hat{\mathcal{K}}(0)}\left(x_{0}\right)>\epsilon$ and $\left|x_{0}\right| \leq \rho$ implies that $d_{\hat{\mathcal{K}}}\left(0, x_{0}\right) \geq \eta$, for some $\eta$ ) clearly hold with $\eta=\epsilon$ because, since $\mathcal{K}$ is nondecreasing, $\widehat{\mathcal{K}}$ is nonincreasing.
Proof of Lemma 4.2. Let us denote by $\kappa$ the maximum of the velocity $h\left(y, K_{r}\right)$ for $y \in \partial K_{r}$ and for $K_{r}$ belonging to the compact family of smooth sets:

$$
\left\{B(z, R) \backslash B(z, r)\left|\frac{\epsilon}{4} \leq r \leq \frac{\epsilon}{2}, 2 \rho \leq R \leq 3 \rho,|z| \leq \rho, d_{S}(z) \geq \epsilon\right\}\right.
$$

Note that $\kappa<+\infty$ since the above family is compact and the velocity $h$ is continuous (Proposition 2.4). Let us introduce the tube $\mathcal{K}_{2}$ defined by

$$
\mathcal{K}_{2}(t)=B\left(x_{0}, 2 \rho+\kappa t\right) \backslash B\left(x_{0}, \frac{\epsilon}{2}-\kappa t\right)
$$

Then, from the definition of $\kappa, \mathcal{K}_{2}$ is a smooth supersolution of the Hele-Shaw problem on the time interval $[0, \tau]$, where $\tau=\min \left\{\frac{\epsilon}{4 \kappa}, \frac{\rho}{\kappa}\right\}$, because, on this time interval, $2 \rho \leq 2 \rho+\kappa t \leq 3 \rho$ and $\epsilon / 4 \leq \epsilon-\kappa t \leq \epsilon / 2$.

Let $\mathcal{K}$ be some subsolution of the Hele-Shaw problem, with $\overline{\mathcal{K}}(0) \subset B(0, \rho)$, and let $x_{0} \in \mathbb{R}^{N}$ with $d_{\overline{\mathcal{K}}(0)}\left(x_{0}\right)>\epsilon$ and $\left|x_{0}\right| \leq \rho$. Then we have $\overline{\mathcal{K}}(0) \subset B\left(x_{0}, 2 \rho\right) \backslash B\left(x_{0}, \epsilon\right)$. Hence, $\overline{\mathcal{K}}(0) \cap \widehat{\mathcal{K}_{2}}(0)=\emptyset$. Then the inclusion principle (Theorem 3.1) states that

$$
\forall t \in[0, \tau], \overline{\mathcal{K}}(t) \cap \widehat{\mathcal{K}_{2}}(t)=\emptyset
$$

Therefore, $d_{\mathcal{K}}\left(0, x_{0}\right) \geq \eta$, where $\eta=\min \{\epsilon / 2, \tau\}$, because $B\left(\left(0, x_{0}\right), \eta\right) \subset \widehat{\mathcal{K}_{2}}$.
4.2. Existence and uniqueness of solutions. Let us first give an existence result.

Theorem 4.3. For any initial position $K_{0}$, with $S \subset \operatorname{Int}\left(K_{0}\right)$ and $K_{0}$ bounded, there is (at least) one solution to the front propagation problem.

Moreover, there is a largest solution, denoted by $S\left(K_{0}\right)$, and a smallest solution, denoted by $s\left(K_{0}\right)$, to this problem. The largest solution has a closed graph while the smallest solution has an open graph in $\mathbb{R}^{+} \times \mathbb{R}^{N}$. The largest solution contains all the subsolutions of the front propagation problem with initial condition $K_{0}$, while the smallest solution is contained in any supersolution.

Remarks.

1. From the maximality property of the largest solution and the time invariance of the evolution law, the semigroup property holds for this solution:

$$
\forall s \geq 0, t \geq 0, \quad S\left(S\left(K_{0}\right)(s)\right)(t)=S\left(K_{0}\right)(s+t)
$$

2. For general front propagation problems, one cannot expect the uniqueness of the solutions. Soner pointed out in [23] the existence of a maximal and a minimal solution for geometric flows of mean curvature type. This result has been generalized in [10] for some class of geometric flows with nonlocal terms.
Proof of Theorem 4.3. The proof is based on Perron's method. Since it is exactly the same as the proof of Theorem 4.1 and of Corollary 4.2 of [11], we omit it.

We say that the solution of our Hele-Shaw problem with initial position $K_{0}$ is unique if $\overline{s\left(K_{0}\right)}=S\left(K_{0}\right)$ or if, equivalently, $\widehat{S\left(K_{0}\right)}=\widehat{s\left(K_{0}\right)}$ (note that $\widehat{s\left(K_{0}\right)}=$ $\left(\mathbb{R}^{+} \times \mathbb{R}^{N}\right) \backslash s\left(K_{0}\right)$ since $s\left(K_{0}\right)$ has an open graph in $\left.\mathbb{R}^{+} \times \mathbb{R}^{N}\right)$.

We have the following uniqueness result.
Theorem 4.4. Assume that $K_{0}$ is the closure of an open, connected, and bounded subset of $\mathbb{R}^{N}$ with a $\mathcal{C}^{2}$ boundary and such that $S \subset \operatorname{Int}\left(K_{0}\right)$. Then there is a unique viscosity solution to the Hele-Shaw problem.

Remark. Some uniqueness criteria for geometric flows can be found in [23] and [4]. Our proof uses several arguments from these papers.

Proof of Theorem 4.4. Since $K_{0}$ is the closure of an open, connected, and bounded subset of $\mathbb{R}^{N}$ with a $\mathcal{C}^{2}$ boundary and such that $S \subset \operatorname{Int}\left(K_{0}\right)$, the Hopf maximum principle implies that there is a constant $\delta>0$ such that $h\left(x, K_{0}\right) \geq 2 \delta$ for any $x \in \partial K_{0}$. Let us set, for any $\sigma \in \mathbb{R}, K_{\sigma}=\left\{x \in K_{0} \mid \mathbf{d}(x) \leq \sigma\right\}$, where $\mathbf{d}$ is the signed distance to the boundary of $K_{0}$ (negative in $\operatorname{Int}\left(K_{0}\right)$ ). From the continuity of $h$ (see (11)), there is some $\epsilon>0$ such that $h\left(x, K_{\sigma}\right) \geq \delta$ for any $x \in \partial K_{\sigma}$ and for any $\sigma$ such that $|\sigma| \leq \epsilon$. Hence, the tube $\mathcal{K}(t)=K_{\delta t-\epsilon}$ is a subsolution of the Hele-Shaw problem starting from $K_{-\epsilon}$ on the time interval $[0,2 \epsilon / \delta]$, because it is smooth and has a normal velocity $\delta$ on this interval of time. In particular, $\mathcal{K}(t) \subset S\left(K_{-\epsilon}\right)(t)$ on $[0,2 \epsilon / \delta]$, which proves that $\mathcal{K}(2 \epsilon / \delta)=K_{\epsilon} \subset S\left(K_{-\epsilon}\right)(2 \epsilon / \delta)$.

Since $K_{0} \subset \operatorname{Int}\left(K_{\epsilon}\right) \subset \operatorname{Int}\left(S\left(K_{-\epsilon}\right)(2 \epsilon / \delta)\right.$ ), the inclusion principle (Theorem 3.1) combined with the semigroup property gives

$$
S\left(K_{0}\right)(t) \subset S\left(S\left(K_{-\epsilon}\right)(2 \epsilon / \delta)\right)(t)=S\left(K_{-\epsilon}\right)(2 \epsilon / \delta+t) \quad \forall t \geq 0
$$

Moreover, since $K_{-\epsilon} \subset \operatorname{Int}\left(K_{0}\right)$, the inclusion principle also states that $S\left(K_{-\epsilon}\right)(t) \subset$ $s\left(K_{0}\right)(t)$. Accordingly, we have, for all $t \geq 0, \underline{S\left(K_{0}\right)}(t) \subset s\left(K_{0}\right)(2 \epsilon / \delta+t)$. Letting $\epsilon \rightarrow 0^{+}$gives the desired inclusion $S\left(K_{0}\right)(t) \subset s\left(K_{0}\right)(t)$.
4.3. Stability of the solutions. We are now investigating the stability of the flow under variations of the initial position and of the data $f$ and $g$.

For this we first generalize the well-known stability result of viscosity solutions to our framework.

Let us assume that we are given a family of maps $h_{n}=h_{n}(x, K)$ which are defined for any set $K$ with a $\mathcal{C}^{1,1}$ boundary and for any $x \in \partial K$, and continuous in the sense of (11). We also assume that $h_{n}$ converges to a continuous map $h$; i.e., if a sequence of closed set $K_{n}$ with a $\mathcal{C}^{1,1}$ boundary converges to a closed set $K$ with a $\mathcal{C}^{1,1}$ boundary for the $\mathcal{C}^{1,1}$ convergence, and if a sequence of points $\left(x_{n}\right)$, with $x_{n} \in \partial K_{n}$, converges to some $x \in \partial K$, then $h_{n}\left(x_{n}, K_{n}\right)$ converges to $h(x, K)$.

Let us recall that the upper limit of a sequence of sets $A_{n}$ is the set of all limits of converging subsequences of sequences $\left(x_{n}\right)$ with $x_{n} \in A_{n}$.

Proposition 4.5. If $\mathcal{K}_{n}$ is a sequence of subsolutions for $h_{n}$, locally uniformly bounded w.r.t. $t$, then $\mathcal{K}^{*}$, the upper limit of the $\mathcal{K}_{n}$, is also a subsolution for $h$.

In a similar way, if $\mathcal{K}_{n}$ is a sequence of supersolutions for $h_{n}$, locally uniformly bounded w.r.t. t, then $\mathcal{K}_{*}$, the complementary of the upper limit of $\widehat{\mathcal{K}}_{n}$, is also a supersolution for $h$.

Proof of Proposition 4.5. We prove only the statement for the subsolutions, the proof for the supersolutions being similar. Let us first prove that $\mathcal{K}^{*}$ is a left lower semicontinuous tube. Indeed $\mathcal{K}^{*}$ is a tube because the $\mathcal{K}_{n}$ are locally uniformly bounded. In order to show that $\mathcal{K}^{*}$ is left lower semicontinuous, it is enough to establish that, for any $T \geq 0$ and for any $\epsilon>0$, there is some $\eta>0$ such that

$$
\forall t \in[0, T], \forall x \in \mathbb{R}^{N}, \quad d_{\mathcal{K}^{*}(t)}(x)>\epsilon \Rightarrow d_{\mathcal{K}^{*}}(t, x) \geq \eta
$$

For this, let us fix $T \geq 0$ and $\epsilon>0$. Since the $h_{n}$ converge to $h$, Lemma 4.2 states that there is some $\eta>0$ (independent of $n$ and of $t \in[0, T])$ such that

$$
\forall n \in \mathbb{N}, \forall t \in[0, T], \forall x \in \mathbb{R}^{N}, \quad d_{\mathcal{K}_{n}(t)}(x)>\epsilon / 2 \Rightarrow d_{\mathcal{K}_{n}}(t, x) \geq \eta
$$

Let us now assume that $d_{\mathcal{K}^{*}(t)}(x)>\epsilon$ for some $x \in \mathbb{R}^{N}$ and for some $t \in[0, T]$. Since $\mathcal{K}^{*}$ is equal to the upper limit of the $\mathcal{K}_{n}$, we have $d_{\mathcal{K}_{n}(t)}(x)>\epsilon / 2$ for any $n$ large enough, whence $d_{\mathcal{K}_{n}}(t, x) \geq \eta$. This implies that $d_{\mathcal{K}^{*}}(t, x) \geq \eta$. So $\mathcal{K}^{*}$ is a left lower semicontinuous tube.

Let us now check that $\mathcal{K}^{*}$ is a subsolution. For this, let us fix some smooth tube $\mathcal{K}_{r}$ which is externally tangent to $\mathcal{K}^{*}$ at some point $(t, x)$. We denote by $\mathbf{d}$ the signed distance function to $\partial \mathcal{K}_{r}$. This function is $\mathcal{C}^{1,1}$ in a neighborhood $\mathcal{V}=\{|\mathbf{d}|<\eta\}$ of $\partial \mathcal{K}_{r}$.

Let us now consider the function $\mathbf{d}_{\epsilon}(s, y)=\mathbf{d}(s, y)-\epsilon|(s, y)-(t, x)|^{2}$, for $\epsilon>0$. Let us underline that $\mathbf{d}_{\epsilon}$ has a unique maximum on $\mathcal{K}^{*}$ at the point $(t, x)$. We can choose $\epsilon>0$ sufficiently small in such a way that the set $\mathcal{K}_{r}^{\epsilon}=\left\{\mathbf{d}_{\epsilon} \leq 0\right\}$ has a boundary which is contained in $\mathcal{V}$ and $\nabla \mathbf{d}_{\epsilon} \neq 0$ on $\mathcal{V}$. Let us now consider a point $\left(t_{n}, x_{n}\right)$ of maximum of $\mathbf{d}_{\epsilon}$ onto $\mathcal{K}_{n}$. By using a standard argument, we can prove that a subsequence of $\left(t_{n}, x_{n}\right)$ (again denoted $\left(t_{n}, x_{n}\right)$ ) converges to $(t, x)$, because $\mathbf{d}_{\epsilon}$ has a unique maximum on $\mathcal{K}^{*}$ at the point $(t, x)$. Hence, the set $\mathcal{K}_{r}^{n}=\left\{\mathbf{d}_{\epsilon} \leq \mathbf{d}_{\epsilon}\left(t_{n}, x_{n}\right)\right\}$ is a smooth tube for $n$ large enough, since, for $n$ large enough, the boundary of $\mathcal{K}_{r}^{n}$ is in $\mathcal{V}$. Since $\mathcal{K}_{n}$ is a subsolution and since $\mathcal{K}_{r}^{n}$ is externally tangent to $\mathcal{K}_{n}$ at $\left(t_{n}, x_{n}\right)$, we have

$$
V_{\left(t_{n}, x_{n}\right)}^{\mathcal{K}_{n}^{n}} \leq h_{n}\left(x_{n}, \mathcal{K}_{r}^{n}\left(t_{n}\right)\right)
$$

The sequence of sets $\mathcal{K}_{r}^{n}$ converges to $\mathcal{K}_{r}^{\epsilon}$ for the $\mathcal{C}^{1,1}$ topology. So we get at the limit

$$
V_{(t, x)}^{\mathcal{K}_{r}^{\epsilon}} \leq h\left(x, \mathcal{K}_{r}^{\epsilon}(t)\right)
$$

because $h_{n}$ converges to $h$. Letting $\epsilon \rightarrow 0$ gives the desired result, since $\mathcal{K}_{r}^{\epsilon}$ converges to $\mathcal{K}_{r}$ for the $\mathcal{C}^{1,1}$ topology and $h$ is continuous.

We finally investigate the stability of solutions with respect to the initial position $K_{0}$ and to the functions $f$ and $g$.

THEOREM 4.6. Let $\left(f_{n}, g_{n}\right)$ and $(f, g)$ satisfy (10) for any $n$, with $f>0$ and locally Lipschitz continuous. Let $K_{n} \in \mathcal{D}$ be a sequence of initial positions and $K_{0} \in \mathcal{D}$.

Let us assume that the $f_{n}$ are globally bounded and converge to $f$ locally uniformly, that the $g_{n}$ converge to some $g>0$ in $\mathcal{C}^{1, \beta}(\partial S)$ for some $\beta \in(0,1)$, and that the $K_{n}$ converge to $K_{0}$, in the sense that the upper limit of the $K_{n}$ is contained in $K_{0}$ and the upper limit of the $\mathbb{R}^{N} \backslash K_{n}$ is contained in $\overline{\mathbb{R}^{N} \backslash K_{0}}$. Let us also suppose that there is a unique solution, denoted by $S\left(K_{0}\right)$, of the Hele-Shaw problem starting from $K_{0}$ with data $f$ and $g$.

If $\mathcal{K}_{n}$ is a solution of the Hele-Shaw problem, with data $f_{n}$ and $g_{n}$, starting from $K_{n}$, then the $\mathcal{K}_{n}$ converge to $S\left(K_{0}\right)$ in the following sense: The upper limit of the $\mathcal{K}_{n}$ is equal to $S\left(K_{0}\right)$, while the upper limit of the $\widehat{\mathcal{K}_{n}}$ is equal to $\widehat{S\left(K_{0}\right)}$.

Proof of Theorem 4.6. Let $\mathcal{K}^{*}$ be the upper limit of the $\mathcal{K}_{n}$ and $\mathcal{K}_{*}$ be the complementary of the upper limit of the $\widehat{\mathcal{K}_{n}}$.

Let us first prove that $\mathcal{K}^{*}$ is a subsolution to the front propagation problem with initial position $K_{0}$. According to Proposition 4.5, it is enough to prove that the $\mathcal{K}_{n}$ are locally uniformly bounded w.r.t. $t$ and the maps $h_{n}$, defined for any smooth set $K_{r} \in \mathcal{D}$ and any $x \in \partial K_{r}$ by $h_{n}\left(x, K_{r}\right)=|\nabla u(x)|^{p-1}$, where $u$ is the solution to

$$
\left\{\begin{aligned}
-\operatorname{div}\left(|\nabla u|^{p-1} \nabla u\right) & =f_{n} & & \text { in } K_{r}, \\
u & =g_{n} & & \text { on } \partial S, \\
u & =0 & & \text { on } \partial K_{r},
\end{aligned}\right.
$$

converge to $h$ defined by (8). The $\mathcal{K}_{n}$ are locally uniformly bounded thanks to Lemma 4.1, because the $f_{n}$ and the $g_{n}$ are uniformly bounded. Moreover, the local uniform convergence of the $h_{n}$ to $h$ is a straightforward application of the estimates in [21]. Using Lemma 4.2, we can also show that $\mathcal{K}^{*}(0) \subset K_{0}$ (the arguments are similar to those developed for proving that $\mathcal{K}^{*}$ is left lower semicontinuous in Proposition 4.5). Hence, $\mathcal{K}^{*}$ is a subsolution to the Hele-Shaw problem with initial position $K_{0}$. In particular, this implies that $\mathcal{K}^{*} \subset S\left(K_{0}\right)$, because $S\left(K_{0}\right)$ contains any subsolution.

In the same way, $\mathcal{K}_{*}$ is a supersolution for $h$, with $\widehat{\mathcal{K}_{*}}(0) \subset \overline{\mathbb{R}^{N} \backslash K_{0}}$. Hence, $s\left(K_{0}\right) \subset \mathcal{K}_{*}$. So we have proved that

$$
\begin{equation*}
s\left(K_{0}\right) \subset \mathcal{K}_{*} \subset \mathcal{K}^{*} \subset S\left(K_{0}\right) \tag{47}
\end{equation*}
$$

From our assumption, the Hele-Shaw problem with initial position $K_{0}$ has a unique solution, i.e., $\overline{s\left(K_{0}\right)}=S\left(K_{0}\right)$. Combining this equality with (47) gives $\overline{s\left(K_{0}\right)}=$ $\overline{\mathcal{K}_{*}}=\mathcal{K}^{*}=S\left(K_{0}\right)$, since $\mathcal{K}^{*}$ and $S\left(K_{0}\right)$ have a closed graph.

Taking the complementary in (47) also gives $\widehat{S\left(K_{0}\right)} \subset \widehat{\mathcal{K}^{*}} \subset \widehat{\mathcal{K}_{*}} \subset \widehat{s\left(K_{0}\right)}$. Since $\widehat{S\left(K_{0}\right)}=\widehat{s\left(K_{0}\right)}$ from the uniqueness of the solution, we finally have the equality $\widehat{\mathcal{K}_{*}}=\widehat{S\left(K_{0}\right)}$, which is the desired result since $\widehat{\mathcal{K}_{*}}=\left(\mathbb{R}^{+} \times \mathbb{R}^{N}\right) \backslash \mathcal{K}_{*}$ is the upper limit of the $\widehat{\mathcal{K}_{n}}$.
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#### Abstract

Periodic chronic myelogenous leukemia and cyclical neutropenia are two hematological diseases that display oscillations in circulating cell numbers with a period far in excess of what one might expect based on the stem cell cycle duration. Motivated by this observation and a desire to understand how long period oscillations can arise, we analytically prove the existence and stability of long period oscillations in a $G_{0}$ phase cell cycle model described by a nonlinear differential delay equation. This periodic oscillation $p_{\infty}$ can be analytically constructed when the proliferative control is of a "bang-bang" type (the Hill coefficient involved in the nonlinear feedback is infinite). We further obtain a contractive return map (for the semiflow generated by the functional differential equation) in a closed and convex cone containing $p_{\infty}$ when the proliferative control is smooth (the Hill coefficient is large but finite). The fixed point of this contractive map gives the long period oscillation previously observed both numerically and experimentally.
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1. Introduction. Periodic hematological diseases have attracted a significant amount of modeling attention from mathematicians, notably the disorders periodic autoimmune hemolytic anemia [3,17] and cyclical thrombocytopenia [27, 29]. Periodic hematological diseases of this type, in which only a single cell type is typically involved, usually display a periodicity in circulating cell numbers between two and four times the bone marrow production delay. This clinical observation has a clear explanation within a modeling context [10].

Other periodic hematological diseases such as cyclical neutropenia $[4,10,11,15$, $16,18]$ and periodic chronic myelogenous leukemia (PCML) [8] have more than one circulating blood cell type (i.e., white cells, red blood cells, and platelets) that display oscillatory levels. The oscillations in cell numbers in these two diseases have period durations ranging from weeks to months in general and are thought to originate in the pluripotential stem cell compartment [10]. In the particular case of PCML, the period can range from 40 to 80 days. Two lines of evidence indicate that the PCML oscillations originate in the stem cell population based in the bone marrow. The first suggestion that this is the case comes from the presence of the Philadelphia

[^8]chromosome in all hematopoietic cells in PCML [5, 7, 9, 12, 30]. Second, in PCML it is observed that white blood cells, erythrocytes, and platelets all oscillate with the same period [8].
"How do 'short' cell cycles give rise to 'long' period oscillations?" This question has arisen from the observation of circulating blood cell oscillations in PCML [8]. There is an enormous difference between the relatively short cell cycle duration, which ranges between 1 and 4 days [13, 18, 19], and the long period oscillations in PCML (between 40 and 80 days) [8]. The link between these relatively short cycle durations and the long periods of peripheral cell oscillations in PCML is unclear and has been neither biologically explained nor understood.

Using a $G_{0}$ model of the cell cycle [6, 20, 28], an attempt to answer this question has been made in $[1,25,24]$, where the role of various model parameters on the period and amplitude of the cellular oscillations was examined. When cellular reentry from $G_{0}$ into the proliferative phase is subject to "bang-bang" control (technically, where the Hill coefficient in the model re-entry rate $n$ is infinite - see below), qualitatively the cell cycle regulation parameters have a major influence on the oscillation amplitude, while the oscillation period is primarily determined by the cell death and differentiation parameters. Under this strong assumption, the cell cycle model is described by a piecewise linear scalar delay differential equation that, after nontrivial but straightforward calculations, has a periodic solution with large period and amplitude and strong stability properties.

Here, we prove analytically that similar conclusions hold in the more biologically realistic case that the re-entry rate is a smooth monotone function. We construct a convex closed cone containing the periodic solution when $n=\infty$ and a contractive return map defined on this cone such that a fixed point of the return map gives a stable periodic solution of the model equation when $n$ is large. This method was first developed by Walther [31, 32] for a scalar delay differential equation with constant linear instantaneous friction and a negative delayed feedback, and was later extended to state-dependent delay differential equations $[33,34]$ and to delay differential systems [34, 36]. This method was further developed in [23] by incorporating some ideas from classical asymptotic analysis and using matching methods. Applications of this method to the present cell cycle model are nontrivial since both the instantaneous loss and the delayed production of stem cells involve the nonlinearity and there is no analytic formula for the periodic solution in the limiting case $(n=\infty)$.

This paper is organized as follows. In section 2 we present the model in detail. Section 3 summarizes previous results from [24] in the case where the Hill coefficient $n$ is infinite. Then, we introduce a more general result for the perturbed delay equation given in section 4 , and we present our main results in section 5 including the full asymptotic expansion for the periodic solutions.
2. Description of the model. The $G_{0}$ model of the cell cycle (see Figure 2.1 for a depiction) is conceptually based on the work of Lajtha [14] and was first developed by Burns and Tannock [6]. It can be derived from an age structured system of two coupled partial differential equations, along with appropriate boundary and initial conditions [15, 16, 21, 26]. Integrating along characteristics [35] these equations can be transformed into a pair of coupled nonlinear first-order differential delay equations $[15,16,18]$. The resulting model depicted in Figure 2.1 consists of a proliferating phase cellular population $P(t)$ at time $t$ and a $G_{0}$ resting phase, with a population of cells $N(t)$. The proliferative phase cells consist of cells in the $G_{1}$ phase of the cell cycle, the DNA synthesis $(S)$ phase, $G_{2}$, and mitosis $M$. In this proliferative phase,


Fig. 2.1. A schematic representation of the $G_{0}$ stem cell model. Proliferating phase cells ( $P$ ) include those cells in $G_{1}, S$ (DNA synthesis), $G_{2}$, and $M$ (mitosis), while the resting phase ( $N$ ) cells are in the $G_{0}$ phase. $\delta$ is the rate of differentiation into all the committed populations arising from the stem cells, and $\gamma$ represents the apoptotic loss of proliferating phase cells. $\beta$ is the rate of cell re-entry from $G_{0}$ into the proliferative phase, and the cell cycle time $\tau$ is the duration of the proliferative phase. See $[15,16,18]$ for further details.
cells are committed to undergo cell division a constant time $\tau$ after their entry into $G_{1}$. The choice of a constant cell cycle time $\tau$ simplifies the problem, though some models with a nonconstant value of $\tau$ have been examined [2, 4]. The proliferative phase death rate $\gamma$ is due to apoptosis (programmed cell death). At the point of cytokinesis (cell division), a cell divides into two daughter cells, both of which are assumed to enter the resting $(N)$ phase. In this phase, cells cannot divide but they may have one of three possible fates: differentiate at a constant rate $\delta$, re-enter the proliferative phase at a rate $\beta$, or remain in $G_{0}$. The re-entry rate $\beta$ is a nonlinear function of the cellular density and the central focus of this study.

The full model, described by a coupled nonlinear first-order delay equation, takes the form

$$
\begin{equation*}
\frac{d P(t)}{d t}=-\gamma P(t)+\beta(N) N-e^{-\gamma \tau} \beta\left(N_{\tau}\right) N_{\tau} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d N(t)}{d t}=-[\beta(N)+\delta] N+2 e^{-\gamma \tau} \beta\left(N_{\tau}\right) N_{\tau} \tag{2.2}
\end{equation*}
$$

where $N_{\tau}=N(t-\tau)$. The resting $\left(G_{0}\right)$ to proliferative phase feedback rate $\beta$ is taken to be a monotone Hill function of the form

$$
\beta(N)=\frac{\beta_{0} \theta^{n}}{\theta^{n}+N^{n}}
$$

In (2.2), the first term represents the loss of nonproliferating cells to the proliferative phase (flux $\beta(N) N$ ) and to differentiation (flux $\delta N$ ). The second term represents the production of $G_{0}$ phase cells from the proliferating stem cells. The factor 2 accounts for the amplifying effect of cell division while $e^{-\gamma \tau}$ accounts for the attenuation in the proliferative phase due to apoptosis. Note that we need to study only the dynamics of the $G_{0}$ phase resting population (governed by (2.2)) since the proliferating phase dynamics (governed by (2.1)) are driven by the dynamics of the resting cells. This is
strictly a consequence of the fact that we have assumed $\beta$ to be a function of $N$ alone [21, 22].

Introducing the dimensionless variable $x=N / \theta$, we can rewrite (2.2) as

$$
\begin{equation*}
\frac{d x}{d t}=-[\beta(x)+\delta] x+k \beta\left(x_{\tau}\right) x_{\tau}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta(x)=\beta_{0} \frac{1}{1+x^{n}} \tag{2.4}
\end{equation*}
$$

and $k=2 e^{-\gamma \tau}$. The steady states $x_{*}$ of (2.3) are given by the solution of $d x / d t \equiv 0$.
Thus we have $x_{*} \equiv 0$, and

$$
\begin{equation*}
x_{*}=\left(\beta_{0} \frac{k-1}{\delta}-1\right)^{1 / n} \tag{2.5}
\end{equation*}
$$

Here we require

$$
\tau<-\frac{1}{\gamma} \ln \frac{\delta+\beta_{0}}{2 \beta_{0}}
$$

so $\beta_{0} \frac{k-1}{\delta}>1$ in (2.5) and the second nontrivial steady state will be positive. Note that when $n \rightarrow \infty, x_{*} \rightarrow 1$ in (2.5) and $\beta(x)$ tends to a piecewise constant function (the Heaviside step function).

A solution of (2.3) is a continuous function $x:[-\tau,+\infty) \rightarrow \mathbf{R}_{+}$obeying (2.3) for all $t>0$. The continuous function $\varphi:[-\tau, 0] \rightarrow \mathbf{R}_{+}, \varphi(t)=x(t)$ for all $t \in[-\tau, 0]$, is called the initial condition for $x$. Using the method of steps, it is easy to prove that for every $\varphi \in C([-\tau, 0])$, where $C([-\tau, 0])$ is the space of continuous functions on $[-\tau, 0]$, there is a unique solution of (2.3) subject to the initial condition $\varphi$.
3. Periodic solutions: Limiting nonlinearity. In this section we study the dynamics of $(2.3)$ when $\beta(x)$ is the step function

$$
\beta(x)= \begin{cases}0, & x \geq 1 \\ \beta_{0}, & x<1\end{cases}
$$

By a solution of (2.3) in this case, we mean a continuous function $x(t)$ on the interval $[-\tau, \infty)$ which is piecewise differentiable and satisfies (2.3) for $t \in[0, \infty)$ except at the point $t$ where $x(t)$ or $x(t-\tau)$ is equal to 1 . For any initial data $\varphi \in C[-\tau, 0]$, it is not difficult to obtain a unique solution $x(t)$ by using the method of steps. As in [24], we introduce two constants

$$
\alpha=\beta_{0}+\delta, \quad \Gamma=2 \beta_{0} e^{-\gamma \tau}=k \beta_{0}
$$

Inserting the step function $\beta(x)$ into (2.3), we obtain

$$
\frac{d x}{d t}= \begin{cases}-\delta x, & 1<x, x_{\tau}  \tag{3.1}\\ -\alpha x, & 0<x<1<x_{\tau} \\ -\alpha x+\Gamma x_{\tau}, & 0<x, x_{\tau}<1 \\ -\delta x+\Gamma x_{\tau}, & 0<x_{\tau}<1<x\end{cases}
$$

where $x_{\tau}=x(t-\tau)$.

For (3.1), we choose the initial function $\varphi(t) \geq 1+\eta$ for $t \in[-\tau, 0)$ and $\varphi(0)=1+\eta$ where $\eta$ is a small positive constant specified later. By the continuity of the solution $x$, we have from (3.1) the existence of $t_{1}$ such that $x(t)$ and $x(t-\tau)$ are greater than 1 for $t \in\left[0, t_{1}\right)$ and $x\left(t_{1}\right)=1$. The solution $x(t)$ then satisfies

$$
\begin{equation*}
\frac{d x}{d t}=-\delta x \text { for } t \in\left[0, t_{1}\right] \tag{3.2}
\end{equation*}
$$

Thus solving the above equation, we have $x(t)=\varphi(0) e^{-\delta t}=(1+\eta) e^{-\delta t}$. It follows that

$$
\begin{equation*}
t_{1}=\frac{\ln \varphi(0)}{\delta}=\frac{\ln (1+\eta)}{\delta} \tag{3.3}
\end{equation*}
$$

In the next interval of time, defined by $\left(t_{1}, t_{1}+\tau\right)$, we have $x(t-\tau)>1$. From the first two lines in (3.1), the solution is decreasing and thus crosses the level $x=1$. The dynamics are given by

$$
\begin{equation*}
\frac{d x}{d t}=-\alpha x \tag{3.4}
\end{equation*}
$$

as long as $x(t)<1$. The solution is then given by $x(t)=e^{-\alpha\left(t-t_{1}\right)}$ for $t \in\left[t_{1}, t_{1}+\tau\right]$ and $x\left(t_{1}+\tau\right)=e^{-\alpha \tau}$ independent of the initial function $\varphi(t)$. Thus, the dynamics eventually destroy all memory of the initial function.

The solution in the next interval will be such that $x, x_{\tau}<1$. In order that (3.1) has periodic solutions, we impose an extra condition on $\Gamma$ and $\alpha$ so that

$$
\begin{equation*}
-\alpha x+\Gamma x_{\tau}>0 \tag{3.5}
\end{equation*}
$$

Otherwise, if $-\alpha x+\Gamma x_{\tau} \leq 0$, then the solution may tend to zero as $t$ approaches infinity and thus we cannot expect a periodic solution. In particular, if

$$
-\alpha x+\Gamma x_{\tau} \approx 0
$$

then the solution may stay below the line $x=1$ so long that the resulting analysis becomes very complicated. Note that for $t \in\left[t_{1}+\tau, t_{1}+2 \tau\right]$, we have $x(t-\tau)=$ $e^{-\alpha\left(t-t_{1}-\tau\right)}$. Then if $x(t)<1$, from (3.1), we have $\frac{d x}{d t}=-\alpha x+\Gamma x_{\tau}=-\alpha x+$ $\Gamma e^{-\alpha\left(t-t_{1}-\tau\right)}$ which gives

$$
\begin{equation*}
x(t)=e^{-\alpha\left(t-t_{1}-\tau\right)}\left(e^{-\alpha \tau}+\Gamma\left(t-t_{1}-\tau\right)\right) \tag{3.6}
\end{equation*}
$$

For the sake of simplicity, we impose an extra condition on $\Gamma$ :

$$
\begin{equation*}
\Gamma>\max \left\{\frac{1}{\tau}\left(e^{\alpha \tau}-e^{-\alpha \tau}\right), \alpha e^{\alpha \tau}\right\} \tag{3.7}
\end{equation*}
$$

Note that condition (3.7) clearly holds if $\beta_{0}$ is large.
Equation (3.6) is only valid if the value of $x(t)$ is less than or equal to 1. However when we directly replace $t$ in (3.6) by $t_{1}+2 \tau$, we have $x\left(t_{1}+2 \tau\right)=e^{-\alpha \tau}\left(e^{-\alpha \tau}+\Gamma \tau\right)>1$. Thus we need to use (3.6) to find a point $t_{2} \in\left(t_{1}+\tau, t_{1}+2 \tau\right)$ such that $x\left(t_{2}\right)=1$ and (3.6) is valid for $t \in\left[t_{1}+\tau, t_{2}\right]$. Assume $t_{2}=t_{1}+\tau+u, u \in(0, \tau)$. Then from (3.6) we have

$$
\begin{equation*}
e^{\alpha u}=e^{-\alpha \tau}+\Gamma u \tag{3.8}
\end{equation*}
$$

Equation (3.8) is a transcendental equation and cannot be solved explicitly. However, the existence of a positive solution $u \in(0, \tau)$ is obvious given (3.7). Therefore (3.5) holds for $t \in\left[t_{1}+\tau, t_{2}\right]$ (due to the fact that $x(t-\tau) \geq e^{-\alpha \tau}$ ).

Next for $t \in\left(t_{2}, t_{2}+\tau\right)$, we claim that

$$
\begin{equation*}
x(t)>1 \tag{3.9}
\end{equation*}
$$

Indeed, from the above analysis, we know that $e^{-\alpha \tau}<x(t-\tau)<1$ and at the particular point $t_{2}, x\left(t_{2}+0\right)=\lim _{t \rightarrow t_{2}+0} x(t)=1$, so $x\left(t_{2}-\tau\right) \geq e^{-\alpha \tau}$. By (2.3) and (3.7) we have

$$
x^{\prime}\left(t_{2}+0\right)=-[\beta(x)+\delta] x+k \beta\left(x_{\tau}\right) x_{\tau}>-\alpha+\Gamma x_{\tau}>0
$$

The solution $x(t)$ is differentiable with respect to $t$ as long as $x(t)$ and $x(t-\tau)$ are not equal to 1 . To see our claim suppose, by contradiction, that there exists a point $h \in\left(t_{2}, t_{2}+\tau\right)$ such that $x(h)=1, x^{\prime}(h-0) \leq 0$, and $x(t)>1$ for $t \in\left(t_{2}, h\right)$. Then using (3.1), we have by (3.7) that

$$
x^{\prime}(h-0)=-\delta+\Gamma x(h-\tau) \geq-\delta+\Gamma e^{-\alpha \tau}>0
$$

This is a contradiction, and our claim is true.
Splitting $\left[t_{2}, t_{2}+\tau\right]$ into two subintervals $\left[t_{2}, t_{1}+2 \tau\right]$ and $\left[t_{1}+2 \tau, t_{2}+\tau\right]$, we can give explicit formulae for the solution $x(t)$ as follows.

For $t \in\left[t_{2}, t_{1}+2 \tau\right]$, we know that $x(t-\tau)=e^{-\alpha\left(t-t_{1}-\tau\right)}<1$. The dynamics are thus given by

$$
\frac{d x}{d t}=-\delta x+\Gamma x_{\tau}=-\delta x+\Gamma e^{-\alpha\left(t-t_{1}-\tau\right)}
$$

which has the solution

$$
\begin{equation*}
x(t)=e^{-\delta \tau\left(t-t_{2}\right)}\left\{1-\frac{\Gamma}{\beta_{0}} e^{\alpha\left(t_{1}+\tau\right)-\delta t_{2}}\left(e^{-\beta_{0} t}-e^{-\beta_{0} t_{2}}\right)\right\} . \tag{3.10}
\end{equation*}
$$

Moreover, since the solutions are differentiable provided that $x(t)$ and $x(t-\tau)$ are not equal to 1 , and the solutions are continuous everywhere, for $t \in\left[t_{1}+2 \tau, t_{2}+\tau\right]$ we have

$$
\begin{aligned}
\frac{d x}{d t} & =-\delta x+\Gamma x_{\tau} \\
& =-\delta x+\Gamma e^{-\alpha\left(t-t_{1}-2 \tau\right)}\left(e^{-\alpha \tau}+\Gamma\left(t-t_{1}-2 \tau\right)\right)
\end{aligned}
$$

so

$$
x(t)=e^{-\delta\left(t-t_{1}-2 \tau\right)}\left[x\left(t_{1}+2 \tau\right)+\Gamma\left(j(t)-j\left(t_{1}+2 \tau\right)\right)\right],
$$

where

$$
j(t)=\frac{1}{(\delta-\alpha)}\left(e^{-\alpha \tau}+\Gamma\left(t-t_{1}-2 \tau\right)-\frac{\Gamma}{\delta-\alpha}\right) e^{(\delta-\alpha)\left(t-t_{1}-2 \tau\right)}
$$

After the time $t_{2}+\tau$, both $x_{\tau}$ and $x$ are greater than 1 , and the solution satisfies

$$
\begin{equation*}
x^{\prime}=-\delta x \tag{3.11}
\end{equation*}
$$

as long as $x(t)>1$ and thus is decreasing. Therefore, there exists a point, say, $t=d$, so that $x(d)=1$. Note that in the interval $\left[t_{2}, d\right]$, the graph of the solution $x(t)$ is
independent of the initial function $\varphi(t)$. Now we can use (3.9) and (3.11) to choose a small positive constant $\eta<1$ such that the following hold:

1. We have

$$
\begin{equation*}
t_{1}=\frac{\log (1+\eta)}{\delta}<\tau \tag{3.12}
\end{equation*}
$$

2. we have

$$
\begin{equation*}
\Gamma>\max \left\{\frac{1}{\tau}\left(e^{\alpha \tau}-e^{-\alpha \tau}\right), \alpha(1+\eta) e^{\alpha \tau}\right\} \tag{3.13}
\end{equation*}
$$

and $x(t)$ reaches $1+\eta$ at a point $t_{3} \in\left(t_{2}, t_{2}+\tau\right)$; and
3. there is a point $T_{x}, t_{3}+\tau<T_{x}<d$ so that

$$
\begin{equation*}
x\left(T_{x}\right)=1+\eta, x\left(T_{x}+s\right)>1+\eta, s \in[-\tau, 0) \tag{3.14}
\end{equation*}
$$

With this choice of $\eta$, we have $x(t)>1+\eta$ for $t \in\left(t_{3}, T_{x}\right)$ and the solution is strictly increasing for $t \in\left[t_{2}, t_{3}\right]$ (due to (3.13)). Finally, when we continue to solve (3.1) step by step, we have $x(t)=x\left(t+T_{x}\right)$ for $t \geq 0$. Summarizing the above analysis, we have the following result.

Theorem 3.1. Suppose that $\Gamma$ satisfies (3.7). Assume that $x$ is the solution of (3.1) subject to the initial condition $\phi \geq 1+\eta$ where $\eta$ is chosen to satisfy (3.12), (3.13), and (3.14). Then the solution $x$ satisfies $x(t)=x\left(t+T_{x}\right)$ for $t \geq 0$.

## 4. Periodic solutions: General nonlinearity.

4.1. Perturbed delay equation. With the preceding analysis of the $G_{0}$ phase cell cycle model when the feedback function $\beta$ is a Heaviside step function, we turn to a consideration of the general continuous nonlinearity. More precisely, we consider

$$
\begin{equation*}
\frac{d y}{d t}=-[\beta(y)+\delta] y+k \beta\left(y_{\tau}\right) y_{\tau} \tag{4.1}
\end{equation*}
$$

returning to the original problem with $\beta=\beta_{0} \frac{1}{1+y^{n}}$. Let $\varepsilon=1 / n$. Then we can rewrite the Hill function as

$$
\beta_{\varepsilon}(y)=\beta_{0} \frac{1}{1+y^{1 / \varepsilon}}
$$

Let the initial function $\varphi$ be chosen from the closed convex set

$$
A_{\eta}=\{\varphi \in C([-\tau, 0]): 1+\eta \leq \varphi(t) \quad \text { for } \quad t \in[-\tau, 0], \quad \text { and } \quad \varphi(0)=1+\eta\}
$$

where $\eta<1$ is a small positive constant as chosen in the previous section. For given $\varphi$ in $A_{\eta}$, we have a unique solution to (4.1). The relations

$$
F_{\varepsilon}(t, \varphi)=y_{t}, y_{t}=y(t+s),-\tau \leq s \leq 0, t \geq 0
$$

define a continuous semiflow $F=F_{\varepsilon}$ on $C([-\tau, 0])$.
As a technical preparation, we now describe some elementary properties of the Hill function we employ here.

Lemma 4.1. Assume $\varepsilon=\frac{1}{n}<1$. The following inequalities hold:
(a) If $y>\left(\frac{1}{\varepsilon}\right)^{\varepsilon /(1-\varepsilon)}$, then

$$
\beta_{\varepsilon}(y)<\beta_{0} \varepsilon, \quad y \beta_{\varepsilon}(y)<\beta_{0} \varepsilon
$$

and if $0<y<\varepsilon^{\varepsilon}$, then

$$
\begin{equation*}
\beta_{0}>\beta_{\varepsilon}(y)>\beta_{0}(1-\varepsilon) \quad \text { and }\left|y \beta_{\varepsilon}(y)-\beta_{0} y\right|<\beta_{0} \epsilon \tag{4.2}
\end{equation*}
$$

(b) Also,

$$
\left|\frac{d\left(y \beta_{\varepsilon}(y)\right)}{d y}\right|<\beta_{0} \varepsilon \quad \text { for } y>\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}
$$

and

$$
\left|\frac{d\left(y \beta_{\varepsilon}(y)-\beta_{0} y\right)}{d y}\right|<\beta_{0} \varepsilon \quad \text { for } 0<y<\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}
$$

Proof. (a) If $y>\left(\frac{1}{\varepsilon}\right)^{\varepsilon /(1-\varepsilon)}$, then

$$
\beta_{\varepsilon}(y)=\frac{\beta_{0}}{1+y^{1 / \varepsilon}}<\frac{\beta_{0}}{y^{1 / \varepsilon}}<\frac{\beta_{0}}{\left(\frac{1}{\varepsilon}\right)^{1 /(1-\varepsilon)}}<\beta_{0} \varepsilon
$$

and

$$
y \beta_{\varepsilon}(y)=\frac{\beta_{0} y}{1+y^{1 / \varepsilon}}<\frac{\beta_{0}}{y^{\frac{1}{\varepsilon}-1}}<\beta_{0} \varepsilon .
$$

If $0<y<\varepsilon^{\varepsilon}$, then

$$
\beta_{0}>\beta_{\varepsilon}(y)=\frac{\beta_{0}}{1+y^{1 / \varepsilon}}>\beta_{0}\left(1-y^{1 / \varepsilon}\right) \geq \beta_{0}(1-\varepsilon)
$$

and

$$
\left|y \beta_{\varepsilon}(y)-\beta_{0} y\right|=\left|\beta_{0} \frac{y^{1 / \varepsilon+1}}{1+y^{1 / \varepsilon}}\right|<\beta_{0} y^{1 / \varepsilon+1}<\beta_{0} \varepsilon
$$

(b) If $y>(1 / \varepsilon)^{2 \varepsilon}$, then

$$
\left|\frac{d\left(y \beta_{\varepsilon}(y)\right)}{d y}\right|=\beta_{0} \frac{\left|\left(\frac{1}{\varepsilon}-1\right) y^{1 / \varepsilon}-1\right|}{\left(1+y^{1 / \varepsilon}\right)^{2}} \leq \beta_{0}\left(\frac{1}{\varepsilon}-1\right) y^{-1 / \varepsilon}<\beta_{0} \varepsilon
$$

Since

$$
f(x)=\frac{\left(1+\frac{1}{\varepsilon}\right) x+\frac{1}{\varepsilon} x^{2}}{1+x}
$$

is strictly increasing for $x \in\left(0, \frac{\varepsilon^{2}}{1+\varepsilon}\right)$ and $f\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)<\varepsilon$, we obtain

$$
\left|\frac{d\left(y \beta_{\varepsilon}(y)-\beta_{0} y\right)}{d y}\right|=\beta_{0} \frac{\left(1+\frac{1}{\varepsilon}\right) y^{1 / \varepsilon}+\frac{1}{\varepsilon} y^{2 / \varepsilon}}{1+y^{1 / \varepsilon}}<\beta_{0} \varepsilon
$$

for $0<y<\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}$.

We found that for (3.1), if $\varphi \in A_{\eta}$, then the solution will return to $A_{\eta}$ after finite time. The following lemma shows a similar property for (4.1).

Lemma 4.2. Let $y$ be the solution of (4.1) with an initial function $\varphi \in A_{\eta}$. Then there exists a point $T_{y}>0$ such that $y\left(T_{y}\right)=1+\eta$ and

$$
\begin{equation*}
y(t) \geq 1+\eta \quad \text { for } t \in\left[T_{y}-\tau, T_{y}\right] \tag{4.3}
\end{equation*}
$$

Moreover, there exists a constant $\varepsilon_{1}, \varepsilon_{1} \in(0,1)$, such that for each $\varepsilon \in\left(0, \varepsilon_{1}\right)$, we have

$$
\begin{equation*}
T_{y}=T_{x}+O(\varepsilon \log \varepsilon) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
y(t)=x(t)+O(\varepsilon \log \varepsilon) \tag{4.5}
\end{equation*}
$$

uniformly for $t \in\left[0, T_{x}\right]$ and $\varphi \in A_{\eta}$, where $T_{x}$ is the period of the periodic solution $x$ to (3.1) obtained in Theorem 3.1.

Proof of Lemma 4.2. We first claim that there exist three points $\eta_{1}, t_{1}^{y}, \eta_{2}, 0<$ $\eta_{1}<t_{1}^{y}<\eta_{2}$, which are dependent on $\varepsilon$ and $\varphi$, such that

$$
\begin{equation*}
y\left(\eta_{1}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}>1, y\left(t_{1}^{y}\right)=1, y\left(\eta_{2}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}<1 \tag{4.6}
\end{equation*}
$$

Indeed, if $y(t)>\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}>\left(\frac{1}{\varepsilon}\right)^{\varepsilon /(1-\varepsilon)}>1$ and $y(t-\tau)>\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}>\left(\frac{1}{\varepsilon}\right)^{\varepsilon /(1-\varepsilon)}$, then we have by Lemma 4.1 that

$$
\beta_{\varepsilon}(y(t)) y(t)<\beta_{0} \varepsilon, \quad \beta_{\varepsilon}(y(t-\tau)) y(t-\tau)<\beta_{0} \varepsilon
$$

and

$$
\begin{align*}
\frac{d y(t)}{d t} & =-\left(\delta+\beta_{\varepsilon}(y(t))\right) y(t)+k \beta_{\varepsilon}(y(t-\tau)) y(t-\tau) \\
& =-\delta y(t)+O(\varepsilon) \\
& <-\frac{\delta}{2} \text { for } \varepsilon \in\left(0, \sigma_{1}\right) \tag{4.7}
\end{align*}
$$

Here $\sigma_{1}$ is chosen so that for each $\varepsilon \in\left(0, \sigma_{1}\right)$, we have $-\delta y(t)+O(\varepsilon)<-\frac{\delta}{2}$. This means that $y$ is decreasing as long as $y(t) \geq\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}>\left(\frac{1}{\varepsilon}\right)^{\varepsilon /(1-\varepsilon)}$. Therefore there is a point $\eta_{1}>0$ so that $y\left(\eta_{1}\right)=(1 / \varepsilon)^{2 \varepsilon}$ and $1+\eta>y(t)>(1 / \varepsilon)^{2 \varepsilon}$ for $t \in\left(0, \eta_{1}\right)$. Using $\frac{d y}{d t}=-\delta y+O(\varepsilon)$ and $y(0)=1+\eta$, we also have

$$
\begin{equation*}
\eta_{1}=\frac{\log (1+\eta)}{\delta}+O(-\varepsilon \log \varepsilon)=t_{1}+O(-\varepsilon \log \varepsilon) \tag{4.8}
\end{equation*}
$$

Here the term $O(-\varepsilon \log \varepsilon)$ holds uniformly for all the initial functions $\varphi$ in $A_{\eta}$. Next in the interval $\left(\eta_{1}, \eta_{1}+\tau\right)$, we have $\beta_{\varepsilon}(y(t-\tau)) y(t-\tau)=O(\varepsilon)$ and

$$
\begin{aligned}
\frac{d y(t)}{d t} & =-\left(\delta+\beta_{\varepsilon}(y(t))\right) y(t)+k \beta_{\varepsilon}(y(t-\tau)) y(t-\tau) \\
& <-\delta y(t)+k \beta_{\varepsilon}(y(t-\tau)) y(t-\tau) \\
& =-\delta y(t)+O(\varepsilon) \\
& <-\frac{\delta}{2} \text { for } \varepsilon \in\left(0, \sigma_{2}\right)
\end{aligned}
$$

as long as $y(t) \geq\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}$. Here $\sigma_{2}$ is chosen so that for each $\varepsilon \in\left(0, \sigma_{2}\right)$, we have

$$
-\delta y(t)+O(\varepsilon)<-\delta\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}+O(\varepsilon)<-\frac{\delta}{2}
$$

This means that the solution is decreasing and there exist two points $t_{1}^{y}, \eta_{2}, \eta_{1}<t_{1}^{y}<$ $\eta_{2}$, such that

$$
y\left(t_{1}^{y}\right)=1, \quad y\left(\eta_{2}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}
$$

By the mean value theorem, it is easy to show that

$$
\left|y\left(\eta_{1}\right)-y\left(\eta_{2}\right)\right| \geq \frac{\delta}{2}\left|\eta_{1}-\eta_{2}\right|
$$

or, equivalently,

$$
\eta_{2}-\eta_{1} \leq \frac{2}{\delta}\left(y\left(\eta_{1}\right)-y\left(\eta_{2}\right)\right)=\frac{2}{\delta}\left[\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}-\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}\right]=O(-\varepsilon \log \varepsilon)
$$

Therefore,

$$
\begin{equation*}
0<t_{1}^{y}-\eta_{1}<\eta_{2}-\eta_{1}=O(-\varepsilon \log \varepsilon) \tag{4.9}
\end{equation*}
$$

Now using (4.1) for $t \in\left[0, \eta_{1}\right]$, we have

$$
y^{\prime}=-\delta y+O(\varepsilon), y(0)=1+\eta
$$

which gives

$$
y(t)=(1+\eta) e^{-\delta t}+O(\varepsilon)
$$

We claim that

$$
\begin{equation*}
y(t)=x(t)+O(\varepsilon) \tag{4.10}
\end{equation*}
$$

uniformly for $t \in\left[0, \xi_{1}\right]$ and $\varphi \in A_{\eta}$, where

$$
\xi_{1}=\min \left\{t_{1}, \eta_{1}\right\}
$$

Indeed, this is true, since $x(t)=(1+\eta) e^{-\delta t}$ for $t \in\left[0, t_{1}\right]$.
Next for $t \in\left[\xi_{1}, \eta_{2}\right]$, using an argument that the length of the interval $\left[t_{1}, \eta_{1}\right]$ is of order $O(-\varepsilon \log \varepsilon)$, and both $\left|x^{\prime}(t)\right|$ and $\left|y^{\prime}(t)\right|$ are bounded by a constant, say, $M$, which is independent of $\varepsilon$ and $\eta$, we conclude from (4.10) that

$$
\begin{equation*}
y(t)=x(t)+O(-\varepsilon \log \varepsilon) \tag{4.11}
\end{equation*}
$$

For $t \in\left[\eta_{2}, \tau+\xi_{1}\right]$, we can show that $y(t-\tau)>(1 / \varepsilon)^{2 \varepsilon}$. Note that $\eta_{2} \leq \xi_{1}+\tau$ since $\eta_{2}-\xi_{1}=O(\varepsilon \log \varepsilon)$ and $\tau$ is a constant. Here we have assumed that $\varepsilon \in\left(0, \sigma_{3}\right)$, where $\sigma_{3}$ is small enough so that for each $\varepsilon \in\left(0, \sigma_{3}\right)$, we have $O(\varepsilon \log \varepsilon)<\tau$. By Lemma 4.1, we have

$$
y(t-\tau) \beta(y(t-\tau))=O(\varepsilon)
$$

Using (4.1) we know that

$$
-\alpha y+O(\varepsilon) \leq y^{\prime} \leq-\delta y+O(\varepsilon)
$$

and thus the solution $y(t) \geq\left(\varepsilon^{2} /(1+\varepsilon)\right)^{\varepsilon} e^{-\alpha \tau}+O(\varepsilon)$ and its derivative

$$
y^{\prime}(t) \leq-\delta\left(\varepsilon^{2} /(1+\varepsilon)\right)^{\varepsilon} e^{-\alpha \tau}+O(\varepsilon)<0 \text { for } \varepsilon \in\left(0, \sigma_{4}\right)
$$

where $\sigma_{4}$ is chosen so that for each $\varepsilon \in\left(0, \sigma_{4}\right)$, we have $-\delta\left(\varepsilon^{2} /(1+\varepsilon)\right)^{\varepsilon} e^{-\alpha \tau}+O(\varepsilon)<0$. So $y(t)$ is decreasing for $t \in\left[\eta_{2}, \tau+\xi_{1}\right]$. Note that $0<y<y\left(\eta_{2}\right) \leq \varepsilon^{\varepsilon}$ so that (4.2) in Lemma 4.1 holds. Thus we can derive from (4.1) that

$$
\begin{equation*}
y^{\prime}(t)=-\alpha y(t)+O(\varepsilon) \tag{4.12}
\end{equation*}
$$

for $t \in\left[\eta_{2}, \tau+\xi_{1}\right]$. Coupling this equation with (3.4) and using (4.11) at the point $t=\eta_{2}$ give

$$
y(t)=x(t)+O(-\varepsilon \log \varepsilon)
$$

for $t \in\left[\eta_{2}, \tau+\xi_{1}\right]$.
For $t \in\left[\tau+\xi_{1}, \tau+\eta_{2}\right]$, again using the fact that both the derivatives of $x$ and $y$ are bounded and the length of this interval is of order $O(-\varepsilon \log \varepsilon)$, we have

$$
y(t)=x(t)+O(-\varepsilon \log \varepsilon)
$$

For $t \geq \tau+\eta_{2}$, the solution $y$ begins to increase since $\Gamma$ satisfies (3.7). To be precise, we have $\beta_{\varepsilon}(y(t))<\beta_{0}, \beta_{\varepsilon}(y(t-\tau)) y(t-\tau)=\beta_{0} y(t-\tau)+O(-\varepsilon \log \varepsilon)$ and

$$
\begin{aligned}
y^{\prime}(t) & =-\left(\delta+\beta_{\varepsilon}(y(t))\right) y(t)+k \beta_{\varepsilon}(y(t-\tau)) y(t-\tau) \\
& \geq-\alpha y(t)+k \beta_{0} y(t-\tau)+O(-\varepsilon \log \varepsilon) \\
& =-\alpha y(t)+\Gamma x(t-\tau)+O(-\varepsilon \log \varepsilon) \\
& \geq-\alpha(1+\eta)+\Gamma e^{-\alpha \tau}+O(-\varepsilon \log \varepsilon) \\
& >0 \quad \text { for } \varepsilon \in\left(0, \sigma_{5}\right)
\end{aligned}
$$

as long as $y(t) \leq 1+\eta$ and $t \leq 2 \tau+\eta_{2}$. Here $\sigma_{5}$ is sufficiently small so that for each $\varepsilon \in\left(0, \sigma_{5}\right)$, we have $-\alpha(1+\eta)+\Gamma e^{-\alpha \tau}+O(-\varepsilon \log \varepsilon)>0$. Using similar arguments as above, we conclude that there exist three points $\eta_{3}, t_{2}^{y}$, $\eta_{4}$, with $\eta_{3}<t_{2}^{y}<\eta_{4}$ such that

$$
\begin{align*}
y\left(\eta_{3}\right) & =\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}, \quad y\left(t_{2}^{y}\right)=1, \quad y\left(\eta_{4}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon} \\
\eta_{3} & =t_{2}^{y}+O(-\varepsilon \log \varepsilon), \quad \eta_{4}=t_{2}^{y}+O(-\varepsilon \log \varepsilon) \tag{4.13}
\end{align*}
$$

and

$$
\begin{equation*}
t_{2}^{y}=t_{2}+O(-\varepsilon \log \varepsilon) \tag{4.14}
\end{equation*}
$$

We can continue this process to find that $y$ will satisfy

$$
y(t)=x(t)+O(-\varepsilon \log \varepsilon)
$$

for $t \in\left[0, \tau+\xi_{2}\right]$, where $\xi_{2}=\min \left\{t_{2}, \eta_{3}\right\}$. From the expression for $x$, we know from the preceding equation that there exists a point $t_{3}^{y} \in\left(\eta_{4}, \tau+\xi_{2}\right)$ such that $y\left(t_{3}^{y}\right)=1+\eta$ and $t_{3}^{y}=t_{3}+O(-\varepsilon \log \varepsilon)$.

For $t \in\left[\tau+\xi_{2}, \tau+\eta_{4}\right]$, using the same argument as in the interval $\left[\tau+\xi_{1}, \tau+\eta_{2}\right]$, we again have

$$
\begin{equation*}
y(t)=x(t)+O(-\varepsilon \log \varepsilon) \tag{4.15}
\end{equation*}
$$

Finally for $t \geq \tau+\eta_{4}$, the solution is decreasing and will reach the value $1+\eta$ at some point $T_{y}$. In the whole interval $\left[0, T_{x}\right]$, if we choose $\varepsilon_{1}=\min \left\{\sigma_{i}, 1 \leq i \leq 5\right\}$, then we can show as before that for each $\varepsilon \in\left(0, \varepsilon_{1}\right)$, we have

$$
\begin{equation*}
y(t)=x(t)+O(-\varepsilon \log \varepsilon), x \in\left[0, T_{x}\right] \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{y}=T_{x}+O(-\varepsilon \log \varepsilon) \tag{4.17}
\end{equation*}
$$

Furthermore, we also have $y\left(T_{y}\right)=1+\eta$ and

$$
\begin{equation*}
y(t) \geq 1+\eta \text { for }\left[T_{y}-\tau, T_{y}\right] \tag{4.18}
\end{equation*}
$$

Remark 4.3. By Lemma 4.2 and (4.1) we have two positive constants $M_{1}$ and $M_{2}$ which are independent of $\varepsilon$ and the initial data $\varphi$ so that for $t \geq 0$,

$$
\begin{equation*}
|y(t)| \leq M_{1} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{d y(t)}{d t}\right| \leq M_{2} \tag{4.20}
\end{equation*}
$$

Now we are ready to define a continuous return map

$$
R: A_{\eta} \ni \varphi \rightarrow y_{q(\varphi)}=F_{\varepsilon}(q(\varphi), \varphi) \in A_{\eta}
$$

where $q(\varphi)=T_{y}$. To verify that there exists a unique fixed point in $A_{\eta}$ for the map $R$, we need to show that the map $R$ is contractive, i.e., derive an estimation for the Lipschitz constant and show that the Lipschitz constant is less than 1.
4.2. Lipschitz constant for the map $\mathbb{R}$. The Lipschitz constant of a given $\operatorname{map} T: D_{T} \rightarrow Y, D_{T} \subset X$, where $X$ and $Y$ are normed linear spaces, is given by

$$
L(T)=\sup _{u \in D_{T}, v \in D_{T}, u \neq v} \frac{\|T(u)-T(v)\|}{\|u-v\|} .
$$

In the case where $D_{T}=X=Y=\mathbb{R},\left[u_{1}, u_{2}\right] \subset \mathbb{R}$, and $f=T$, we set

$$
L_{\left[u_{1}, u_{2}\right]}(f)=L\left(f \mid\left[u_{1}, u_{2}\right]\right)
$$

If $f(u)=u \beta_{\varepsilon}(u), u \in \mathbb{R}$, we define the following four Lipschitz constants:

$$
\begin{aligned}
L_{1}^{\varepsilon} & =L_{[1+\eta,+\infty)}\left(u \beta_{\varepsilon}(u)\right) \\
L_{2}^{\varepsilon} & =L_{\left[\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon},+\infty\right)}\left(u \beta_{\varepsilon}(u)\right), \\
L_{3}^{\varepsilon} & =L_{(0,+\infty)}\left(u \beta_{\varepsilon}(u)\right) \\
L_{4}^{\varepsilon} & =L_{\left(0,\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}\right)}\left(u \beta_{\varepsilon}(u)\right)
\end{aligned}
$$

Similarly for the function $f(u)=u \beta_{\varepsilon}(u)-\beta_{0} u, u \in \mathbb{R}$, we define the following Lipschitz constant for later use:

$$
L_{5}^{\varepsilon}=L_{\left(0,\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}\right)}\left(u \beta_{\varepsilon}(u)-\beta_{0} u\right)
$$

When $\varepsilon \ll 1$, we have

$$
\begin{equation*}
L_{1}^{\varepsilon}=O\left(\frac{1}{\varepsilon(1+\eta)^{1 / \varepsilon}}\right), \quad L_{2}^{\varepsilon}=O(\varepsilon), \quad L_{3}^{\varepsilon}=O(1 / \varepsilon), \quad L_{4}^{\varepsilon}=O(1), \quad L_{5}^{\varepsilon}=O(\varepsilon) \tag{4.21}
\end{equation*}
$$

Theorem 4.4. There exists $\varepsilon_{2}, \varepsilon_{2} \in\left(0, \varepsilon_{1}\right)$, such that for each $\varepsilon \in\left(0, \varepsilon_{2}\right)$ the Lipschitz constant $L_{R}^{\varepsilon}$ of the map $R$ is less than 1. In particular, we have

$$
\lim _{\varepsilon \rightarrow 0} L_{R}^{\varepsilon}=0
$$

Proof. Step 1. Take $\phi, \bar{\phi}$ in $A_{\eta}$. Using a similar argument as in the proof of Lemma 4.2, we conclude that there exist $\eta_{1}, \eta_{2}$ and $\bar{\eta}_{1}, \bar{\eta}_{2}$ such that

$$
y^{\phi}\left(\eta_{1}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}, y^{\phi}\left(\eta_{2}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}, \eta_{1}-\eta_{2}=O(-\varepsilon \log \varepsilon)
$$

and

$$
y^{\bar{\phi}}\left(\bar{\eta}_{1}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}, y^{\bar{\phi}}\left(\bar{\eta}_{2}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}, \bar{\eta}_{1}-\bar{\eta}_{2}=O(-\varepsilon \log \varepsilon)
$$

Let

$$
\eta_{\min }=\min \left\{\eta_{1}, \bar{\eta}_{1}\right\}
$$

and

$$
\eta_{\max }=\max \left\{\eta_{2}, \bar{\eta}_{2}\right\}
$$

Then by (4.8) and (4.9) we have

$$
\begin{gather*}
\eta_{\min }=t_{1}+O(-\varepsilon \log \varepsilon), \quad \eta_{\max }=t_{1}+O(-\varepsilon \log \varepsilon), \quad \text { and }  \tag{4.22}\\
\eta_{\max }-\eta_{\min }=O(-\varepsilon \log \varepsilon)
\end{gather*}
$$

Since $t_{1}=\log (1+\eta) / \delta<\tau$, from (4.22) we have that $\eta_{\min }<\tau$ and $\eta_{\max }<\tau$. Here we have chosen $\sigma_{6}>0$ sufficiently small so that for each $\varepsilon \in\left(0, \sigma_{6}\right)$

$$
\eta_{\max }=\log (1+\eta) / \delta+O(-\varepsilon \log \varepsilon)<\tau
$$

For $t \in\left[0, \eta_{\text {min }}\right]$, using (4.1) for $y^{\phi}(t)$ and $y^{\bar{\phi}}(t)$ gives

$$
\begin{equation*}
\frac{d y^{\phi}(t)}{d t}=-\left[\delta+\beta_{\varepsilon}\left(y^{\phi}(t)\right)\right] y^{\phi}(t)+k \beta_{\varepsilon}\left(y^{\phi}(t-\tau)\right) y^{\phi}(t-\tau) \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d y^{\bar{\phi}}(t)}{d t}=-\left[\delta+\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right)\right] y^{\bar{\phi}}(t)+k \beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau) \tag{4.24}
\end{equation*}
$$

Now we estimate the difference between $y^{\phi}(t)$ and $y^{\bar{\phi}}(t)$. Subtracting (4.24) from (4.23) yields
(4.25) $\left(y^{\phi}(t)-y^{\bar{\phi}}(t)\right)^{\prime}=-\delta\left(y^{\phi}(t)-y^{\bar{\phi}}(t)\right)$

$$
\begin{aligned}
& -\left[\beta_{\varepsilon}\left(y^{\phi}(t)\right) y^{\phi}(t)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right) y^{\bar{\phi}}(t)\right] \\
& +k\left[\beta_{\varepsilon}\left(y^{\phi}(t-\tau)\right) y^{\phi}(t-\tau)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)\right] .
\end{aligned}
$$

Substituting the inequalities

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(t)\right) y^{\phi}(t)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right) y^{\bar{\phi}}(t)\right| \leq L_{2}^{\varepsilon}\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right|
$$

and

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(t-\tau)\right) y^{\phi}(t-\tau)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)\right| \leq L_{1}^{\varepsilon}\|\phi-\bar{\phi}\|
$$

into (4.25), we have

$$
\begin{equation*}
\left(y^{\phi}(t)-y^{\bar{\phi}}(t)\right)^{\prime} \leq\left(\delta+L_{2}^{\varepsilon}\right)\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right|+k L_{1}^{\varepsilon}\|\phi-\bar{\phi}\| . \tag{4.26}
\end{equation*}
$$

Integrating (4.26) from 0 to $t$ gives

$$
\left(y^{\phi}(t)-y^{\bar{\phi}}(t)\right) \leq \int_{0}^{t}\left(\left(\delta+L_{2}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{1}^{\varepsilon}| | \phi-\bar{\phi}| |\right) d s .
$$

Similarly, we have

$$
-\left(y^{\phi}(t)-y^{\bar{\phi}}(t)\right) \leq \int_{0}^{t}\left(\left(\delta+L_{2}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{1}^{\varepsilon}\|\phi-\bar{\phi}\|\right) d s .
$$

Thus, we have found that

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{0}^{t}\left(\left(\delta+L_{2}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{1}^{\varepsilon}\|\phi-\bar{\phi}\|\right) d s \tag{4.27}
\end{equation*}
$$

From Gronwall's inequality, we obtain

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{1}\|\phi-\bar{\phi}\|, \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}=\frac{e^{\left(\delta+L_{2}^{\varepsilon}\right) \eta_{\min }}-1}{\delta+L_{2}^{\varepsilon}} k L_{1}^{\varepsilon} . \tag{4.29}
\end{equation*}
$$

Step 2. For $t \in\left[\eta_{\text {min }}, \eta_{\text {max }}\right]$, we have

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(t)\right) y^{\phi}(t)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right) y^{\bar{\phi}}(t)\right| \leq L_{3}^{\varepsilon}\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right|
$$

and

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(t-\tau)\right) y^{\phi}(t-\tau)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)\right| \leq L_{1}^{\varepsilon}| | \phi-\bar{\phi}| | .
$$

Thus from (4.23) and (4.24) we obtain, as before,

$$
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{\eta_{\min }}^{t}\left(\left(\delta+L_{3}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{1}^{\varepsilon}\|\phi-\bar{\phi}\|\right) d s+C_{1}\|\phi-\bar{\phi}\| .
$$

Then by Gronwall's inequality, we have

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{2}\|\phi-\bar{\phi}\| \tag{4.30}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2}=C_{1} e^{\left(\delta+L_{3}^{\varepsilon}\right)\left(\eta_{\max }-\eta_{\min }\right)}+\frac{e^{\left(\delta+L_{3}^{\varepsilon}\right)\left(\eta_{\max }-\eta_{\min }\right)}-1}{\delta+L_{3}^{\varepsilon}} k L_{1}^{\varepsilon}>C_{1} \tag{4.31}
\end{equation*}
$$

Remember that $\eta_{\min } \leq \tau$ since $t_{1}<\tau$ in (3.14) and $\eta_{\min }=t_{1}+O(-\varepsilon \log \varepsilon)$. Moreover $\eta_{\max } \leq \tau$ since $\eta_{\max }=t_{1}+O(-\varepsilon \log \varepsilon)$ from (4.22).

Step 3. For $t \in\left[\eta_{\max }, \tau+\eta_{\text {min }}\right]$,

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(\tau)\right) y^{\phi}(t)-\beta_{0} y^{\phi}(t)-\left(\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right) y^{\bar{\phi}}(t)-\beta_{0} y^{\bar{\phi}}(t)\right)\right| \leq L_{5}^{\varepsilon}\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right|
$$

and

$$
\left|\beta_{\varepsilon}\left(y^{\phi}(t-\tau)\right) y^{\phi}(t-\tau)-\beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)\right| \leq L_{2}^{\varepsilon} C_{2}\|\phi-\bar{\phi}\|
$$

It is thus easy to derive

$$
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{\eta_{\max }}^{t}\left(\left(\alpha+L_{5}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{2}^{\varepsilon} C_{2}\|\phi-\bar{\phi}\|\right) d s+C_{2}\|\phi-\bar{\phi}\|
$$

and to conclude that (since $\tau+\eta_{\min }-\eta_{\max }<\tau$ )

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{3}\|\phi-\bar{\phi}\|, \tag{4.32}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{3}=C_{2} e^{\alpha \tau+\tau L_{5}^{\varepsilon}}+\frac{e^{\alpha \tau+\tau L_{5}^{\varepsilon}}-1}{\alpha+L_{5}^{\varepsilon}} k L_{2}^{\varepsilon} C_{2}>C_{2} \tag{4.33}
\end{equation*}
$$

Step 4. When $t \geq \tau+\eta_{\text {min }}$, we have from (4.13) and (4.14) that there exist $\eta_{3}<\eta_{4}$ and $\bar{\eta}_{3}<\bar{\eta}_{4}$ such that

$$
y^{\phi}\left(\eta_{3}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}, y^{\phi}\left(\eta_{4}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}, \eta_{4}-\eta_{3}=O(-\varepsilon \log \varepsilon)
$$

and

$$
y^{\bar{\phi}}\left(\bar{\eta}_{3}\right)=\left(\frac{\varepsilon^{2}}{1+\varepsilon}\right)^{\varepsilon}, y^{\bar{\phi}}\left(\bar{\eta}_{4}\right)=\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}, \quad \bar{\eta}_{4}-\bar{\eta}_{3}=O(-\varepsilon \log \varepsilon) .
$$

Let

$$
\eta_{\min }^{3}=\min \left\{\eta_{3}, \bar{\eta}_{3}\right\}, \eta_{\max }^{4}=\max \left\{\eta_{4}, \bar{\eta}_{4}\right\}
$$

Then by (4.13) and (4.14) we have

$$
\begin{equation*}
\eta_{\min }^{3}=t_{2}+O(-\varepsilon \log \varepsilon), \eta_{\max }^{4}=t_{2}+O(-\varepsilon \log \varepsilon), \eta_{\max }^{4}-\eta_{\min }^{3}=O(-\varepsilon \log \varepsilon) \tag{4.34}
\end{equation*}
$$

Since $t_{2}>t_{1}+\tau$, we can choose $\sigma_{7}>0$ sufficiently small so that for each $\varepsilon \in\left(0, \sigma_{7}\right)$ the inequality

$$
\tau+\eta_{\max }<\eta_{\min }^{3}
$$

holds. For $t \in\left[\tau+\eta_{\min }, \eta_{\min }^{3}\right]$, we similarly have
$\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{\tau+\eta_{\text {min }}}^{t}\left(\left(\alpha+L_{5}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{3}^{\varepsilon} C_{3}\|\phi-\bar{\phi}\|\right) d s+C_{3}\|\phi-\bar{\phi}\|$
and

$$
\begin{equation*}
\left|y^{\phi}-y^{\bar{\phi}}\right| \leq C_{4}| | \phi-\bar{\phi} \| \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{4}=C_{3} e^{\left(\alpha+L_{5}^{\varepsilon}\right)\left(\eta_{\min }^{3}-\tau-\eta_{\min }\right)}+\frac{e^{\left(\alpha+L_{5}^{\varepsilon}\right)\left(\eta_{\min }^{3}-\tau-\eta_{\min }\right)}-1}{\alpha+L_{5}^{\varepsilon}} k L_{3}^{\varepsilon} C_{3}>C_{3} \tag{4.36}
\end{equation*}
$$

Step 5. For $t \in\left[\eta_{\min }^{3}, \eta_{\max }^{4}\right]$, from (4.22) and (4.34) it is easy to demonstrate that $\eta_{\max } \leq t-\tau \leq \eta_{\min }^{3}$. Thus we have

$$
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{\eta_{\min }^{3}}^{t}\left(\left(\delta+L_{3}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{4}^{\varepsilon} C_{4}\|\phi-\bar{\phi}\|\right) d s+C_{4}\|\phi-\bar{\phi}\|
$$

Then it follows that

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{5}\|\phi-\bar{\phi}\| \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{5}=C_{4}\left(e^{\left(\delta+L_{3}^{\varepsilon}\right)\left(\eta_{\max }^{4}-\eta_{\min }^{3}\right)}+\frac{e^{\left(\delta+L_{3}^{\varepsilon}\right)\left(\eta_{\max }^{4}-\eta_{\min }^{3}\right)}-1}{\delta+L_{3}^{\varepsilon}} k L_{4}^{\varepsilon}\right) \tag{4.38}
\end{equation*}
$$

Step 6. For $t \in\left[\eta_{\max }^{4}, \tau+\eta_{\max }^{4}\right]$, we claim that $y^{\phi}(t) \geq(1 / \varepsilon)^{2 \varepsilon}$ and $y^{\bar{\phi}}(t) \geq(1 / \varepsilon)^{2 \varepsilon}$. We prove this claim only for the function $y^{\phi}$, because the proof for the function $y^{\phi}$ is similar and hence omitted. Note that $t_{3}>\eta_{\max }^{4}=t_{2}+O(-\varepsilon \log \varepsilon)$ for each $\varepsilon \in\left(0, \sigma_{8}\right)$ where $\sigma_{8}$ is chosen so that $t_{3}>t_{2}+O\left(-\sigma_{8} \log \sigma_{8}\right)$. Using $y^{\phi}(t)=x(t)+O(-\varepsilon \log \varepsilon)$, with $y^{\phi}(t-\tau)=x(t-\tau)+O(-\varepsilon \log \varepsilon) \geq e^{-\alpha \tau}+O(-\varepsilon \log \varepsilon)$, and (3.7) and (4.34), we have from (4.1) that $d y^{\phi}(t) / d t>0$ for $t \in\left[\eta^{4}, t_{3}\right]$, and thus $y^{\phi}$ is increasing and satisfies $y^{\phi}\left(\eta_{\text {max }}^{4}\right) \geq y^{\phi}\left(\eta_{4}\right) \geq(1 / \varepsilon)^{2 \varepsilon}$. For $t \in\left[t_{3}, \tau+\eta_{\text {max }}^{4}\right], x(t) \geq 1+\eta$. Then using Lemma 4.2 again we have

$$
y^{\phi}(t)=x(t)+O(-\varepsilon \log \varepsilon)>\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}
$$

provided $\varepsilon \in\left(0, \sigma_{9}\right)$, where $\sigma_{9}$ is sufficiently small so that the above formula holds for $\varepsilon \in\left(0, \sigma_{9}\right)$. Therefore, we obtain

$$
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq \int_{\eta_{\max }^{4}}^{t}\left(\left(\delta+L_{2}^{\varepsilon}\right)\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|+k L_{3}^{\varepsilon} C_{5}\|\phi-\bar{\phi}\|\right) d s+C_{5}\|\phi-\bar{\phi}\|
$$

and

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{6}\|\phi-\bar{\phi}\| \tag{4.39}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{6}=C_{5}\left(e^{\left(\delta+L_{2}^{\varepsilon}\right) \tau}+\frac{e^{\left(\delta+L_{2}^{\varepsilon}\right) \tau}-1}{\delta+L_{2}^{\varepsilon}} k L_{3}^{\varepsilon}\right) \tag{4.40}
\end{equation*}
$$

Step 7. When $t \geq \tau+\eta_{\max }^{4}$, both $y$ and $\bar{y}$ are decreasing and will take the value $1+\eta$ after a finite time. Suppose that $s$ and $\bar{s}$ satisfy

$$
y^{\phi}(s)=1+\eta, y^{\bar{\phi}}(\bar{s})=1+\eta
$$

For the rest of the proof, we consider only the case $s<\bar{s}$, since the case when $s \geq \bar{s}$ can be similarly dealt with and the proof is omitted. By (4.4) and (4.34), we also obtain

$$
s-\left(\tau+\eta_{\max }^{4}\right)=T_{x}-\left(\tau+t_{2}\right)+O(-\varepsilon \log \varepsilon)
$$

and

$$
\bar{s}-\left(\tau+\eta_{\max }^{4}\right)=T_{x}-\left(\tau+t_{2}\right)+O(-\varepsilon \log \varepsilon)
$$

where $T_{x}$ is the period of the function $x$. Because the distance between $\tau+\eta_{\max }^{4}$ and $s$ may be greater than $\tau$, we need to split the interval $\left[\tau+\eta_{\text {max }}^{4}, s\right]$ into subintervals $\left[\tau+\eta_{\max }^{4}, 2 \tau+\eta_{\max }^{4}\right],\left[2 \tau+\eta_{\max }^{4}, 3 \tau+\eta_{\max }^{4}\right], \ldots,\left[m \tau+\eta_{\max }^{4}, s\right]$, where the length of each interval is exactly $\tau$ except the last one. Here $m$ is the largest integer less than or equal to $\left(s-\left(\tau+\eta_{\max }^{4}\right)\right) / \tau$. We can successively estimate $\left|y^{\phi}-y^{\bar{\phi}}\right|$ on the above subintervals to obtain

$$
\begin{equation*}
\left|y^{\phi}(t)-y^{\bar{\phi}}(t)\right| \leq C_{7}\|\phi-\bar{\phi}\|, t \in\left[\tau+\eta_{\max }^{4}, s\right] \tag{4.41}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{7}=C_{6}\left(e^{\left(\delta+L_{2}^{\varepsilon}\right) \tau}+\frac{e^{\left(\delta+L_{2}^{\varepsilon}\right) \tau}-1}{\delta+L_{2}^{\varepsilon}} k L_{2}^{\varepsilon}\right)^{T_{x}} \tag{4.42}
\end{equation*}
$$

For $t \in[s, \bar{s}]$, the function $y^{\bar{\phi}}$ satisfies

$$
y^{\bar{\phi}}(\bar{s})=1+\eta \text { and } y^{\bar{\phi}}(t)=1+\eta+O(-\varepsilon \log \varepsilon)
$$

because the length of the interval $[s, \bar{s}]$ is of order $O(-\varepsilon \log \varepsilon)$ and the derivative of $y^{\bar{\phi}}$ is bounded; c.f. Remark 4.3. On the other hand, since $s=T_{x}+O(-\varepsilon \log \varepsilon)$, $\bar{s}=T_{x}+O(-\varepsilon \log \varepsilon), x(t) \geq 1+\eta$ for $t \in\left[t_{3,} T_{x}\right]$, and $y^{\bar{\phi}}(t)=x(t)+O(-\varepsilon \log \varepsilon)$ for $t \in\left[0, T_{x}\right]$, we know by (4.20) that for $t \in[s, \bar{s}]$,

$$
y^{\bar{\phi}}(t-\tau) \geq\left(\frac{1}{\varepsilon}\right)^{2 \varepsilon}
$$

and

$$
k \beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)=O(-\varepsilon \log \varepsilon)
$$

Therefore, from (4.1) we know that for $t \in[s, \bar{s}]$ the function $y^{\bar{\phi}}$ is decreasing and

$$
\begin{aligned}
\left|\frac{d y^{\bar{\phi}}(t)}{d t}\right| & =\left|-\left(\delta+\beta_{\varepsilon}\left(y^{\bar{\phi}}(t)\right)\right) y^{\bar{\phi}}(t)+k \beta_{\varepsilon}\left(y^{\bar{\phi}}(t-\tau)\right) y^{\bar{\phi}}(t-\tau)\right| \\
& \geq|-\delta(1+\eta)+O(-\varepsilon \log \varepsilon)| \\
& \geq \frac{\delta(1+\eta)}{2}
\end{aligned}
$$

Here we have assumed that $\varepsilon$ is in the interval $\left(0, \sigma_{10}\right)$, where $\sigma_{10}$ is chosen so that for each $\varepsilon \in\left(0, \sigma_{10}\right)$, the inequality

$$
-\delta(1+\eta)+O(-\varepsilon \log \varepsilon)<-\frac{\delta(1+\eta)}{2}
$$

holds. Applying the mean value theorem to the function $y^{\bar{\phi}}$ yields the existence of $\rho \in[s, \bar{s}]$ such that

$$
\left|y^{\bar{\phi}}(\bar{s})-y^{\bar{\phi}}(s)\right|=\left|\left(y^{\bar{\phi}}\right)^{\prime}(\rho)(\bar{s}-s)\right| \geq \frac{\delta(1+\eta)}{2}|\bar{s}-s|
$$

or, by (4.41),

$$
\begin{align*}
|\bar{s}-s| & \leq \frac{2}{\delta(1+\eta)}\left|y^{\bar{\phi}}(\bar{s})-y^{\bar{\phi}}(s)\right|=\frac{2}{\delta(1+\eta)}\left|y^{\phi}(s)-y^{\bar{\phi}}(s)\right|  \tag{4.43}\\
& \leq \frac{2 C_{7}}{\delta(1+\eta)}\|\phi-\bar{\phi}\|
\end{align*}
$$

Our ultimate goal is to derive an estimate of $\left|y_{\bar{s}}^{\bar{\phi}}(\theta)-y_{s}^{\phi}(\theta)\right|$ where $\theta \in[-\tau, 0]$. Indeed, we have

$$
\begin{equation*}
\left|y_{\bar{s}}^{\bar{\phi}}(\theta)-y_{s}^{\phi}(\theta)\right| \leq\left|y_{\bar{s}}^{\bar{\phi}}(\theta)-y_{s}^{\bar{\phi}}(\theta)\right|+\left|y_{s}^{\bar{\phi}}(\theta)-y_{s}^{\phi}(\theta)\right| \tag{4.44}
\end{equation*}
$$

The first term of the right-hand side is bounded by

$$
\int_{s+\theta}^{\bar{s}+\theta} \frac{d y^{\bar{\phi}}(t)}{d t} d t \leq M_{2}|\bar{s}-s|
$$

where $M_{2}$ is the maximum value of the derivative of the function $y^{\bar{\phi}}$; c.f. Remark 4.3. The second term of (4.44) is bounded by $C_{7}\|\phi-\bar{\phi}\|$. Thus from (4.44), we have

$$
\begin{equation*}
\left|y_{\bar{s}}^{\bar{\phi}}(\theta)-y_{s}^{\phi}(\theta)\right| \leq C_{7}\left(1+\frac{2 M_{2}}{\delta(1+\eta)}\right)\|\phi-\bar{\phi}\| \tag{4.45}
\end{equation*}
$$

Using (4.21), we conclude from (4.29), (4.31), (4.33), (4.36), (4.38), (4.40), and (4.42) that

$$
\lim _{\varepsilon \rightarrow 0} L_{R}^{\varepsilon}=\lim _{\varepsilon \rightarrow 0} C_{7}\left(1+\frac{2 M_{2}}{\delta(1+\eta)}\right)=0<1
$$

Therefore we conclude that there exists $\varepsilon_{2}<\min \left\{\varepsilon_{1}, \sigma_{6}, \sigma_{7}, \sigma_{8}, \sigma_{9}, \sigma_{10}\right\}$ so that for each $\varepsilon \in\left(0, \varepsilon_{2}\right)$, the Lipschitz constant $L_{R}^{\varepsilon}$ of the map $R$ is less than 1 . This completes our proof.

For $L_{R}^{\varepsilon}<1$, the return map $R$ is contractive and there exists a unique fixed point $\phi$ in $A_{\eta}$. Thus we have demonstrated the existence of a unique slowly oscillating periodic solution for (4.1). The stability and exponential attractivity of this unique periodic orbit can be established using the standard techniques developed in [31, 32, 33, 34, 36].
5. Asymptotic expansions for the periodic solution. In the previous section we used fixed point theory to prove that there exists a unique periodic orbit for (4.1). We now carry out a quantitative analysis of this periodic solution as $\varepsilon<\varepsilon_{2}$.

Since the map $R$ is contractive and the Lipschitz constant $L_{R}^{\varepsilon}$ is exponentially decaying as $\varepsilon \rightarrow 0$, we are able to give an asymptotic expansion for this particular solution for $t \in[-\tau, 0]$ with error bound beyond all integer orders of $\varepsilon$.

If we take the initial function given by $\phi=1+\eta$, then we have a solution $y^{1+\eta}(\cdot)$ which is not periodic. But by Lemma 4.2, we have $y^{1+\eta}(t)=x(t)+O(-\varepsilon \log \varepsilon)$ for $t$ $\in\left[0, T_{x}\right]$, and a $T_{1+\eta}>0$ such that

$$
y_{T_{1+\eta}}^{1+\eta}(0)=1+\eta, \quad y_{T_{1+\eta}}^{1+\eta}(\theta)>1+\eta, \quad \theta \in[-\tau, 0)
$$

It is obvious that $y_{T_{1+\eta}}^{1+\eta}(\theta) \in A_{\eta}$.
Assume that $y$ is the periodic solution to (4.1) and satisfies $y(\theta) \in A_{\eta}$ for $\theta \in$ $[-\tau, 0]$. Suppose also that $y(\theta)$ has the following asymptotic expansion:

$$
\begin{equation*}
y(\theta)=\sum_{i=0}^{\infty} \phi_{i}(\theta), \theta \in[-\tau, 0] \tag{5.1}
\end{equation*}
$$

The function $\phi_{0}$ is given by $y_{T_{1+\eta}}^{1+\eta}$, and $\phi_{i}, i \geq 1$, with the norm $\|\phi\|=$ $\max _{-\tau \leq \theta \leq 0}|\phi(\theta)|$, will be constructed below. Let $y_{T_{0}}^{\phi_{0}}$ denote the image of the return map $R$ at $\phi_{0}$, i.e.,

$$
y_{T_{0}}^{\phi_{0}}(\theta)=R\left(\phi_{0}\right)=F_{\varepsilon}\left(T_{0}, \phi_{0}\right), \theta \in[-\tau, 0]
$$

where $T_{0}>0$ satisfies

$$
y_{T_{0}}^{\phi_{0}}(0)=1+\eta, y_{T_{0}}^{\phi_{0}}(\theta)>1+\eta, \theta \in[-\tau, 0)
$$

Similarly, by induction, we set

$$
\begin{gathered}
\phi_{1}=R\left(\phi_{0}\right)-\phi_{0}=y_{T_{0}}^{\phi_{0}}-\phi_{0} \\
y_{T_{1}}^{\phi_{1}}(\theta)=R\left(\phi_{1}\right)=F_{\varepsilon}\left(T_{1}, \phi_{1}\right) \\
\phi_{n}(\theta)=R^{n}\left(\phi_{0}\right)-R^{n-1}\left(\phi_{0}\right) \text { for } n \geq 2, \\
y_{T_{n}}^{\phi_{n}}(\theta)=R\left(\phi_{n}\right)=F_{\varepsilon}\left(T_{n}, \phi_{n}\right) \text { for } n \geq 2,
\end{gathered}
$$

where $T_{n}$ satisfies

$$
y_{T_{n}}^{\phi_{n}}(0)=1+\eta, y_{T_{n}}^{\phi_{n}}(\theta)>1+\eta, \theta \in[-\tau, 0), n \geq 1
$$

Thus we have

$$
\begin{aligned}
\left|\phi_{n}(\theta)-\phi_{n-1}(\theta)\right| & \leq L_{R}^{\varepsilon}\left|\phi_{n-1}(\theta)-\phi_{n-2}(\theta)\right| \\
& \leq\left(L_{R}^{\varepsilon}\right)^{n-1}\left|\phi_{1}(\theta)-\phi_{0}(\theta)\right|
\end{aligned}
$$

Therefore, $y(\theta)=\sum_{i=0}^{\infty} \phi_{i}(\theta)$ is uniformly convergent for $\theta \in[-\tau, 0]$ and it is the fixed point of $R$.

We now give an asymptotic expansion for the period of the periodic solution $y$. Using (4.43), we have

$$
\left|T_{i}-T_{i-1}\right| \leq \frac{2 C_{7}}{\delta(1+\eta)}\left\|\phi_{i}-\phi_{i-1}\right\|
$$

which means that the series

$$
T_{0}+\sum_{j=1}^{\infty}\left(T_{j}-T_{j-1}\right)
$$

is absolutely convergent to some constant, say, $T_{\varepsilon}$. Since $L_{R}$ is exponentially decaying as $\varepsilon \rightarrow 0$, it is easy to see that the value of $T_{\varepsilon}$ is dominated by $T_{0}$ in the sense that $T_{\varepsilon}-T_{0}$ is exponentially small as $\varepsilon \rightarrow 0$. Likewise the value of $y(\theta)$ in (5.1) is dominated by $\phi_{0}$ with an exponential error bound as $\varepsilon \rightarrow 0$. Thus when $t \in\left[0, T_{0}\right]$, we know that the periodic solution $y(t)$ is also dominated by $y^{\phi_{0}}(t)$. Therefore the estimate of $y^{\phi_{0}}(t)$ and $T_{0}$ becomes significant. From Lemma 4.2 we have the following rough result for $y^{\phi_{0}}(t)$ and $T_{0}$ :

$$
y^{\phi_{0}}(t)=x(t)+O(-\varepsilon \log \varepsilon), T_{0}=T_{x}+O(-\varepsilon \log \varepsilon)
$$

We now give refined estimates for $y^{\phi_{0}}(t)$ and $T_{0}$ using the above information. As in the proof of Lemma 4.2, we split the interval $\left[0, T_{0}\right]$ into subintervals and estimate $y^{\phi_{0}}(t)$ on each subinterval successively. We demonstrate this process on the first subinterval for the purpose of illustration. Remember that the initial data are taken to be $\phi_{0}$ which is greater than $1+\eta$ when $t$ lies in the interval $[-\tau, 0)$. Let $t_{1}^{\phi_{0}}, \eta_{1}$, and $\eta_{2}$ be the values as defined in the proof of Lemma 4.2. Thus $t_{1}^{\phi_{0}}$ satisfy $y^{\phi_{0}}\left(t_{1}^{\phi_{0}}\right)=1$. Integrating (4.1) from 0 to $t, t \in\left[0, t_{1}^{\phi_{0}}\right]$, gives

$$
\begin{align*}
y^{\phi_{0}}(t)-y^{\phi_{0}}(0)= & -\delta \int_{0}^{t} y^{\phi_{0}}(s) d s-\int_{0}^{t} \beta_{\varepsilon}\left(y^{\phi_{0}}(s)\right) y^{\phi_{0}}(s) d s  \tag{5.2}\\
& +k \int_{0}^{t} \beta_{\varepsilon}\left(y^{\phi_{0}}(s-\tau)\right) y^{\phi_{0}}(s-\tau) d s
\end{align*}
$$

Since $t_{1}^{\phi_{0}}=t_{1}+O(-\varepsilon \log \varepsilon)$ and $t_{1}<\tau$, it is easy to see that the last term of the right-hand side of (5.2) is small and of $O(\varepsilon)$. Next we claim that

$$
\begin{equation*}
\int_{0}^{t} \beta_{\varepsilon}\left(y^{\phi_{0}}(s)\right) y^{\phi_{0}}(s) d s=O(\varepsilon), \quad t \in\left[0, t_{1}^{\phi_{0}}\right] \tag{5.3}
\end{equation*}
$$

Indeed when $t \in\left[0, t_{1}^{\phi_{0}}\right]$, we have $k \beta y^{\phi_{0}}(t-\tau) y^{\phi_{0}}(t-\tau)=O(\varepsilon)$. Then from (4.1) we have

$$
\begin{equation*}
-\alpha(1+\eta) \leq \frac{d y^{\phi_{0}}(t)}{d t}=-\left[\beta_{\varepsilon}\left(y^{\phi_{0}}(t)\right)+\delta\right] y^{\phi_{0}}(t)+O(\varepsilon) \leq-\delta+O(\varepsilon) \tag{5.4}
\end{equation*}
$$

Thus from (5.4) and the fact that

$$
\begin{aligned}
\left|\int_{0}^{t} \beta_{\varepsilon}\left(y^{\phi_{0}}(s)\right) y^{\phi_{0}}(s) \frac{d y^{\phi_{0}}}{d s} d s\right| & \leq\left|\int_{0}^{t_{1}^{\phi_{0}}} \beta_{\varepsilon}\left(y^{\phi_{0}}(s)\right) y^{\phi_{0}}(s) \frac{d y^{\phi_{0}}}{d s} d s\right| \\
& =\left|\int_{1+\eta}^{1} \frac{\beta_{0} u}{1+u^{1 / \varepsilon}} d u\right| \\
& =O(\varepsilon)
\end{aligned}
$$

we know that $\int_{0}^{t} \beta_{\varepsilon}\left(y^{\phi_{0}}(s)\right) y^{\phi_{0}}(s) d s$ is also of $O(\varepsilon)$ and the claim (5.3) is true. It follows then from (5.2) that for $t \in\left[0, t_{1}^{\phi_{0}}\right]$,

$$
y^{\phi_{0}}(t)=-\delta \int_{0}^{t} y^{\phi_{0}}(t) d t+1+\eta+O(\varepsilon)
$$

Using Gronwall's inequality, we obtain

$$
y^{\phi_{0}}(t)=(1+\eta+O(\varepsilon)) e^{-\delta t}
$$

which implies

$$
\begin{equation*}
y^{\phi_{0}}(t)=x(t)+O(\varepsilon), t \in\left[0, t_{1}^{\phi_{0}}\right] \tag{5.5}
\end{equation*}
$$

Continuing the above process, we can prove that (5.5) holds in the entire interval [ $0, T_{0}$ ]. Furthermore, we also have

$$
T_{0}=T_{x}+O(\varepsilon),
$$

which completes our refined estimate.
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#### Abstract

We establish long-time existence results for quasilinear wave equations in the exterior of star-shaped obstacles. To do so, we prove an analogue of the mixed-norm estimates of Keel, Smith, and Sogge for the perturbed wave equation. The arguments that are presented rely only upon the invariance of the wave operator under translations and spatial rotations.
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1. Introduction. The purpose of this article is to establish long-time existence results for quasilinear wave equations in the exterior of a star-shaped obstacle. The proofs that are presented rely upon the classical invariance of the wave operator under translations and spatial rotations. These techniques use only energy methods, and thus we are optimistic about their potential use in other applications. A key step in completing the proof is to establish a weighted $L_{t}^{2} L_{x}^{2}$-estimate for the perturbed equation that is analogous to the one of Keel, Smith, and Sogge [8] for the free wave equation.

Let us more explicitly describe the initial value boundary value problem that we will study. We begin by fixing an obstacle $\mathcal{K} \subset \mathbb{R}^{n}$ that is compact, has smooth boundary, and is star-shaped with respect to the origin. The latter condition means that there is a smooth positive function $\psi$ on $S^{n-1}$ so that

$$
\mathcal{K}=\{(r, \omega): \psi(\omega)-r \geq 0\}
$$

Here, we have expanded $x$ in polar coordinates as $x=r \omega,(r, \omega) \in[0, \infty) \times S^{n-1}$.
For such a fixed $\mathcal{K}$, we examine the quasilinear wave equation

$$
\left\{\begin{array}{l}
\square u=Q\left(d u, d^{2} u\right), \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{n} \backslash \mathcal{K},  \tag{1.1}\\
\left.u(t, \cdot)\right|_{\partial \mathcal{K}}=0, \\
u(0, \cdot)=f, \quad \partial_{t} u(0, \cdot)=g
\end{array}\right.
$$

Here and throughout, $\square=\left(\partial_{t}^{2}-\Delta\right)$ denotes the standard d'Alembertian.
The nonlinearity $Q\left(d u, d^{2} u\right)$ in (1.1) is quadratic in its arguments and is linear in $d^{2} u$. We can expand

$$
\begin{equation*}
Q\left(d u, d^{2} u\right)=B(d u)+\sum_{0 \leq \alpha, \beta, \gamma \leq n} B_{\gamma}^{\alpha \beta} \partial_{\gamma} u \partial_{\alpha} \partial_{\beta} u, \tag{1.2}
\end{equation*}
$$

[^9]where $B(d u)$ is a quadratic form and the $B_{\gamma}^{\alpha \beta}$ are real constants. We assume the symmetry condition
\[

$$
\begin{equation*}
B_{\gamma}^{\alpha \beta}=B_{\gamma}^{\beta \alpha} . \tag{1.3}
\end{equation*}
$$

\]

By scaling, we note that it suffices to choose $\mathcal{K} \subset\{|x|<1\}$, and we will make this assumption throughout.

In order to solve (1.1), the data must be assumed to satisfy the relevant compatibility conditions. Briefly, this means that if we set $J_{k} u=\left\{\partial_{x}^{\alpha} u: 0 \leq|\alpha| \leq k\right\}$ and if $u$ is a formal $H^{m}$ solution for some fixed $m$, then we can write $\overline{\partial_{t}^{k}} u(0, \cdot)=$ $\psi_{k}\left(J_{k} f, J_{k-1} g\right), 0 \leq k \leq m$, for compatibility functions $\psi_{k}$ which depend on $Q, J_{k} f$, and $J_{k-1} g$. The compatibility condition for $(f, g) \in H^{m} \times H^{m-1}$ states that $\psi_{k}$ must vanish on $\partial \mathcal{K}$ when $0 \leq k \leq m-1$. Additionally, $(f, g) \in C^{\infty}$ are said to satisfy the compatibility condition to infinite order if this condition holds for all $m$. For a more detailed exposition on compatibility conditions, see, e.g., [7].

In describing the main results, we will use the notation $\{\Omega\}=\left\{x_{i} \partial_{j}-x_{j} \partial_{i}\right.$ : $1 \leq i<j \leq n\}$ to denote the generators of the spatial rotations. We will also use $\{Z\}=\left\{\partial_{k}, \Omega: 0 \leq k \leq n\right\}$ to denote the generators of translations and spatial rotations.

Our main results are as follows. The first states that small-data solutions to (1.1) exist almost globally if $n=3$.

Theorem 1.1. Assume that the star-shaped obstacle $\mathcal{K} \subset \mathbb{R}^{3}$ and the nonlinearity $Q\left(d u, d^{2} u\right)$ are as above. Suppose that the initial data $(f, g) \in C^{\infty}\left(\mathbb{R}^{3} \backslash \mathcal{K}\right)$ satisfy the compatibility condition to infinite order. Then, there are constants $\kappa, \varepsilon_{0}>0$ and an integer $N>0$ so that for all $\varepsilon<\varepsilon_{0}$ and data satisfying

$$
\begin{equation*}
\sum_{|\mu| \leq N}\left\|Z^{\mu} \nabla_{x} f\right\|_{L^{2}\left(\mathbb{R}^{3} \backslash \mathcal{K}\right)}+\sum_{|\mu| \leq N}\left\|Z^{\mu} g\right\|_{L^{2}\left(\mathbb{R}^{3} \backslash \mathcal{K}\right)} \leq \varepsilon \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
T_{\varepsilon}=\exp (\kappa / \varepsilon) \tag{1.1}
\end{equation*}
$$

This bound on the lifespan of solutions in $n=3$ is sharp, as is illustrated by finite propagation speed and the counterexamples of John [5] and Sideris [21] in the boundaryless case.

The second main result states that small-data solutions exist globally in higher dimensions.

THEOREM 1.2. Suppose $n \geq 4$. Assume that the star-shaped obstacle $\mathcal{K} \subset \mathbb{R}^{n}$ and the nonlinearity $Q\left(d u, d^{2} u\right)$ are as above. Suppose that the initial data $(f, g) \in$ $C^{\infty}\left(\mathbb{R}^{n} \backslash \mathcal{K}\right)$ satisfy the compatibility condition to infinite order. Then, there are a constant $\varepsilon_{0}>0$ and an integer $N>0$ so that for all $\varepsilon<\varepsilon_{0}$ and data satisfying

$$
\begin{equation*}
\sum_{|\mu| \leq N}\left\|Z^{\mu} \nabla_{x} f\right\|_{L^{2}\left(\mathbb{R}^{n} \backslash \mathcal{K}\right)}+\sum_{|\mu| \leq N}\left\|Z^{\mu} g\right\|_{L^{2}\left(\mathbb{R}^{n} \backslash \mathcal{K}\right)} \leq \varepsilon \tag{1.6}
\end{equation*}
$$

(1.1) has a unique solution $u \in C^{\infty}\left([0, \infty) \times \mathbb{R}^{n} \backslash \mathcal{K}\right)$.

While we have stated only the theorems for scalar wave equations, as the proofs rely only upon energy methods, straightforward modifications would yield the results for multiple speed systems of wave equations. In order not to further complicate the
notation, we will prove only the scalar case. A more detailed exposition concerning the multiple speed case will be available in a forthcoming paper on null-form wave equations.

Theorem 1.1 was first proved by Keel, Smith, and Sogge [9]. It is an analogue of the results concerning boundaryless wave equations of John and Klainerman [6] and Klainerman and Sideris [11]. Theorem 1.2 was previously shown by the authors [17]. This generalizes the work on wave equations in higher dimensions previously completed by Metcalfe [13], Shibata and Tsutsumi [20], and Hayashi [3]. It is also worth pointing out the following works for related problems involving null-form nonlinearities: Keel, Smith, and Sogge [7]; Metcalfe and Sogge [16]; and Metcalfe, Nakamura, and Sogge [14, 15]. The techniques in this paper appear to allow for some simplifications of these proofs, and this will be explored in a subsequent paper. The arguments, however, are more involved as they require the use of the scaling vector field and decay estimates of Klainerman and Sideris [11].

The techniques used to prove Theorem 1.1 represent an improvement over those in [9] in a number of ways. Most importantly, the proofs in this article make no reference to the fundamental solution of the wave equation or to the sharp Huygens' principle. Thus, it is believed that these techniques will be more suitable for other applications. For example, one might compare the methods of Sideris and $\mathrm{Tu}[24]$ to those used in Sideris [22, 23]. Additionally, we are not required to use the scaling vector field $L=t \partial_{t}+r \partial_{r}$. On a lesser note, we remark that the proofs herein seem to require less regularity of the initial data and less regularity of the boundary of the obstacle. As neither proof takes care to minimize such regularity, there is much possibility for further improvement in this direction. The proof of Theorem 1.2 improves upon the techniques of previous works in similar ways.

It is interesting to note that our arguments never make explicit use of the wellknown decay of local energy. See, e.g., Lax, Morawetz, and Phillips [12]. We do, however, rely upon a geometrical condition that is sufficient to ensure such estimates. This condition is used in ways that are reminiscent of those of Morawetz [18] in proving said decay estimates.

A key estimate which is common to many of the previous studies of wave equations in exterior domains was established by Keel, Smith, and Sogge [8] and states that for $n \geq 3$

$$
\begin{array}{r}
(\log (2+T))^{-1 / 2}\left(\left\|\langle x\rangle^{-1 / 2} \nabla_{t, x} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)}+\left\|\langle x\rangle^{-3 / 2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)}\right)  \tag{1.7}\\
\lesssim\left\|\nabla_{t, x} \phi(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s
\end{array}
$$

The proof is easily modified to yield the second estimate

$$
\begin{align*}
&\left\|\langle x\rangle^{-1 / 2-} \nabla_{t, x} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)}+\left\|\langle x\rangle^{-3 / 2-} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)}  \tag{1.8}\\
& \lesssim\left\|\nabla_{t, x} \phi(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s
\end{align*}
$$

Here, we are using the notation $\langle x\rangle=\langle r\rangle=\left(1+|x|^{2}\right)^{1 / 2}$. We are also using the notation $\langle x\rangle^{-1 / 2-}$ and $\langle x\rangle^{-3 / 2-}$ to indicate that (1.8) holds with the weights replaced, respectively, by $\langle x\rangle^{-1 / 2-\delta}$ and $\langle x\rangle^{-3 / 2-\delta}$ for any $\delta>0$. Moreover, we are using $A \lesssim B$ to indicate $A \leq C B$ for some positive, unspecified constant $C$.

These estimates are related to an earlier one of Strauss [27] and were used by Keel, Smith, and Sogge [8] to give a proof of almost global existence to semilinear
wave equations in exterior domains. Using this estimate, long-time existence was established using the $O(1 /|x|)$ decay of the wave equation rather than the more standard $O(1 / t)$ decay which is much more difficult to prove when there is a boundary. Metcalfe [13] completed the analogous result for higher dimensions using an estimate of the form (1.8) and arguments that are reminiscent of [8].

It should be noted that estimates similar to (1.7) and (1.8) which hold in all dimensions have been shown by Hidano and Yokoyama [4]. The above estimates should also be compared to the Morawetz identities (see, e.g., [19])

$$
\begin{aligned}
&\left\||x|^{-1 / 2} \not \nabla \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)}+\left\||x|^{-3 / 2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n}\right)} \\
& \lesssim\left\|\nabla_{t, x} \phi(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s, \quad n \geq 4
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\||x|^{-1 / 2} \not \nabla \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{3}\right)}+\|\phi(\cdot, 0)\|_{L_{t}^{2}([0, T])} \\
& \\
& \quad \lesssim\left\|\nabla_{t, x} \phi(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s, \quad n=3
\end{aligned}
$$

which correspond to choosing $f(r) \equiv 1$ in the proof of Lemma 4.1. Here $\not \subset$ denotes the angular portion of $\nabla_{x}$.

The estimates (1.7) and (1.8) are proved by scaling a version of (1.8) where the norms in the left side are taken over $[0, T] \times\{|x|<1\}$. These local versions are established either, in odd dimensions, by noticing that the backward light cones $s+|x| \in(j-1, j], j=1,2,3, \ldots$, have finite overlap or by an argument using Plancherel's identity (see Smith and Sogge [25]). Then, using techniques that resemble those of [25], one can show that an estimate for the Dirichlet-wave equation follows from those for the free equation.

The estimates (1.7) and (1.8) are, however, insufficient to give a proof of long-time existence for quasilinear equations as there is a loss of regularity in the right side. In order to get around this, previous works have had to rely on pointwise estimates that involve direct estimation of the fundamental solution of the free wave equation.

Recently, Rodnianski [26, Appendix] has given a new proof of an estimate related to (1.8). This new proof relies only upon energy methods. A main topic of this paper is the further study of this argument. In particular, we show that Rodnianski's argument can be used to prove (1.7) and (1.8). Moreover, we show that this argument can be used to directly prove an estimate for the Dirichlet-wave equation if the obstacle is assumed to be star-shaped. Thus, we will not rely on the cutoff methods used previously. Last, this new geometric argument, unlike the previously established proofs, lends itself well to establishing similar weighted estimates for perturbed equations. With such estimates for the perturbed equation, one can prove Theorems 1.1 and 1.2 using the arguments of [8].

The mixed-norm estimates for the perturbed equation in Theorem 5.1 give a partial answer to questions raised in Alinhac [1] concerning the adaptability of the Keel-Smith-Sogge estimates to more general settings. During final preparations of this article, it was learned that Alinhac [2] had independently obtained a Keel-Smith-Sogge-type estimate for the perturbed wave equation using different (although related) techniques. This argument, however, requires assumptions on the perturbation that are less favorable in the current setting. In particular, it is required that the perturbation decay in $t$. When there is a boundary, such decay is quite difficult to prove, and
we are using the mixed-norm estimates in place of such decay. Thus, it is essential that we require the perturbation terms to have decay only in $|x|=r$.

Before proceeding, we fix some notation. Throughout the paper, we will use the Einstein convention where repeated indices are summed. We will use Greek indices $\alpha, \beta, \gamma, \delta$ when the indices are to run from $0, \ldots, n$. We will use Latin indices $a, b$ when the implicit summations run from $1, \ldots, n$. We will let $g_{\alpha \beta}=\operatorname{diag}(-1,1, \ldots, 1)$ be the Minkowski metric, and $\langle\cdot, \cdot\rangle$ will occasionally be used to denote the Euclidean inner product on $\mathbb{R}^{n}$. Unless explicitly stated to the contrary, $L^{2}$ norms are taken over $\mathbb{R}^{n} \backslash \mathcal{K}$. We will let $S_{T}=[0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}$ denote a time strip of height $T$. We will use the notation $t=x_{0}, \partial_{t}=\partial_{0}$ interchangeably. And, when convenient, we will use ${ }^{\prime}=\partial=\nabla_{t, x}=\left(\partial_{t}, \nabla_{x}\right)$ to denote the full space-time gradient. We will use $D$ to denote the Levi-Civita connection of $g_{\alpha \beta}$, but as this metric is flat, we have the correspondence $D^{\alpha}=\partial^{\alpha}$.

This paper is organized as follows. In the next section, we will give the weighted Sobolev inequality from which we easily obtain the required $O\left(1 /|x|^{(n-1) / 2}\right)$ decay for solutions to the wave equation. In the third section, we prove the basic energy estimates that will be used in the proofs of long-time existence. In the fourth section, we give the new geometrical proof of the mixed-norm estimates of Keel, Smith, and Sogge. This argument follows that of Rodnianski [26, Appendix] quite closely. In the following section, we show that the energy methods used to prove the mixed-norm estimates are stable under small perturbations. In the final two sections, we give the proofs of Theorems 1.1 and 1.2, respectively.
2. Sobolev estimates. In this section, we give the now standard weighted Sobolev estimate from which one can obtain the necessary $O\left(1 /|x|^{(n-1) / 2}\right)$ decay in order to show our long-time existence results. See [10].

Lemma 2.1. Suppose that $h \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Then, for $R \geq 1$,

$$
\begin{equation*}
\|h\|_{L^{\infty}(R / 2<|x|<R)} \lesssim R^{-(n-1) / 2} \sum_{|\mu|+|\nu| \leq \frac{n+2}{2}}\left\|\Omega^{\mu} \partial_{x}^{\nu} h\right\|_{L^{2}(R / 4<|x|<2 R)} \tag{2.1}
\end{equation*}
$$

3. Energy estimates. In this section, we will collect the energy estimates that we will require. These results are rather standard. We will be concerned with solutions $\phi \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n} \backslash \mathcal{K}\right)$ of the Dirichlet-wave equation

$$
\left\{\begin{array}{l}
\square_{h} \phi=F,  \tag{3.1}\\
\left.\phi\right|_{\partial \mathcal{K}}=0,
\end{array}\right.
$$

where

$$
\square_{h} \phi=-\partial^{\alpha} \partial_{\alpha} \phi+h^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \phi=\left(\partial_{t}^{2}-\Delta\right) \phi+\sum_{\alpha, \beta=0}^{n} h^{\alpha \beta}(t, x) \partial_{\alpha} \partial_{\beta} \phi
$$

We shall assume that the $h^{\alpha \beta}$ satisfy the symmetry conditions

$$
\begin{equation*}
h^{\alpha \beta}=h^{\beta \alpha} \tag{3.2}
\end{equation*}
$$

as well as the size conditions

$$
\begin{equation*}
\sum_{\alpha, \beta=0}^{n}\left|h^{\alpha \beta}(t, x)\right| \leq \delta \ll 1 \tag{3.3}
\end{equation*}
$$

We define the energy form associated with $\square_{h}$

$$
\begin{equation*}
e_{0}=e_{0}(\phi)=\left(\partial_{0} \phi\right)^{2}+\frac{1}{2} \partial^{\gamma} \phi \partial_{\gamma} \phi-g_{0 \gamma} h^{\gamma \delta} \partial_{\delta} \phi \partial_{0} \phi-\frac{1}{2} h^{\gamma \delta} \partial_{\gamma} \phi \partial_{\delta} \phi \tag{3.4}
\end{equation*}
$$

Our most basic estimate involves

$$
E_{M}(t)=E_{M}(\phi)(t)=\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \sum_{j=0}^{M} e_{0}\left(\partial_{t}^{j} \phi\right)(t, x) d x
$$

Lemma 3.1. Fix $M=0,1,2, \ldots$ and assume that the perturbation terms $h^{\alpha \beta}$ are as above. Suppose also that $\phi \in C^{\infty}$ solves (3.1) and that for every $t, \phi(t, x)=0$ for large $|x|$. Then,

$$
\begin{align*}
& \text { 5) } \quad E_{M}(T) \lesssim E_{M}(0)+\sum_{j, k=0}^{M} \int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left|\left(\partial_{0} \partial_{t}^{k} \phi\right)\left(\square_{h} \partial_{t}^{j} \phi\right)\right| d x d t  \tag{3.5}\\
& +\sum_{j, k=0}^{M} \int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\alpha} h^{\alpha \beta}\right)\left(\partial_{0} \partial_{t}^{j} \phi\right)\left(\partial_{\beta} \partial_{t}^{k} \phi\right)\right|+\left|\left(\partial_{0} h^{\alpha \beta}\right)\left(\partial_{\alpha} \partial_{t}^{j} \phi\right)\left(\partial_{\beta} \partial_{t}^{k} \phi\right)\right|\right) d x d t .
\end{align*}
$$

We first note that since $\partial_{t}^{j} \phi$ satisfies the Dirichlet boundary conditions for $1 \leq$ $j \leq M$ it suffices to prove the result for $M=0$. To proceed with the proof, we must define the other components of the energy-momentum vector. For $k=1, \ldots, n$, we set

$$
\begin{equation*}
e_{k}=e_{k}(\phi)=\partial_{k} \phi \partial_{0} \phi-g_{k \gamma} h^{\gamma \delta} \partial_{\delta} \phi \partial_{0} \phi \tag{3.6}
\end{equation*}
$$

Calculating the divergence of this energy-momentum vector, we see that

$$
\begin{equation*}
D^{\alpha} e_{\alpha}=-\partial_{0} \phi \square_{h} \phi-\left(\partial_{\alpha} h^{\alpha \delta}\right) \partial_{\delta} \phi \partial_{0} \phi+\frac{1}{2}\left(\partial_{0} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi \tag{3.7}
\end{equation*}
$$

If we integrate in the spatial components and apply the divergence theorem, it follows that

$$
\begin{align*}
& \partial_{t} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} e_{0} d x+\int_{\partial \mathcal{K}} e_{a} n^{a} d \sigma=\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \partial_{0} \phi \square_{h} \phi d x  \tag{3.8}\\
&+\int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left(\partial_{\alpha} h^{\alpha \delta}\right) \partial_{\delta} \phi \partial_{0} \phi-\frac{1}{2}\left(\partial_{0} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi\right) d x
\end{align*}
$$

where $\vec{n}$ is the outward unit normal to $\mathcal{K}$ and $d \sigma$ is the surface measure on $\partial \mathcal{K}$.
Since $\partial_{t}$ preserves the Dirichlet boundary condition, we have that $\partial_{t} \phi$ vanishes on $\partial \mathcal{K}$ and that the integrand of the second term in the left side of (3.8) vanishes. If we integrate the remaining terms over a time interval $[0, T]$, (3.5) follows easily.

Next, we will need energy estimates that also involve spatial derivatives.

Lemma 3.2. Suppose that the $h^{\alpha \beta}$ are as above with $\delta$ chosen sufficiently small. Then, if $\phi$ solves (3.1) and if $N=0,1,2, \ldots$ is fixed,

$$
\begin{align*}
& \sum_{|\mu| \leq N}\left\|\partial_{t, x}^{\mu} \phi^{\prime}(T, \cdot)\right\|_{2} \lesssim \sum_{j \leq N}\left\|\partial_{t}^{j} \phi^{\prime}(0, \cdot)\right\|_{2}  \tag{3.9}\\
+ & \sum_{j, k=0}^{N}\left(\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left|\left(\partial_{0} \partial_{t}^{k} \phi\right)\left(\square_{h} \partial_{t}^{j} \phi\right)\right| d x d t\right)^{1 / 2}
\end{align*}
$$

$+\sum_{j, k=0}^{N}\left[\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\alpha} h^{\alpha \beta}\right)\left(\partial_{0} \partial_{t}^{j} \phi\right)\left(\partial_{\beta} \partial_{t}^{k} \phi\right)\right|+\left|\left(\partial_{0} h^{\alpha \beta}\right)\left(\partial_{\alpha} \partial_{t}^{j} \phi\right)\left(\partial_{\beta} \partial_{t}^{k} \phi\right)\right|\right) d x d t\right]^{1 / 2}$

$$
+\sum_{|\mu| \leq N-1}\left\|\square \partial_{t, x}^{\mu} \phi(T, \cdot)\right\|_{2}
$$

Since

$$
\frac{1}{2}\left|\phi^{\prime}(t, x)\right|^{2} \leq e_{0}(t, x) \leq 2\left|\phi^{\prime}(t, x)\right|^{2}
$$

for $\delta$ in (3.3) sufficiently small, this follows from (3.9) and a standard elliptic regularity argument. The interested reader can see, e.g., Lemma 2.3 of [16] or Theorem 5.2 of [9].

Finally, we will need energy estimates that involve the generators of spatial rotations as well as derivatives.

Lemma 3.3. Fix $N=0,1,2, \ldots$ and set

$$
Y_{N}(t)=\sum_{|\mu| \leq N} \int e_{0}\left(Z^{\mu} \phi\right)(t, x) d x
$$

Suppose that (3.3) holds for $\delta$ sufficiently small. Then

$$
\begin{align*}
& \text { 0) } \begin{array}{l}
\partial_{t} Y_{N}(t) \lesssim \sum_{|\mu|,|\nu| \leq N} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left|\left(\partial_{0} Z^{\mu} \phi\right)\left(\square_{h} Z^{\nu} \phi\right)\right| d x \\
+\sum_{|\mu|,|\nu| \leq N} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\gamma} h^{\gamma \delta}\right)\left(\partial_{0} Z^{\mu} \phi\right)\left(\partial_{\delta} Z^{\nu} \phi\right)\right|+\left|\left(\partial_{0} h^{\gamma \delta}\right)\left(\partial_{\gamma} Z^{\mu} \phi\right)\left(\partial_{\delta} Z^{\nu} \phi\right)\right|\right) d x \\
\\
+\sum_{|\mu| \leq N+1}\left\|\partial^{\mu} u^{\prime}(s, \cdot)\right\|_{L^{2}(|x|<1)}^{2}
\end{array} . \tag{3.10}
\end{align*}
$$

In order to prove (3.10), we argue as in the proof of Lemma 3.1 and find that

$$
\begin{aligned}
\partial_{t} Y_{N} & \lesssim \sum_{|\mu|,|\nu| \leq N} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left|\left(\partial_{0} Z^{\mu} \phi\right)\left(\square_{h} Z^{\nu} \phi\right)\right| d x \\
& +\sum_{|\mu|,|\nu| \leq N} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\gamma} h^{\gamma \delta}\right)\left(\partial_{0} Z^{\mu} \phi\right)\left(\partial_{\delta} Z^{\nu} \phi\right)\right|+\left|\left(\partial_{0} h^{\gamma \delta}\right)\left(\partial_{\gamma} Z^{\mu} \phi\right)\left(\partial_{\delta} Z^{\nu} \phi\right)\right|\right) d x \\
& +\int_{\partial \mathcal{K}}\left|e_{k}^{N} n^{k}\right| d \sigma
\end{aligned}
$$

where $\vec{n}$ is the outward normal at a given point of $\partial \mathcal{K}$ and the $e_{k}^{N}=\sum_{|\mu| \leq N} e_{k}^{N}\left(Z^{\mu} \phi\right)(t, x)$ are as in (3.6). Since $\mathcal{K} \subset\{|x|<1\}$ and since

$$
\sum_{|\mu| \leq N}\left|Z^{\mu} \phi(t, x)\right| \lesssim \sum_{|\mu| \leq N}\left|\partial^{\mu} \phi(t, x)\right|, \quad x \in \partial \mathcal{K}
$$

we have

$$
\int_{\partial \mathcal{K}}\left|e_{k}^{N} n^{k}\right| d \sigma \lesssim \int_{\left\{x \in \mathbb{R}^{n} \backslash \mathcal{K}:|x|<1\right\}} \sum_{|\mu| \leq N+1}\left|\partial^{\mu} \phi^{\prime}(t, x)\right|^{2} d x
$$

which completes the proof.
4. Geometric approach to $L_{t}^{\mathbf{2}} L_{\boldsymbol{x}}^{\mathbf{2}}$-estimates. In this section, we show that the estimates (1.7) and (1.8) hold in the exterior of a star-shaped obstacle. In the next section, we will show that these estimates also hold for the perturbed wave equation. For clarity of exposition, we begin here with the proofs for the standard d'Alembertian. These estimates will be shown directly using energy methods and result from straightforward modifications of Rodnianski's argument [26, Appendix].

Lemma 4.1. Suppose that $\mathcal{K}$ is as above and $n \geq 3$. Suppose also that $\phi \in C^{\infty}$ satisfies $\left.\phi\right|_{\partial \mathcal{K}}=0$ and that $\phi$ vanishes for large $|x|$ for every $t$. Then, we have

$$
\begin{align*}
(\log (2+T))^{-1 / 2}\left(\left\|\langle x\rangle^{-1 / 2} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+\right. & \left.\left\|\langle x\rangle^{-3 / 2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}\right)  \tag{4.1}\\
& \lesssim\left\|\phi^{\prime}(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\langle x\rangle^{-1 / 2-} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+\left\|\langle x\rangle^{-3 / 2-} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \lesssim\left\|\phi^{\prime}(0, \cdot)\right\|_{2}+\int_{0}^{T}\|\square \phi(s, \cdot)\|_{2} d s \tag{4.2}
\end{equation*}
$$

for any $T>0$. The implicit constants in (4.1) and (4.2) are independent of $\mathcal{K}$.
By Duhamel's principle, we shall need only the homogeneous case. So, let $\phi$ be a solution to

$$
\left\{\begin{array}{l}
\square \phi=\left(\partial_{t}^{2}-\Delta\right) \phi=0,  \tag{4.3}\\
\left.\phi\right|_{\partial \mathcal{K}}=0 .
\end{array}\right.
$$

We let $Q_{\alpha \beta}$ denote its energy-momentum tensor

$$
\begin{equation*}
Q_{\alpha \beta}[\phi]=\partial_{\alpha} \phi \partial_{\beta} \phi-\frac{1}{2} g_{\alpha \beta} \partial^{\gamma} \phi \partial_{\gamma} \phi \tag{4.4}
\end{equation*}
$$

It is well known that $Q_{\alpha \beta}$ is divergence free. That is,

$$
D^{\alpha} Q_{\alpha \beta}[\phi]=0 .
$$

In order to get the weighted estimates, we define the momentum density

$$
\begin{equation*}
P_{\alpha}[\phi, X]=Q_{\alpha \beta}[\phi] X^{\beta} \tag{4.5}
\end{equation*}
$$

by contracting $Q_{\alpha \beta}[\phi]$ with the radial vector field

$$
\begin{equation*}
X=f(r) \partial_{r} \tag{4.6}
\end{equation*}
$$

(and thus, $X^{a}=\frac{f(r)}{r} x^{a}$ for $a=1, \ldots, n$ and $X^{0}=0$ ). One can check that this satisfies

$$
D^{\alpha} P_{\alpha}[\phi, X]=\frac{1}{2} Q_{\alpha \beta}[\phi] \pi^{\alpha \beta}
$$

where

$$
\pi_{\alpha \beta}=D_{\alpha} X_{\beta}+D_{\beta} X_{\alpha}
$$

is the deformation tensor of $X$.
A direct calculation then yields that

$$
\begin{equation*}
D^{\alpha} P_{\alpha}[\phi, X]=f^{\prime}(r)\left|\partial_{r} \phi\right|^{2}+\frac{f(r)}{r}|\nabla \phi|^{2}-\frac{1}{2} \operatorname{tr} \pi \partial^{\gamma} \phi \partial_{\gamma} \phi \tag{4.7}
\end{equation*}
$$

where, as you can check,

$$
\begin{equation*}
\operatorname{tr} \pi=f^{\prime}(r)+(n-1) \frac{f(r)}{r} \tag{4.8}
\end{equation*}
$$

Here, $\nabla \nabla \phi$ denotes the angular portion of the spatial gradient $\nabla_{x} \phi$. At this point, we define the modified momentum density

$$
\begin{equation*}
\tilde{P}_{\alpha}[\phi, X]=P_{\alpha}[\phi, X]+\frac{1}{2} \operatorname{tr} \pi \phi \partial_{\alpha} \phi-\frac{1}{4} \partial_{\alpha}(\operatorname{tr} \pi)|\phi|^{2} \tag{4.9}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
D^{\alpha} \tilde{P}_{\alpha}[\phi, X]=f^{\prime}(r)\left|\partial_{r} \phi\right|^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{4} \Delta(\operatorname{tr} \pi)|\phi|^{2} \tag{4.10}
\end{equation*}
$$

If we integrate this identity over a time strip $[0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}$ and apply the divergence theorem, we see that

$$
\begin{array}{r}
\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \tilde{P}_{0}[\phi, X](0) d x-\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \tilde{P}_{0}[\phi, X](T) d x-\int_{0}^{T} \int_{\partial \mathcal{K}} \tilde{P}_{a}[\phi, X](t) n^{a} d \sigma d t  \tag{4.11}\\
=\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(f^{\prime}(r)\left|\partial_{r} \phi\right|^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{4} \Delta(\operatorname{tr} \pi)|\phi|^{2}\right) d x d t
\end{array}
$$

where $\vec{n}$ is the outward unit normal to $\mathcal{K}$ and $d \sigma$ is the surface measure on $\partial \mathcal{K}$. Here

$$
\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \tilde{P}_{0}[\phi, X](0) d x=\int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(X^{a} \partial_{t} \phi(0) \partial_{a} \phi(0)+\frac{1}{2} \operatorname{tr} \pi \phi(0) \partial_{t} \phi(0)\right) d x
$$

There is an identical expression for the time $T$ piece on the left side of (4.11), since $\operatorname{tr} \pi$ is independent of $t$. If one chooses $f(r)$ so that $|f(r)| \lesssim 1$ and $\left|f^{\prime}(r)\right| \lesssim \frac{1}{r}$, it follows from (4.8) and the Schwarz inequality that

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \tilde{P}_{0}[\phi, X](0) d x\right| & \lesssim\left(\left\|r^{-1} \phi(0)\right\|_{2}+\left\|\nabla_{t, x} \phi(0)\right\|_{2}\right)\left\|\nabla_{t, x} \phi(0)\right\|_{2} \\
& \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}
\end{aligned}
$$

The last inequality above follows from the Hardy inequality. Analogous estimates hold for the $\tilde{P}_{0}[\phi, X](T)$ term. Thus, by conservation of energy, this term is also controlled by $\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}$.

Since $\left.\phi\right|_{\partial \mathcal{K}}=0$ and since $\partial_{t}$ preserves the Dirichlet boundary condition, for the remaining boundary term, we have
$-\int_{0}^{T} \int_{\partial \mathcal{K}} \tilde{P}_{a}[\phi, X](t) \cdot n^{a} d \sigma d t=-\int_{0}^{T} \int_{\partial \mathcal{K}} \frac{f(r)}{r}\left(\partial_{\vec{n}} \phi \partial_{\beta} \phi x^{\beta}-\frac{1}{2}|\nabla \phi|^{2}\langle x, \vec{n}\rangle\right) d \sigma d t$.
Here, $\partial_{\vec{n}} \phi=\left\langle\vec{n}, \nabla_{x}\right\rangle \phi$ denotes differentiation with respect to the outward normal to $\mathcal{K}$. Since $\phi=0$ on $\partial \mathcal{K}$, we have that $\partial_{\beta} \phi=\partial_{\vec{n}} \phi n_{\beta}$. And, thus, we see that

$$
-\int_{0}^{T} \int_{\partial \mathcal{K}} \tilde{P}_{a}[\phi, X](t) \cdot n^{a} d \sigma d t=-\frac{1}{2} \int_{0}^{T} \int_{\partial \mathcal{K}} \frac{f(r)}{r}\left(\partial_{\vec{n}} \phi\right)^{2}\langle x, \vec{n}\rangle d \sigma d t
$$

This term is then easily seen to be negative as $\langle x, \vec{n}\rangle>0$ for star-shaped $\mathcal{K}$.
Combining (4.11) and these estimates for the boundary terms, we see that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(f^{\prime}(r)\left|\partial_{r} \phi\right|^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{4} \Delta(\operatorname{tr} \pi)|\phi|^{2}\right) d x d t \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2} \tag{4.12}
\end{equation*}
$$

At this point, we choose the weight function

$$
\begin{equation*}
f(r)=\frac{r}{\rho+r} \tag{4.13}
\end{equation*}
$$

for some $\rho>0$. It is easy to check that

$$
\begin{align*}
\Delta(\operatorname{tr} \pi)=-\frac{1}{r(\rho+r)^{4}}\left((n-1)(n-3) r^{2}\right. & +2\left(n^{2}-2 n-2\right) r \rho  \tag{4.14}\\
& \left.+(n+1)(n-1) \rho^{2}\right)<0
\end{align*}
$$

for $n \geq 3$. Indeed, each term above is nonpositive. This, therefore, gives the a priori estimate

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\frac{\rho}{(\rho+r)^{2}}\left|\partial_{r} \phi\right|^{2}+\frac{1}{r+\rho}|\nabla \phi \phi|^{2}+\frac{\rho}{(\rho+r)^{4}}|\phi|^{2}\right) d x d t  \tag{4.15}\\
& \quad \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}
\end{align*}
$$

The implicit constant is independent of $\rho$.
By choosing $\rho=1$, this yields the estimate

$$
\begin{equation*}
\int_{0}^{T} \int_{|x| \leq 1}\left(\left|\nabla_{x} \phi\right|^{2}+|\phi|^{2}\right) d x d t \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2} \tag{4.16}
\end{equation*}
$$

Similarly, if we choose $\rho=2^{k}$ for an integer $k \geq 0$, we get

$$
\begin{equation*}
\int_{0}^{T} \int_{2^{k-1} \leq|x| \leq 2^{k}}\left(\frac{\left|\nabla_{x} \phi\right|^{2}}{r}+\frac{|\phi|^{2}}{r^{3}}\right) d x d t \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2} \tag{4.17}
\end{equation*}
$$

If we combine (4.16) and (4.17) and sum over $k \geq 1$, we see immediately that

$$
\begin{align*}
& \left\|\langle r\rangle^{-1 / 2-} \nabla_{x} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}\right)}+\left\|\langle x\rangle^{-3 / 2-} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}\right)}  \tag{4.18}\\
& \quad \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2} .
\end{align*}
$$

The same argument also yields

$$
\begin{align*}
&(\log (2+T))^{-1 / 2}\left(\left\|\langle r\rangle^{-1 / 2} \nabla_{x} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}\right)}\right.  \tag{4.19}\\
&\left.+\left\|\langle x\rangle^{-3 / 2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left([0, T] \times \mathbb{R}^{n} \backslash \mathcal{K}\right)}\right) \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}
\end{align*}
$$

Indeed, (4.19) follows trivially from the energy inequality and a Hardy inequality if the norms on the left side are taken over $|x| \geq T$. Thus, we need only sum over the $O(\log (2+T))$ choices of $k$ with $2^{k-1} \lesssim T$.

It remains to see that a similar bound holds for $\partial_{t} \phi$. To do so, we define another modified momentum density

$$
\begin{equation*}
\bar{P}_{\alpha}[\phi, X]=P_{\alpha}[\phi, X]+\frac{n-1}{2} \frac{f(r)}{r} \phi \partial_{\alpha} \phi-\frac{n-1}{4} \partial_{\alpha}\left(\frac{f(r)}{r}\right)|\phi|^{2} \tag{4.20}
\end{equation*}
$$

Calculating the divergence, we have

$$
\begin{align*}
D^{\alpha} \bar{P}_{\alpha}[\phi, X]= & f^{\prime}(r)\left(\partial_{r} \phi\right)^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{2} f^{\prime}(r) \partial^{\gamma} \phi \partial_{\gamma} \phi  \tag{4.21}\\
& -\frac{n-1}{4} \Delta\left(\frac{f(r)}{r}\right)|\phi|^{2} .
\end{align*}
$$

Thus, if we integrate both sides of (4.21) over a time strip, apply the divergence theorem, and use similar arguments for controlling the boundary terms, it follows that

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} f^{\prime}(r)\left(\partial_{r} \phi\right)^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{2} f^{\prime}(r) \partial^{\gamma} \phi \partial_{\gamma} \phi-\frac{n-1}{4} \Delta\left(\frac{f(r)}{r}\right)|\phi|^{2}  \tag{4.22}\\
& \quad \lesssim\left\|\nabla_{x} \phi(0)\right\|_{2}^{2}
\end{align*}
$$

For $f$ as in (4.13), we have $f^{\prime}(r)<f(r) / r$ and

$$
\begin{equation*}
\Delta\left(\frac{f(r)}{r}\right)=\frac{-(n-3) r-(n-1) \rho}{r(r+\rho)^{3}}<0 \tag{4.23}
\end{equation*}
$$

for $n \geq 3$. Since $\partial^{\gamma} \phi \partial_{\gamma} \phi=-\left(\partial_{t} \phi\right)^{2}+\left(\partial_{r} \phi\right)^{2}+|\not \nabla \phi|^{2}$, we see from (4.22) that

$$
\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} \frac{\rho}{(r+\rho)^{2}}\left(\partial_{t} \phi\right)^{2} d x d t \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}
$$

By choosing $\rho=1$ and $\rho=2^{k}$ for $k \geq 1$, we get the estimates analogous to (4.16) and (4.17) for $\partial_{t} \phi$. Summing over $k$ as above and combining this with (4.18) and (4.19) immediately yield (4.1) and (4.2).

It is worth noting that the proof shows that there is additional decay for certain derivatives of the solution $\phi$, namely, for $\not \nabla \phi$. Indeed, from (4.15), one can see that the $\log (2+T)$ factor in (4.1) is not necessary for the angular derivatives. This extra decay is something that has been exploited in other estimates and applications. See, e.g., Alinhac [1].
5. $L_{t}^{2} L_{x}^{2}$-estimate for the perturbed equation. The goal of this section is to show that the methods of the previous section can be adapted to give similar bounds for perturbed wave equations. This is the main new estimate of this article.

Theorem 5.1. Suppose $\mathcal{K}$ is as above and that $n \geq 3$. Let $\phi \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n} \backslash \mathcal{K}\right)$ be a solution of (3.1). Suppose that $h^{\alpha \beta}$ satisfies (3.2) and (3.3) for a small choice of $\delta$. Then, if $\square_{h} \phi=F$, we have

$$
\begin{align*}
& \left\|\langle x\rangle^{-1 / 2-} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+(\log (2+T))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}  \tag{5.1}\\
& +\left\|\langle x\rangle^{-3 / 2-} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+(\log (2+T))^{-1 / 2}\left\|\langle x\rangle^{-3 / 2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \\
& \quad \lesssim\left\|\phi^{\prime}(0, \cdot)\right\|_{2}+\left(\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right)|F| d x d t\right)^{1 / 2} \\
& \quad+\left[\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \phi\right|\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right) d x d t\right]^{1 / 2}
\end{align*}
$$

for any $T \geq 0$.
Here, in an abuse of notation, we are setting

$$
|h|=\sum_{\alpha, \beta=0}^{n}\left|h^{\alpha \beta}(t, x)\right|, \quad|\partial h|=\sum_{\alpha, \beta, \gamma=0}^{n}\left|\partial_{\gamma} h^{\alpha \beta}(t, x)\right| .
$$

Although we shall not use this, we point out that this estimate holds when the regularity of the boundary of $\mathcal{K}$ is merely $C^{1}$. Also, the implicit constants in (5.1) are independent of the choice of star-shaped obstacle $\mathcal{K}$.

To prove (5.1), we set

$$
\begin{equation*}
Q_{\alpha \beta}[\phi]=\partial_{\alpha} \phi \partial_{\beta} \phi-\frac{1}{2} g_{\alpha \beta} \partial^{\gamma} \phi \partial_{\gamma} \phi-g_{\alpha \gamma} h^{\gamma \delta} \partial_{\delta} \phi \partial_{\beta} \phi+\frac{1}{2} g_{\alpha \beta} h^{\gamma \delta} \partial_{\gamma} \phi \partial_{\delta} \phi \tag{5.2}
\end{equation*}
$$

Then it is straightforward to check that

$$
D^{\alpha} Q_{\alpha \beta}[\phi]=-\left(\partial_{\beta} \phi\right) F-\left(\partial_{\gamma} h^{\gamma \delta}\right) \partial_{\delta} \phi \partial_{\beta} \phi+\frac{1}{2}\left(\partial_{\beta} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi
$$

As above, we contract this with a radial vector field $X=f(r) \partial_{r}$, define $P_{\alpha}[\phi, X]=$ $Q_{\alpha \beta}[\phi] X^{\beta}$, and compute that

$$
\begin{aligned}
& D^{\alpha} P_{\alpha}[\phi, X]=f^{\prime}(r)\left(\partial_{r} \phi\right)^{2}+\frac{f(r)}{r}|\nabla \phi|^{2}-\frac{1}{2} \operatorname{tr} \pi \partial^{\gamma} \phi \partial_{\gamma} \phi-F\left(\partial_{r} \phi\right) f(r) \\
& -\left(\partial_{\gamma} h^{\gamma \delta}\right) \partial_{\delta} \phi \partial_{r} \phi f(r)+\frac{1}{2}\left(\partial_{r} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi f(r)-x_{a} h^{a \delta} \partial_{\delta} \phi \partial_{r} \phi \frac{f^{\prime}(r)}{r} \\
& \quad+x_{a} h^{a \delta} \partial_{\delta} \phi \partial_{r} \phi \frac{f(r)}{r^{2}}-h^{a \delta} \partial_{\delta} \phi \partial_{a} \phi \frac{f(r)}{r}+\frac{1}{2}(\operatorname{tr} \pi) h^{\gamma \delta} \partial_{\gamma} \phi \partial_{\delta} \phi,
\end{aligned}
$$

where $\operatorname{tr} \pi$ is given as in (4.8).
By modifying this momentum density as in (4.20) and setting

$$
\begin{align*}
\bar{P}_{\alpha}[\phi, X]=P_{\alpha}[\phi, X] & +\frac{n-1}{2}\left(\frac{f(r)}{r}\right) \phi \partial_{\alpha} \phi  \tag{5.3}\\
& -\frac{n-1}{4} \partial_{\alpha}\left(\frac{f(r)}{r}\right)|\phi|^{2}-\frac{n-1}{2}\left(\frac{f(r)}{r}\right) g_{\alpha \gamma} h^{\gamma \beta} \phi \partial_{\beta} \phi,
\end{align*}
$$

it follows that

$$
\begin{align*}
D^{\alpha} \bar{P}_{\alpha}[\phi, X]= & f^{\prime}(r)\left(\partial_{r} \phi\right)^{2}+\frac{f(r)}{r}|\nabla \phi \phi|^{2}-\frac{1}{2} f^{\prime}(r) \partial^{\gamma} \phi \partial_{\gamma} \phi  \tag{5.4}\\
& -\frac{n-1}{4} \Delta\left(\frac{f(r)}{r}\right)|\phi|^{2}-F\left(\partial_{r} \phi\right) f(r)-\frac{n-1}{2} F \frac{\phi}{r} f(r) \\
& -\left(\partial_{\gamma} h^{\gamma \delta}\right) \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) f(r)+\frac{1}{2}\left(\partial_{r} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi f(r) \\
& -x_{a} h^{a \delta} \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) \frac{f^{\prime}(r)}{r} \\
& +x_{a} h^{a \delta} \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) \frac{f(r)}{r^{2}} \\
& -h^{a \delta} \partial_{\delta} \phi \partial_{a} \phi \frac{f(r)}{r}+\frac{1}{2} f^{\prime}(r) h^{\gamma \delta} \partial_{\gamma} \phi \partial_{\delta} \phi .
\end{align*}
$$

Integrating both sides of (5.4) in a time strip $S_{T}$ yields

$$
\begin{align*}
\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \bar{P}_{0}[\phi, X](0) d x-\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \bar{P}_{0}[\phi, X](T) d x & -\int_{0}^{T} \int_{\partial \mathcal{K}} \bar{P}_{a}[\phi, X] n^{a} d \sigma d t  \tag{5.5}\\
& =\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} D^{\alpha} \bar{P}_{\alpha}[\phi, X] d x d t
\end{align*}
$$

For $f$ as given by (4.13), we have $|f(r)| \lesssim 1$ and $\left|f^{\prime}(r)\right| \lesssim \frac{1}{r}$. Thus, we see that

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \bar{P}_{0}[\phi, X](0) d x\right|= & \mid \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\partial_{t} \phi(0) \partial_{r} \phi(0) f(r)-g_{0 \gamma} h^{\gamma \delta}(0) \partial_{\delta} \phi(0) \partial_{r} \phi(0) f(r)\right. \\
& \left.+\frac{n-1}{2} \frac{f(r)}{r} \phi(0) \partial_{t} \phi(0)-\frac{n-1}{2} \frac{f(r)}{r} g_{0 \gamma} h^{\gamma \beta} \phi(0) \partial_{\beta} \phi(0)\right) d x \mid \\
& \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}
\end{aligned}
$$

For the last inequality, we are, as above, using the Schwarz inequality and the Hardy inequality. We are also using the bound (3.3).

A similar estimate holds for the $\bar{P}_{0}[\phi, X](T)$ term. And, thus, by the energy inequality (3.5),

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n} \backslash \mathcal{K}} \bar{P}_{0}[\phi, X](T) d x\right| & \lesssim\left\|\nabla_{t, x} \phi(T)\right\|_{2}^{2} \\
\lesssim & \left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left|\partial_{t} \phi\right||F| d x d t \\
& +\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\alpha} h^{\alpha \beta}\right) \partial_{t} \phi \partial_{\beta} \phi\right|+\left|\left(\partial_{t} h^{\alpha \beta}\right) \partial_{\alpha} \phi \partial_{\beta} \phi\right|\right) d x d t
\end{aligned}
$$

For the remaining boundary terms, we use the fact that the Dirichlet boundary conditions permit us to write $\partial_{a} \phi=\partial_{\vec{n}} \phi n_{a}$ on $\partial \mathcal{K}$. Thus, if $\delta$ in (3.3) is small enough,
we have

$$
\begin{aligned}
&-\int_{0}^{T} \int_{\partial \mathcal{K}} \bar{P}_{a}[\phi, X] n^{a} d \sigma d t \\
&=-\frac{1}{2} \int_{0}^{T} \int_{\partial \mathcal{K}} \frac{f(r)}{r}\left(\left(\partial_{\vec{n}} \phi\right)^{2}\langle x, \vec{n}\rangle-\left(\partial_{\vec{n}} \phi\right)^{2}\left(h^{a b} n_{a} n_{b}\right)\langle x, \vec{n}\rangle\right) d \sigma d t \\
& \leq-\frac{1}{4} \int_{0}^{T} \int_{\partial \mathcal{K}} \frac{f(r)}{r}\left(\partial_{\vec{n}} \phi\right)^{2}\langle x, \vec{n}\rangle d \sigma d t \leq 0
\end{aligned}
$$

For the first inequality, we are using (3.3). For the second inequality, we use the fact that $\langle x, \vec{n}\rangle>0$ for star-shaped $\mathcal{K}$.

Using these bounds in (5.5), fixing $f$ as in (4.13), and applying (5.4), it follows that

$$
\begin{gathered}
\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} f^{\prime}(r)\left(\partial_{r} \phi\right)^{2}+\frac{f(r)}{r}|\not \nabla \phi|^{2}-\frac{1}{2} f^{\prime}(r) \partial^{\gamma} \phi \partial_{\gamma} \phi-\frac{n-1}{4} \Delta\left(\frac{f(r)}{r}\right)|\phi|^{2} \\
-\left(\partial_{\gamma} h^{\gamma \delta}\right) \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) f(r)+\frac{1}{2}\left(\partial_{r} h^{\gamma \delta}\right) \partial_{\gamma} \phi \partial_{\delta} \phi f(r) \\
-x_{a} h^{a \delta} \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) \frac{f^{\prime}(r)}{r}+x_{a} h^{a \delta} \partial_{\delta} \phi\left(\partial_{r} \phi+\frac{n-1}{2} \frac{\phi}{r}\right) \frac{f(r)}{r^{2}} \\
-h^{a \delta} \partial_{\delta} \phi \partial_{a} \phi \frac{f(r)}{r}+\frac{1}{2} f^{\prime}(r) h^{\gamma \delta} \partial_{\gamma} \phi \partial_{\delta} \phi d x d t \\
\lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right)|F| d x d t \\
\quad+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\left(\partial_{\alpha} h^{\alpha \beta}\right) \partial_{t} \phi \partial_{\beta} \phi\right|+\left|\left(\partial_{t} h^{\alpha \beta}\right) \partial_{\alpha} \phi \partial_{\beta} \phi\right|\right) d x d t
\end{gathered}
$$

Using (4.23), this yields

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}} \frac{\rho}{(r+\rho)^{2}}\left(\partial_{r} \phi\right)^{2}+\frac{1}{r+\rho}|\nabla \phi|^{2}+\frac{\rho}{(r+\rho)^{2}}\left(\partial_{t} \phi\right)^{2}  \tag{5.6}\\
& \quad+\frac{\rho}{r(r+\rho)^{3}}|\phi|^{2} d x d t \\
& \quad \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right)|F| d x d t \\
& \quad+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \phi\right|\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right) d x d t
\end{align*}
$$

since $f^{\prime}(r)<f(r) / r$. Thus, it follows that

$$
\begin{align*}
& \int_{0}^{T} \int_{|x| \leq 1}\left(\left|\nabla_{x} \phi\right|^{2}+\left|\partial_{t} \phi\right|^{2}+|\phi|^{2}\right) d x d t  \tag{5.7}\\
& \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right)|F| d x d t \\
& \\
& \quad+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \phi\right|\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right) d x d t
\end{align*}
$$

for the choice $\rho=1$ (since $0 \in \mathcal{K}$ and thus $1 / r$ is bounded on the complement of $\mathcal{K}$ ) and

$$
\begin{align*}
& \int_{0}^{T} \int_{2^{k-1} \leq|x| \leq 2^{k}}\left(\frac{\left|\nabla_{x} \phi\right|^{2}}{r}+\frac{\left|\partial_{t} \phi\right|^{2}}{r}+\frac{|\phi|^{2}}{r^{3}}\right) d x d t  \tag{5.8}\\
& \lesssim\left\|\nabla_{t, x} \phi(0)\right\|_{2}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right)|F| d x d t \\
& \quad+\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \phi\right|\left(\left|\nabla_{t, x} \phi\right|+\frac{|\phi|}{r}\right) d x d t
\end{align*}
$$

for $\rho=2^{k}$. If we sum over $k \geq 1$ as above, (5.1) follows, which completes the proof.

If we use an elliptic regularity argument as above, the following lemma holds.
Lemma 5.2. Suppose that $\mathcal{K}$ is as above and $n \geq 3$. Let $\phi \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n} \backslash \mathcal{K}\right)$ be a solution of (3.1). Suppose that $h^{\alpha \beta}$ satisfies (3.2) and (3.3) for a small choice of §. Then, we have

$$
\begin{gather*}
(\log (2+T))^{-1 / 2} \sum_{|\mu| \leq N}\left\|\langle x\rangle^{-1 / 2} \partial_{t, x}^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}  \tag{5.9}\\
+\sum_{|\mu| \leq N}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \\
\lesssim \sum_{j \leq N}\left\|\partial_{t}^{j} \phi^{\prime}(0, \cdot)\right\|_{2}+\sum_{j, k \leq N}\left(\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \partial_{t}^{j} \phi\right|+\frac{\left|\partial_{t}^{j} \phi\right|}{r}\right)\left|\square_{h} \partial_{t}^{k} \phi\right| d x d t\right)^{1 / 2} \\
+\sum_{j, k \leq N}\left[\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \partial_{t}^{j} \phi\right|\left(\left|\nabla_{t, x} \partial_{t}^{k} \phi\right|+\frac{\left|\partial_{t}^{k} \phi\right|}{r}\right) d x d t\right]^{1 / 2} \\
+\sum_{|\mu| \leq N-1}\left\|\square \partial_{t, x}^{\mu} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}
\end{gather*}
$$

for any $T>0$ and $N=0,1,2, \ldots$.
Indeed, in order to obtain (5.9), we argue inductively where (5.1) is the base case ( $N=0$ ). We then notice that

$$
\begin{align*}
& \sum_{|\mu| \leq N}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \leq \sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \partial_{x}^{2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}  \tag{5.10}\\
&+\sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu}\left(\partial_{t} \phi\right)^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+\left\|\langle x\rangle^{-1 / 2-} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}
\end{align*}
$$

The estimate for the last term on the right follows trivially from (5.1). Since $\partial_{t}$ preserves the Dirichlet boundary condition, we can use the inductive hypothesis to bound the second term on the right.

In order to bound the first term on the right side of (5.10), we will use elliptic regularity. To see this, we fix a smooth cutoff function $\beta$ with $\beta \equiv 1$ for $1 / 2<|x|<1$ and $\beta \equiv 0$ outside of $1 / 4 \leq|x| \leq 2$. Applying elliptic regularity to $\beta(x / R) \phi(t, x)$,
we see that

$$
\begin{gather*}
\sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \partial_{x}^{2} \phi(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \in[R / 2, R]\})}  \tag{5.11}\\
\lesssim \sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \Delta \phi(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \in[R / 4,2 R]\})} \\
+\sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \phi^{\prime}(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \in[R / 4,2 R]\})}+\left\|\langle x\rangle^{-1} \phi(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \in[R / 4,2 R]\})}
\end{gather*}
$$

for $R \geq 2$. Similarly

$$
\begin{aligned}
\sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \partial_{x}^{2} \phi(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \leq 1\})} \lesssim & \sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \Delta \phi(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \leq 2\})} \\
& +\sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \phi^{\prime}(t, \cdot)\right\|_{L_{x}^{2}(\{|x| \leq 2\})}
\end{aligned}
$$

where we have used the fact that the Dirichlet boundary conditions allow us to control $\phi$ locally by $\phi^{\prime}$. By multiplying both sides of (5.11) by $R^{-1 / 2-}$, summing over $R=2^{k}$, $k=1,2, \ldots$, and integrating in time, we see that

$$
\begin{align*}
& \sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \partial_{x}^{2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \lesssim \sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \Delta \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}  \tag{5.12}\\
&+\sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}+\left\|\langle x\rangle^{-3 / 2-} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}
\end{align*}
$$

The estimates for the last two terms can, again, be obtained by the inductive hypothesis and (5.1), respectively.

For the first term in the right side of (5.12), we simply notice that

$$
\begin{aligned}
\sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \Delta \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \lesssim & \sum_{|\mu| \leq N-1}\left\|\langle x\rangle^{-1 / 2-} \partial_{t, x}^{\mu} \partial_{t}^{2} \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)} \\
& +\sum_{|\mu| \leq N-1}\left\|\partial_{t, x}^{\mu} \square \phi\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}
\end{aligned}
$$

As $\partial_{t}$ preserves the boundary condition, we may use the inductive hypothesis to see that the first term on the right is bounded by the right side of (5.9). As a similar argument may be used to obtain the estimate for the first term on the left of (5.9), the proof of Lemma 5.2 is complete.

Similarly, if as above (Lemma 3.3), we repeat the argument with $\phi$ replaced by $Z^{\mu} \phi$ for some multi-index $\mu$, we see that the following holds.

LEmma 5.3. Suppose that $\mathcal{K}$ is as above and $n \geq 3$. Let $\phi \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n} \backslash \mathcal{K}\right)$ be a solution of (3.1). Suppose that $h^{\alpha \beta}$ satisfies (3.2) and (3.3) for a small choice of $\delta$. Then, we have

$$
\begin{align*}
& (\log (2+T))^{-1 / 2} \sum_{|\mu| \leq N}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}  \tag{5.13}\\
& \quad+\sum_{|\mu| \leq N}\left\|\langle x\rangle^{-1 / 2-} Z^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T}\right)}
\end{align*}
$$

$$
\begin{gathered}
\lesssim \sum_{|\mu| \leq N}\left\|Z^{\mu} \phi^{\prime}(0, \cdot)\right\|_{2}+\sum_{|\mu|,|\nu| \leq N}\left(\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} Z^{\mu} \phi\right|+\frac{\left|Z^{\mu} \phi\right|}{r}\right)\left|\square_{h} Z^{\nu} \phi\right| d x d t\right)^{1 / 2} \\
+\sum_{|\mu|,|\nu| \leq N}\left[\int_{0}^{T} \int_{\mathbb{R}^{n} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} Z^{\mu} \phi\right|\left(\left|\nabla_{t, x} Z^{\nu} \phi\right|+\frac{\left|Z^{\nu} \phi\right|}{r}\right) d x d t\right]^{1 / 2} \\
\\
+\sum_{|\mu| \leq N+1}\left\|\partial_{x}^{\mu} \phi^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}([0, T] \times\{|x|<1\})}
\end{gathered}
$$

for any $T>0$ and $N=0,1,2, \ldots$.
In particular, notice that the last term of (5.13) can be controlled using (5.9). The same is true for the boundary term of (3.10).
6. Almost global existence for $\boldsymbol{n}=\mathbf{3}$. In this section, we shall prove Theorem 1.1. Since (5.9) and (5.13) have been established, this proof will resemble that of the semilinear case [8], which is much easier than the subsequent proofs for the quasilinear case. We shall use an iteration argument to solve (1.1) and to show that the solution satisfies

$$
\begin{align*}
& \sum_{|\mu| \leq 15}\left(\left\|\partial^{\mu} u^{\prime}(t, \cdot)\right\|_{2}+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu} u^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right)  \tag{6.1}\\
& \quad+\sum_{|\mu| \leq 14}\left(\left\|Z^{\mu} u^{\prime}(t, \cdot)\right\|_{2}+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right) \leq C \varepsilon
\end{align*}
$$

for $0 \leq t \leq T_{\varepsilon}$ and for uniform constant $C$.
Here, we let $u_{-1} \equiv 0$ and then recursively define $u_{k}, k=0,1,2, \ldots$, to solve

$$
\left\{\begin{array}{l}
\square u_{k}(t, x)=Q\left(d u_{k-1}, d^{2} u_{k}\right), \quad(t, x) \in[0, T] \times \mathbb{R}^{3} \backslash \mathcal{K}  \tag{6.2}\\
u_{k} \mid \partial \mathcal{K}=0, \\
u_{k}(0, \cdot)=f, \quad \partial_{t} u_{k}(0, \cdot)=g
\end{array}\right.
$$

We set

$$
\begin{align*}
M_{k}(T)= & \sup _{0 \leq t \leq T}\left[\sum_{|\mu| \leq 15}\left(\left\|\partial^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right)\right.  \tag{6.3}\\
& \left.+\sum_{|\mu| \leq 14}\left(\left\|Z^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right)\right] .
\end{align*}
$$

Clearly, by (1.3), the standard energy inequality, and (5.9) and (5.13) (with $h^{\alpha \beta} \equiv$ $0)$, there is a uniform constant $C_{0}$ so that

$$
M_{0}(T) \leq C_{0} \varepsilon
$$

for any $T$. Here, $C_{0}$ can be chosen to be larger than the implicit constants of (3.9), (3.10), (5.9), and (5.13). For $\varepsilon<\varepsilon_{0}$ sufficiently small and for $\kappa$ in (1.5) small, we will show inductively that for $k=1,2,3, \ldots$

$$
\begin{equation*}
M_{k}\left(T_{\varepsilon}\right) \leq 10 C_{0} \varepsilon \tag{6.4}
\end{equation*}
$$

By (1.4), (3.9), (3.10), (5.9), and (5.13), we have

$$
\begin{align*}
& M_{k}\left(T_{\varepsilon}\right) \leq 4 C_{0} \varepsilon+\sum_{|\mu|,|\nu| \leq 15}\left(\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \partial^{\mu} u_{k}\right|+\frac{\left|\partial^{\mu} u_{k}\right|}{r}\right)\left|\partial^{\nu} \square_{h} u_{k}\right| d x d t\right)^{1 / 2}  \tag{6.5}\\
&+\sum_{|\mu|,|\nu| \leq 15}\left(\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} \partial^{\mu} u_{k}\right|+\frac{\left|\partial^{\mu} u_{k}\right|}{r}\right)\left|\left[\partial^{\nu}, \square_{h}\right] u_{k}\right| d x d t\right)^{1 / 2} \\
&+\sum_{|\mu|,|\nu| \leq 15}\left[\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \partial^{\mu} u_{k}\right|\left(\left|\nabla_{t, x} \partial^{\nu} u_{k}\right|+\frac{\left|\partial^{\nu} u_{k}\right|}{r}\right) d x d t\right]^{1 / 2} \\
&+\sum_{|\mu|,|\nu| \leq 14}\left(\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} Z^{\mu} u_{k}\right|+\frac{\left|Z^{\mu} u_{k}\right|}{r}\right)\left|Z^{\nu} \square_{h} u_{k}\right| d x d t\right)^{1 / 2} \\
& \quad+\sum_{|\mu|,|\nu| \leq 14}\left(\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(\left|\nabla_{t, x} Z^{\mu} u_{k}\right|+\frac{\left|Z^{\mu} u_{k}\right|}{r}\right)\left|\left[Z^{\nu}, \square_{h}\right] u_{k}\right| d x d t\right)^{1 / 2} \\
&+\sum_{|\mu|,|\nu| \leq 14}\left[\int_{0}^{T_{\varepsilon}} \int_{\mathbb{R}^{3} \backslash \mathcal{K}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} Z^{\mu} u_{k}\right|\left(\left|\nabla_{t, x} Z^{\mu} u_{k}\right|+\frac{\left|Z^{\mu} u_{k}\right|}{r}\right) d x d t\right]^{1 / 2} \\
&+\sup _{0 \leq t \leq T_{\varepsilon}}\left[\sum_{|\mu| \leq 14}\left\|\partial_{t, x}^{\mu} \square u_{k}(t, \cdot)\right\|_{2}\right]+\sum_{|\mu| \leq 14}\left\|\partial_{t, x}^{\mu} \square u_{k}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right) .}
\end{align*}
$$

Here, we set $h^{\gamma \delta}=-\sum_{0 \leq \beta \leq 3} B_{\beta}^{\gamma \delta} \partial_{\beta} u_{k-1}$. We note that

$$
\begin{aligned}
& \sum_{|\mu| \leq 15}\left(\left|\partial^{\mu} \square_{h} u_{k}\right|+\sum_{|\mu| \leq 15}\left|\left[\partial^{\mu}, \square_{h}\right] u_{k}\right|\right) \\
& \lesssim \sum_{|\mu| \leq 7}\left|\partial^{\mu} u_{k-1}^{\prime}\right| \sum_{|\nu| \leq 15}\left|\partial^{\nu} u_{k}^{\prime}\right|+\sum_{|\mu| \leq 8}\left|\partial^{\mu} u_{k}^{\prime}\right| \sum_{|\nu| \leq 15}\left|\partial^{\nu} u_{k-1}^{\prime}\right| \\
& \\
& \\
& \quad+\sum_{|\mu| \leq 7}\left|\partial^{\mu} u_{k-1}^{\prime}\right| \sum_{|\nu| \leq 15}\left|\partial^{\nu} u_{k-1}^{\prime}\right|
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \sum_{|\mu| \leq 14}\left(\left|Z^{\mu} \square_{h} u_{k}\right|+\sum_{|\mu| \leq 14}\left|\left[Z^{\mu}, \square_{h}\right] u_{k}\right|\right) \\
& \begin{array}{l}
\lesssim \sum_{|\mu| \leq 7}\left|Z^{\mu} u_{k-1}^{\prime}\right| \sum_{|\nu| \leq 14}\left|Z^{\nu} u_{k}^{\prime}\right|+\sum_{|\mu| \leq 8}\left|Z^{\mu} u_{k}^{\prime}\right| \sum_{|\nu| \leq 14}\left|Z^{\nu} u_{k-1}^{\prime}\right| \\
\\
\quad+\sum_{|\mu| \leq 7}\left|Z^{\mu} u_{k-1}^{\prime}\right| \sum_{|\nu| \leq 14}\left|Z^{\nu} u_{k-1}^{\prime}\right|
\end{array}
\end{aligned}
$$

If we use this, (2.1), the Schwarz inequality, and a Hardy inequality, it follows that the second, third, and fourth terms in (6.5) are controlled by

$$
\begin{align*}
& \sum_{|\mu| \leq 9}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{\left.T_{\varepsilon}\right)}\right.}^{1 / 2} \sum_{|\mu| \leq 15}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}  \tag{6.6}\\
& \quad \times \sup _{0 \leq t \leq T_{\varepsilon}} \sum_{|\mu| \leq 15}\left\|\partial^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}^{1 / 2} \\
& +\left(\sum_{|\mu| \leq 10}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}+\sum_{|\mu| \leq 9}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}\right) \\
& \quad \times \sum_{|\mu| \leq 15}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{\left.T_{\varepsilon}\right)}\right)}^{1 / 2}\left(\sup _{0 \leq t \leq T_{\varepsilon}} \sum_{|\mu| \leq 15}\left\|\partial^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}^{1 / 2}\right)
\end{align*}
$$

In particular, for the fourth term in (6.5), notice that for the given choice of $h$, we have

$$
\left(|\partial h|+\frac{|h|}{r}\right) \lesssim \sum_{|\mu| \leq 1}\left|\partial^{\mu} u_{k-1}^{\prime}\right|
$$

Here, we use that $\frac{1}{r}$ is bounded on $\mathbb{R}^{3} \backslash \mathcal{K}$ since $0 \in \mathcal{K}$. Thus, by (2.1) and the Schwarz inequality, we have

$$
\begin{aligned}
& \sum_{|\mu|,|\nu| \leq 15} \int_{2^{j-1}}^{2^{j}}\left(|\partial h|+\frac{|h|}{r}\right)\left|\nabla_{t, x} \partial^{\mu} u_{k}(t, x)\right|\left(\left|\nabla_{t, x} \partial^{\nu} u_{k}(t, x)\right|+\frac{\left|\partial^{\nu} u_{k}(t, x)\right|}{r}\right) d x \\
\lesssim & \sum_{|\mu| \leq 3}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}(t, \cdot)\right\|_{L^{2}\left(2^{j-2} \leq|x| \leq 2^{j+1}\right)} \sum_{|\mu| \leq 15}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{L^{2}\left(2^{j-1} \leq|x| \leq 2^{j}\right)} \\
& \times\left(\sum_{|\mu| \leq 15}\left\|\partial^{\nu} u_{k}^{\prime}(t, \cdot)\right\|_{2}+\left\|\frac{1}{r} u_{k}(t, \cdot)\right\|_{2}\right)
\end{aligned}
$$

A similar bound holds over $|x| \in[0,1]$. If we sum over $j$ and integrate in $t$, it follows that the fourth term in (6.5) is indeed controlled by the first term in (6.6). Here, we use a Hardy inequality to gain the control $\left\|(1 / r) u_{k}(t, \cdot)\right\|_{2} \lesssim\left\|u_{k}^{\prime}(t, \cdot)\right\|_{2}$. Similar arguments yield the given bounds for the second and third terms in (6.5).

By the inductive hypothesis, we see that (6.6) is controlled by

$$
\begin{equation*}
C_{1} \varepsilon^{1 / 2}\left(\log \left(2+T_{\varepsilon}\right)\right)^{1 / 2} M_{k}\left(T_{\varepsilon}\right)+C_{1} \varepsilon^{3 / 2} \tag{6.7}
\end{equation*}
$$

This provides the necessary bound for the second, third, and fourth terms in (6.5).
Similarly, the fifth, sixth, and seventh terms in (6.5) are bounded by

$$
\begin{aligned}
& \sum_{|\mu| \leq 9}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2} \sum_{|\mu| \leq 14}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2} \\
& \quad \times \sup _{0 \leq t \leq T_{\varepsilon}} \sum_{|\mu| \leq 14}\left\|Z^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}^{1 / 2} \\
& \quad+\left(\sum_{|\mu| \leq 10}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}+\sum_{|\mu| \leq 9}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}\right) \\
& \quad \times \sum_{|\mu| \leq 14}\left\|\langle x\rangle^{-1 / 2} Z^{\mu} u_{k-1}^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{T_{\varepsilon}}\right)}^{1 / 2}\left(\sup _{0 \leq t \leq T_{\varepsilon}} \sum_{|\mu| \leq 14}\left\|Z^{\mu} u_{k}^{\prime}(t, \cdot)\right\|_{2}^{1 / 2}\right)
\end{aligned}
$$

which as above is controlled by

$$
\begin{equation*}
C_{2} \varepsilon^{1 / 2}\left(\log \left(2+T_{\varepsilon}\right)\right)^{1 / 2} M_{k}\left(T_{\varepsilon}\right)+C_{2} \varepsilon^{3 / 2} \tag{6.8}
\end{equation*}
$$

By similar arguments, it follows that the last two terms of (6.5) are controlled by

$$
\begin{equation*}
C_{3}\left(\varepsilon M_{k}\left(T_{\varepsilon}\right)+\varepsilon^{2}+\varepsilon\left(\log \left(2+T_{\varepsilon}\right)\right)^{1 / 2} M_{k}\left(T_{\varepsilon}\right)+\varepsilon^{2}\left(\log \left(2+T_{\varepsilon}\right)\right)^{1 / 2}\right) \tag{6.9}
\end{equation*}
$$

If we have

$$
\left(C_{1}+C_{2}+C_{3}\right) \varepsilon^{1 / 2}\left(\log \left(2+T_{\varepsilon}\right)\right)^{1 / 2} \leq \frac{1}{2}
$$

which indeed is the case if $\kappa$ is chosen to be smaller than $\frac{1}{2\left(C_{1}+C_{2}+C_{3}\right)^{2}}$, we can bootstrap the terms in (6.7), (6.8), and (6.9) involving $M_{k}\left(T_{\varepsilon}\right)$. Thus, we see that

$$
M_{k}\left(T_{\varepsilon}\right) \leq 2\left[4 C_{0} \varepsilon+\left(C_{1}+C_{2}+C_{3} \kappa^{1 / 2}(\log 2)^{1 / 2}\right) \varepsilon^{3 / 2}\right]
$$

Thus, if $\varepsilon$ is small enough, we obtain (6.4) as desired.
If we define

$$
\begin{aligned}
& A_{k}(T)=\sup _{0 \leq t \leq T}\left[\sum _ { | \mu | \leq 1 4 } \left(\left\|\partial^{\mu}\left(u_{k}^{\prime}-u_{k-1}^{\prime}\right)(t, \cdot)\right\|_{2}\right.\right. \\
&\left.+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} \partial^{\mu}\left(u_{k}^{\prime}-u_{k-1}^{\prime}\right)\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right) \\
&+\sum_{|\mu| \leq 13}\left(\left\|Z^{\mu}\left(u_{k}^{\prime}-u_{k-1}^{\prime}\right)(t, \cdot)\right\|_{2}\right. \\
&\left.\left.+(\log (2+t))^{-1 / 2}\left\|\langle x\rangle^{-1 / 2} Z^{\mu}\left(u_{k}^{\prime}-u_{k-1}^{\prime}\right)\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right)\right]
\end{aligned}
$$

similar arguments can be used to show that

$$
A_{k}\left(T_{\varepsilon}\right) \leq \frac{1}{2} A_{k-1}\left(T_{\varepsilon}\right)
$$

Thus, we have that $u_{k}$ converges to a solution of (1.1) satisfying (6.1), which completes the proof.
7. Global existence in higher dimensions. In this last section, we provide a few remarks that explain how to modify the proof in the previous section in order to obtain a proof of Theorem 1.2. Indeed, it is possible to show via iteration that a solution exists and satisfies

$$
\begin{align*}
& \sum_{|\mu| \leq n+10}\left(\left\|\partial^{\mu} u^{\prime}(t, \cdot)\right\|_{2}+\left\|\langle x\rangle^{-(n-1) / 4} \partial^{\mu} u^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right)  \tag{7.1}\\
&+\sum_{|\mu| \leq n+9}\left(\left\|Z^{\mu} u^{\prime}(t, \cdot)\right\|_{2}+\left\|\langle x\rangle^{-(n-1) / 4} Z^{\mu} u^{\prime}\right\|_{L_{t}^{2} L_{x}^{2}\left(S_{t}\right)}\right) \leq C \varepsilon
\end{align*}
$$

for any $T>0$. Here, we argue as in the previous section. When we apply the weighted Sobolev estimate, we get weights $\langle x\rangle^{-(n-1) / 4}$. When $n \geq 4$, we have $(n-1) / 4>1 / 2$, and thus, we may apply the bound for the first term in the left side of (5.1) rather than that for the second term. Since the first term in the left side of (5.1) does not require the loss of a $\log (2+T)^{1 / 2}$, we see immediately that we have no restriction on $T_{\varepsilon}$, which proves the desired global existence result.
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#### Abstract

We consider solutions to the Navier-Stokes equations with Navier boundary conditions in a bounded domain $\Omega$ in $\mathbb{R}^{2}$ with a $C^{2}$-boundary $\Gamma$. Navier boundary conditions can be expressed in the form $\omega(v)=(2 \kappa-\alpha) v \cdot \boldsymbol{\tau}$ and $v \cdot \mathbf{n}=0$ on $\Gamma$, where $v$ is the velocity, $\omega(v)$ the vorticity, $\mathbf{n}$ a unit normal vector, $\boldsymbol{\tau}$ a unit tangent vector, and $\alpha$ is in $L^{\infty}(\Gamma)$. These boundary conditions were studied in the special case where $\alpha=2 \kappa$ by J.-L. Lions and P.-L. Lions. We establish the existence, uniqueness, and regularity of such solutions, extending the work of Clopeau, Mikelić, and Robert and of Lopes Filho, Nussenzveig Lopes, and Planas, which was restricted to simply connected domains and nonnegative $\alpha$.

Assuming a particular bound on the growth of the $L^{p}$-norms of the initial vorticity with $p$ (Yudovich vorticity), and also assuming additional smoothness on $\Gamma$ and $\alpha$, we obtain a uniform-intime bound on the rate of convergence in $L^{2}(\Omega)$ of solutions to the Navier-Stokes equations with Navier boundary conditions to the solution to the Euler equations in the vanishing viscosity limit. We also show that for smoother initial velocities, the solutions to the Navier-Stokes equations with Navier boundary conditions converge uniformly in time in $L^{2}(\Omega)$, and $L^{2}$ in time in $\dot{H}^{1}(\Omega)$, to the solution to the Navier-Stokes equations with the usual no-slip boundary conditions as we let $\alpha$ grow large uniformly on the boundary.
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1. Introduction. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with a $C^{2}$-boundary $\Gamma$ consisting of a finite number of connected components, and let $\mathbf{n}$ and $\boldsymbol{\tau}$ be unit normal and tangent vectors, respectively, to $\Gamma$. We follow the convention that $\mathbf{n}$ is an outward normal vector and that the ordered pair ( $\mathbf{n}, \boldsymbol{\tau}$ ) gives the standard orientation to $\mathbb{R}^{2}$. Define the rate-of-strain tensor,

$$
D(v)=\frac{1}{2}\left[\nabla v+(\nabla v)^{T}\right] .
$$

We consider the existence, uniqueness, and regularity of solutions to the NavierStokes equations with Navier boundary conditions. These boundary conditions, introduced by Navier in [19] and derived by Maxwell in [18] from the kinetic theory of gases (see [12]), assume that the tangential "slip" velocity, rather than being zero, is proportional to the tangential stress. With a factor of proportionality $a$ in $L^{\infty}(\Gamma)$, we can express Navier boundary conditions for a sufficiently regular vector field $v$ as

$$
\begin{equation*}
v \cdot \mathbf{n}=0 \text { and } 2 \nu(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}+a v \cdot \boldsymbol{\tau}=0 \text { on } \Gamma \text {. } \tag{1.1}
\end{equation*}
$$

We will find it more convenient, however, to let $\alpha=a / \nu$, and write these boundary conditions in the form

$$
\begin{equation*}
v \cdot \mathbf{n}=0 \text { and } 2(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}+\alpha v \cdot \boldsymbol{\tau}=0 \text { on } \Gamma . \tag{1.2}
\end{equation*}
$$

[^10](We give an equivalent form of Navier boundary conditions in Corollary 4.2.)
The reason for preferring the second form for the boundary conditions is that, in the vanishing viscosity limit, we will hold $\alpha$ fixed as we let $\nu$ approach zero, and we will show that the solution to the Navier-Stokes equations with Navier boundary conditions converges to a solution to the Euler equations. (See, however, the comment at the end of section 8.)
J.-L. Lions in [15, pp. 87-98] and P.-L. Lions in [16, pp. 129-131] consider the following boundary conditions, which we call Lions boundary conditions:
$$
v \cdot \mathbf{n}=0 \text { and } \omega(v)=0 \text { on } \Gamma,
$$
where $\omega(v)=\partial_{1} v^{2}-\partial_{2} v^{1}$ is the vorticity of $v$. Lions boundary conditions are the special case of Navier boundary conditions in which $\alpha=2 \kappa$, as we show in Corollary 4.3.
J.-L. Lions, in Theorem 6.10 on page 88 of [15], proves existence and uniqueness of a solution to the Navier-Stokes equations in the special case of Lions boundary conditions but includes the assumption that the initial vorticity is bounded. With the same assumption of bounded initial vorticity, the existence and uniqueness are established in Theorem 4.1 of [5] for Navier boundary conditions, under the restriction that $\alpha$ is nonnegative (and in $C^{2}(\Gamma)$ ). This is the usual restriction, which is imposed to ensure the conservation of energy. Mathematically, negative values of $\alpha$ present no real difficulty, so we do not make that restriction (except in section 9). The only clear gain from removing the restriction, however, is that it allows us to view Lions boundary conditions as a special case of Navier boundary conditions for more than just convex domains (nonnegative curvature).
P.-L. Lions establishes an energy inequality on page 130 of [16] that can be used in place of the usual one for no-slip boundary conditions. He argues that existence and uniqueness can then be established for initial velocity in $L^{2}(\Omega)$-and no additional assumption on the initial vorticity - exactly as was done for no-slip boundary conditions in the earlier sections of his text. As we will show, P.-L. Lions's energy inequality applies to Navier boundary conditions in general, which gives us the same existence and uniqueness theorem as for no-slip boundary conditions. (P.-L. Lions's comment on the regularity of $\partial_{t} u$ does not follow as in [16], though, because (4.18) of [16] is not valid for general Navier boundary conditions.) We include a proof of existence and uniqueness in section 6 that closely parallels the classical proofs due to Leray as they appear in [15] and [22]. In section 7, we extend the existence, uniqueness, regularity, and convergence results of [5] and [17] to multiply connected domains.

It is shown in [17] that if the initial vorticity is in $L^{p}(\Omega)$ for some $p>2$, then after extracting a subsequence, solutions to the Navier-Stokes equations with Navier boundary conditions converge in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ to a solution to the Euler equations (with the usual boundary condition of tangential velocity on the boundary) as $\nu \rightarrow 0$. This extends a result in [5] for initial vorticity in $L^{\infty}(\Omega)$, and because the solution to the Euler equations is unique in this case, it follows that the convergence is strong in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ - that is, does not require the extraction of a subsequence.

The convergence in [17] also generalizes the similar convergence established for the special case of Lions boundary conditions on page 131 of [16] (though not including the case $p=2$ ). The main difficulty faced in making this generalization is establishing a bound on the $L^{p}$-norms of the vorticity, a task that is much easier for Lions boundary conditions (see pages 91-92 of [15] or page 131 of [16]). In contrast, nearly all of [5] and [17], including the structure of the existence proofs, is directed toward establishing an analogous bound.

The methods of proof in [5] and [17] do not yield a bound on the rate of convergence. With the assumptions in [17], such a bound is probably not possible. We can, however, make an assumption that is weaker than that of [5] but stronger than that of [17] and achieve a bound on the rate of convergence. Specifically, we assume, as in [14], that the $L^{p}$-norms of the initial vorticity grow sufficiently slowly with $p$ (Definition 8.2) and establish the bound given in Theorem 8.4. To achieve this result, we also assume additional regularity on $\alpha$ and $\Gamma$.

The bound on the convergence rate in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ in Theorem 8.4 is the same as that obtained for $\Omega=\mathbb{R}^{2}$ in [14]. In particular, when $\alpha$ is nonnegative, it gives a bound on the rate of convergence for initial vorticity in $L^{\infty}(\Omega)$ that is proportional to

$$
(\nu t)^{\frac{1}{2} \exp \left(-C\left\|\omega^{0}\right\|_{L^{2} \cap L \infty} t\right)}
$$

where $C$ is a constant depending on $\Omega$ and $\alpha$, and $\omega^{0}$ is the initial vorticity. This is essentially the same bound on the convergence rate as that for $\Omega=\mathbb{R}^{2}$ appearing in [3].

Another interesting question is whether solutions to the Navier-Stokes equations with Navier boundary conditions converge to a solution to the Navier-Stokes equations with the usual no-slip boundary conditions if we let the function $\alpha$ grow large. We show in section 9 that such convergence does take place for initial velocity in $H^{3}(\Omega)$ and $\Gamma$ in $C^{3}$ when we let $\alpha$ approach $+\infty$ uniformly on $\Gamma$. This type of convergence is, in a sense, an inverse of the derivation of the Navier boundary conditions from no-slip boundary conditions for rough boundaries discussed in [10] and [11].

In [13], Kato gives necessary and sufficient conditions for the vanishing viscosity limit of solutions to the Navier-Stokes equations with no-slip boundary conditions to converge to a strong solution to the Euler equations. In particular, he shows that the vanishing viscosity limit holds if and only if the $L^{2}$-norm of the gradient of the velocity in a boundary layer of width proportional to the viscosity vanishes sufficiently rapidly as the viscosity goes to zero. For Navier boundary conditions, it is easy to show that this norm on the boundary layer converges sufficiently rapidly, and because we have established the vanishing viscosity limit, it follows that Kato's conditions all hold, thus completing, in a sense, Kato's program for Navier boundary conditions. We describe this in more detail in section 10 .

We follow the convention that $C$ is always an unspecified constant that may vary from expression to expression, even across an inequality (but not across an equality). When we wish to emphasize that a constant depends, at least in part, upon the parameters $x_{1}, \ldots, x_{n}$, we write $C\left(x_{1}, \ldots, x_{n}\right)$. To distinguish between unspecified constants, we use $C$ and $C^{\prime}$.

For vectors $u$ and $v$ in $\mathbb{R}^{2}$, by $u \cdot \nabla v$ we mean the vector whose $j$ th component is $u^{i} \partial_{i} v^{j}$. For $2 \times 2$ matrices $A$ and $B$ we define $A \cdot B=A^{i j} B^{i j}$, so $\nabla u \cdot \nabla v=\partial_{j} u^{i} \partial_{j} v^{i}$. Here, as everywhere in this paper, we follow the common convention that repeated indices are summed-whether or not one is a superscript and one is a subscript.

For the vector $u$ and the scalar function $\psi$ we define

$$
u^{\perp}=\left(-u^{2}, u^{1}\right), \quad \nabla^{\perp} \psi=\left(-\partial_{2} \psi, \partial_{1} \psi\right), \quad \omega(u)=\partial_{1} u^{2}-\partial_{2} u^{1}
$$

If $X$ is a function space and $k$ a positive integer, we define $(X)^{k}$ to be

$$
\left\{\left(f_{1}, \ldots, f_{k}\right): f_{1} \in X, \ldots, f_{k} \in X\right\}
$$

For instance, $\left(H^{1}(\Omega)\right)^{2}$ is the set of all vector fields, each of whose components lies in $H^{1}(\Omega)$. To avoid excess notation, however, we always suppress the superscript $k$ when it is clear from the context whether we are dealing with scalar-, vector-, or matrix-valued functions.

We will make use of the following generalization of Gronwall's lemma. The succinct form of the proof is due to Tehranchi [21].

Lemma 1.1 (Osgood's lemma). Let $L$ be a measurable nonnegative function and $\gamma$ a nonnegative locally integrable function, each defined on the domain $\left[t_{0}, t_{1}\right]$. Let $\mu:[0, \infty) \rightarrow[0, \infty)$ be a continuous nondecreasing function, with $\mu(0)=0$. Let $a \geq 0$, and assume that for all $t$ in $\left[t_{0}, t_{1}\right]$,

$$
\begin{equation*}
L(t) \leq a+\int_{t_{0}}^{t} \gamma(s) \mu(L(s)) d s \tag{1.3}
\end{equation*}
$$

If $a>0$, then

$$
\int_{a}^{L(t)} \frac{d s}{\mu(s)} \leq \int_{t_{0}}^{t} \gamma(s) d s
$$

If $a=0$ and $\int_{0}^{\infty} d s / \mu(s)=\infty$, then $L \equiv 0$.
Proof. We have

$$
\begin{aligned}
\int_{a}^{L(t)} \frac{d x}{\mu(x)} & \leq \int_{a}^{a+\int_{t_{0}}^{t} \gamma(u) \mu(L(u)) d u} \frac{d x}{\mu(x)} \\
& \leq \int_{t_{0}}^{t} \frac{\gamma(s) \mu(L(s)) d s}{\mu\left(a+\int_{t_{0}}^{s} \gamma(u) \mu(L(u)) d u\right)} \leq \int_{t_{0}}^{t} \gamma(s) d s
\end{aligned}
$$

The last inequality follows from (1.3), since $\mu$ is nondecreasing.
We have stated Lemma 1.1 in the form that it appears on page 92 of [4]. This lemma is equivalent to a theorem of Bihari [2], though with an assumption only of measurability of $\mu$ rather than continuity; see, for example, Theorem 5.1 on pages 40-41 of [1]. ${ }^{1}$ An early form of the inequality appears in the work of Osgood [20], who assumes that $a=0, \gamma \equiv 1$, and the bound is on $|L(t)|$ in (1.3); because of this, Lemma 1.1 is often referred to as Osgood's lemma. See also the historical discussion in section 2.14 of [6].

## 2. Function spaces. Let

$$
\begin{equation*}
E(\Omega)=\left\{v \in\left(L^{2}(\Omega)\right)^{2}: \operatorname{div} v \in L^{2}(\Omega)\right\} \tag{2.1}
\end{equation*}
$$

as in [22], with the inner product

$$
(u, v)_{E(\Omega)}=(u, v)+(\operatorname{div} u, \operatorname{div} v)
$$

We will use the following theorem, which is Theorem 1.2 on page 7 of [22], several times.

Lemma 2.1. There exists a continuous linear operator $\gamma_{\mathbf{n}}$ mapping $E(\Omega)$ into $H^{-1 / 2}(\Gamma)$ such that

$$
\gamma_{\mathbf{n}} v=\text { the restriction of } v \cdot \mathbf{n} \text { to } \Gamma \text { for every } v \text { in }(\mathcal{D}(\bar{\Omega}))^{2} .
$$

[^11]Also, the following form of the divergence theorem holds for all vector fields $v$ in $E(\Omega)$ and scalar functions $h$ in $H^{1}(\Omega)$ :

$$
\int_{\Omega} v \cdot \nabla h+\int_{\Omega}(\operatorname{div} v) h=\int_{\Gamma} \gamma_{\mathbf{n}} v \cdot \gamma_{0} h
$$

We always suppress the trace function $\gamma_{0}$ in our expressions, and we write $v \cdot \mathbf{n}$ in place of $\gamma_{\mathbf{n}} v$.

Define the following function spaces as in [5]:

$$
\begin{align*}
H & =\left\{v \in\left(L^{2}(\Omega)\right)^{2}: \operatorname{div} v=0 \text { in } \Omega \text { and } v \cdot \mathbf{n}=0 \text { on } \Gamma\right\} \\
V & =\left\{v \in\left(H^{1}(\Omega)\right)^{2}: \operatorname{div} v=0 \text { in } \Omega \text { and } v \cdot \mathbf{n}=0 \text { on } \Gamma\right\}  \tag{2.2}\\
\mathcal{W} & =\left\{v \in V \cap H^{2}(\Omega): v \text { satisfies }(1.2)\right\} .
\end{align*}
$$

We give $\mathcal{W}$ the $H^{2}$-norm, $H$ the $L^{2}$-inner product and norm, which we symbolize by $(\cdot, \cdot)$ and $\|\cdot\|_{L^{2}(\Omega)}$, and $V$ the $H^{1}$-inner product,

$$
(u, v)_{V}=\sum_{i}\left(\partial_{i} u, \partial_{i} v\right)
$$

and associated norm. This norm is equivalent to the $H^{1}$-norm, because Poincaré's inequality,

$$
\begin{equation*}
\|v\|_{L^{p}(\Omega)} \leq C(\Omega, p)\|\nabla v\|_{L^{p}(\Omega)} \tag{2.3}
\end{equation*}
$$

for all $p$ in $[1, \infty]$, holds for all $v$ in $V$.
Ladyzhenskaya's inequality,

$$
\begin{equation*}
\|v\|_{L^{4}(\Omega)} \leq C(\Omega)\|v\|_{L^{2}(\Omega)}^{1 / 2}\|\nabla v\|_{L^{2}(\Omega)}^{1 / 2} \tag{2.4}
\end{equation*}
$$

also holds for all $v$ in $V$, though the constant in the inequality is domain dependent, unlike the constant for the classical version of the space $V$.

We will also frequently use the following inequality, which follows from the standard trace theorem, Sobolev interpolation, and Poincaré's inequality:

$$
\begin{equation*}
\|v\|_{L^{2}(\Gamma)} \leq C(\Omega)\|v\|_{L^{2}(\Omega)}^{1 / 2}\|\nabla v\|_{L^{2}(\Omega)}^{1 / 2} \leq C(\Omega)\|v\|_{V} \tag{2.5}
\end{equation*}
$$

for all $v$ in $V$.
3. Hodge decomposition of $\boldsymbol{H}$. Only simply connected domains are considered in [5] and [17]. To handle multiply connected domains we will need a portion of the Hodge decomposition of $L^{2}(\Omega)$. We briefly summarize the pertinent facts, drawing mostly from Appendix I of [22].

We assume that $\Omega$ is connected, for if it has multiple components we perform the decomposition separately on each component. Let $\Gamma_{1}, \ldots, \Gamma_{N+1}$ be the components of the boundary $\Gamma$ with $\Gamma_{N+1}$ bounding the unbounded component of $\Omega^{C}$. Let $\Sigma_{1}, \ldots, \Sigma_{N}$ be one-manifolds with boundary that generate $H_{1}(\Omega, \Gamma ; \mathbb{R})$, the onedimensional real homology class of $\Omega$ relative to its boundary $\Gamma$.

We can decompose the space $H$ into two subspaces, $H=H_{0} \oplus H_{c}$, where

$$
\begin{aligned}
H_{0} & =\{v \in H: \text { all internal fluxes are zero }\} \\
H_{c} & =\{v \in H: \omega(v)=0\}
\end{aligned}
$$

An internal flux is a value of $\int_{\Sigma_{i}} v \cdot \mathbf{n}$. Then $H_{0}=H_{c}^{\perp}$.
Define $\psi_{i}, i=1, \ldots, N$, to be the solution to $\Delta \psi_{i}=0$ on $\Omega, \psi_{i}=C_{i}$ on $\Gamma_{i}$, and $\psi_{i}=0$ on all other components of $\Gamma$, where $C_{i}$ is a nonzero constant. By elliptic regularity, $\psi_{i}$ is in $H^{2}(\Omega)$ (apply, for instance, Theorem 8.12 on page 176 of [8]). Thus, $h_{i}:=\nabla^{\perp} \psi_{i}$ is in $H^{1}(\Omega)$ and is divergence-free since $\operatorname{div} \nabla^{\perp}=0$, and $h_{i} \cdot \mathbf{n}=0$ since $\psi_{i}$ is locally constant along $\Gamma$; that is, $h_{i}$ is in $V$. The vectors $\left(h_{1}, \ldots, h_{N}\right)$ form an orthogonal basis for $H_{c} \subseteq V$, which we can assume is orthonormal by choosing $\left(C_{i}\right)$ appropriately.

If $v$ is in $V$ then $v$ is also in $H$ so there exist a unique $u$ in $H_{0}$ and $h$ in $H_{c}$ such that $v=u+h$; also, $(u, h)_{H}=0$. But $h$ is in $V$; hence, $u$ also lies in $V$. This shows that $V=\left(V \cap H_{0}\right) \oplus H_{c}$, though this is not an orthogonal decomposition of $V$.

Given $v$ in $H$ we construct an associated stream function $\psi$ in $H^{1}(\Omega)$ as follows. Fix a point $a$ on $\partial \Omega$. For any $x$ in $\bar{\Omega}$, and let $\gamma$ be a smooth curve in $\bar{\Omega}$ from $a$ to $x$. Along the curve $\gamma$ let $\boldsymbol{\tau}$ be a unit tangent vector in the direction of $\gamma$ and $\mathbf{n}$ be the unit normal vector for which $(\mathbf{n}, \boldsymbol{\tau})$ gives the standard orientation to $\mathbb{R}^{2}$. Then one can show that the function $\psi$ defined by

$$
\begin{equation*}
\psi(x)=-\int_{\gamma} v \cdot \mathbf{n} d s \tag{3.1}
\end{equation*}
$$

is independent of the choice of $\gamma$ and of the set of generators, and that $v=\nabla^{\perp} \psi$. (The salient fact is that $v \cdot \mathbf{n}$ integrates to zero along any generator of the first (nonrelative) homology because $v \cdot \mathbf{n}=0$ along $\partial \Omega$.)

On the boundary component containing $a, \psi$ is zero, because $v \cdot \mathbf{n}=0$ on $\Gamma$. On the other boundary components, $\psi$ is constant, because the internal fluxes are independent of the path. In the special case where $v$ is in $H_{0}$, all the internal fluxes are zero, so $\psi$ is zero on all of $\Gamma$. From the way that we defined the basis $\left(h_{k}\right)$ for $H_{c}$, it is clear that the projection into $H_{c}$ of a vector lying in $H$ is uniquely determined by the value of its stream function on the boundary.

The following is due to Yudovich.
Lemma 3.1. For any $p$ in $[2, \infty)$ and any $v$ in $H_{0}$ with $\omega(v)$ in $L^{p}(\Omega)$,

$$
\|\nabla v\|_{L^{p}(\Omega)} \leq C(\Omega) p\|\omega(v)\|_{L^{p}(\Omega)}
$$

Proof. Let $v$ be in $H_{0}$ with $\omega(v)$ in $L^{p}(\Omega)$. Then, as noted above, the associated stream function $\psi$ vanishes on $\Gamma$. Applying Corollary 1 of [24] with the operator $L=\Delta$ and $r=0$ gives

$$
\|\nabla v\|_{L^{p}(\Omega)} \leq\|\psi\|_{H^{2, p}(\Omega)} \leq C(\Omega) p\|\Delta \psi\|_{L^{p}(\Omega)}=C(\Omega) p\|\omega(v)\|_{L^{p}(\Omega)}
$$

For $\Omega$ simply connected, $H=H_{0}$, and Lemma 3.1 applies to all of $H$. The critical feature of Lemma 3.1 is that the dependence of the inequality on $p$ is made explicit, a fact we will exploit in the proof of Theorem 8.4.

With the assumption of additional regularity on $\Gamma$, we have the following result for velocity fields in $H$.

Corollary 3.2. Assume that $\Gamma$ is $C^{2, \epsilon}$ for some $\epsilon>0$. Then for any $p$ in $[2, \infty)$ and any $v$ in $H$ with $\omega(v)$ in $L^{p}(\Omega)$,

$$
\|\nabla v\|_{L^{p}(\Omega)} \leq C(\Omega) p\|\omega(v)\|_{L^{p}(\Omega)}+C^{\prime}(\Omega)\|v\|_{L^{2}(\Omega)}
$$

the constants $C(\Omega)$ and $C^{\prime}(\Omega)$ being independent of $p$.

Proof. Because $\Gamma$ is $C^{2, \epsilon}$, it follows from elliptic regularity theory that each $\psi_{i}$ is in $C^{2, \epsilon}(\bar{\Omega})$ (apply, for instance, Theorem 6.14 on page 101 of [8]). Thus, each basis element $h_{i}=\nabla^{\perp} \psi_{i}$ for $H_{c}$ is in $C^{1, \epsilon}(\bar{\Omega})$ and so $\nabla h_{i}$ is in $L^{\infty}(\Omega)$.

Let $v$ be in $H$ with $\omega(v)$ in $L^{p}(\Omega)$, and let $v=u+h$, where $u$ is in $H_{0}$ and $h$ is in $H_{c}$. Let $h=\sum_{i=1}^{N} c_{i} h_{i}$ and $r=\|h\|_{L^{2}(\Omega)}=\left(\sum_{i} c_{i}^{2}\right)^{1 / 2}$. Then

$$
\begin{aligned}
\|\nabla h\|_{L^{p}(\Omega)} & \leq \sum_{i=1}^{N}\left|c_{i}\right|\left\|\nabla h_{i}\right\|_{L^{p}(\Omega)} \leq \sum_{i=1}^{N} r|\Omega|^{1 / p}\left\|\nabla h_{i}\right\|_{L^{\infty}(\Omega)} \\
& \leq r \max \left\{1,|\Omega|^{1 / 2}\right\} \sum_{i=1}^{N}\left\|\nabla h_{i}\right\|_{L^{\infty}(\Omega)} \leq C\|h\|_{L^{2}(\Omega)}
\end{aligned}
$$

But $H_{0}=H_{c}^{\perp}$, so $\|v\|_{L^{2}(\Omega)}^{2}=\|u\|_{L^{2}(\Omega)}^{2}+\|h\|_{L^{2}(\Omega)}^{2}$, and thus $\|h\|_{L^{2}(\Omega)} \leq\|v\|_{L^{2}(\Omega)}$. Therefore,

$$
\begin{aligned}
\|\nabla v\|_{L^{p}(\Omega)} & \leq\|\nabla u\|_{L^{p}(\Omega)}+\|\nabla h\|_{L^{p}(\Omega)} \\
& \leq C(\Omega) p\|\omega(v)\|_{L^{p}(\Omega)}+C^{\prime}(\Omega)\|v\|_{L^{2}(\Omega)}
\end{aligned}
$$

by virtue of Lemma 3.1.
4. Vorticity on the boundary. Let $\kappa$ be the curvature of $\Gamma$. Then $\kappa$ is continuous because $\Gamma$ is $C^{2}$, and if we parameterize each component of $\Gamma$ by arc length, $s$, it follows that

$$
\frac{\partial \mathbf{n}}{\partial \boldsymbol{\tau}}:=\frac{d \mathbf{n}}{d s}=\kappa \boldsymbol{\tau}
$$

Lemma 4.1. If $u$ and $v$ are in $\left(H^{2}(\Omega)\right)^{2}$ with $u \cdot \mathbf{n}=v \cdot \mathbf{n}=0$ on $\Gamma$, then

$$
\begin{gather*}
(v \cdot \nabla u) \cdot \mathbf{n}=-\kappa u \cdot v  \tag{4.1}\\
(\mathbf{n} \cdot \nabla v) \cdot \boldsymbol{\tau}=\omega(v)+(\boldsymbol{\tau} \cdot \nabla v) \cdot \mathbf{n}=\omega(v)-\kappa v \cdot \boldsymbol{\tau}  \tag{4.2}\\
(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}=\frac{1}{2} \omega(v)-\kappa v \cdot \boldsymbol{\tau} . \tag{4.3}
\end{gather*}
$$

Proof. Because $u \cdot \mathbf{n}$ has a constant value (of zero) along $\Gamma$,

$$
0=\frac{\partial}{\partial \boldsymbol{\tau}}(u \cdot \mathbf{n})=\frac{\partial u}{\partial \boldsymbol{\tau}} \cdot \mathbf{n}+u \cdot \frac{\partial \mathbf{n}}{\partial \boldsymbol{\tau}}=(\boldsymbol{\tau} \cdot \nabla u) \cdot \mathbf{n}+\kappa u \cdot \boldsymbol{\tau}
$$

so $(\boldsymbol{\tau} \cdot \nabla u) \cdot \mathbf{n}=-\kappa u \cdot \boldsymbol{\tau}$. But $v$ is parallel to $\boldsymbol{\tau}$, so (4.1) follows by linearity. The identity in (4.3) is Lemma 2.1 of [5], and (4.2) is established similarly.

Corollary 4.2. A vector $v$ in $V \cap H^{2}(\Omega)$ satisfies Navier boundary conditions (that is, lies in $\mathcal{W}$ ) if and only if

$$
\begin{equation*}
\omega(v)=(2 \kappa-\alpha) v \cdot \boldsymbol{\tau} \text { and } v \cdot \mathbf{n}=0 \text { on } \Gamma \tag{4.4}
\end{equation*}
$$

Also, for all $v$ in $\mathcal{W}$ and $u$ in $V$,

$$
\begin{equation*}
(\mathbf{n} \cdot \nabla v) \cdot u=(\kappa-\alpha) v \cdot u \text { on } \Gamma \tag{4.5}
\end{equation*}
$$

Proof. Let $v$ be in $V \cap H^{2}(\Omega)$. Then from (4.3),

$$
\begin{equation*}
2(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}+2 \kappa(v \cdot \boldsymbol{\tau})=\omega(v) \tag{4.6}
\end{equation*}
$$

If $v$ satisfies Navier boundary conditions, then (4.4) follows by subtracting $2(\mathbf{n} \cdot D(v))$. $\boldsymbol{\tau}+\alpha v \cdot \boldsymbol{\tau}=0$ from (4.6). Conversely, substituting the expression for $\omega(v)$ in (4.4) into (4.6) gives $2(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}+\alpha v \cdot \boldsymbol{\tau}=0$.

If $v$ is in $\mathcal{W}$, then from (4.2),

$$
(\mathbf{n} \cdot \nabla v) \cdot \boldsymbol{\tau}=\omega(v)-\kappa v \cdot \boldsymbol{\tau}=(2 \kappa-\alpha) v \cdot \boldsymbol{\tau}-\kappa v \cdot \boldsymbol{\tau}=(\kappa-\alpha) v \cdot \boldsymbol{\tau}
$$

and (4.5) follows from this, since $u$ is parallel to $\tau$ on $\Gamma$.
Corollary 4.3. For initial velocity in $H^{2}(\Omega)$, Lions boundary conditions are the special case of Navier boundary conditions in which

$$
\alpha=2 \kappa .
$$

That is, any solution of (NS) with Navier boundary conditions where $\alpha=2 \kappa$ is also a solution to (NS) with Lions boundary conditions.
5. Weak formulations. We give two equivalent formulations of a weak solution to the Navier-Stokes equations with Navier boundary conditions, in analogy with Problems 3.1 and 3.2 on pages 190-191 of [22].

For all $u$ in $\mathcal{W}$ and $v$ in $V$,

$$
\begin{align*}
& \int_{\Omega} \Delta u \cdot v=\int_{\Omega}\left(\operatorname{div} \nabla u^{i}\right) v^{i}=\int_{\Gamma}\left(\nabla u^{i} \cdot \mathbf{n}\right) v^{i}-\int_{\Omega} \nabla u^{i} \cdot \nabla v^{i}  \tag{5.1}\\
& \quad=\int_{\Gamma}(\mathbf{n} \cdot \nabla u) \cdot v-\int_{\Omega} \nabla u \cdot \nabla v=\int_{\Gamma}(\kappa-\alpha) u \cdot v-\int_{\Omega} \nabla u \cdot \nabla v
\end{align*}
$$

where we used (4.5) of Corollary 4.2. This motivates our first formulation of a weak solution.

DEFINITION 5.1. Given viscosity $\nu>0$ and initial velocity $u^{0}$ in $H, u$ in $L^{2}([0, T] ; V)$ is a weak solution to the Navier-Stokes equations (without forcing) if $u(0)=u^{0}$ and

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} u \cdot v+\int_{\Omega}(u \cdot \nabla u) \cdot v+\nu \int_{\Omega} \nabla u \cdot \nabla v-\nu \int_{\Gamma}(\kappa-\alpha) u \cdot v=0 \tag{NS}
\end{equation*}
$$

for all $v$ in $V$. (We make sense of the initial condition $u(0)=u^{0}$ as in [22].)
This formulation of a weak solution is equivalent to that in (2.11) and (2.12) of [5]. This follows from the identity

$$
2 \int_{\Omega} D(u) \cdot D(v)=\int_{\Omega} \nabla u \cdot \nabla v-\int_{\Gamma} \kappa u \cdot v
$$

which holds for all $u$ and $v$ in $V$. To establish this identity, let $u$ and $v$ be in $V \cap H^{2}(\Omega)$ and observe that $2 D(u) \cdot D(v)=\nabla u \cdot \nabla v+\nabla u \cdot(\nabla v)^{T}$. Also, because $u$ is divergencefree, $\nabla u \cdot(\nabla v)^{T}=\partial_{i} u^{j} \partial_{j} v^{i}=\partial_{j}\left(\partial_{i} u^{j} v^{i}\right)=\operatorname{div}(v \cdot \nabla u)$. Then, using (4.1), the identity follows from

$$
\int_{\Omega} \nabla u \cdot(\nabla v)^{T}=\int_{\Omega} \operatorname{div}(v \cdot \nabla u)=\int_{\Gamma}(v \cdot \nabla u) \cdot \mathbf{n}=-\int_{\Gamma} \kappa u \cdot v
$$

and the density of $H^{2}(\Omega) \cap V$ in $V$.
Our second formulation of a weak solution will be identical to that of Problem 3.2 on page 191 of [22], except that the operator $A$ of [22] will also include the boundary integral of (5.1). Accordingly, we define the operators $A$ and $B$ by

$$
\begin{aligned}
& (A u, v)_{V, V^{\prime}}=\int_{\Omega} \nabla u \cdot \nabla v-\int_{\Gamma}(\kappa-\alpha) u \cdot v \\
& (B u, v)_{V, V^{\prime}}=\int_{\Omega}(u \cdot \nabla u) \cdot v
\end{aligned}
$$

for all $u$ and $v$ in $V$.
By (2.5),

$$
\begin{equation*}
\left|(A u, v)_{V, V^{\prime}}\right| \leq\|u\|_{V}\|v\|_{V}+C\|u\|_{L^{2}(\Gamma)}\|v\|_{L^{2}(\Gamma)} \leq C\|u\|_{V}\|v\|_{V} \tag{5.2}
\end{equation*}
$$

Thus, $A: L^{2}([0, T] ; V) \rightarrow L^{2}\left([0, T] ; V^{\prime}\right)$, and, as it does for the classical version of the space $V$ (for which vectors are zero on $\Gamma$ ), $B: L^{2}([0, T] ; V) \rightarrow L^{1}\left([0, T] ; V^{\prime}\right)$. Thus, if $u$ is a solution as in Definition 5.1, then $-\nu A u-B u$ lies in $L^{1}\left([0, T] ; V^{\prime}\right)$ and

$$
\frac{d}{d t}\langle u, v\rangle=(-\nu A u-B u, v)_{V, V^{\prime}}
$$

for all $v$ in $V$. It follows from Lemma 1.1 on page 169 of [22] that $u$ is in $C([0, T] ; H)$. This not only makes sense of the initial condition $u(0)=u^{0}$ but also shows that the following formulation of a weak solution is equivalent to that of Definition 5.1.

Definition 5.2. Given viscosity $\nu>0$ and initial velocity $u^{0}$ in $H, u$ in $L^{2}([0, T] ; V)$ is a weak solution to the Navier-Stokes equations if $u(0)=u^{0}$ and

$$
\left\{\begin{array}{c}
u^{\prime} \in L^{1}\left([0, T] ; V^{\prime}\right), \\
u^{\prime}+\nu A u+B u=0 \text { on }(0, T), \\
u(0)=u^{0},
\end{array}\right.
$$

where $u^{\prime}:=\partial_{t} u$.
From here on we will refer to either of the formulations in Definitions 5.1 and 5.2 as $(N S)$.
6. Existence and uniqueness. We can obtain existence and uniqueness of a solution to $(N S)$ assuming only that the initial velocity is in $H$.

Theorem 6.1. Assume that $\Gamma$ is $C^{2}$ and $\alpha$ is in $L^{\infty}(\Gamma)$. Let $u^{0}$ be in $H$ and let $T>0$. Then there exists a solution $u$ to $(N S)$. Moreover, $u$ is in $L^{2}([0, T] ; V) \cap$ $C([0, T] ; H), u^{\prime}$ is in $L^{2}\left([0, T] ; V^{\prime}\right)$, and we have the energy inequality

$$
\begin{equation*}
\|u(t)\|_{L^{2}(\Omega)} \leq e^{C(\alpha) \nu t}\left\|u^{0}\right\|_{L^{2}(\Omega)} \tag{6.1}
\end{equation*}
$$

The constant $C(\alpha)$ is zero if $\alpha$ is nonnegative on $\Gamma$.
Sketch of proof. Existence of a solution to $(N S)$ proceeds as in the first proof of existence in [15, pp. 75-77], though using the analogue of the energy inequality on page 130 of [16]. Using (4.5), we have, formally,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|_{L^{2}(\Omega)}^{2}+\nu\|\nabla u\|_{L^{2}(\Omega)}^{2}=\nu \int_{\Omega}(\mathbf{n} \cdot \nabla u) \cdot u \leq C \nu\|u\|_{L^{2}(\Gamma)}^{2} \tag{6.2}
\end{equation*}
$$

where $C=\sup _{\Gamma}|\kappa-\alpha|$. Arguing exactly as in [16], it follows that

$$
\frac{d}{d t}\|u\|_{L^{2}(\Omega)}^{2}+\nu\|\nabla u\|_{L^{2}(\Omega)}^{2} \leq C \nu\|u\|_{L^{2}(\Omega)}^{2}
$$

Integrating over time gives

$$
\begin{align*}
\|u(t)\|_{L^{2}(\Omega)}^{2} & +\nu \int_{0}^{t}\|\nabla u(s)\|_{L^{2}(\Omega)}^{2} d s  \tag{6.3}\\
& \leq\left\|u^{0}\right\|_{L^{2}(\Omega)}^{2}+C \nu \int_{0}^{t}\|u(s)\|_{L^{2}(\Omega)}^{2} d s
\end{align*}
$$

The energy bound, (6.1), then follows from Gronwall's lemma. (If $\alpha$ is nonnegative, then, in fact, energy is nonincreasing-in the absence of forcing-so $C(\alpha)=0$. This follows from the equation preceding (2.16) of [5].)

The proofs of regularity in time and space and of uniqueness proceed exactly as in the proof of Theorem 3.2 on page 199 of [22], though in the proof of uniqueness we must account for the presence of the boundary integral in $(N S)$.
7. Additional regularity. If we assume extra regularity on the initial velocity, that regularity will be maintained for all time. This is crucial for establishing the vanishing viscosity limit in section 8 , where we must impose stronger regularity on the initial velocity to obtain existence of a solution to the Euler equations.

Theorem 7.1. Assume that $\Gamma$ is $C^{2,1 / 2+\epsilon}$ and that $\alpha$ is in $H^{1 / 2+\epsilon}(\Gamma)+C^{1 / 2+\epsilon}(\Gamma)$ for some $\epsilon>0$. Let $u^{0}$ be in $\mathcal{W}$ with initial vorticity $\omega^{0}$, and let $u$ be the unique solution to (NS) given by Theorem 6.1 with corresponding vorticity $\omega$. Let $T>0$. Then

$$
u^{\prime} \in L^{2}([0, T] ; V) \cap C([0, T] ; H)
$$

If, in addition, $\omega^{0}$ is in $L^{\infty}(\Omega)$ (so $u^{0}$ is compatible), then

$$
u \in C\left([0, T] ; H^{2}(\Omega)\right), \omega \in C\left([0, T] ; H^{1}(\Omega)\right) \cap L^{\infty}([0, T] \times \Omega)
$$

Proof. Regularity of $u^{\prime}$. We prove that $u^{\prime}$ lies in $L^{2}([0, T] ; V) \cap L^{\infty}([0, T] ; H)$ in three steps as in the proof of Theorem 3.5 on pages 202-204 of [22]. In this proof, Temam uses a Galerkin approximation sequence $\left(u_{m}\right)$ to the solution $u$. We employ the same sequence, though using the basis of Corollary A. 3 rather than that of [22]; this is the only change to step (i).

No change to step (ii) of Temam's proof is required, because the bound on $\left\|u_{m}^{\prime}(0)\right\|_{L^{2}}^{2}$ in (3.88) of [22], which does not involve boundary integrals, still holds.

In step (iii), an additional term of

$$
\nu \int_{\Gamma}(\kappa-\alpha)\left|u_{m}^{\prime}\right|^{2}
$$

appears on the right side of (3.94) of Temam's proof, which we bound by

$$
C \nu\left\|u_{m}^{\prime}\right\|_{L^{2}(\Omega)}\left\|\nabla u_{m}^{\prime}\right\|_{L^{2}(\Omega)} \leq \frac{\nu}{2}\left\|\nabla u_{m}^{\prime}\right\|_{L^{2}(\Omega)}^{2}+C \nu\left\|u_{m}^{\prime}\right\|_{L^{2}(\Omega)}^{2}
$$

Then (3.95) of Temam's proof becomes

$$
\frac{d}{d t}\left\|u_{m}^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2} \leq \phi_{m}(t)\left\|u_{m}^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}
$$

where

$$
\phi_{m}(t)=\left(\frac{2}{\nu}+C \nu\right)\left\|u_{m}(t)\right\|_{L^{2}(\Omega)}^{2}
$$

and the proof that $u^{\prime}$ lies in $L^{2}([0, T] ; V) \cap L^{\infty}([0, T] ; H)$ is completed as in [22].
Regularity of $u$ and $\omega$. To establish the regularity of $u$ and $\omega$ we follow the bootstrap argument in the second half of the proof of Theorem 2.3 in [5]. For completeness, we give a full account of this argument here, adapting it to multiply connected domains.

Because $u^{\prime}$ is in $L^{2}([0, T] ; V)$ we can argue as in the paragraph preceding Definition 5.2, with $u^{\prime}$ playing the role of $u$, that $u^{\prime}$ is in $C([0, T] ; H)$. The membership of $u^{\prime}$ in $L^{2}([0, T] ; V)$ also gives $u$ in $H^{1}([0, T] ; V)$; by one-dimensional Sobolev embedding, $u$ is then in $C^{1 / 2}([0, T] ; V)$ and hence in $C([0, T] ; V)$. It follows that $u \cdot \nabla u$ is in $C\left([0, T] ; L^{q}(\Omega)\right)$ for all $q$ in $[1,2)$ (see, for instance, Theorem 1.4.4.2 on page 28 of [9]).

Now let $\beta>0$ and let $\Phi:=-u \cdot \nabla u-u^{\prime}+\beta u$. Then $\Phi$ is in $C\left([0, T] ; L^{q}(\Omega)\right)$ for all $q$ in $[1,2)$ by our observations above. Because of the additional regularity we have imposed on $\Gamma$ and on $\alpha$ over that assumed in Theorem 6.1, $g:=(2 \kappa-\alpha) u \cdot \boldsymbol{\tau}$ lies in $C\left([0, T] ; H^{1 / 2}(\Gamma)\right)$ (see, for instance, Theorem 1.4.1.1 on page 21 and Theorem 1.4.4.2 on page 28 of [9]).

Let $a: V \times V \rightarrow \mathbb{R}$ be defined by $a(u, v)=(A u+\beta u, v)_{V, V^{\prime}}$ and require that $\beta>0$ be sufficiently large that $a(v, v) \geq\|v\|_{V}^{2}$ for all $v$ in $V$. This is possible because $\alpha$ is in $L^{\infty}(\Gamma) \subseteq H^{1 / 2+\epsilon}(\Gamma)+C^{1 / 2+\epsilon}(\Gamma)$ by one-dimensional Sobolev embedding. Also by (5.2) we see that $|a(u, v)| \leq C\|u\|_{V}\|v\|_{V}$. Applying the Lax-Millgram lemma, we find that there exists a unique $w$ in $V$ such that $a(w, v)=\Phi$ for all $v$ in $V$. By Definition 5.2, w $=u(t)$ for all $t$ in $[0, T]$. By Definition 5.1, $u(t)$ is also the unique variational solution at time $t$ in $[0, T]$ to Stokes's problem,

$$
\begin{cases}-\nu \Delta u+\nabla p+\beta u=\Phi & \text { in } \Omega \\ \operatorname{div} u=0 & \text { in } \Omega \\ \omega(u)=g & \text { on } \Gamma .\end{cases}
$$

Formally, the vorticity formulation of the above system is

$$
\begin{cases}-\nu \Delta \omega+\beta \omega=\omega(\Phi) & \text { in } \Omega \\ \omega=g & \text { on } \Gamma\end{cases}
$$

Because $\omega(\Phi)$ is in $C\left([0, T] ; H^{-1, q}(\Omega)\right)$, standard elliptic theory gives a unique solution $\omega$ in $C\left([0, T] ; H^{1, q}(\Omega)\right)$. Because $u$ is in $C([0, T] ; H)$, there exists an associated stream function $\varphi$ in $C([0, T] \times \Omega)$ that is constant on each component of $\Gamma$ at time $t$ in $[0, T]$; this follows directly from (3.1). Letting $\psi$ be the unique solution to

$$
\begin{cases}\Delta \psi=\omega & \text { in } \Omega \\ \psi=\varphi & \text { on } \Gamma\end{cases}
$$

it follows that $u=\nabla^{\perp} \psi$, because $u$ and $\nabla^{\perp} \psi$ have the same vorticity ( $\operatorname{curl} \nabla^{\perp}=\Delta$ ) and their stream functions (namely, $\varphi$ and $\psi$ ) share the same value on $\Gamma$.

By Theorem 2.5.1.1 on page 128 of [9], $\psi$ is in $C\left([0, T] ; H^{3, q}(\Omega)\right) ; u$, then, is in $C\left([0, T] ; H^{2, q}(\Omega)\right)$ and hence in $C([0, T] \times \Omega)$ by Sobolev embedding. But $u$ is in $C([0, T] ; V)$, so $u \cdot \nabla u$ and also $\Phi$ are in $C\left([0, T] ; L^{2}(\Omega)\right)$. Passing through the same argument again, this time with $q=2$, gives $u$ in $C\left([0, T] ;\left(H^{2}(\Omega)\right)^{2}\right)$.

With Theorem 7.1, we have a replacement for Theorem 2.3 of [5] that applies regardless of the sign of $\alpha$. Since the nonnegativity of $\alpha$ is used nowhere else in [5] and [17], all the results of both of those papers apply to simply connected domains as well regardless of the sign of $\alpha$-with the regularity we have assumed on $\Gamma$ and $\alpha$.

To remove the restriction on the domain being simply connected, it remains only to show that Lemmas 2 and 3 of [17] remain valid for multiply connected domains. We show this for Lemma 2 of [17] in Theorem A.2. Because, however, for multiply connected domains there is no longer a unique vector field in $\mathcal{W}$ with a given vorticity, we must define a vector field to be compatible, rather than its vorticity, as was done in [17].

Definition 7.2. A vector field $v$ in $\mathcal{W}$ is called compatible if $\omega(v)$ is in $L^{\infty}(\Omega)$.
As for Lemma 3 of [17], we need only use Corollary 3.2 to replace the term $\|\omega(\cdot, t)\|_{L^{p}(\Omega)}^{1-\theta}$ with $\left(\|\omega(\cdot, t)\|_{L^{p}(\Omega)}+\|u(\cdot, t)\|_{L^{2}(\Omega)}\right)^{1-\theta}$ in the proof of Lemma 3 in [17]. Lemma 3 of [17] then follows with no other changes in the proof-only the value of the constant $C$ changes.

We thus have the following theorem, which is only a slight modification of Proposition 1 of [17], and which applies to multiply connected domains and unsigned $\alpha$.

Theorem 7.3. Assume that $\Gamma$ and $\alpha$ are as in Theorem 7.1. Let $q$ be in $(2, \infty]$, and assume that $u^{0}$ is in $V$ with initial vorticity $\omega^{0}$ in $L^{p}(\Omega)$ for some $p$ in $[q, \infty]$. Let $T>0$. Then there exists a unique solution $u$ to (NS) with corresponding vorticity $\omega$, and for all $p$ in $[q, \infty]$,

$$
\begin{equation*}
\|\omega(t)\|_{L^{p}} \leq\left\|\omega^{0}\right\|_{L^{p}}+C_{0} \tag{7.1}
\end{equation*}
$$

a.e. in $[0, T]$. The constant $C_{0}$, which is independent of $p$, is given by

$$
C_{0}=C(T, \alpha, \kappa, q) e^{C(\alpha) \nu T} \max \left\{|\Omega|^{1 / 2}, 1\right\}\left(\left\|u^{0}\right\|_{L^{2}(\Omega)}+\left\|\omega^{0}\right\|_{L^{q}(\Omega)}\right) .
$$

Also, $u$ is in $L^{\infty}([0, T] ; C(\bar{\Omega})) \cap L^{\infty}([0, T] ; V)$, the norm of $u$ in this space being bounded over any finite range of viscosity $\nu$.

Proof. Approximate $u^{0}$ by a sequence of compatible vector fields via Theorem A.2, and let $u_{n}$ be the corresponding solutions to $(N S)$ given by Theorem 7.1. The argument in the proof of Lemma 3 of [17] can be used to bound $\Lambda=\left\|(2 \kappa-\alpha) u_{n} \cdot \tau\right\|_{L^{\infty}(\Omega)}$ in terms of $\left\|\omega^{0}\right\|_{L^{q}(\Omega)}$, and this in turn gives the bound $\left\|\omega_{n}(t)\right\|_{L^{p}} \leq\left\|\omega^{0}\right\|_{L^{p}}+C_{0}$. This bound holds for the solution $u$ in the limit, as in the proof of Proposition 1 in [17]. (The constant $C(T, \alpha, \kappa, q)$ approaches infinity as $q$ approaches 2 , so it is not possible to extend this result to $p=2$.)

Finally, using Sobolev interpolation, (2.3), and Corollary 3.2,

$$
\begin{align*}
\|u(t)\|_{C(\bar{\Omega})} & \leq C\|u(t)\|_{L^{2}(\Omega)}^{\theta}\|u(t)\|_{H^{1, q}(\Omega)}^{1-\theta}  \tag{7.2}\\
& \leq C\|u(t)\|_{L^{2}(\Omega)}^{\theta}\left(\|\omega(t)\|_{L^{q}(\Omega)}+\|u(t)\|_{L^{2}(\Omega)}\right)^{1-\theta},
\end{align*}
$$

where $\theta=(q-2) /(2 q-2)$. This norm is finite by $(6.1)$, so $u$ is also in $L^{\infty}([0, T] ; C(\bar{\Omega}))$ and its norm is uniformly bounded over any finite range of viscosity, as is its norm in $L^{\infty}([0, T] ; V)$. Explicitly,

$$
\begin{align*}
\|u\|_{L^{\infty}([0, T] ; V)} & =\|\nabla u\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} \leq C\|\nabla u\|_{L^{\infty}\left([0, T] ; L^{q}(\Omega)\right)} \\
& \leq C\left(\|\omega\|_{L^{\infty}\left([0, T] ; L^{q}(\Omega)\right)}+\|u\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)}\right)  \tag{7.3}\\
& \leq C(T, \alpha, \kappa) e^{C(\alpha) \nu T},
\end{align*}
$$

a bound we will use in section 8 . In the second inequality above we used Corollary 3.2.
8. Vanishing viscosity. In this section we bound the rate of convergence in $L^{\infty}\left([0, T] ; L^{2}\left(\mathbb{R}^{2}\right)\right)$ of solutions to $(N S)$ to the unique solution to the Euler equations for the class of (bounded or unbounded) Yudovich vorticities. To describe Yudovich vorticity, we need the following definition.

Definition 8.1. Let $\theta:\left[p_{0}, \infty\right) \rightarrow \mathbb{R}$ for some $p_{0}>1$. We say that $\theta$ is admissible if the function $\beta:(0, \infty) \rightarrow[0, \infty)$, defined for some $M>0$ by ${ }^{2}$

$$
\begin{equation*}
\beta(x):=\beta_{M}(x):=x \inf \left\{\left(M^{\epsilon} x^{-\epsilon} / \epsilon\right) \theta(1 / \epsilon): \epsilon \text { in }\left(0,1 / p_{0}\right]\right\}, \tag{8.1}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{\beta(x)}=\infty \tag{8.2}
\end{equation*}
$$

Because $\beta_{M}(x)=M \beta_{1}(x / M)$, this definition is independent of the value of $M$, though the presence of $M$ in the definition will turn out to be convenient. Also, $\beta$ is a monotonically increasing continuous function, with $\lim _{x \rightarrow 0^{+}} \beta(x)=0$.

Yudovich proves in [26] that for a bounded domain in $\mathbb{R}^{n}$, if $\left\|\omega^{0}\right\|_{L^{p}} \leq \theta(p)$ for some admissible function $\theta$, then at most one solution to the Euler equations exists. Because of this, we call the class of all such vorticities Yudovich vorticity.

Definition 8.2. We say that a vector field $v$ has Yudovich vorticity if $p \mapsto$ $\|\omega(v)\|_{L^{p}(\Omega)}$ is an admissible function.

Examples of admissible bounds on vorticity are

$$
\begin{equation*}
\theta_{0}(p)=1, \theta_{1}(p)=\log p, \ldots, \theta_{m}(p)=\log p \cdot \log \log p \cdots \log ^{m} p \tag{8.3}
\end{equation*}
$$

where $\log ^{m}$ is $\log$ composed with itself $m$ times. These admissible bounds are described in [26] (see also [14].) Roughly speaking, the $L^{p}$-norm of a Yudovich vorticity can grow in $p$ only slightly faster than $\log p$ and still be admissible. Such growth in the $L^{p}$-norm arises, for example, from a point singularity of the type $\log \log (1 /|x|)$.

Definition 8.3. Given an initial velocity $u^{0}$ in $V, \bar{u}$ in $L^{2}([0, T] ; V)$ is a weak solution to the Euler equations if $\bar{u}(0)=u^{0}$ and

$$
\frac{d}{d t} \int_{\Omega} \bar{u} \cdot v+\int_{\Omega}(\bar{u} \cdot \nabla \bar{u}) \cdot v=0
$$

for all $v$ in $V$.
The existence of a weak solution to the Euler equations under the assumption that the initial vorticity $\omega^{0}$ is in $L^{p}(\Omega)$ for some $p>1$ (a weaker assumption than that of Definition 8.3 when $1<p<2$ ) was proved in [25]. By the result in [26] mentioned above, the solutions are unique in the class of all such solutions $\bar{u}$ for which $\omega(\bar{u})$ and $\bar{u}^{\prime}$ lie in $L_{\text {loc }}^{\infty}\left(\mathbb{R} ; L^{p}(\Omega)\right)$ for all $p$ in an interval $\left[p_{0}, \infty\right)$.

Theorem 8.4. Assume that $\Gamma$ and $\alpha$ are as in Theorem 7.1. Fix $T>0$, let $u^{0}$ be in $V$, and assume that $\omega^{0}$ is in $L^{p}\left(\mathbb{R}^{2}\right)$ for all $p$ in $[2, \infty)$, with $\left\|\omega^{0}\right\|_{L^{p}} \leq \theta(p)$ for some admissible function $\theta$. Let $u$ be the solution to (NS) for $\nu>0$ given by Theorem 7.3 and $\bar{u}$ be the unique weak solution to the Euler equations for which $\omega(\bar{u})$ and $\bar{u}^{\prime}$ are in $L_{\text {loc }}^{\infty}\left(\mathbb{R} ; L^{p}(\Omega)\right)$ for all $p$ in $[2, \infty), \bar{u}$ and $u$ both having initial velocity $u^{0}$. Then

$$
u(t) \rightarrow \bar{u}(t) \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega) \cap L^{2}(\Gamma)\right) \text { as } \nu \rightarrow 0
$$

[^12]Also, there exists a constant $R=C(T, \alpha, \kappa)$, such that if we define the function $f:[0, \infty) \rightarrow[0, \infty)$ by

$$
\int_{R \nu}^{f(\nu)} \frac{d r}{\beta(r)}=C T
$$

where $\beta$ is defined as in (8.1), then

$$
\begin{align*}
&\|u-\bar{u}\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} \leq f(\nu)^{1 / 2} \text { and } \\
&\|u-\bar{u}\|_{L^{\infty}\left([0, T] ; L^{2}(\Gamma)\right)} \leq C^{\prime}(T, \alpha, \kappa) f(\nu)^{1 / 4} \tag{8.4}
\end{align*}
$$

for all $\nu$ in $(0,1]$.
Proof. We let $w=u-\bar{u}$. It is possible to show that integral identity in Definition 5.1 extends to any $v$ in $L^{2}([0, T] ; V)$ in the form

$$
\int_{\Omega} \partial_{t} u \cdot v+\int_{\Omega}(u \cdot \nabla u) \cdot v+\nu \int_{\Omega} \nabla u \cdot \nabla v-\nu \int_{\Gamma}(\kappa-\alpha) u \cdot v=0
$$

with a similar extension for the identity in Definition 8.3. Applying these identities with $v=w$ and subtracting give

$$
\begin{align*}
& \int_{\Omega} w \cdot \partial_{t} w+\int_{\Omega} w \cdot(u \cdot \nabla w)+\int_{\Omega} w \cdot(w \cdot \nabla \bar{u})  \tag{8.5}\\
& \quad=\nu \int_{\Gamma}(\kappa-\alpha) u \cdot w-\nu \int_{\Omega} \nabla u \cdot \nabla w
\end{align*}
$$

Both $\partial_{t} u$ and $\partial_{t} \bar{u}$ are in $L^{2}\left([0, T] ; V^{\prime}\right)$, so (see, for instance, Lemma 1.2 on page 176 of [22])

$$
\int_{\Omega} w \cdot \partial_{t} w=\frac{1}{2} \frac{d}{d t}\|w\|_{L^{2}(\Omega)}^{2}
$$

Applying Lemma 2.1,

$$
\begin{aligned}
& \int_{\Omega} w \cdot(u \cdot \nabla w) \\
& \quad=\int_{\Omega} w^{i} u^{j} \partial_{j} w^{i}=\frac{1}{2} \int_{\Omega} u^{j} \partial_{j} \sum_{i}\left(w^{i}\right)^{2}=\frac{1}{2} \int_{\Omega} u \cdot \nabla|w|^{2} \\
& \quad=\frac{1}{2} \int_{\Gamma}(u \cdot \mathbf{n})|w|^{2}-\frac{1}{2} \int_{\Omega}(\operatorname{div} u)|w|^{2}=0
\end{aligned}
$$

since $u \cdot \mathbf{n}=0$ on $\Gamma$ and $\operatorname{div} u=0$ in $\Omega$. Thus, integrating (8.5) over time,

$$
\begin{equation*}
\|w(t)\|_{L^{2}(\Omega)}^{2} \leq K+2 \int_{0}^{t} \int_{\Omega}|w|^{2}|\nabla \bar{u}| \tag{8.6}
\end{equation*}
$$

where

$$
\begin{aligned}
K & =2 \nu \int_{0}^{t}\left[\int_{\Gamma}(\kappa-\alpha) u \cdot w-\int_{\Omega} \nabla u \cdot \nabla w\right] \\
& \leq 2 \nu \int_{0}^{t}\left[\int_{\Gamma}(\kappa-\alpha) u \cdot w+\int_{\Omega} \nabla u \cdot \nabla \bar{u}\right] .
\end{aligned}
$$

Applying (2.5) and then using (7.3) and its equivalent for solutions to the Euler equations (where the constant does not increase with time), we have

$$
\begin{align*}
& \left|\int_{\Gamma}(\kappa-\alpha) u \cdot w\right| \leq\|\kappa-\alpha\|_{L^{\infty}(\Gamma)}\|u\|_{L^{2}(\Gamma)}\|w\|_{L^{2}(\Gamma)}  \tag{8.7}\\
& \quad \leq C\|u\|_{V}\|w\|_{V} \leq C(T, \alpha, \kappa) e^{C(\alpha) \nu T}
\end{align*}
$$

By (7.3) we also have

$$
\begin{equation*}
\left|\int_{\Omega} \nabla u \cdot \nabla \bar{u}\right| \leq\|\nabla u\|_{L^{2}(\Omega)}\|\nabla \bar{u}\|_{L^{2}(\Omega)} \leq C(T, \alpha, \kappa) e^{C(\alpha) \nu T} \tag{8.8}
\end{equation*}
$$

so

$$
\begin{equation*}
K \leq C(T, \alpha, \kappa) e^{C(\alpha) \nu T} \nu \leq R \nu \tag{8.9}
\end{equation*}
$$

for all $\nu$ in $(0,1]$ for some constant $R$.
By (7.2), $\|u\|_{L^{\infty}([0, T] \times \Omega)} \leq C$ for all $\nu$ in $(0,1]$. It is also true that $\bar{u}$ is in $L^{\infty}([0, T] \times \Omega)$ (arguing, for instance, exactly as in (7.2)). Thus,

$$
M=\sup _{\nu \in(0,1]}\left\||w|^{2}\right\|_{L^{\infty}([0, T] \times \Omega)}
$$

is finite.
Also, because the $L^{p}$-norms of vorticity are conserved for $\bar{u}$, we have, by Corollary 3.2,

$$
\begin{equation*}
2\|\nabla \bar{u}(t)\|_{L^{p}(\Omega)} \leq C p\left\|\omega^{0}\right\|_{L^{p}(\Omega)}+C\left\|u^{0}\right\|_{L^{2}(\Omega)} \leq C p(\theta(p)+1 / p) \tag{8.10}
\end{equation*}
$$

for all $p \geq 2$. Because $\theta$ is admissible, so is $p \mapsto C[\theta(p)+1 / p]$, and its associated $\beta$ function-call it $\bar{\beta}$-is bounded by a constant multiple of that associated to $\theta$; that is, $\bar{\beta} \leq C \beta$.

We now proceed as in [14]. Let $s$ be in $[0, T]$, and let

$$
A=|w(s, x)|^{2}, \quad B=|\nabla \bar{u}(s, x)|, \quad L(s)=\|w(s)\|_{L^{2}}^{2}
$$

Then

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}|w(s, x)|^{2}|\nabla \bar{u}(s, x)| d x=\int_{\mathbb{R}^{2}} A B=\int_{\mathbb{R}^{2}} A^{\epsilon} A^{1-\epsilon} B \leq M^{\epsilon} \int_{\mathbb{R}^{2}} A^{1-\epsilon} B \\
& \leq M^{\epsilon}\left\|A^{1-\epsilon}\right\|_{L^{1 /(1-\epsilon)}}\|B\|_{L^{1 / \epsilon}}=M^{\epsilon}\|A\|_{L^{1}}^{1-\epsilon}\|B\|_{L^{1 / \epsilon}} \\
&=M^{\epsilon} L(s)^{1-\epsilon}\|\nabla \bar{u}(s)\|_{L^{1 / \epsilon}} \leq C M^{\epsilon} L(s)^{1-\epsilon} \frac{1}{\epsilon}(\theta(1 / \epsilon)+\epsilon)
\end{aligned}
$$

Since this is true for all $\epsilon$ in $\left[1 / p_{0}, \infty\right)$, it follows that

$$
2 \int_{\mathbb{R}^{2}}|\nabla \bar{u}(s, x) \| w(s, x)|^{2} d x \leq C \bar{\beta}(L(s)) \leq C \beta(L(s))
$$

From (8.6) and (8.9), then, we have

$$
L(t) \leq R \nu+C \int_{0}^{t} \beta(L(r)) d r
$$

By Lemma 1.1,

$$
\begin{equation*}
\int_{R \nu}^{L(t)} \frac{d s}{C \beta(s)}=\left(-\int_{L(t)}^{1}+\int_{R \nu}^{1}\right) \frac{d s}{C \beta(s)} \leq \int_{0}^{t} d s=t \tag{8.11}
\end{equation*}
$$

It follows that for all $t$ in $(0, T]$,

$$
\begin{equation*}
\int_{R \nu}^{1} \frac{d s}{\beta(s)} \leq C T+\int_{L(t)}^{1} \frac{d s}{\beta(s)} \tag{8.12}
\end{equation*}
$$

As $\nu \rightarrow 0^{+}$, the left side of (8.12) becomes infinite because of (8.2); hence, so must the right side. But this implies that $L(t) \rightarrow 0$ as $\nu \rightarrow 0^{+}$and that the convergence is uniform over $[0, T]$. It also follows from (8.11) that

$$
\begin{equation*}
\int_{R \nu}^{L(t)} \frac{d r}{\beta(r)} \leq C t \tag{8.13}
\end{equation*}
$$

and that, as $\nu \rightarrow 0, L(t) \rightarrow 0$ uniformly over any finite time interval. The rate of convergence given in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ in (8.4) can be derived from (8.13) precisely as in [14].

By (2.5),

$$
\begin{aligned}
\|u-\bar{u}\|_{L^{2}(\Gamma)} & =\|w\|_{L^{2}(\Gamma)} \leq C\|\nabla w\|_{L^{2}(\Omega)}^{1 / 2}\|w\|_{L^{2}(\Omega)}^{1 / 2} \\
& \leq C(T, \alpha, \kappa) e^{C(\alpha) \nu T} L(t)^{1 / 4}
\end{aligned}
$$

from which the convergence rate for $L^{\infty}\left([0, T] ; L^{2}(\Gamma)\right)$ in (8.4) follows.
The convergence rate in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ established in Theorem 8.4 is the same as that established for the entire plane in [14], except for the presence of the constant $C$ and the value of the constant $R$, which now increases with time (linearly, when $\alpha$ is nonnegative).

In the important special cased of bounded initial vorticity, one obtains the bound

$$
\begin{equation*}
\|u-\bar{u}\|_{L^{\infty}\left([0, T] ; L^{2}\left(\mathbb{R}^{2}\right)\right)} \leq M^{1 / 2}\left(\frac{R \nu}{M}\right)^{\frac{1}{2} e^{-\epsilon T}} \tag{8.14}
\end{equation*}
$$

for all $t$ in $[0, T]$ for which $\nu<(M / R) e^{-2}$. Here, the $R$ and $M$ are defined as in the proof of Theorem 8.4, and $\epsilon=C\left\|\omega^{0}\right\|_{L^{2} \cap L^{\infty}}$. When $\alpha$ is nonnegative, $R$ is proportional to $t$, and (8.14) is essentially the same bound obtained by Chemin in [3] working in all of $\mathbb{R}^{2}$.

One can also calculate explicit bounds for the sequence of admissible vorticities in (8.3), obtaining bounds similar to that of (8.14), but with iterated exponentials. In general, it is not possible to obtain an explicit bound. The important point, however, is that, as described in section 5 of [14], it is possible to obtain an arbitrarily poor bound on the convergence rate for properly chosen initial vorticity. This is because the function $f$, which was defined implicitly in terms of $\beta$, can, conversely, be used to define $\beta$, and we can choose $f$ so that it approaches zero arbitrarily slowly. (It is an open and difficult question whether initial vorticities actually exist that achieve arbitrarily slow convergence.)

In Theorem 8.4, we held $\alpha$ constant in (1.2) and let $\nu \rightarrow 0$, which is equivalent to letting $a \rightarrow 0$ linearly with $\nu$ in (1.1). One could modify the proof of Theorem 8.4 in
an attempt to obtain the vanishing viscosity limit with slower than linear convergence of $a$ to 0 by being explicit about the value of the constant $C_{0}$ in Theorem 7.3. This constant controls the bounds on both $K$ and $M$ in the proof of Theorem 8.4, which, along with the $L^{p}$-norms of the initial vorticity, ultimately determine the convergence rate. But $C_{0}$ increases to infinity with $\|\alpha\|_{L^{\infty}(\Gamma)}$, and the bounds on $K$ and $M$ each increase to infinity with $C_{0}$. The conclusion is that $\|\alpha\|_{L^{\infty}(\Gamma)}$ must be bounded over sufficiently small values of $\nu$ for the approach in the proof of Theorem 8.4 to remain valid. Thus, using our approach, we cannot significantly improve over the assumption that $\alpha$ remains fixed as $\nu \rightarrow 0$ in the vanishing viscosity limit.
9. No-slip boundary conditions. As long as $\alpha$ is nonvanishing, we can let $\gamma=1 / \alpha$ and re-express the Navier boundary conditions in (1.2) as

$$
\begin{equation*}
v \cdot \mathbf{n}=0 \text { and } 2 \gamma(\mathbf{n} \cdot D(v)) \cdot \boldsymbol{\tau}+v \cdot \boldsymbol{\tau}=0 \text { on } \Gamma \tag{9.1}
\end{equation*}
$$

When $\gamma$ is identically zero, we have the usual no-slip boundary conditions. An obvious question to ask is whether it is possible to arrange for $\gamma$ to approach zero in such a manner that the corresponding solutions to the Navier-Stokes equations with Navier boundary conditions approach the solution to the Navier-Stokes equations with the usual no-slip boundary conditions in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$.

Let $u^{0}$ be an initial velocity in $V$, and assume that $\gamma>0$ lies in $L^{\infty}(\Gamma)$. Fix a $\nu>0$ and let

$$
\begin{aligned}
u= & \text { the unique solution to the Navier-Stokes equations } \\
& \text { with Navier boundary conditions for } \alpha=1 / \gamma \text { and } \\
\widetilde{u}= & \text { the unique solution to the Navier-Stokes equations } \\
& \text { with no-slip boundary conditions, }
\end{aligned}
$$

in each case with the same initial velocity $u^{0}$.
If we let $\gamma$ approach 0 uniformly on the boundary, we automatically have some control over $u$ on the boundary.

Lemma 9.1. For sufficiently small $\|\gamma\|_{L^{\infty}(\Gamma)}$,

$$
\begin{equation*}
\|u\|_{L^{2}\left([0, T] ; L^{2}(\Gamma)\right)} \leq \frac{\left\|u^{0}\right\|_{L^{2}(\Omega)}}{\sqrt{\nu}}\|\gamma\|_{L^{\infty}(\Gamma)}^{1 / 2} \tag{9.2}
\end{equation*}
$$

Proof. Assume that $\|\gamma\|_{L^{\infty}(\Gamma)}$ is sufficiently small that $\alpha>\kappa$ on $\Gamma$. Then, as in the proof of Theorem 6.1, we have

$$
\frac{1}{2} \frac{d}{d t}\|u(t)\|_{L^{2}(\Omega)}^{2}+\nu\|\nabla u(t)\|_{L^{2}(\Omega)}^{2}=\nu \int_{\Gamma}(\kappa-\alpha) u \cdot u
$$

so

$$
\|u(t)\|_{L^{2}(\Omega)}^{2} \leq\left\|u^{0}\right\|_{L^{2}(\Omega)}^{2}+2 \nu \int_{0}^{t} \int_{\Gamma}(\kappa-\alpha) u \cdot u
$$

But

$$
\int_{\Gamma}(\kappa-\alpha) u \cdot u \leq-\inf _{\Gamma}\{\alpha-\kappa\}\|u(t)\|_{L^{2}(\Gamma)}^{2}
$$

so

$$
\|u(t)\|_{L^{2}(\Omega)}^{2} \leq\left\|u^{0}\right\|_{L^{2}(\Omega)}^{2}-2 \nu \inf _{\Gamma}\{\alpha-\kappa\}\|u\|_{L^{2}\left([0, t] ; L^{2}(\Gamma)\right)}^{2}
$$

and

$$
\|u\|_{L^{2}\left([0, t] ; L^{2}(\Gamma)\right)}^{2} \leq\left\|u^{0}\right\|_{L^{2}(\Omega)}^{2} /\left(2 \nu \inf _{\Gamma}\{\alpha-\kappa\}\right)
$$

Then (9.2) follows because $\|\gamma\|_{L^{\infty}(\Gamma)} \inf _{\Gamma}\{\alpha-\kappa\} \rightarrow 1$ as $\|\gamma\|_{L^{\infty}(\Gamma)} \rightarrow 0$.
If we assume enough smoothness of the initial data and of $\Gamma$, we can use (9.2) to establish convergence of $u$ to $\widetilde{u}$ as $\|\gamma\|_{L^{\infty}(\Gamma)} \rightarrow 0$.

ThEOREM 9.2. Fix $T>0$, assume that $u^{0}$ is in $V \cap H^{3}(\Omega)$ with $u^{0}=0$ on $\Gamma$, and assume that $\Gamma$ is $C^{3}$. Then for any fixed $\nu>0$,

$$
\begin{equation*}
u \rightarrow \widetilde{u} \text { in } L^{\infty}\left([0, T] ; L^{2}(\Omega)\right) \cap L^{2}\left([0, T] ; \dot{H}^{1}(\Omega)\right) \cap L^{2}\left([0, T] ; L^{2}(\Gamma)\right) \tag{9.3}
\end{equation*}
$$

as $\gamma \rightarrow 0$ in $L^{\infty}(\Gamma)$. Here, $\dot{H}^{1}(\Omega)$ is the homogeneous Sobolev space.
Proof. First, $u$ exists and is unique by Theorem 6.1 ; the existence and uniqueness of $\widetilde{u}$ are classical results. Because $u^{0}$ is in $H^{3}(\Omega)$ and $\Gamma$ is $C^{3}, \widetilde{u}$ is in $L^{\infty}\left([0, T] ; H^{3}(\Omega)\right)$ by the argument on page 205 of [22] following the proof of Theorem 3.6 of [22]. Hence, $\nabla \widetilde{u}$ is in $L^{\infty}\left([0, T] ; H^{2}(\Omega)\right)$ and so in $L^{\infty}([0, T] ; C(\bar{\Omega}))$.

Arguing as in the proof of Theorem 8.4 with $w=u-\widetilde{u}$, we have

$$
\begin{gathered}
\int_{\Omega} \partial_{t} w \cdot w+\int_{\Omega} w \cdot(u \cdot \nabla w)+\int_{\Omega} w \cdot(w \cdot \nabla \widetilde{u})+\nu \int_{\Omega} \nabla w \cdot \nabla w \\
-\nu \int_{\Gamma}(\kappa-\alpha) u \cdot w+\nu \int_{\Gamma}(\mathbf{n} \cdot \nabla \widetilde{u}) \cdot w=0
\end{gathered}
$$

(Even though $w$ is not a valid test function for $\widetilde{u}$, we are working with sufficiently smooth solutions that this integration is still valid. Since $w$ is divergence-free and tangential to the boundary, the pressure term for each equation integrates to zero.) But $\widetilde{u}=0$ on $\Gamma$, so $w=u$ on $\Gamma$, and

$$
\begin{aligned}
\int_{\Omega} \partial_{t} w \cdot w & +\int_{\Omega} w \cdot(w \cdot \nabla \widetilde{u})+\nu \int_{\Omega}|\nabla w|^{2}+\nu \int_{\Gamma}(\alpha-\kappa)|u|^{2} \\
& +\nu \int_{\Gamma}(\mathbf{n} \cdot \nabla \widetilde{u}) \cdot u=0
\end{aligned}
$$

For $\|\gamma\|_{L^{\infty}(\Gamma)}$ sufficiently small that $\alpha=1 / \gamma>\kappa$ on $\Gamma$, integrating over time gives

$$
\begin{equation*}
\|w(t)\|_{L^{2}(\Omega)}^{2}+\nu \int_{0}^{t}\|\nabla w\|_{L^{2}(\Omega)}^{2} \leq K+2 \int_{0}^{t} \int_{\Omega}|w|^{2}|\nabla \widetilde{u}| \tag{9.4}
\end{equation*}
$$

where

$$
\begin{aligned}
K & =-2 \nu \int_{0}^{t} \int_{\Gamma}(\mathbf{n} \cdot \nabla \widetilde{u}) \cdot u \leq 2 \nu \int_{0}^{t}\|\nabla \widetilde{u}\|_{L^{2}(\Gamma)}\|u\|_{L^{2}(\Gamma)} \\
& \leq C \nu \int_{0}^{t}\|\widetilde{u}\|_{H^{2}(\Omega)}\|u\|_{L^{2}(\Gamma)} \leq C \nu\|\widetilde{u}\|_{L^{2}\left([0, T] ; H^{2}(\Omega)\right)}\|u\|_{L^{2}\left([0, T] ; L^{2}(\Gamma)\right)}
\end{aligned}
$$

By Theorem 3.10 on page 213 of $[22],\|\widetilde{u}\|_{L^{2}\left([0, T] ; H^{2}(\Omega)\right)}$ is finite (though the bound on it in [22] increases to infinity as $\nu$ goes to 0 ), so by Lemma 9.1,

$$
\begin{equation*}
K \leq C_{1}(\nu)\|\gamma\|_{L^{\infty}(\Gamma)}^{1 / 2} \tag{9.5}
\end{equation*}
$$

Because $\nabla \widetilde{u}$ is in $L^{\infty}([0, T] ; C(\bar{\Omega}))$,

$$
\int_{0}^{t} \int_{\Omega}|w|^{2}|\nabla \widetilde{u}| \leq C_{2}(\nu) \int_{0}^{t}\|w(s)\|_{L^{2}(\Omega)}^{2} d s
$$

where $C_{2}(\nu)=\|\nabla \widetilde{u}\|_{L^{\infty}([0, T] \times \Omega)}$, and (9.4) becomes

$$
\|w(t)\|_{L^{2}(\Omega)}^{2}+\nu \int_{0}^{t}\|\nabla w\|_{L^{2}(\Omega)}^{2} \leq C_{1}(\nu)\|\gamma\|_{L^{\infty}(\Gamma)}^{1 / 2}+C_{2}(\nu) \int_{0}^{t}\|w(s)\|_{L^{2}(\Omega)}^{2} d s
$$

By Gronwall's lemma,

$$
\|w(t)\|_{L^{2}(\Omega)}^{2} \leq C_{1}(\nu)\|\gamma\|_{L^{\infty}(\Gamma)}^{1 / 2} e^{C_{2}(\nu) t}
$$

and the convergence in $L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)$ and thus also in $L^{2}\left([0, T] ; \dot{H}^{1}(\Omega)\right)$ follow immediately. Convergence in $L^{2}\left([0, T] ; L^{2}(\Gamma)\right)$ then follows directly from Lemma 9.1, since $\widetilde{u}=0$ on $\Gamma$.
10. The boundary layer. In [13], Kato investigates the vanishing viscosity limit of solutions of the Navier-Stokes equations with no-slip boundary conditions to a solution of the Euler equations for a bounded domain in $\mathbb{R}^{d}, d \geq 2$. What Kato shows is the following: Let $u$ be the weak solution to the Navier-Stokes equations with no-slip boundary conditions and with $u(0)$ in $H$, and let $\bar{u}$ be the solution to the Euler equations, where sufficient smoothness is assumed for $\bar{u}(0)$ that $\nabla \bar{u}$ is bounded on $[0, T] \times \Omega$. Assume also that $u(0) \rightarrow \bar{u}(0)$ in $H$ as $\nu \rightarrow 0$. Then the following are equivalent:
(i) $u(t) \rightarrow \bar{u}(t)$ in $L^{2}(\Omega)$ as $\nu \rightarrow 0$ uniformly over $t$ in $[0, T]$;
(ii) $u(t) \rightarrow \bar{u}(t)$ in $L^{2}(\Omega)$ as $\nu \rightarrow 0$ weakly for all $t$ in $[0, T]$;
(iii) $\nu \int_{0}^{T}\|\nabla u\|_{L^{2}(\Omega)}^{2} d t \rightarrow 0$ as $\nu \rightarrow 0$;
(iii') $\nu \int_{0}^{T}\|\nabla u\|_{L^{2}\left(\Gamma_{c \nu}\right)}^{2} d t \rightarrow 0$ as $\nu \rightarrow 0$.
Here, $\Gamma_{c \nu}$ is the boundary strip of width $c \nu$ with $c>0$ fixed but arbitrary.
Let us return to the setting of Theorem 8.4 and compare the situation to that of [13]. We now have zero forcing and the same initial conditions for both (NS) and $(E)$, which simplifies the analysis in [13] slightly, but we have different boundary conditions on (NS) and we have insufficient smoothness of $u^{0}$ for Kato's conditions to apply. However, we have already proven that condition (i) holds and hence also (ii), and since conditions (iii) and (iii') follow immediately from (7.1), no further work is required to show the equivalence of Kato's four conditions.
(It is also possible to directly adapt Kato's argument to our setting, thereby establishing the vanishing viscosity limit in the spirit of Kato. This requires, however, all of the results developed to prove the vanishing viscosity limit in Theorem 8.4 and considerably more effort besides.)

We can bound the rate at which the convergence in condition (iii') occurs, giving us some idea of what is happening in the boundary layer.

Theorem 10.1. With the assumptions in Theorem 8.4,

$$
\nu \int_{0}^{T}\|\nabla u\|_{L^{2}\left(\Gamma_{c \nu}\right)}^{2} d t \leq C\left(p, T, \alpha, \kappa, u^{0}\right) T(2 c)^{1-2 / p} \nu^{2-2 / p}
$$

for all $p$ in $(2, \infty)$ and $t$ in $[0, T]$.

Proof. We have, using (7.1) and Corollary 3.2,

$$
\begin{aligned}
\|\nabla u\|_{L^{2}\left(\Gamma_{\delta / 2}\right)} & \leq\|z \nabla u\|_{L^{2}\left(\Gamma_{\delta}\right)} \leq\|z\|_{L^{p^{\prime}}\left(\Gamma_{\delta}\right)}\|\nabla u\|_{L^{p}(\Omega)} \\
& \leq\|z\|_{L^{p^{\prime}}\left(\Gamma_{\delta}\right)}\left(C p\|\omega\|_{L^{p}(\Omega)}+C^{\prime}\|u\|_{L^{2}(\Omega)}\right) \\
& \leq\|z\|_{L^{p^{\prime}}\left(\Gamma_{\delta}\right)}\left(C p\left(\left\|\omega^{0}\right\|_{L^{p}}+C_{0}\right)+C^{\prime}\|u\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

where $1 / p^{\prime}+1 / p=1 / 2$. But

$$
\|z\|_{L^{p^{\prime}}} \leq C \delta^{1 / p^{\prime}}=C \delta^{1 / 2-1 / p}
$$

Substituting this into the earlier inequality, squaring the result, setting $\delta=2 c \nu$, and integrating over time conclude the proof.

The proof of Theorem 10.1 shows that the square of the gradient of the velocity for a solution to $(N S)$ with Navier boundary conditions vanishes in the $L^{2}$-norm nearly linearly with the width of the boundary layer. We could obtain linear convergence for appropriate smoother initial velocities if we could show that $\|\nabla u\|_{L^{\infty}(\Omega)}$ is bounded uniformly over small $\nu$. It is not at all clear, however, whether such a result is obtainable. In any case, the behavior of the boundary layer for Navier boundary conditions is principally derived from the boundary conditions themselves and is not highly dependent upon the smoothness of the initial velocity.

This is in contrast to no-slip boundary conditions, where for smooth data probably the strongest general statement that can be made was made by Kato in [13] with his equivalent conditions for the vanishing viscosity limit. (See also the incremental improvement in [23] and [27].) For the less regular initial velocities that we assume in Theorem 8.4, it is quite possible that a condition stronger than Kato's condition (iii') is required to imply convergence in the vanishing viscosity limit. This is because there is no known bound on $\|u\|_{L^{2}\left([0, T] ; L^{\infty}(\Omega)\right)}$ uniform over small $\nu$, which is required to achieve the vanishing viscosity limit using Osgood's lemma as in section 8. In fact, obtaining such a bound would almost certainly require obtaining a uniform bound on the $L^{p}$-norm of the vorticity for some $p>2$, which is tantamount to establishing the vanishing viscosity limit to begin with, at least for smooth initial data.

Appendix. Compatible sequences. For $p$ in $(1, \infty)$, define the spaces

$$
\begin{equation*}
X_{0}^{p}=H_{0} \cap H^{1, p}(\Omega) \text { and } X^{p}=H \cap H^{1, p}(\Omega)=X_{0}^{p} \oplus H_{c} \tag{A.1}
\end{equation*}
$$

each with the $H^{1, p}(\Omega)$-norm.
Lemma A.1. Let $p$ be in $(1, \infty]$. For $p<2$ let $\widehat{p}=p /(2-p)$, for $p>2$ let $\widehat{p}=\infty$, and for $p=2$ let $\widehat{p}$ be any value in $[2, \infty]$. Then for any $v$ in $X_{0}^{p}$,

$$
\|v\|_{L^{\hat{p}}(\Gamma)} \leq C(p)\|\omega(v)\|_{L^{p}(\Omega)}
$$

Proof. For $p<2$ and any $v$ in $X_{0}^{p}$, we have

$$
\begin{aligned}
\|v\|_{L^{\hat{p}}(\Gamma)} & \leq C(p)\|v\|_{L^{p}(\Omega)}^{1-\lambda}\|\nabla v\|_{L^{p}(\Omega)}^{\lambda} \leq C(p)\|\nabla v\|_{L^{p}(\Omega)} \\
& \leq C(p)\|\omega(v)\|_{L^{p}(\Omega)}
\end{aligned}
$$

where $\lambda=2(\widehat{p}-p) /(p(\widehat{p}-1))=1$ if $p<2$ and $\lambda=2 / p$ if $p \geq 2$. The first inequality follows from Theorem 3.1 on page 43 of [7], the second follows from (2.3), and the third from Lemma 3.1.

Given a vorticity $\omega$ in $L^{p}(\Omega)$ with $p$ in $(1, \infty)$, the Biot-Savart law gives a vector field $v$ in $H$ whose vorticity is $\omega$. (That $v$ is in $L^{2}(\Omega)$ follows as in the proof of Lemma A.1, $\Omega$ being bounded.) Let $v=u+h$, where $u$ is in $H_{0}$ and $h$ is in $H_{c}$. Then $\omega(u)=\omega$ as well, so we can define a function $K_{\Omega}$ : $L^{p}(\Omega) \rightarrow H_{0}$ by $\omega \mapsto u$ having the property that $\omega\left(K_{\Omega}[\omega]\right)=\omega$. By (2.3) and Lemma 3.1, $u$ is also in $H^{1, p}(\Omega)$, so, in fact, $K_{\Omega}$ : $L^{p}(\Omega) \rightarrow X_{0}^{p}$ and is the inverse of the function $\omega$. It is continuous by the same two lemmas. We can write the inequality in Lemma A.1, then, as $\left\|K_{\Omega}[\omega]\right\|_{L^{\hat{p}}(\Gamma)} \leq C(p)\|\omega\|_{L^{p}(\Omega)}$.

Theorem A.2. Assume that $\Gamma$ is $C^{2}$ and $\alpha$ is in $L^{\infty}(\Gamma)$. Let $v$ be in $X^{p}$ for some $p$ in $(1, \infty)$ and have vorticity $\omega$. Then there exists a sequence $\left(v_{n}\right)$ of compatible vector fields (Definition 7.2) whose vorticities converge strongly to $\omega$ in $L^{p}(\Omega)$. The vector fields $\left(v_{n}\right)$ converge strongly to $v$ in $X^{p}$ and, if $p \geq 2$, also in $V$.

Proof. Our proof is a minor adaptation of that of Lemma 2 of [17], which we first summarize. Let $N_{n}$ be a tubular neighborhood of $\Gamma$ of width $2 / n$ (for $n$ sufficiently large) and let $U_{n}=N_{n} \cap \Omega$. Define $d: U_{n} \rightarrow \mathbb{R}^{+}$by $d(x)=\operatorname{dist}(x, \Gamma)$ and $r: U_{n} \rightarrow \Gamma$ by letting $r(x)$ be the nearest point to $x$ on $\Gamma$. Define a cutoff function $\zeta_{n}$ in $C^{\infty}(\Omega)$ taking values in $[0,1]$ so that $\zeta_{n} \equiv 0$ on $U_{n+1}$ and $\zeta_{n} \equiv 1$ on $\Omega \backslash U_{n}$, and let the sequence $\left(\eta_{k}\right)$ be an approximation of the identity.

It is shown in [17] that $\beta$ is a continuous extension operator from $L^{\widehat{p}}(\Gamma)$ into $L^{p}(\Omega)$, where

$$
\beta(G)(x):=\zeta_{n}(x)\left(\eta_{n} * \omega\right)(x)+\left(1-\zeta_{n}(x)\right) e^{-n d(x)} G(r(x))
$$

and where $\widehat{p}$ is defined as in Lemma A.1. In calculating $\eta_{n} * \omega$, we extend $\omega$ by zero to all of $\mathbb{R}^{2}$. Defining $\Psi: L^{\widehat{p}}(\Gamma) \rightarrow L^{\widehat{p}}(\Gamma)$ by

$$
\Psi(G)=(2 \kappa-\alpha) K_{\Omega}\left[\beta_{n}(G)\right] \cdot \boldsymbol{\tau}
$$

it is shown that $\Psi$ is a contraction mapping for sufficiently large $n$ and so has a unique fixed point, $G^{n}$. Finally, defining $\omega_{n}=\beta\left(G^{n}\right)$, the authors show that $\omega_{n}$ converges to $\omega$ in $L^{p}(\Omega)$ (this argument uses Lemma A.1). Key to this last step is demonstrating that $\left\|G^{n}\right\|_{L^{\hat{p}}(\Gamma)}$ is bounded over $n$.

Since the authors of [17] are working in a simply connected domain, they can deal exclusively with vorticity. To adapt their proof to multiply connected domains, where we must recover the velocity with the proper harmonic component, requires only one change to their construction. We suppose that $v=u+h$ with $u \in X_{0}^{p}$ and $h$ in $H_{c}$ and define

$$
\Psi(G)=(2 \kappa-\alpha)\left(K_{\Omega}[\beta(G)]+h\right) \cdot \boldsymbol{\tau}
$$

In forming the difference $\Psi\left(G_{1}\right)-\Psi\left(G_{2}\right)$ the term $(2 \kappa-\alpha) h \cdot \boldsymbol{\tau}$ cancels, and the existence of a unique fixed point $G^{n}$ follows precisely as in [17].

We can now define

$$
\omega_{n}=\beta\left(G_{n}\right), v_{n}=K_{\Omega}\left[\omega_{n}\right]+h,
$$

and observe that on $\Gamma$,

$$
\begin{aligned}
\omega\left(v_{n}\right) & =\omega_{n}=\beta\left(G^{n}\right)=G^{n}=\Psi\left(G^{n}\right)=(2 \kappa-\alpha)\left(K_{\Omega}\left[\beta\left(G^{n}\right)\right]+h\right) \cdot \boldsymbol{\tau} \\
& =(2 \kappa-\alpha)\left(K_{\Omega}\left[\omega_{n}\right]+h\right) \cdot \boldsymbol{\tau}=(2 \kappa-\alpha) v_{n} \cdot \boldsymbol{\tau}
\end{aligned}
$$

so $v_{n}$ satisfies the Navier boundary conditions. (Note that we had to include the harmonic component $h$ of the velocity in the definition of $\Psi$; we could not simply apply Lemma 2 of [17] to $u$ and add $h$ to the resulting vector field, because such a vector field would not, in general, satisfy the Navier boundary conditions.)

The convergence of $\omega_{n}$ to $\omega$ in $L^{p}(\Omega)$ is argued as in [17], except that now, to show that $\left\|G^{n}\right\|_{L^{\hat{p}}(\Gamma)}$ is bounded over $n$, we have

$$
\begin{aligned}
\left\|G^{n}\right\|_{L^{\hat{p}}(\Gamma)} & \leq\|2 \kappa-\alpha\|_{L^{\infty}}\left\|K_{\Omega}\left[\omega_{n}\right]+h\right\|_{L^{\hat{p}}(\Gamma)} \\
& \leq C\left(\left\|K_{\Omega}\left[\omega_{n}\right]\right\|_{L^{\hat{p}}(\Gamma)}+\|h\|_{L^{\hat{p}}(\Gamma)}\right) \\
& \leq C\left(\|\omega\|_{L^{p}(\Omega)}+\frac{1}{2}\left\|G^{n}\right\|_{L^{\hat{p}}(\Gamma)}+\|\nabla h\|_{L^{p}(\Omega)}\right)
\end{aligned}
$$

for $n$ sufficiently large. Here, the bound on $\left\|K_{\Omega}\left[\omega_{n}\right]\right\|_{L^{\hat{p}}(\Gamma)}$ is as in [17] and the bound on $\|h\|_{L^{\hat{p}}(\Gamma)}$ follows from Theorem 3.1 on page 43 of [7] and (2.3) as in the proof of Lemma A.1. It follows that $\left\|G^{n}\right\|_{L^{\hat{p}}(\Gamma)} \leq C\|v\|_{X_{p}}$ for sufficiently small $n$, which is what is required to complete the proof of the convergence of $\omega_{n}$ to $\omega$ in $L^{p}(\Omega)$ as in [17].

To prove the convergence of $v_{n}$ to $v$ in $X^{p}$, we observe that

$$
\begin{aligned}
\| \nabla v & -\nabla v_{n}\left\|_{L^{p}(\Omega)}=\right\| \nabla u+\nabla h-\left(\nabla K_{\Omega}\left[\omega_{n}\right]+\nabla h\right) \|_{L^{p}(\Omega)} \\
& =\left\|\nabla\left(u-K_{\Omega}\left[\omega_{n}\right]\right)\right\|_{L^{p}(\Omega)} \leq C p\left\|\omega\left(u-K_{\Omega}\left[\omega_{n}\right]\right)\right\|_{L^{p}(\Omega)} \\
& =C p\left\|\omega-\omega_{n}\right\|_{L^{p}(\Omega)}
\end{aligned}
$$

where we used Lemma 3.1. Then by (2.3), $v_{n}$ converges strongly to $v$ in $X^{p}$ as well. Convergence in $V$ for $p \geq 2$ follows since $\Omega$ is bounded.

Our only use of Theorem A. 2 is in the proofs of Theorem 7.3 and Corollary A.3. In both of these instances we need only the case $p \geq 2$. We include all the cases, however, for the same reason as in [17]: we hope that if the vorticity bound in Lemma 3 of [17] can be extended to $p$ in $(1,2)$, then the convergence in Proposition 1 of [17] can also be extended (for multiply connected $\Omega$ ).

Corollary A.3. Assume that $\Gamma$ is $C^{2}$, and $\alpha$ is in $L^{\infty}(\Gamma)$. Then there exists a basis for $V$ lying in $\mathcal{W}$ that is also a basis for $H$.

Proof. The space $V=\left(V \cap H_{0}\right) \oplus H_{c}$ is separable because $V \cap H_{0}$ is the image under the continuous function $K_{\Omega}$ of the separable space $L^{2}(\Omega)$ and $H_{c}$ is finitedimensional. Let $\left\{v_{i}\right\}_{i=1}^{\infty}$ be a dense subset of $V$. Applying Theorem A. 2 to each $v_{i}$ and unioning all the sequences, we obtain a countable subset $\left\{u_{i}\right\}_{i=1}^{\infty}$ of $\mathcal{W}$ that is dense in $V$. Selecting a maximal independent set gives us a basis for $V$ and for $H$ as well, since $V$ is dense in $H$.
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#### Abstract

Established here is the uniquenes of solutions for the traveling wave problem $c U^{\prime}(x)=$ $U(x+1)+U(x-1)-2 U(x)+f(U(x)), x \in \mathbb{R}$, under the monostable nonlinearity: $f \in C^{1}([0,1]), f(0)=$ $f(1)=0<f(s) \forall s \in(0,1)$. Asymptotic expansions for $U(x)$ as $x \rightarrow \pm \infty$, accurate enough to capture the translation differences, are also derived and rigorously verified. These results complement earlier existence and partial uniqueness/stability results in the literature. New tools are also developed to deal with the degenerate case $f^{\prime}(0) f^{\prime}(1)=0$, about which is the main concern of this article.
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1. Introduction. Consider a system of countably many ordinary differential equations, for $\left\{u_{n}(\cdot)\right\}_{n \in \mathbb{Z}}$,

$$
\begin{equation*}
\dot{u}_{n}(t)=u_{n+1}(t)-2 u_{n}(t)+u_{n-1}(t)+f\left(u_{n}(t)\right), \quad n \in \mathbb{Z}, t>0 \tag{1.1}
\end{equation*}
$$

where $f$ is a nonlinear forcing term satisfying $f(0)=f(1)=0$. This system can be embedded into a larger one, for an unknown $\{u(x, \cdot)\}_{x \in \mathbb{R}}$,

$$
\begin{equation*}
u_{t}(x, t)=u(x+1, t)-2 u(x, t)+u(x-1, t)+f(u(x, t)), \quad x \in \mathbb{R}, t>0 \tag{1.2}
\end{equation*}
$$

A solution of (1.2) or (1.1) is called a traveling wave with speed $c$ if there exists a function $U$ defined on $\mathbb{R}$ such that $u(x, t)=U(x+c t)$ or $u_{n}(t)=U(n+c t)$. Here $U$ is referred to as the wave profile. Of interest are solutions taking values in $[0,1]$, specifically, traveling waves connecting the steady states $\mathbf{0}$ and $\mathbf{1}$, i.e., traveling wave solutions $(c, U) \in \mathbb{R} \times C^{1}(\mathbb{R})$ of the traveling wave problem

$$
\left\{\begin{array}{l}
c U^{\prime}(\cdot)=U(\cdot+1)+U(\cdot-1)-2 U(\cdot)+f(U(\cdot)) \quad \text { on } \mathbb{R},  \tag{1.3}\\
U(-\infty)=0, \quad U(\infty)=1, \quad 0 \leqslant U \leqslant 1 \quad \text { on } \mathbb{R} .
\end{array}\right.
$$

Equation (1.1) can be found in many biological models (e.g., [9, 20, 22]). Also, it can be regarded as a spatial-discrete version of the parabolic partial differential equation

$$
\begin{equation*}
u_{t}=u_{x x}+f(u) . \tag{1.4}
\end{equation*}
$$

[^13]The existence, uniqueness, and stability of traveling waves of (1.1) have been extensively studied recently under various assumptions on $f$; see, for example, $[1,5,6$, $7,10,12,24,25,26,27]$. The commonly used assumption includes the condition of nondegeneracy $f^{\prime}(0) f^{\prime}(1) \neq 0$. For bistable dynamics, i.e., $f^{\prime}(0)<0$ and $f^{\prime}(1)<0$, the results on traveling waves are quite complete; see, for example, $[1,7,25,26]$ and the references therein. This paper concerns only the monostable dynamics, i.e., $f$ satisfies

$$
\begin{equation*}
f \in C^{1}([0,1]), \quad f(0)=f(1)=0<f(s) \quad \forall s \in(0,1) \tag{A}
\end{equation*}
$$

Under the nondegeneracy and the condition that $f(s) \leqslant f^{\prime}(0) s$ for all $s \in[0,1]$, Zinner, Harris, and Hudson established the existence of traveling waves [27]; see also the later developments of Fu, Guo, and Shieh [10] and Chen and Guo [5]. The uniqueness issue was not satisfactorily resolved until a recent paper of Chen and Guo [6]. For easy reference, we quote here the following existence and uniqueness result from [6].

Proposition 1. Assume (A).
(i) There exists $c_{\min }>0$ such that (1.3) admits a solution if and only if $c \geqslant c_{\min }$.
(ii) Given $c \geqslant c_{\min }$, there is a speed $c$ wave profile satisfying $U^{\prime}>0$ on $\mathbb{R}$.
(iii) Given $c>0$, (1.3) admits a solution if there is a supersolution of speed $c$.
(iv) When $f^{\prime}(0) f^{\prime}(1) \neq 0$, wave profiles are unique up to a translation. In addition,

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \frac{U^{\prime}(x)}{U(x)}=\lambda, \quad \lim _{x \rightarrow \infty} \frac{U^{\prime}(x)}{U(x)-1}=\mu \tag{1.5}
\end{equation*}
$$

where $\lambda$ is a positive real root of the characteristic equation

$$
\begin{equation*}
c \lambda=e^{\lambda}+e^{-\lambda}-2+f^{\prime}(0) \tag{1.6}
\end{equation*}
$$

and $\mu$ is the negative real root of the characteristic equation

$$
\begin{equation*}
c \mu=e^{\mu}+e^{-\mu}-2+f^{\prime}(1) \tag{1.7}
\end{equation*}
$$

In addition, when $c>c_{\min }$, $\lambda$ is the smaller real root of the characteristic equation (1.6).

Here by a supersolution of wave speed $c$ it means a nonconstant Lipschitz continuous function $\Phi$ from $\mathbb{R}$ to $[0,1]$ satisfying

$$
c \Phi^{\prime}(x) \geqslant \Phi(x+1)+\Phi(x-1)-2 \Phi(x)+f(\Phi(x)) \quad \text { a.e. } \quad x \in \mathbb{R}
$$

Note that for any real numbers $m$ and $k$, the function $z \in \mathbb{R} \rightarrow e^{z}+e^{-z}+m z+k$ is strictly convex, so the characteristic equation has at most two real roots. Since $f^{\prime}(1) \leqslant$ 0 and $c>0$, there is a unique nonpositive real root $\mu$ to $c \mu=e^{\mu}+e^{-\mu}-2+f^{\prime}(1)$. For the characteristic equation at 0 , we define

$$
c_{*}=\min _{z>0} \frac{e^{z}+e^{-z}-2+f^{\prime}(0)}{z} \begin{cases}>0 & \text { if } f^{\prime}(0)>0,  \tag{1.8}\\ =0 & \text { if } f^{\prime}(0)=0\end{cases}
$$

Suppose $f^{\prime}(0)>0$. There are two real roots to $c \lambda=e^{\lambda}+e^{-\lambda}-2+f^{\prime}(0)$ when $c>c_{*}$; both are positive. When $c=c_{*}$, there is a unique real root, positive and of multiplicity two. When $c<c_{*}$, there are no real roots, so the assertion of Proposition 1 implicitly implies that $c_{\min } \geqslant c_{*}$. In addition, suppose $f(s) \leqslant f^{\prime}(0) s$ for all $s \in[0,1]$.

Then it is easy to verify that $\Phi(x):=\min \left\{e^{\lambda x}, 1\right\}$ is a supersolution of speed $c$ if $c \lambda=e^{\lambda}+e^{-\lambda}-2+f^{\prime}(0)$. This implies that $c_{\text {min }}=c_{*}$. When $f^{\prime}(0)=0$, we see that $c_{*}=0$ and $\lambda=0$ is a root to the characteristic equation at 0 . Nevertheless, since $c_{\text {min }}>0$, we see an example that $c_{\text {min }}>c_{*}$.

It is important to observe that a (monotonic) wave profile $U^{\text {min }}$ of the minimum speed is a supersolution of any wave speed $c>c_{\text {min }}$. Since among all wave profiles of all admissible speeds $U^{\text {min }}$ decays with the largest exponential rate as $x \rightarrow-\infty$, it is not always true that near $-\infty$ a supersolution is bigger than a true solution under a certain translation. Thus, Proposition 1(iii) is highly nontrivial; its proof in [6] was based on an original idea of the authors of [27], with a simplification that avoids the use of degree theory.

The purpose of this paper is to remove the nondegeneracy condition $f^{\prime}(0) f^{\prime}(1) \neq 0$ made in Proposition 1(iv); that is, we are mainly concerned with the degenerate case $f^{\prime}(0) f^{\prime}(1)=0$. We shall also introduce a number of new techniques. In terms of the differential equation (1.4), existence, uniqueness, and asymptotic stability of traveling waves have been established (cf. [13, 14, 17, 21]). Here we would like to extend the analogous result for (1.4) to (1.1). We summarize our results for the traveling wave problem (1.3) as follows.

Theorem 1. Assume (A). Wave profiles of a given speed are unique up to a translation.

Theorem 2. Assume (A). Any wave profile is monotonic; i.e., $U^{\prime}>0$ on $\mathbb{R}$.
Theorem 3. Assume (A). Any solution $(c, U)$ of (1.3) satisfies (1.5) and

$$
\begin{array}{rlrl}
\lim _{x \rightarrow-\infty} \frac{U^{\prime \prime}(x)}{U^{\prime}(x)} & =\lambda, & \lim _{x \rightarrow-\infty} \frac{f(U(x))}{U^{\prime}(x)}= \begin{cases}c & \text { if } \lambda=0 \\
f^{\prime}(0) / \lambda & \text { otherwise }\end{cases} \\
\lim _{x \rightarrow \infty} \frac{U^{\prime \prime}(x)}{U^{\prime}(x)}=\mu, & \lim _{x \rightarrow \infty} \frac{f(U(x))}{U^{\prime}(x)}= \begin{cases}c & \text { if } \mu=0 \\
f^{\prime}(1) / \mu & \text { otherwise }\end{cases}
\end{array}
$$

where $\lambda$ is a nonnegative real root of the characteristic equation (1.6) and $\mu$ is the nonpositive real root of (1.7).

In addition, $\lambda$ is the smaller root when $c>c_{\min }$ and the larger root when $c=c_{\min }$.
Note that the root $\mu \leqslant 0$ to (1.7) is unique. In particular, $\mu=0$ when $f^{\prime}(1)=0$. Also, $\lambda=0$ when $f^{\prime}(0)=0$ and $c>c_{\min }$; otherwise, $\lambda>0$. Note also that when $c_{\min }>c_{*}$, the characteristic equation (1.6) always has two positive real roots. To our knowledge, it is new in the literature that, as a principle, $\lambda$ is the larger root of the characteristic equation (1.6) when $c=c_{\min }>c_{*}$, where $c_{*}$ is as in (1.8).

In [6], the following general system is considered

$$
u_{t}(x, t)=g(u(x+1, t))-2 g(u(x, t))+g(u(x-1, t))+f(u(x, t))
$$

where $g(\cdot)$ is increasing. Under a variable change $v=[g(u)-g(0)] /[g(1)-g(0)]$, the system can be rewritten as

$$
h(v(x, t)) v_{t}(x, t)=v(x+1, t)+v(x-1, t)-2 v(x, t)+\tilde{f}(v(x, t))
$$

Under assumptions that $h \in C^{1}$ and $h>0$ on $[0,1]$, all the analysis and results presented in this paper apply to such an extended version.

In one of his celebrated pioneer works in 1982, Weinberger [23] studied the long time (as $n \rightarrow \infty$ ) behavior and the existence of planar traveling waves for fully discrete Fisher's-type models of the form, for $\mathbf{u}^{n}:=\left\{u_{j}^{n}\right\}_{j \in H}$,

$$
\mathbf{u}^{n+1}-\mathbf{u}^{n}=Q\left[\mathbf{u}^{n}\right], \quad n=0,1,2, \ldots
$$

where $Q$ is a translation invariant (e.g., autonomous) nonlinear operator and typical examples of $H$ are $H=\mathbb{R}^{m}$ and $H=\mathbb{Z}^{m}(m \geqslant 1)$. In particular, for each unit vector $\xi$ there exists a constant $c^{*}(\xi)$ (the minimal wave speed) such that $c^{*}(\xi)$ is the asymptotic propagation speed for arbitrarily initial disturbance. After deriving a lower and an upper bound for $c^{*}(\xi)$, the author established the existence of planar traveling wave with speed $c$ for any $c \geq c^{*}(\xi)$, and nonexistence for $c<c^{*}(\xi)$. While Weinberger established striking results for an extremely general fully discrete monostable dynamics, here by contrast, we focus our attention only on a one-dimensional semidiscrete (i.e., continuous in time) version (1.1) or (1.2). Our main concerns in this paper are (1) the uniqueness and asymptotic behavior (as $x \rightarrow \infty$ ) of the traveling waves, and (2) the highly nontrivial extension of the current knowledge on nondegenerate monostable dynamics to its degenerate case, i.e., to the case $f^{\prime}(0) f^{\prime}(1)=0$. That is to say, our work extends that of Weingerber's pioneer systematic analysis in two directions: firstly from the fully discrete version to semidiscrete version and, secondly, from nondegenerate steady states to general degenerate and/or nondegenerate steady states.

In the higher space dimensional case, the dynamics

$$
u_{t}(x, t)=\sum_{i, j=1}^{m} a_{i j} \frac{\partial^{2} u(x, t)}{\partial x_{i} \partial x_{j}}+f(u(x, t)), \quad x \in \mathbb{R}^{m}, t>0
$$

where $\left(a_{i j}\right)_{m \times m}$ is a positive definite matrix, exhibits a variety of interesting wave phenomena; see, for example, Hamel and Nadirashvili [11], Berestycki and Larrouturou [3], and the references therein. A two-dimensional analogue of (1.1) takes the form

$$
\dot{u}_{i j}=a\left[u_{i+1, j}+u_{i-1, j}\right]+b\left[u_{i, j+1}+u_{i, j-1}\right]+F\left(u_{i j}\right), \quad i, j \in \mathbb{Z}
$$

where $a, b$ are positive constants. Here a planar traveling wave refers to a solution of the form $u_{i j}(t)=U(i \cos \theta+j \sin \theta+c t)$ for all $i, j \in \mathbb{Z}$ and $t \in \mathbb{R}$, where $(\cos \theta, \sin \theta)$ is the wave direction and $c=c(\theta)$ is the wave speed. Note that $U \in C^{1}(\mathbb{R})$ satisfies

$$
c U^{\prime}(\xi)=a[U(\xi+\cos \theta)+U(\xi-\cos \theta)]+b[U(\xi+\sin \theta)+U(\xi-\sin \theta)]+F(U(\xi))
$$

In this direction, we refer the reader to Chen [4], Chow, Mallet-Paret and Shen [7, 8] and Mallet-Paret $[15,16]$ for the bistable case and Shen $[18,19]$ for the bistable time almost periodic case. Clearly, our traveling wave problem is only the special case of $|\theta|=\frac{\pi}{4}$. We expect that our results and methods can be extended in a great extent to this new problem.

We remark that limit, as $a \searrow 0$, of the bistable nonlinearity $f(u)=u(1-$ $u)(u-a)$ is the degenerate monostable nonlinearity $f(u)=u^{2}(1-u)$. The limiting process is continuous in the sense that the unique (modulo the translation invariance) traveling wave for the bistable nonlinearity approaches the unique minimum wave speed traveling wave for the degenerate monostable nonlinearity. The limiting process is not continuous in the sense that for the bistable case there is only one traveling wave, whereas for the monostable case, there are infinitely many traveling waves. We would like to point out that many tools that work for the bistable case do not work here for the monostable case; for example, in general the tools used for the construction of supersolutions in the bistable case do not work for the monostable case. Exaggerating a little bit, one may say that the bistable dynamics and monostable dynamics are different, and so are many of the mathematical tools to study them.

Now we briefly discuss our analysis towards our main results. The proof of uniqueness (Theorem 1) relies on the monotonicity (Theorem 2) and the detailed asymptotic behavior (Theorem 3) of wave profiles. Two new techniques are specifically developed here to study the uniqueness of traveling waves of monostable dynamics. One of them, which we call magnification and is originated from [6], is to magnify appropriately the difference between two wave profiles $U$ and $V$ by (for the purpose of demonstration only, considering the case $c>c_{\text {min }}$ )

$$
W(\xi, x)=\int_{V(x)}^{U(x+\xi)} \frac{d s}{f(s)}
$$

Such a magnification has a special property $\lim _{x \rightarrow-\infty} W_{x}(\xi, x)=0$ for any $\xi \in \mathbb{R}$ and a general property $\inf _{(\xi, x) \in \mathbb{R}^{2}} W_{\xi}(\xi, x)>0$. From a basic comparison (for monotonic profiles) which says that if $U>V$ on $[a-1, a) \cup(b, b+1]$, then $U>V$ on $[a, b]$, these two properties prohibit $W$ from any oscillations with nonvanishing magnitude as $x \rightarrow-\infty$; namely, there exists $\lim _{x \rightarrow-\infty} W(\xi, x)$ (which may be infinite). Consequently, any two wave profiles are ordered near $-\infty$; see section 4 for more details. An additional advantage of this magnification is that $\lim _{x \rightarrow-\infty} W(\xi, x)$ exists even if $V$ is merely a sub- or a supersolution. This fact will be used in section 5 to find asymptotic expansions of wave profiles.

The other technique, which we call compression, is developed to include the treatment of the degenerate case $f^{\prime}(1)=0$. Traditionally near $\infty$ one uses $\min \{U+\varepsilon, 1\}$ as a supersolution which works for both monostable and bistable dynamics but needs the assumption that $f^{\prime} \leqslant 0$ on $[1-\delta, 1]$ for some $\delta>0$. To deal with the general case, we use the following compression to obtain (local) supersolutions:

$$
Z(\ell, x)=U([1+\ell] x), \quad x \gg 1, \ell \in(0,1] .
$$

The asymptotic behavior of wave profiles implies that $Z$ approaches 1 as $x \rightarrow \infty$ at a rate faster than any wave profile. With a limiting $\ell \searrow 0$ process, we can show that near $\infty$, one wave profile is always bigger than a certain translation of any other wave profile.

The asymptotic behavior (1.5) follows from an analysis similar to that in [6]. After a thorough reinvestigation of the method used in [6], we found that the method in [6] can be rephrased into the following quite fundamental theory.

THEOREM 4. Let $c>0$ be a constant and $B(\cdot)$ be a continuous function having finite $B( \pm \infty):=\lim _{x \rightarrow \pm \infty} B(x)$. Let $z(\cdot)$ be a measurable function satisfying

$$
\begin{equation*}
c z(x)=e^{\int_{x}^{x+1} z(s) d s}+e^{-\int_{x-1}^{x} z(s) d s}+B(x) \quad \forall x \in \mathbb{R} \tag{1.9}
\end{equation*}
$$

Then $z$ is uniformly continuous and bounded. In addition, $\omega^{ \pm}=\lim _{x \rightarrow \pm \infty} z(x)$ exist and are real roots of the characteristic equation $c \omega=e^{\omega}+e^{-\omega}+B( \pm \infty)$.

Note that each of $z=U^{\prime} / U, U^{\prime} /(U-1)$ and $U^{\prime \prime} / U^{\prime}$ satisfies an equation of the form (1.9). This theory provides a powerful tool to study the asymptotic behavior, as $x \rightarrow \pm \infty$, of positive solutions of a variety of semilinear finite difference-differential equations. In particular, once the monotonicity $U^{\prime}>0$ is shown, $z=U^{\prime \prime} / U^{\prime}$ is then well defined and all the limits stated in Theorem 3 follow immediately from the theory.

Now the focus is shifted to show the monotonicity of $U$. In the nondegenerate case, $\mu<0<\lambda$, so that (1.5) and a comparison between $U(x+h)$ and $U(x)$ on a compact interval imply that $U^{\prime}>0$ on $\mathbb{R}$. In the degenerate case, $\lambda \mu=0$, so (1.5) is not sufficient for such an argument. We shall develop a blow-up technique, showing
that $U^{\prime}>0$ on a sequence of intervals $\left\{\left[\xi_{i}-1, \xi_{i}+1\right]\right\}$ of two-unit length, where $\lim _{i \rightarrow \pm \infty} \xi_{i}= \pm \infty$. Then we develop a modified sliding method which enables us to compare $U(x+h)$ and $U(x)$ on any finite interval $\left[\xi_{i}-1, \xi_{j}+1\right](i<j)$ to prove the monotonicity result.

For a solution of (1.2) or (1.4) with initial value $u(x, 0)$, its long time behavior (e.g. approaching a traveling wave) depends on the asymptotic behavior of $u(x, 0)$ as $x \rightarrow-\infty$, i.e., tails of which wave profile $U(x)$ that $u(\cdot, 0)$ resembles; see, for example, $[2,5]$ and the references therein. For this purpose, we shall also provide asymptotic expansions, accurate enough to capture the translation difference of wave profiles near $\pm \infty$. In particular, under the condition that $f(u)=f^{\prime}(0) u+O\left(u^{1+\alpha}\right)$ for some $\alpha>0$ and all small $u$, we show the following:
(i) If $c=c_{\text {min }}$ and the larger root $\lambda$ of (1.6) is not a double root, then for some $x_{0} \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} e^{-\lambda x} U\left(x+x_{0}\right)=1 \tag{1.10}
\end{equation*}
$$

(ii) If $c=c_{\min }$ and $\lambda$ is a double root, then for some $x_{0} \in \mathbb{R}$,

$$
\begin{equation*}
\text { either } \lim _{x \rightarrow-\infty} \frac{U\left(x+x_{0}\right)}{|x| e^{\lambda x}}=1 \quad \text { or } \quad \lim _{x \rightarrow-\infty} \frac{U\left(x+x_{0}\right)}{e^{\lambda x}}=1 \tag{1.11}
\end{equation*}
$$

(iii) If $c>c_{\text {min }}$ and $f^{\prime}(0)>0$, then (1.10) holds for some $x_{0} \in \mathbb{R}$ with $\lambda$ the smaller root of (1.6).

Note that $\lambda>0$ in all these cases, so, as we expected from (1.5), $U(x)$ decays to zero exponentially fast as $x \rightarrow-\infty$. Earlier results (e.g., $[5,10,12,27]$ ) on this matter depend on the construction of global sub- and supersolution pairs that sandwich a wave profile. Such a construction is possible for all large wave speeds for general $f$ and for all nonminimum wave speeds when $f(s) \leqslant f^{\prime}(0) s$ for all $s \in[0,1]$. We remark that the stability (which implies uniqueness) result in [5] was established under the assumption (1.10). By proving (1.10), the result in [5] then implies that any solution of (1.2) approaches, as $t \rightarrow \infty$, a traveling wave of speed $c\left(>c_{\min }\right)$ if $u(\cdot, 0)$ takes values on $[0,1]$ and

$$
\lim _{x \rightarrow-\infty} e^{-\lambda x} u(x, 0)=1, \quad \liminf _{x \rightarrow \infty} u(x, 0)>0
$$

On the other hand, $\lambda=0$ when $f^{\prime}(0)=0$ and $c>c_{\text {min }}$, so from (1.5), an exponential decay is impossible and an algebraic decay is to be expected (cf. [13, 14, $17,21]$ for (1.4)). Indeed, under certain additional assumptions (cf. (B1) in section 5) we show the following:

If $c>c_{\min }$ and $f^{\prime}(0)=0$, then for some $x_{0} \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{x \rightarrow-\infty}\left\{\int_{1 / 2}^{U(x)} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]}-\frac{x+x_{0}}{c}\right\}=0 \tag{1.12}
\end{equation*}
$$

For example, when $f(u)=\kappa u^{2}(1-u)^{p}(\kappa>0, p \geq 1)$, the above limit yields

$$
U(x)=\frac{c}{\kappa\left[|x|-x_{0}+o(1)\right]+(p c-2 \kappa / c) \ln |x|} \quad \text { as } x \rightarrow-\infty
$$

The asymptotic expansion of $U(x)$ as $x \rightarrow \infty$ can be treated similarly. Indeed,

$$
\lim _{x \rightarrow \infty}\left\{\int_{1 / 2}^{U(x)} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]}-\frac{x+x_{0}}{\nu}\right\}=0
$$

for some $x_{0} \in \mathbb{R}$, where $\nu=c$ if $f^{\prime}(1)=0$ and $\nu=f^{\prime}(1) / \mu$ if $f^{\prime}(1)<0$. Since this limiting behavior has nothing to do with the condition needed on the initial data for the long time behavior of solutions of (1.2), we choose to omit the details here.

This paper is organized as follows. In section 2, we derive the asymptotic behavior of wave profiles near $\pm \infty$ and prove Theorem 3. We prove the monotonicity of wave profiles (Theorem 2) in section 3, by using the method of sliding and a new blowup technique. In section 4 , the uniqueness of traveling waves is established. Finally in section 5, we construct suitable local super/subsolutions to verify our asymptotic expansions of wave profiles near $x= \pm \infty$.
2. Asymptotic behavior of wave profiles near $\boldsymbol{x}= \pm \infty$. In the following, the assumption (A) is always assumed.
2.1. The idea in [6]. The most important technique developed in [6] can be presented as follows. Suppose that the following quantities

$$
\rho(x):=\frac{U^{\prime}(x)}{U(x)}, \quad \sigma(x):=\frac{U^{\prime}(x)}{U(x)-1}, \quad \chi(x):=\frac{U^{\prime \prime}(x)}{U^{\prime}(x)}
$$

are well defined. This is the case, if $U>0, U<1$, and $U^{\prime}>0$ for $\rho, \sigma$, and $\chi$, respectively. Then each of them satisfies an equation of the form (1.9), where $B(\cdot)$ is a continuous function having $\lim _{x \rightarrow \pm \infty} B(x)=: B( \pm \infty)$. For any positive constant $m$, we set

$$
v(x)=e^{m x+\int_{0}^{x} z(s) d s}
$$

Then

$$
c v^{\prime}(x)=[c m+B(x)] v(x)+e^{-m} v(x+1)+e^{m} v(x-1) .
$$

Assume that $c>0$. We take a specific $m=\|B(x)\|_{L^{\infty}(\mathbb{R})} / c$. Then $v^{\prime}(x) \geq 0$. Consequently,

$$
c v(x)-c v(x-1 / 2)>\int_{x-1 / 2}^{x} e^{-m} v(s+1) d s>\frac{1}{2} v(x+1 / 2) e^{-m}
$$

This implies that $v(x)>v(x+1 / 2) /\left(2 c e^{m}\right)>v(x+1) /\left(2 c e^{m}\right)^{2}$. Therefore,

$$
e^{\int_{x}^{x+1} z(s) d s}=\frac{v(x+1) e^{-m}}{v(x)} \leqslant 4 c^{2} e^{m}, \quad e^{-\int_{x-1}^{x} z(s) d s}=\frac{e^{m} v(x-1)}{v(x)} \leqslant e^{m}
$$

and so

$$
\begin{equation*}
-m<z(x)<m+4 c e^{m}+e^{m} / c \quad \forall x \in \mathbb{R}, \quad m:=\|B\|_{L^{\infty}(\mathbb{R})} / c \tag{2.1}
\end{equation*}
$$

The uniform boundedness of $z$ implies that $z$ is uniformly continuous. Hence, for any unbounded sequence $\left\{x_{i}\right\},\left\{z\left(x_{i}+\cdot\right)\right\}$ is a bounded and equicontinuous family. Along a subsequence, it converges to a limit $r$, uniformly in any compact subset of $\mathbb{R}$. In addition, $r$ satisfies the fundamental equation

$$
\begin{equation*}
c r(x)=e^{\int_{x}^{x+1} r(s) d s}+e^{\int_{x}^{x-1} r(s) d s}+b \quad \forall x \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

where $b=B(\infty)$ if $\lim _{i \rightarrow \infty} x_{i}=\infty$ and $b=B(-\infty)$ if $\lim _{i \rightarrow \infty} x_{i}=-\infty$. For the fundamental equation, Chen and Guo established in [6] the following key result.

Proposition 2. Let $c>0, b \in \mathbb{R}$ and $P(\omega)=c \omega-e^{\omega}-e^{-\omega}-b$. Consider (2.2).
(i) When $P(\omega)=0$ has no real root, there is no solution.
(ii) When $P(\omega)=0$ has only one real root $\lambda, r \equiv \lambda$ is the only solution.
(iii) When $P(\omega)=0$ has two real roots $\{\lambda, \Lambda\}(\lambda<\Lambda)$, every solution can be written as

$$
r(x)=\frac{u^{\prime}(x)}{u(x)}, \quad u(x)=\theta e^{\lambda x}+(1-\theta) e^{\Lambda x}, \quad \theta \in[0,1] .
$$

In particular, any nonconstant solution satisfies $r^{\prime}>0, r(-\infty)=\lambda$, and $r(\infty)=\Lambda$.
Proof of Theorem 4. We need consider only the case when the characteristic equation has two real roots. For this, let $\lambda$ and $\Lambda$ be the roots where $\lambda<\Lambda$. Suppose $\lim _{x \rightarrow-\infty} z(x)$ does not exist. Then there exist $\omega \notin\{\lambda, \Lambda\}$ and a sequence $\left\{x_{i}\right\}$ satisfying $\lim _{i \rightarrow-\infty} x_{i}=-\infty, z\left(x_{i}\right)=\omega$ and $z^{\prime}\left(x_{i}\right) \leqslant 0$ for all $i$. Since $\left\{z\left(x_{i}+\cdot\right)\right\}$ is uniformly bounded and equi-continuous, a subsequence converges to a limit $r$ which solves (2.2) with $b=B(-\infty)$. In addition, by the definition of $r$, we have $r(0)=\omega$ and $r^{\prime}(0) \leqslant 0$. But from Proposition 2 , there are no such kind of solutions. Hence, $\lim _{x \rightarrow-\infty} z(x)$ exists and is one of the two roots to the characteristic equation. Similarly, one can show that $\lim _{x \rightarrow \infty} z(x)$ exists.

Remark 1.
(i) By working on the function $\hat{z}(x):=-z(-x)$ the assertion of the theorem remains unchanged when $c<0$.
(ii) Theorem 4 extends to a more general equation

$$
z(x)=a_{1}(x) e^{\int_{x}^{x+1} z(s) d s}+a_{2}(x) e^{-\int_{x-1}^{x} z(s) d s}+B(x)
$$

where $a_{1}$ and $a_{2}$ are continuous positive functions having limits

$$
a^{ \pm}:=\lim _{x \rightarrow \pm \infty} a_{1}(x)=\lim _{x \rightarrow \pm \infty} a_{2}(x)>0
$$

(iii) Theorem 4 also extends to the case when $z$ is a continuous function defined on $[-1, \infty)$ (or $(-\infty, 1])$ and satisfies (1.9) on $[0, \infty)$ (or $(-\infty, 0]$ ). The conclusion is that $\lim _{x \rightarrow \infty} z(x)\left(\right.$ or $\left.\lim _{x \rightarrow-\infty} z(x)\right)$ exists and is the root of the characteristic equation.
2.2. The asymptotic behavior. Now we establish the limits stated in Theorem 3.

We begin with the limits in (1.5). First we show that $U>0$. Suppose on the contrary there exists $y \in \mathbb{R}$ such that $U(y)=0$. Then it is a global minimum so that $U^{\prime}(y)=0$ and from the equation in (1.3), $U(y+1)+U(y-1)=0$ which implies that $U(y \pm 1)=0$. An induction gives $U(y+k)=0$ for all $k \in \mathbb{Z}$, contradicting $U(\infty)=1$. Thus, $U>0$. Similarly, $U<1$. Once we know $0<U<1$, we can define

$$
\begin{aligned}
& \rho(x):=\frac{U^{\prime}(x)}{U(x)} \Rightarrow \int_{x}^{x+1} \rho(z) d z=\ln \frac{U(x+1)}{U(x)}, \\
& \sigma(x):=\frac{U^{\prime}(x)}{U(x)-1} \quad \Rightarrow \quad \int_{x}^{x+1} \sigma(z) d z=\ln \frac{U(x+1)-1}{U(x)-1} .
\end{aligned}
$$

Dividing the ode in (1.3) by $U$ and $U-1$, respectively, we obtain

$$
\begin{aligned}
& c \rho(x)=e^{\int_{x}^{x+1} \rho(z) d z}+e^{\int_{x}^{x-1} \rho(z) d z}-2+B_{1}(x), \\
& c \sigma(x)=e^{\int_{x}^{x+1} \sigma(s) d s}+e^{\int_{x}^{x-1} \sigma(s) d s}-2+B_{2}(x)
\end{aligned}
$$

where $B_{1}(x)=f(U(x)) / U(x)$ and $B_{2}(x)=f(U(x)) /[U(x)-1]$. Since $U(-\infty)=0$ and $U(\infty)=1$, we see that $B_{1}(-\infty)=f^{\prime}(0), B_{1}(\infty)=0, B_{2}(-\infty)=0$, and $B_{2}(\infty)=f^{\prime}(1)$. The limits in (1.5) thus follow from Theorem 4.

Next, we establish the remaining limits stated in Theorem 3. Here we shall use the fact $U^{\prime}>0$, to be proven in the next section. Differentiating the ode in (1.3) with respect to $x$ we have

$$
c U^{\prime \prime}(x)=U^{\prime}(x+1)+U^{\prime}(x-1)+\left[f^{\prime}(U(x))-2\right] U^{\prime}(x)
$$

Define

$$
\chi(x):=\frac{U^{\prime \prime}(x)}{U^{\prime}(x)} \Rightarrow \int_{x}^{x+1} \chi(z) d z=\ln \frac{U^{\prime}(x+1)}{U^{\prime}(x)}
$$

Then

$$
c \chi(x)=e^{\int_{x}^{x+1} \chi(z) d z}+e^{-\int_{x-1}^{x} \chi(z) d z}+f^{\prime}(U(x))-2 \quad \forall x \in \mathbb{R}
$$

The stated limits for $\chi$ in Theorem 3 thus follow from Theorem 4 and l'Hôpital's rule.
Finally, the limits of $f(U(x)) / U^{\prime}(x)$ as $x \rightarrow \pm \infty$ are obtained by using the limits of $\chi$ and the identity

$$
\begin{aligned}
\frac{f(U(x))}{U^{\prime}(x)} & =c-\frac{[U(x+1)-U(x)]-[U(x)-U(x-1)]}{U^{\prime}(x)} \\
& =c-\int_{0}^{1}\left\{e^{\int_{x}^{x+z} \chi(s) d s}-e^{-\int_{x-z}^{x} \chi(s) d s}\right\} d z .
\end{aligned}
$$

In the next two subsections, we show the additional part of Theorem 3; namely, we show that $\lambda$ is the smaller real root to the characteristic equation (1.6) when $c>c_{\text {min }}$ and the larger root when $c=c_{\text {min }}$.

### 2.3. The characteristic values of nonminimum speed waves.

Lemma 2.1. If $(c, U)$ is a traveling wave of speed $c>c_{\min }$, then the characteristic equation $c \lambda=e^{\lambda}+e^{-\lambda}-2+f^{\prime}(0)$ has two different real roots and $\lambda:=$ $\lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)$ is the smaller root. In the particular instance when $f^{\prime}(0)=0$, $\lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)=0$.

Proof. Recall from Theorem 2 of $[6]$ that $c_{\text {min }} \geqslant c_{*}$, where

$$
c_{*}:=\min _{z>0} \frac{e^{z}+e^{-z}-2+f^{\prime}(0)}{z} .
$$

Hence $c_{\min } z=e^{z}+e^{-z}-2+f^{\prime}(0)$ always has a root. This implies that $c z=$ $e^{z}+e^{-z}-2+f^{\prime}(0)$ has exactly two roots, which we denote by $\lambda(c)$ and $\Lambda(c)$ with $\lambda(c)<\Lambda(c)$, for $c>c_{\text {min }}$.

Suppose on the contrary that $\lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)=\Lambda(c)$. Let $\hat{c} \in\left(c_{\text {min }}, c\right)$ and $(\hat{c}, \hat{U})$ be a traveling wave of speed $\hat{c}$. By (1.5), $\lim _{x \rightarrow-\infty} \hat{U}^{\prime}(x) / \hat{U}(x) \leqslant \Lambda(\hat{c})$. Then

$$
\lim _{x \rightarrow-\infty} \frac{d}{d x}\left(\ln \frac{\hat{U}(x)}{U(x)}\right)=\lim _{x \rightarrow-\infty}\left\{\frac{\hat{U}^{\prime}(x)}{\hat{U}(x)}-\frac{U^{\prime}(x)}{U(x)}\right\} \leqslant \Lambda(\hat{c})-\Lambda(c)<0
$$

by the strictly monotonicity of $\Lambda(c)$ in $c$. Thus, $\lim _{x \rightarrow-\infty} \ln [\hat{U}(x) / U(x)]=\infty$ and there exists $M>0$ such that $\hat{U}(x)>U(x)$ for all $x \leqslant-M$. Similarly,

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} \frac{d}{d x}\left\{\int_{U(x)}^{\hat{U}(x)} \frac{d s}{f(s)}\right\}=\lim _{x \rightarrow \infty}\left\{\frac{\hat{U}^{\prime}(x)}{f(\hat{U}(x))}-\frac{U^{\prime}(x)}{f(U(x))}\right\} \\
& =\left\{\begin{array}{cc}
1 / \hat{c}-1 / c & \text { if } f^{\prime}(1)=0, \\
{[\mu(\hat{c})-\mu(c)] / f^{\prime}(1)} & \text { if } f^{\prime}(1)<0 .
\end{array}\right.
\end{aligned}
$$

This quantity is positive when $f^{\prime}(1)=0$; so is the case when $f^{\prime}(1)<0$ since the negative root $\mu=\mu(c)$ of $c \mu=e^{\mu}+e^{-\mu}-2+f^{\prime}(1)$ satisfies $\mu(\hat{c})<\mu(c)$. Thus there exists $M_{1}>0$ such that $\hat{U}(x)>U(x)$ for all $x \geqslant M_{1}$. In conclusion, $\hat{U}\left(\cdot+M_{1}\right)>$ $U(\cdot-M)$.

Now both $u_{1}(x, t):=\hat{U}\left(x+M_{1}+\hat{c} t\right)$ and $u_{2}(x, t):=U(x-M+c t)$ are solutions of (1.2). Since $u_{1}(\cdot, 0) \geqslant u_{2}(\cdot, 0)$, the comparison principle for (1.2) implies $u_{1}(\cdot, t) \geqslant$ $u_{2}(\cdot, t)$ for all $t>0$, which is impossible since $c>\hat{c}$. Thus, $\lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)=$ $\lambda(c)$.

The asymptotic behavior of $U$ stated in Theorem 3 immediately gives the following corollary.

Corollary 2.2. Suppose $\left(c_{1}, U_{1}\right)$ and $\left(c_{2}, U_{2}\right)$ are two traveling waves where $c_{1}<c_{2}$. Then there exist $a, b \in \mathbb{R}$ such that

$$
U_{1}<U_{2} \quad \text { in } \quad(-\infty, a), \quad U_{1}>U_{2} \quad \text { in } \quad(b, \infty)
$$

We remark that in the case of the differential equation $c U^{\prime}=U^{\prime \prime}+f(U)$ one can take $a=b$ to conclude that a smaller speed wave profile is steeper than a larger speed wave profile; namely, on the phase plane $\left(U, U^{\prime}\right)$, if one writes $U^{\prime}=P(c, U)$, then $P\left(c_{1}, s\right)>P\left(c_{2}, s\right)$ for all $s \in(0,1)$ and $c_{2}>c_{1} \geqslant c_{\text {min }}$. For (1.3), we believe that this should also be the case.

### 2.4. The characteristic value of minimum speed waves.

LEMMA 2.3. If $\left(c_{\min }, U\right)$ is a wave of minimum speed, then $\Lambda:=\lim _{x \rightarrow-\infty} U^{\prime}(x) /$ $U(x)$ is the larger root (if there are two) of the characteristic equation $c_{\min } z=e^{z}+$ $e^{-z}-2+f^{\prime}(0)$.

Proof. Notice that when $c_{\min }=c_{*}$ (defined in (1.8)), the characteristic equation has only one real root, so there is nothing to prove in this case. Hence we consider the case when $c_{\min }>c_{*}$. We denote the smaller real root by $\lambda$ and the larger root by $\Lambda$. We use a contradiction argument by assuming that $\lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)=\lambda$. As we shall see, this will allow us to construct a supersolution $\Phi$ of wave speed $c$ for some $c<c_{\text {min }}$ by joining an exponential function $\psi$ defined on $(-\infty, 0]$ and another function $\phi$ defined on $[0, \infty)$ obtained from the wave profile $U$ of speed $c_{\text {min }}$. We divide this construction into the following steps.

First, set $\omega=(\lambda+\Lambda) / 2$ and $\delta:=c_{\min } \omega-e^{\omega}-e^{-\omega}+2-f^{\prime}(0)$. Then $\delta>0$ since the function $P(z):=c_{\min } z-e^{z}-e^{-z}+2-f^{\prime}(0)$ is concave and vanishes at $\lambda$ and $\Lambda$. Also by translation, we can assume that $U(0)$ is so small that

$$
\sup _{0<s \leqslant U(0) e^{\omega}}\left|\frac{f(s)}{s}-f^{\prime}(0)\right|<\frac{\delta}{2}, \quad \sup _{x \leqslant 1} \frac{U^{\prime}(x)}{U(x)}<\omega .
$$

Set $\psi(x)=U(0) e^{\omega x}$. For every $c \in\left[c_{\min }-\delta /(2 \omega), c_{\text {min }}\right]$,

$$
\begin{aligned}
\mathcal{L} \psi(x) & :=c \psi^{\prime}(x)-\psi(x+1)-\psi(x-1)+2 \psi(x)-f(\psi(x)) \\
& =\psi(x)\left\{c \omega-e^{\omega}-e^{-\omega}+2-\frac{f(\psi(x))}{\psi(x)}\right\}>0 \quad \forall x \leq 1
\end{aligned}
$$

Next, we construct $\phi(c, \cdot)$, to be used as the supersolution defined on $[0, \infty)$. For each $c \in\left(0, c_{\text {min }}\right]$, consider the equation $\phi=\mathbf{T}^{c} \phi$ on $\mathbb{R}$, where

$$
\begin{gathered}
\mathbf{T}^{c} \phi:= \begin{cases}e^{-m x / c}\left\{U(0)+c \int_{0}^{x} e^{m z / c} W[m, \phi](z) d z\right\} & \text { if } x \geqslant 0 \\
U(x) & \text { if } x<0\end{cases} \\
W[m, \phi](z):=\phi(z+1)+\phi(z-1)+[m-2] \phi(z)+f(\phi(z))
\end{gathered}
$$

Following [6], a solution can be obtained as follows. Define $\left\{\phi_{n}\right\}_{n=0}^{\infty}$ by

$$
\phi_{0}(c, \cdot) \equiv \mathbf{1}, \quad \phi_{n+1}(c, \cdot):=\mathbf{T}^{c} \phi_{n}(c, \cdot) \quad \forall n \in \mathbb{N}
$$

Note that $\mathbf{T}^{c}$ is a monotonic operator: $\psi_{1} \leqslant \psi_{2} \Rightarrow \mathbf{T}^{c} \psi_{1} \leqslant \mathbf{T}^{c} \psi_{2}$. It follows that $\phi_{n+1} \leqslant \phi_{n} \leqslant \mathbf{1}$. In addition, since

$$
c\left(e^{m x / c} U\right)^{\prime}-e^{m x / c} W[m, U]=\left(c-c_{\min }\right) U^{\prime} e^{\mu x / c} \leqslant 0
$$

integrating this inequality over $[0, x]$ gives $U \leqslant \mathbf{T}^{c} U$. This implies that $\phi_{n} \geqslant U$ for all $n$. Consequently, $\phi(c, \cdot):=\lim _{n \rightarrow \infty} \phi_{n}$ exists and is a solution to $\phi=\mathbf{T}^{c} \phi$. It is easy to see that $U \leqslant \phi<\mathbf{1}$ on $[0, \infty), \phi(c, 0)=U(0)$, and

$$
c \phi^{\prime}(c, x)=\phi(c, x+1)+\phi(c, x-1)-2 \phi(c, x)+f(\phi(c, x)) \quad \forall x>0 .
$$

This equation implies, for $0<c_{1}<c_{2} \leqslant c_{\min }$, that $\phi\left(c_{2}, \cdot\right) \leqslant \mathbf{T}^{c_{1}} \phi\left(c_{2}, \cdot\right)$, so that $\phi_{n}\left(c_{1}, \cdot\right) \geqslant \phi\left(c_{2}, \cdot\right)$ for all $n$ and $\phi\left(c_{1}, \cdot\right)>\phi\left(c_{2}, \cdot\right)$ on $(0, \infty)$. Following an idea in [6] or the technique for the uniqueness of $U$ presented in this paper (section 4), one can further show that $\phi(c, \cdot)$ is unique. The uniqueness implies that $\phi(c, \cdot)$ is continuous in $c$ and $\phi\left(c_{\min }, \cdot\right) \equiv U$. Therefore, $\lim _{c \rightarrow c_{\min }} \phi(c, \cdot)=U$ in $C^{1}([0, \infty))$. This further implies that

$$
\lim _{c \rightarrow c_{\min }} \frac{\phi^{\prime}(c, x)}{\phi(c, x)}=\frac{U^{\prime}(x)}{U(x)} \quad \text { uniformly for } x \in[0,1]
$$

Finally, let $c \in\left[c_{\text {min }}-\delta /(2 \omega), c_{\text {min }}\right)$ be such that

$$
\max _{x \in[0,1]} \frac{\phi^{\prime}(c, x)}{\phi(c, x)}<\omega
$$

We define

$$
\Phi(x)= \begin{cases}\psi(x) & \text { if } x \leqslant 0 \\ \phi(c, x) & \text { if } x>0\end{cases}
$$

Since $\psi(0)=U(0)=\phi(c, 0)$ and

$$
\frac{\psi^{\prime}(x)}{\psi(x)}=\omega>\frac{\phi^{\prime}(c, x)}{\phi(c, x)} \quad \forall x \in(-\infty, 0) \cup(0,1]
$$

$\phi<\psi$ in $(0,1]$ and $\psi<\phi \equiv U$ in $(-\infty, 0)$. That is,

$$
\Phi=\min \{\phi, \psi\} \quad \text { on } \quad(-\infty, 1]
$$

Consequently, considering separately $x \in(-\infty, 0),(0,1]$ and $(1, \infty)$, we see that

$$
c \Phi^{\prime}(x) \geqslant \Phi(x+1)+\Phi(x-1)-2 \Phi(x)+f(\Phi(x)) \quad \forall x \in(-\infty, 0) \cup(0, \infty)
$$

that is, $\Phi$ is a supersolution of wave speed $c$.

Thus, by Proposition 1(iii), there is a traveling wave of speed $c$ for some $c<c_{\text {min }}$, contradicting the minimality of $c_{\min }$. This proves the lemma.

Remark 2. If $f^{\prime}(\cdot) \leqslant 0$ on $[1-\delta, 1]$ for some $\delta>0$, then a constructive proof of Lemma 2.3 can be obtained by taking

$$
\Phi(x)=[U(0)+\epsilon] e^{\omega x} \quad \forall x \leqslant 0, \quad \Phi(x)=U\left(x+\varepsilon-\varepsilon e^{-k x}\right)+\epsilon \quad \forall x>0,
$$

where $0<\epsilon \ll \varepsilon \ll U(0) \ll 1 \ll k$. We leave the verification to the interested reader.
3. Monotonicity of wave profiles. This section is dedicated to the proof of the monotonicity of any wave profile $U$. We point out here that the limits in (1.5) are established without the knowledge of the monotonicity of $U$ so that we can use them here.
3.1. The method of sliding. This traditional method is to compare $U(\cdot+\tau)$ and $U(\cdot)$ by decreasing $\tau$ continuously from a large value down to zero, namely, to show that

$$
\begin{equation*}
\inf \{\tau>0 \mid U(\cdot+\tau)>U(\cdot) \quad \text { on } \mathbb{R}\}=0 \tag{3.1}
\end{equation*}
$$

This implies $U^{\prime} \geqslant 0$, and from an integral equation, $U^{\prime}>0$ on $\mathbb{R}$. If we know $U^{\prime}>0$ near $x= \pm \infty$ (e.g., by (1.5) for the case $\mu<0<\lambda$ ), then (3.1) follows easily from a comparison principle (cf. [6]). When $f^{\prime}(0)=0$, it is very difficult to show directly that $U^{\prime}>0$ in a vicinity of $x=-\infty$. Similar difficulty occurs near $x=\infty$ when $f^{\prime}(1)=0$. To overcome this difficulty, we use a modification of the method, stated in the third part of the following lemma.

## Lemma 3.1.

(i) If $[a, b]$ is an interval on which $U^{\prime} \leqslant 0$, then $b-a<1$.
(ii) If $U^{\prime}>0$ on $[\xi, \xi+1]$, then $U(\xi)<U(x)$ for all $x>\xi$.
(iii) If $U^{\prime}>0$ on $[\xi-1, \xi+1] \cup[\eta-1, \eta+1]$, where $\xi<\eta$, then $U^{\prime}>0$ on $[\xi, \eta]$. Proof.
(i) Let $[a, b]$ be an interval on which $U^{\prime} \leqslant 0$. We want to show that $b-a<1$. Suppose otherwise $b-a \geqslant 1$. Let $\hat{x} \in[b, \infty)$ be a point such that $U(\hat{x}) \leqslant U(x)$ for all $x \geqslant b$. Then $\hat{x}$ is a global minimum of $U$ restricted on $[a, \infty)$, since $U^{\prime} \leqslant 0$ on $[a, b]$. This leads to the following contradiction:

$$
0=c U^{\prime}(\hat{x})=U(\hat{x}+1)+U(\hat{x}-1)-2 U(\hat{x})+f(U(\hat{x})) \geqslant f(U(\hat{x}))>0
$$

(ii) Assume that $U^{\prime}>0$ on $[\xi, \xi+1]$. Let $\hat{x} \geqslant \xi+1$ be a point such that $U(\hat{x}) \leqslant U(x)$ for all $x \geqslant \xi+1$. Then $U(\xi)<U(\hat{x})$ since otherwise $\hat{x} \geqslant \xi+1$ is a point of global minimum of $U$ on $[\xi, \infty)$ and the same contradiction as above arises. Thus $U(\xi)<U(x)$ for all $x>\xi$.
(iii) Assume that $U^{\prime}>0$ on $[\xi-1, \xi+1] \cup[\eta-1, \eta+1]$, where $\xi<\eta$. By the second assertion, $U(\eta)>U(\xi)$ so that we can define

$$
\tau^{*}:=\inf \{\tau \in(0, \eta-\xi] \mid U(\cdot)<U(\cdot+\tau) \quad \text { on }[\xi, \eta-\tau]\}
$$

Clearly, $\tau^{*} \in[0, \eta-\xi)$. We claim that $\tau^{*}=0$. Suppose on the contrary that $\tau^{*}>0$. Then there exists $\hat{x} \in\left[\xi, \eta-\tau^{*}\right]$ such that

$$
U\left(\hat{x}+\tau^{*}\right)-U(\hat{x})=0 \leqslant U\left(x+\tau^{*}\right)-U(x) \quad \forall x \in\left[\xi, \eta-\tau^{*}\right]
$$

For $x \in[\xi-1, \xi]:(1)$ if $x+\tau^{*} \leq \xi$, then $U\left(x+\tau^{*}\right)-U(x)>0$ since $U^{\prime}>0$ on $[\xi-1, \xi]$; (2) if $x+\tau^{*}>\xi$, by the second assertion, $U\left(x+\tau^{*}\right)>U(\xi) \geq U(x)$. Thus $U\left(x+\tau^{*}\right)>U(x)$ for all $x \in[\xi-1, \xi]$. Similarly, $U\left(x+\tau^{*}\right)>U(x)$ for all $x \in\left[\eta-\tau^{*}, \eta-\tau^{*}+1\right]$. Hence,

$$
U\left(\hat{x}+\tau^{*}\right)-U(\hat{x})=0 \leqslant U\left(x+\tau^{*}\right)-U(x) \quad \forall x \in\left[\xi-1, \eta-\tau^{*}+1\right] .
$$

Consequently, $U^{\prime}\left(\hat{x}+\tau^{*}\right)=U^{\prime}(\hat{x})$. Using the equation for $U$, we conclude that

$$
U\left(\hat{x}+\tau^{*}+1\right)+U\left(\hat{x}+\tau^{*}-1\right)=U(\hat{x}+1)+U(\hat{x}-1)
$$

Since $U\left(\cdot+\tau^{*}\right) \geqslant U(\cdot)$ on $\left[\xi-1, \eta-\tau^{*}+1\right]$, we see that $U\left(\hat{x}+\tau^{*} \pm 1\right)=U(\hat{x} \pm 1)$. By induction, $U\left(\hat{x}+\tau^{*}+k\right)=U(\hat{x}+k)$ for all integer $k$ satisfying $\hat{x}+k \in\left[\xi-1, \eta-\tau^{*}+1\right]$. But this is impossible since $U\left(x+\tau^{*}\right)>U(x)$ for all $x \in[\xi-1, \xi]$. Thus, $\tau^{*}=0$.

That $\tau^{*}=0$ implies $U(\cdot+\tau)>U(\cdot)$ on $[\xi, \eta-\tau]$ along a sequence $\tau \searrow 0$. In particular, $U^{\prime}(x) \geqslant 0$ on $[\xi, \eta]$. Finally, for $m=\max _{0 \leqslant s \leqslant 1}\left|2-f^{\prime}(s)\right|$ and every $x \in[\xi, \eta]$,

$$
c U^{\prime \prime}(x)=U^{\prime}(x+1)+U^{\prime}(x-1)+\left[f^{\prime}(U)-2\right] U^{\prime}(x) \geqslant-m U^{\prime}(x)
$$

It follows that $\left(U^{\prime}(x) e^{m x / c}\right)^{\prime} \geqslant 0$ or $U^{\prime}(x) e^{m x / c} \geqslant U^{\prime}(\xi) e^{m \xi / c}>0$ for all $x \in[\xi, \eta]$.
3.2. A linear equation from blow-up. To show that $U^{\prime}>0$ on $\mathbb{R}$, we use Lemma 3.1(iii). For this, we need only to find a sequence $\left\{\left[\xi_{j}-1, \xi_{j}+1\right]\right\}$ of intervals on which $U^{\prime}>0$. To do this, we shall use a blow-up technique for the functions $\rho=U^{\prime} / U$ and $\sigma=U^{\prime} /(U-1)$, leading to the following two linear problems:

$$
\begin{align*}
& \left\{\begin{array}{l}
c R^{\prime}(x)=R(x+1)+R(x-1)-2 R(x) \\
|R| \leq 1 \quad \text { on }(-\infty, 2], \quad|R(0)|=1 ;
\end{array}\right.  \tag{3.2}\\
& \left\{\begin{array}{l}
c R^{\prime}(x)=R(x+1)+R(x-1)-2 R(x) \\
|R| \leq 1 \quad \text { on }[-2, \infty), \quad \forall x \geq-1,
\end{array}\right.  \tag{3.3}\\
& |R(0)|=1
\end{align*}
$$

Lemma 3.2.
(i) If $R$ solves (3.2), then $|R|>1 / 2$ on $[A-1, A+1]$ for some $A>0$.
(ii) Any solution of (3.3) satisfies $|R|>1 / 2$ on $[A-1, A+1]$ for some $A>0$. Proof.
(i) Suppose $R$ solves (3.2). Then $\left|R^{\prime}\right| \leqslant 4 / c$ on $(-\infty, 1]$. Set $z(x):=R^{\prime}(x) /[R(x)+$ 2]. Dividing the ode in (3.2) by $R(x)+2$ we obtain

$$
c z(x)=e^{\int_{x}^{x+1} z(t) d t}+e^{-\int_{x-1}^{x} z(t) d t}-2, \quad|z(x)| \leq 4 / c \quad \forall x \leq 1
$$

Following the argument used in the previous section, we conclude that $\lim _{x \rightarrow-\infty} z(x)$ exists. Since $R$ is bounded, $\lim \inf _{x \rightarrow-\infty}\left|R^{\prime}(x)\right|=0$. Thus, $\lim _{x \rightarrow-\infty} z(x)=0$, which implies that $\lim _{x \rightarrow-\infty} R^{\prime}(x)=0$.

As $R(0)$ is a global extremum of $R$ restricted on $(-\infty, 1], R(j)=R(0)$ for all integer $j \leq 1$. Upon using $\lim _{x \rightarrow-\infty} R^{\prime}(x)=0$, we derive that $\lim _{x \rightarrow-\infty} R(x)=R(0)$. Since $|R(0)|=1$, there exists $A>0$ such that $|R(\cdot)|>1 / 2$ on $[A-1, A+1]$. This proves the first assertion (i).
(ii) The proof of the second assertion (ii) is analogous to the case (i) and therefore is omitted.
3.3. The monotonicity of wave profile. That $U^{\prime}>0$ follows from Lemma 3.1 (iii) and the following lemma.

Lemma 3.3. There exists a sequence $\left\{\xi_{i}\right\}_{i \in \mathbb{Z}}$ such that $U^{\prime}>0$ on $\left[\xi_{i}-1, \xi_{i}+1\right]$ for each $i \in \mathbb{Z}$ and $\lim _{i \rightarrow \pm \infty} \xi_{i}= \pm \infty$.

Proof. The sequence $\left\{\xi_{i}\right\}_{i \leqslant 0}$ : Here we construct the sequence such that $U^{\prime}>0$ on $\cup_{i \leqslant 0}\left[\xi_{i}-1, \xi_{i}+1\right]$ and $\lim _{i \rightarrow \infty} \xi_{i}=-\infty$.

When $f^{\prime}(0)>0, \lim _{x \rightarrow-\infty} U^{\prime}(x) / U(x)=\lambda>0$ so $U^{\prime}(x)>0$ for all $x \ll-1$. Hence, we need consider only the case $f^{\prime}(0)=0$ and $\lim _{x \rightarrow-\infty} \rho(x)=0$, where $\rho(x)=U^{\prime}(x) / U(x)$. Define

$$
\varepsilon_{j}=\max _{x \leq j}|\rho(x)| \forall j<0, \quad \theta=\limsup _{j \rightarrow-\infty} \frac{\varepsilon_{j-3}}{\varepsilon_{j}} \in[0,1] .
$$

We claim that $\theta=1$. Suppose not. Then, for $\hat{\theta}=(1+\theta) / 2$, there exists $J<0$ such that $\varepsilon_{j-3} \leq \hat{\theta} \varepsilon_{j}$ for all $j \leq J$. Hence, $\varepsilon_{J-3 k} \leq \varepsilon_{J} \hat{\theta}^{k}$ for every integer $k \geq 0$. Consequently, $|\rho(x)| \leq \varepsilon_{J} \hat{\theta}^{(J-x) / 3-1}$ for all $x \leq J$. For $y<J$,

$$
\ln \frac{U(J)}{U(y)}=\int_{y}^{J} \rho(x) d x \leqslant \int_{y}^{J} \varepsilon_{J} \hat{\theta}^{(J-x) / 3-1} d x \leqslant \frac{3 \varepsilon_{J}}{|\hat{\theta} \ln \hat{\theta}|}
$$

Sending $y \rightarrow-\infty$ we obtain a contradiction. Hence $\theta=1$.
Let $\left\{j_{k}\right\}_{k=1}^{\infty}$ be a sequence such that $\lim _{k \rightarrow \infty} j_{k}=-\infty$ and $\lim _{k \rightarrow \infty} \varepsilon_{j_{k}-3} / \varepsilon_{j_{k}}=1$. Let $x_{k} \leqslant j_{k}-3$ be a point such that $\left|\rho\left(x_{k}\right)\right|=\varepsilon_{j_{k}-3}$. Define $\rho_{k}(x):=\rho\left(x_{k}+x\right) /\left|\rho\left(x_{k}\right)\right|$. Then $\max _{x \leq 3}\left|\rho_{k}(x)\right| \leq \varepsilon_{j_{k}} / \varepsilon_{j_{k}-3},\left|\rho_{k}(0)\right|=1$, and

$$
\begin{aligned}
c \rho_{k}^{\prime}(x)= & {\left[\rho_{k}(x+1)-\rho_{k}(x)\right] e^{\rho\left(x_{k}\right) \int_{x}^{x+1} \rho_{k}(z) d z} } \\
& +\left[\rho_{k}(x-1)-\rho_{k}(x)\right] e^{-\rho\left(x_{k}\right) \int_{x-1}^{x} \rho_{k}(z) d z}+\rho_{k}(x) f_{1}\left(U\left(x_{k}+x\right)\right)
\end{aligned}
$$

where $f_{1}(s)=f^{\prime}(s)-f(s) / s \rightarrow 0$ as $s \searrow 0$. This equation implies that $\left\{\rho_{k}\right\}_{k=1}^{\infty}$ is a family of bounded and equicontinuous functions on $(-\infty, 2]$. Hence, a subsequence which we still denote by $\left\{\rho_{k}\right\}$ converges to a limit $R$, uniformly in any compact subset of $(-\infty, 2]$. Clearly, $R$ satisfies (3.2).

By Lemma 3.2(i), there exists a constant $A<0$ such that either $R \geqslant 1 / 2$ on $[A-1, A+1]$ or $R \leqslant-1 / 2$ on $[A-1, A+1]$. As $\lim _{k \rightarrow \infty} \rho_{k} \rightarrow R$ on $[A-1, A+1]$, there exists an integer $K>0$ such that for every integer $k \geqslant K$, either $\rho_{k}>0$ on $[A-1, A+1]$ or $\rho_{k}<0$ on $[A-1, A+1]$. By Lemma 3.1(i), the latter case is impossible. Thus $\rho_{k}>0$ on $[A-1, A+1]$, i.e., $U^{\prime}>0$ on $\left[x_{k}+A-1, x_{k}+A+1\right]$. Define $\xi_{i}=A+x_{K+|i|}$ for all integer $i \leq 0$. Then $\lim _{i \rightarrow-\infty} \xi_{i}=-\infty$ and $U^{\prime}>0$ on $\left[\xi_{i}-1, \xi_{i}+1\right]$ for every integer $i \leq 0$.

The sequence $\left\{\xi_{i}\right\}_{i \geqslant 1}$ : When $f^{\prime}(1)<0$, we have $\lim _{x \rightarrow \infty} U^{\prime}(x) /[1-U(x)]>0$ so $U^{\prime}(x)>0$ for all $x \gg 1$. It remains to consider the case $f^{\prime}(1)=0$. Define

$$
\sigma(x)=\frac{U^{\prime}(x)}{U(x)-1}, \quad \delta_{j}=\max _{x \in[j, \infty)}|\sigma(x)|, \quad \theta=\limsup _{j \rightarrow \infty} \frac{\delta_{j+3}}{\delta_{j}} \in[0,1]
$$

With an analogous argument as before, we can show that $\theta=1$. Take a sequence $\left\{j_{k}\right\}_{k=1}^{\infty}$ satisfying $\lim _{k \rightarrow \infty} j_{k}=\infty$ and $\lim _{k \rightarrow \infty} \delta_{j_{k}+3} / \delta_{j_{k}}=1$. Let $x_{k} \geq j_{k}+3$ be a point such that $\delta_{j_{k}+3}=\left|\sigma\left(x_{k}\right)\right|$. Set $\sigma_{k}(x)=\sigma\left(x+x_{k}\right) /\left|\sigma\left(x_{k}\right)\right|$. Then $\left|\sigma_{k}\right| \leq \delta_{j_{k}} / \delta_{j_{k}+3}$ in $[-3, \infty)$. Same as before, a subsequence of $\left\{\sigma_{k}\right\}_{k=0}^{\infty}$ converges to a limit $R$ satisfying (3.3). The rest of the proof follows from an analogous argument as before. This completes the proof of Lemma 3.3 and also the proof of Theorems 2 and 3.
4. Uniqueness of traveling waves. In this section we prove Theorem 1. In the following, $U$ and $V$ are two traveling waves with the same speed $c$. We want to show that $U(\cdot) \equiv V(\cdot-\xi)$ for some $\xi \in \mathbb{R}$.
4.1. A comparison principle. The sliding method applies on compact intervals.

Lemma 4.1. If $V \leqslant U$ on $[a-1, a) \cup(b, b+1]$ where $a \leqslant b$, then $V \leqslant U$ on $[a, b]$.
Proof. Let $\xi$ be the number such that $\min _{[a-1, b+1]}\{U(\cdot)-V(\cdot-\xi)\}=0$ and let $y \in[a-1, b+1]$ be the maximum value satisfying $U(y)-V(y-\xi)=0$. Then $y \notin[a, b]$ since, otherwise, $U^{\prime}(y)=V^{\prime}(y-\xi)$ and the equations for $U(\cdot)$ and $V(\cdot-\xi)$ evaluated at $y$ would imply $U(y \pm 1)=V(y-\xi \pm 1)$, contradicting the maximality of $y$. Thus, $y \in[a-1, a) \cup(b, b+1]$, and by the assumption, $V(y) \leqslant U(y)=V(y-\xi)$. Thus $\xi \leqslant 0$. We conclude that $U(\cdot) \geqslant V(\cdot-\xi) \geqslant V(\cdot)$ on $[a-1, b+1]$.

The success of such a simple translation technique relies on (1) the existence of a minimal translation $\xi$ and (2) the existence of a maximum $y$, both of which attribute to the fact that a continuous function on a compact set attains its global extremes. When the domain of interest is unbounded, neither $\xi$ nor $y$ may exist, and therefore different techniques are needed.
4.2. Comparison near $\boldsymbol{x}=\infty$. We shall compare traveling waves on the unbounded domain $[0, \infty)$. Since simple translation technique does not work, we shall instead construct a family of supersolutions for which translation technique works. If one is willing to make the assumption $f^{\prime} \leqslant 0$ on $[1-\delta, 1]$ for some $\delta>0$, then for every $\varepsilon>0$,

$$
\min \{U+\varepsilon, 1\} \quad \text { on }[-1, \infty)
$$

is a supersolution on $[0, \infty)$ provided that $U(-1) \geqslant 1-\delta$. In this manner, no asymptotic behavior of $U$ near $x=\infty$ is needed.

When only the assumption (A) is made, we construct a different family of supersolutions obtained from the detailed asymptotic behavior of wave profiles and compression:

$$
Z(\ell, x):=U([1+\ell] x) \quad \forall x \in[-1, \infty), \ell \in(0,1]
$$

The idea here is that the rate of $Z$ approaching 1 as $x \rightarrow \infty$ is faster than that of any wave profile, and therefore is strictly bigger than any wave profile for sufficiently large $x$.

Since $\lim _{x \rightarrow \infty} U^{\prime \prime}(x) / U^{\prime}(x)=\mu \leqslant 0<c$ and $U^{\prime}(x+h) / U^{\prime}(x)=e^{\int_{x}^{x+h} U^{\prime \prime}(s) / U^{\prime}(s) d s}$, by translation, we may assume that

$$
\begin{equation*}
\sup _{x \geqslant 0,|h| \leqslant 2} \frac{U^{\prime \prime}(x+h)}{U^{\prime}(x)}<c . \tag{4.1}
\end{equation*}
$$

For $\ell \in(0,1]$ and $x \geqslant 0$, writing $y=(1+\ell) x$ and $Z(\ell, x)=Z(x)$, we calculate

$$
\begin{aligned}
\mathcal{L} Z(x) & :=c Z^{\prime}(x)-Z(x+1)-Z(x-1)+2 Z(x)-f(Z(x)) \\
& =c[1+\ell] U^{\prime}(y)-U(y+1+\ell)-U(y-1-\ell)+2 U(y)-f(U(y)) \\
& =c \ell U^{\prime}(y)+U(y+1)+U(y-1)-U(y+1+\ell)-U(y-1-\ell) \\
& =\ell U^{\prime}(y)\left\{c-\int_{0}^{1} \int_{-1-\ell z}^{1+\ell z} \frac{U^{\prime \prime}(y+h)}{U^{\prime}(y)} d h d z\right\}>0 .
\end{aligned}
$$

This shows that for each $\ell \in(0,1], Z(\ell, \cdot)$ is a (strict) supersolution on $[0, \infty)$.

Lemma 4.2. Assume (4.1). Suppose $V \leqslant U$ on $[0,1]$. Then $V \leqslant U$ on $[0, \infty)$.
Proof. Consider the function, for $x \geqslant 0, \xi \in \mathbb{R}$, and $\ell>0$,

$$
\Psi(\xi, \ell, x):=\int_{V(x-\xi)}^{U([1+\ell] x)} \frac{d s}{f(s)}
$$

Note that

$$
\begin{aligned}
\lim _{x \rightarrow \infty} \frac{\partial \Psi(\xi, \ell, x)}{\partial x}= & \lim _{x \rightarrow \infty}\left(\frac{(1+\ell) U^{\prime}}{f(U)}-\frac{V^{\prime}}{f(V)}\right)>0 \quad \forall \ell>0, \xi \in \mathbb{R} \\
& \inf _{x \geq 0, \xi \in \mathbb{R}, \ell \in[0,1]} \frac{\partial \Psi}{\partial \xi}=\inf _{y \in \mathbb{R}} \frac{V^{\prime}(y)}{f(V(y))}>0
\end{aligned}
$$

Thus $\lim _{x \rightarrow \infty} \Psi(\xi, \ell, x)=\infty$. For each fixed $\ell \in(0,1]$, there exists at least one $\xi$ such that $\Psi(\xi, \ell, \cdot) \geqslant 0$ on $[0, \infty)$. Let $\xi(\ell)$ be the infimum of such numbers.

We claim that $\xi(\ell) \leqslant 0$. Suppose otherwise. Since $\lim _{x \rightarrow \infty} \Psi(\xi(\ell), \ell, x)=\infty$, there exists $y \in[0, \infty)$ such that $\Psi(\xi(\ell), \ell, y)=0$. We must have $y>1$, since $V(\cdot-\xi(\ell))<V(\cdot) \leqslant U(\cdot) \leqslant U([1+\ell] \cdot)$ on $[0,1]$. Thus, for $Z(x)=U([1+\ell] x)$,

$$
Z(y)=V(y-\xi(\ell)), \quad V(\cdot-\xi(\ell)) \leqslant Z(\cdot) \quad \text { on }[0, \infty)
$$

This implies $V^{\prime}(y-\xi(\ell))=Z^{\prime}(y)$ and a contradiction

$$
0=\left.\mathcal{L} V\right|_{y-\xi(\ell)} \geq\left.\mathcal{L} Z\right|_{y}>0
$$

This contradiction shows that $\xi(\ell) \leqslant 0$, so that $V(\cdot) \leqslant V(\cdot-\xi(\ell)) \leqslant U([1+\ell] \cdot)$ on $[0, \infty)$. Sending $\ell \searrow 0$, we obtain that $V(\cdot) \leqslant U(\cdot)$ on $[0, \infty)$.
4.3. Comparison near $x=-\infty$. In general, on the unbounded interval $(-\infty, 0]$, it is very hard to construct a family of supersolutions that can be used for the translation argument such as that in the previous two subsections; this is due to the fact that the constant state $\mathbf{0}$ is unstable. Hence we compare directly two traveling waves. We shall show that wave profiles are ordered (i.e., one is bigger than the other) near $x=-\infty$, by magnifying differences between any two wave profiles.

For every $\xi \in \mathbb{R}$ and $x \in \mathbb{R}$, we define

$$
W(\xi, x)= \begin{cases}\int_{V(x-\xi)}^{U(x)} \frac{d s}{f(s)} & \text { if } c>c_{\min } \\ \ln U(x)-\ln V(x-\xi) & \text { if } c=c_{\min }\end{cases}
$$

Note that $W(\xi, x)$ magnifies the differences between $U$ and $V$. When $c>c_{\text {min }}$,

$$
W_{x}(\xi, x):=\frac{\partial W(\xi, x)}{\partial x}=\frac{U^{\prime}}{f(U)}-\frac{V^{\prime}}{f(V)} \longrightarrow 0 \text { as } x \rightarrow \pm \infty
$$

This limit shows that the magnified difference between wave profiles changes slowly. The conclusion for $c=c_{\text {min }}$ is analogous.

Lemma 4.3. There exist $\nu>0$ and $A \in[-\infty, \infty]$ such that

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} W(\xi, x)=A+\nu \xi \quad \forall \xi \in \mathbb{R} \tag{4.2}
\end{equation*}
$$

Consequently, near $x=-\infty, U<V(\cdot-\xi)$ if $A+\nu \xi<0$ and $U>V(\cdot-\xi)$ if $A+\nu \xi>0$.

Proof. First, we consider the case $c>c_{\text {min }}$. Note that

$$
\lim _{x \rightarrow-\infty}\{W(\xi, x)-W(0, x)\}=\lim _{x \rightarrow-\infty} \int_{x-\xi}^{x} \frac{V^{\prime}(y) d y}{f(V(y))}=\nu \xi
$$

where $\nu=1 / c$ when $f^{\prime}(0)=0$ and $\nu=\lambda / f^{\prime}(0)$ otherwise. Suppose $\lim _{x \rightarrow-\infty} W(\xi, x)$ does not exist. Then $A:=\lim \sup _{x \rightarrow-\infty} W(\xi, x)>B:=\liminf _{x \rightarrow-\infty} W(\xi, x)$. Taking an appropriate $\xi$, we can assume without loss of generality that $A>0>B$. Let $\alpha, \beta$ be finite numbers satisfying $B<\beta<0<\alpha<A$. Then there exist sequences $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ satisfying

$$
W\left(\xi, x_{i}\right)=\alpha, \quad W\left(\xi, y_{i}\right)=\beta, \quad x_{i+1}<y_{i}<x_{i}, \quad \lim _{i \rightarrow \infty} x_{i}=-\infty
$$

Since $\lim _{x \rightarrow-\infty} W_{x}(\xi, x)=0$, there exists a large integer $i$ such that $W(\xi, \cdot)>0$ in $\left[x_{i+1}-1, x_{i+1}\right] \cup\left[x_{i}, x_{i}+1\right]$ and $W\left(\xi, y_{i}\right)<0$. This implies that $V(\cdot-\xi)<U(\cdot)$ on $\left[x_{i+1}-1, x_{i+1}\right] \cup\left[x_{i}, x_{i}+1\right]$ and $V\left(y_{i}-\xi\right)>U\left(y_{i}\right)$ which is impossible by Lemma 4.1. Thus $A=B$.

The case $c=c_{\text {min }}$ is analogous.
4.4. Proof of Theorem 1. Let $U$ and $V$ be two traveling wave profiles with the same speed $c$. By translation, we can assume that $V(0)=U(0)$ and that $U$ and $V$ satisfy (4.1). By exchanging the roles of $U$ and $V$ if necessary we can use Lemma 4.3 to conclude that (4.2) holds with $A \in[0, \infty]$.

Let $\eta \geqslant 0$ be the unique value such that

$$
\min _{x \in[0,1]}\{U(x)-V(x-\eta)\}=0
$$

By Lemma 4.2, $V(\cdot-\eta) \leqslant U(\cdot)$ on $[0, \infty)$. We claim that $V(\cdot-\eta) \leqslant U(\cdot)$ on $(-\infty, 0]$. Suppose not. Then $\inf _{x \in \mathbb{R}} W(\eta, x)<0$. Since $W_{\xi}>0$ and $W(\eta, \pm \infty) \geqslant 0$, there is a unique value $\xi>\eta$ such that $\min _{\mathbb{R}} W(\xi, \cdot)=0$. This implies that there exists $y \in \mathbb{R}$ such that $W(\xi, y)=0=\min _{\mathbb{R}} W(\xi, \cdot)$. It further implies that $V(\cdot-\xi) \leqslant U(\cdot)$ and $V(y-\xi)=U(y)$. A comparison principle shows that this is impossible. Hence, $V(\cdot-\eta) \leqslant U(\cdot)$ on $\mathbb{R}$. Since $\min _{[0,1]}\{U(\cdot-\eta)-V(\cdot)\}=0$, we must have $\eta=0$ and $U \equiv V$.
5. Asymptotic expansions. Finally, we derive and verify asymptotic expansions for traveling wave profiles near $x=-\infty$, accurate enough to distinguish the translation differences. The idea is to construct, on $(-\infty, 1]$, sub/supersolutions having special tails near $x=-\infty$ and slopes on the interval $[0,1]$. The comparison between a wave profile and a sub/super solution near $x=-\infty$ will be made by a result similar to (4.2) in Lemma 4.3. The comparison on $[0,1]$ will be made in a manner similar to that in the last step of the proof of Lemma 2.3.
5.1. Super/subsolutions. In the following, a Lipschitz continuous function defined on $[a-1, b+1]$ is called a super/subsolution (of speed $c$ ) on $[a, b]$ if

$$
\pm \mathcal{L}[\phi](x) \geqslant 0 \quad \text { a.e. } x \in(a, b)
$$

where $\mathcal{L}[\phi](x):=c \phi^{\prime}(x)-\phi(x+1)-\phi(x-1)+2 \phi(x)-f(\phi(x))$.
LEMMA 5.1. Suppose $\phi$ is a subsolution (or supersolution) on $[a, b]$ and $\phi<U$ (or $\phi>U)$ on $[a-1, a) \cup(b, b+1]$. Then $\phi<U($ or $\phi>U)$ on $[a, b]$.

The proof is similar to that for Lemma 4.1 and is omitted.

Our asymptotic expansion for a wave profile is expressed in terms of a constructed function $\phi$ such that, for some $x_{0} \in \mathbb{R}$,

$$
\begin{equation*}
U\left(x+x_{0}\right)=\phi(x+o(1)) \quad \forall x \leqslant 0 \quad \text { where } \quad \lim _{x \rightarrow-\infty} o(1)=0 . \tag{5.1}
\end{equation*}
$$

For this, we shall use the same idea as that of Lemma 4.3. Consider the case $\lambda \neq 0$. Suppose $\phi$ is either a subsolution or a supersolution on $(-\infty, 0]$ and

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \frac{\phi^{\prime}(x)}{\phi(x)}=\lim _{x \rightarrow-\infty} \frac{U^{\prime}(x)}{U(x)}=\lambda>0 . \tag{5.2}
\end{equation*}
$$

Consider the function, for $\xi \in \mathbb{R}$ and $x \leqslant 0$,

$$
\begin{equation*}
W(\xi, x)=\int_{\phi(x)}^{U(x+\xi)} \frac{d s}{s}=\ln \frac{U(x+\xi)}{\phi(x)} . \tag{5.3}
\end{equation*}
$$

Lemma 5.2. Suppose $\phi$ satisfies (5.2) and is either a supersolution or a subsolution on $(-\infty, 0]$. Let $W$ be defined as in (5.3). Then (4.2) holds for some $A \in[-\infty, \infty]$.

The proof is similar to that for Lemma 4.3 and therefore is omitted.
Suppose $A$ is shown to be finite. Then for $x_{0}:=-A / \nu$, every $\varepsilon>0$, and all $x \ll-1, W\left(x_{0}-\varepsilon, x\right)<0<W\left(x_{0}+\varepsilon, x\right)$; that is, $\phi(x-\varepsilon)<U\left(x+x_{0}\right)<\phi(x+\varepsilon)$ for every $\varepsilon>0$ and all $x \ll-1$. Hence (5.1) holds. To construct sub/supersolutions and to show that $A$ is finite, we shall assume that
(B) $\left|f(u)-f^{\prime}(0) u\right| \leq M u^{1+\alpha}$ for all $u \in[0,1]$ and some positive constants $M$ and $\alpha$.

In most cases, we shall construct sub/supersolutions via linear combinations of exponential functions. Note that for $\phi=a e^{\omega x}, \mathcal{L} \phi=P(\omega) \phi+\left[f^{\prime}(0) \phi-f(\phi)\right]$, where

$$
P(\omega):=c \omega-e^{\omega}-e^{-\omega}+2-f^{\prime}(0) .
$$

Observe that $P(\cdot)$ is concave, positive between its two roots, and negative outside of these two roots. Denote by $\lambda$ and $\Lambda$, where $0 \leqslant \lambda \leqslant \Lambda$, the two roots of $P(\cdot)=0$. Among all possibilities, we divide them into four cases:
(i) $c=c_{\text {min }}$ and (1.6) has two real roots;
(ii) $c=c_{\text {min }}$ and (1.6) has only one real root;
(iii) $c>c_{\text {min }}$ and $f^{\prime}(0)>0$;
(iv) $c>c_{\text {min }}$ and $f^{\prime}(0)=0$.

Note that $\lim _{x \rightarrow-\infty}\left\{U^{\prime}(x) / U(x)\right\}>0$ in the cases (i)-(iii). For the last case (iv), $\lambda=0$ so that sub/supersolutions have to be constructed by nonexponential functions. For this, we need extra assumptions on $f$.
5.2. The case $\boldsymbol{c}=\boldsymbol{c}_{\text {min }}$ and (1.6) has two real roots. Assume that $c=c_{\text {min }}$ is the minimum wave speed and that the characteristic equation $c_{\min } z=e^{z}+e^{-z}-$ $2+f^{\prime}(0)$ has two real roots. Let $\lambda$ be the smaller real root and $\Lambda$ be the large real root. Then $\lambda<\Lambda$ and

$$
\lim _{x \rightarrow-\infty} \frac{U^{\prime}(x)}{U(x)}=\Lambda>0 \Longrightarrow \frac{U(x)}{U(0)}=e^{\int_{0}^{x} U^{\prime} / U}=e^{\Lambda x+o(x)} .
$$

Choose $\omega_{1}$ and $\omega_{2}$ satisfying

$$
\lambda<\omega_{1}<\Lambda<\omega_{2}, \quad \omega_{2}<(1+\alpha) \Lambda .
$$

Then $P\left(\omega_{1}\right)>0=P(\Lambda)>P\left(\omega_{2}\right)$. Consider, for $\varepsilon \in[0,1]$ and small $\delta>0$,

$$
\phi^{ \pm}(\varepsilon, \delta, x):=\delta\left\{e^{\Lambda x} \pm \varepsilon\left(e^{\omega_{1} x}-e^{\Lambda x}\right) \pm \delta^{\alpha / 2}\left(e^{\Lambda x}-e^{\omega_{2} x}\right)\right\}
$$

Note that when $\varepsilon>0$ and $x \ll-1, \phi^{+} \gg U$ and $\phi^{-}<0$. Also, for all $x \leqslant 0$,
$\mathcal{L}\left[\phi^{+}\right]=\delta\left\{\varepsilon P\left(\omega_{1}\right) e^{\omega_{1} x}-P\left(\omega_{2}\right) \delta^{\alpha / 2} e^{\omega_{2} x}+O(1) \delta^{\alpha}\left[\varepsilon^{1+\alpha} e^{(1+\alpha) \omega_{1} x}+e^{(1+\alpha) \Lambda x}\right]\right\}>0$
if $\varepsilon \in[0,1]$ and $\delta \in\left(0, \delta_{0}\right]$ for some $\delta_{0}>0$. Similarly, for every $\varepsilon \in[0,1]$ and $\delta \in\left(0, \delta_{0}\right]$, $\max \left\{0, \phi^{-}(\varepsilon, \delta, \cdot)\right\}$ is a subsolution on $(-\infty, 0]$. Taking $\delta_{0}$ small enough we can assume that $\phi_{x}^{ \pm}>0$ for all $x \in[0,1], \varepsilon \in[0,1]$ and $\delta \in\left[0, \delta_{0}\right]$.

Take $\xi$ negatively large such that $\delta:=U(\xi)<\delta_{0}$. Comparing $U(\cdot+\xi-1)$ with $\phi^{+}(\varepsilon, \delta, \cdot)$ on $(-\infty, 0]$ for every $\varepsilon \in(0,1]$, we see that $U(x+\xi-1) \leq \phi^{+}(\varepsilon, \delta, x)$ for all $x \leq 0$. Here the positivity of $\varepsilon$ guarantees that $\phi^{+}>U$ near $\bar{x}=-\infty$. Now sending $\varepsilon \searrow 0$ we conclude that $U(x+\xi-1) \leq \delta\left[1+\delta^{\alpha / 2}\right] e^{\Lambda x}$ for all $x \leqslant 0$. Similarly, $U(x+\xi+1)>\delta\left[1-\delta^{\alpha / 2}\right] e^{\Lambda x}$ for all $x \leqslant 0$.

Now applying Lemma 5.2 to $\phi=\phi^{+}\left(0, \delta_{0}, x\right)$, we see that there is the limit
$A=\lim _{x \rightarrow-\infty}\left\{\ln U(x)-\ln \phi^{+}\left(0, \delta_{0}, x\right)\right\}=\lim _{x \rightarrow-\infty}\{\ln U(x)-\Lambda x\}-\ln \left[\delta_{0}\left(1+\delta_{0}^{\alpha / 2}\right)\right]$.
From the estimate in the previous paragraph, $A$ must be finite. Hence we proved the following theorem.

THEOREM 5.1. Assume (A) and (B). Let $\left(c_{\min }, U\right)$ be a traveling wave of the minimum speed where the characteristic equation has two roots $\lambda, \Lambda, \lambda<\Lambda$. Then, for some $x_{0} \in \mathbb{R}$,

$$
U(x)=e^{\Lambda\left[x+x_{0}+o(1)\right]} \quad \forall x \leqslant-1, \quad \text { where } \quad \lim _{x \rightarrow-\infty} o(1)=0
$$

5.3. The case $\boldsymbol{c}=\boldsymbol{c}_{\min }$ and (1.6) has only one real root. Let $P(z)=$ $c_{\min } z-\left[e^{z}+e^{-z}-2+f^{\prime}(0)\right]$ be the characteristic function at 0 . That $P(\cdot)=0$ has only one real root, denoted by $\lambda$, implies that $P(\lambda)=P^{\prime}(\lambda)=0$; that is,

$$
\begin{equation*}
c_{\min }=e^{\lambda}-e^{-\lambda}, \quad f^{\prime}(0)=\lambda\left(e^{\lambda}-e^{-\lambda}\right)+\left(2-e^{\lambda}-e^{-\lambda}\right) \tag{5.4}
\end{equation*}
$$

Take $\omega \in(\lambda,[1+\alpha] \lambda)$ and consider the function, for small $\delta>0$,

$$
\begin{equation*}
\phi^{*}(\delta, x)=\delta\left[-x e^{\lambda x}-\delta^{\alpha / 2}\left(e^{\lambda x}-e^{\omega x}\right)\right] \tag{5.5}
\end{equation*}
$$

Note that $\phi^{*}>0$ in $(-\infty, 0)$ and $\phi^{*}<0$ in $(0, \infty)$. Since $P(\omega)<0$, for $x \leq 0$,

$$
\mathcal{L} \phi^{*}=\delta\left\{\delta^{\alpha / 2} P(\omega) e^{\omega x}+O(1) \delta^{\alpha}[|x|+1]^{1+\alpha} e^{(1+\alpha) \lambda x}\right\}<0
$$

It follows that $\phi^{-}:=\max \left\{\phi^{*}, 0\right\}$ is a subsolution for every $\delta \in\left(0, \delta_{0}\right]$, where $\delta_{0}>0$.
From Lemma 5.2, there exists the limit

$$
\begin{equation*}
A=\lim _{x \rightarrow-\infty}\{\ln U(x)-\lambda x-\ln |x|\} \tag{5.6}
\end{equation*}
$$

We claim that $A<\infty$. Suppose $A=\infty$. Then for each fixed $\xi \in \mathbb{R}, U(x+\xi)>$ $\phi^{-}(\delta, x)$ for all $x \ll-1$. Since $\phi^{-}=0$ on $[0, \infty)$ and $\phi^{-}$is a subsolution, a comparison
gives $U(x+\xi)>\phi^{-}(\delta, x)$ for all $x \in \mathbb{R}$. This is impossible for every $\xi \in \mathbb{R}$. Thus $A<\infty$.

We now consider the lower bound of $A$. Since $P(\cdot)$ is a concave function, that $\lambda$ is a double root to $P(\cdot)=0$ implies that $P(\omega)<0$ for every $\omega \neq \lambda$. It is then very hard to construct supersolutions. As the existence of a supersolution implies the existence of a traveling wave, the construction of a supersolution is equivalent to find $c_{\min }$ which is not totally determined by the local behavior of $f(s)$ near $s=0$. That $c_{\min }$ is the solution of (5.4) which is uniquely determined by $f^{\prime}(0)$ requires special properties on the nonlinearity on $f$. The whole nonlinear structure of $f$ on $[0,1]$ determines whether $A$ is bounded from below. As will be seen in a moment, the answer to whether $A$ is bounded is all we need to determine uniquely the asymptotic behavior of $U$ as $x \rightarrow-\infty$, i.e., the alternatives in (1.11).

Case 1. $A>-\infty$. Then $A$ is finite, so from (5.6), the first alternative in (1.11) holds.

Case 2. $A=-\infty$. Fix $\omega \in(\lambda,(1+\alpha) \lambda)$. Consider, for $\varepsilon \in[0,1]$ and small $\delta>0$,

$$
\phi^{+}(\varepsilon, \delta, x)=\delta\left\{[1-\varepsilon x] e^{\lambda x}-\delta^{\alpha / 2} e^{\omega x}\right\}
$$

Direct calculation shows that $\phi^{+}$is a supersolution on $(-\infty, 0]$ for every $\varepsilon \in[0,1]$ and $\delta \in\left(0, \delta_{0}\right]$. Fix a translation such that $U(1) \leq \delta_{0} / 2$. For every $\varepsilon \in(0,1]$ we compare $U(\cdot)$ and $\phi^{+}\left(\varepsilon, \delta_{0}, \cdot\right)$ on $(-\infty, 0]$. When $x \in[0,1], U(x) \leq U(1)<\delta_{0} / 2<\phi\left(\varepsilon, \delta_{0}, x\right)$. Since $A=-\infty$, we see that $U<\phi$ for all $x \ll-1$. It then follows that $U(\cdot)<\phi\left(\varepsilon, \delta_{0}, \cdot\right)$ on $(-\infty, 1]$. Sending $\varepsilon \searrow 0$ we obtain $U(x) \leq \delta_{0} e^{\lambda x}$ for all $x \in(-\infty, 0]$.

Also, by Lemma 5.2, there exists the limit

$$
\tilde{A}:=\lim _{x \rightarrow-\infty}\left\{\ln U(x)-\ln \phi^{+}\left(0, \delta_{0}, x\right)\right\}=\lim _{x \rightarrow-\infty}\{\ln U(x)-\lambda x\}-\ln \delta_{0}
$$

In addition, since $U(x) \leq \delta_{0} e^{\lambda x}$ for all $x \in(-\infty, 0], \tilde{A} \leq 0$.
Next we show that $\tilde{A}>-\infty$. To do this, for every $\omega_{1} \in[\lambda, \omega]$, consider the function $\phi^{-}\left(\omega_{1}, \delta, x\right):=\delta\left[e^{\omega_{1} x}+e^{\omega x}\right]$. It is easy to show that $\phi^{-}$is a subsolution on $(-\infty, 0]$ for every $\omega_{1} \in[\lambda, \omega]$ and every $\delta \in\left(0, \delta_{0}\right]$.

Fix a translation such that $U(-1)>2 \delta_{0}$. For every $\omega_{1} \in(\lambda, \omega]$, by comparing $U$ and $\phi^{-}\left(\omega_{1}, \delta_{0}, x\right)$, we see that $U>\phi^{-}\left(\omega_{1}, \delta_{0}, x\right)$, since $\omega_{1}>\lambda$ implies $U>\phi^{-}$for all $x \ll-1$. Now sending $\omega_{1} \searrow \lambda$ we see that $U(x) \geq \delta_{0} e^{\lambda x}$ for all $x \leq 0$. Thus $\tilde{A}$ is finite; namely, the second alternative in (1.11) holds.

Finally, we provide two examples showing that both alternatives in (1.11) can happen.

Example 1. This example provides the second alternative in (1.11). We define

$$
\begin{gathered}
U(x)=\frac{e^{x}}{1+e^{x}}, \quad \lambda=1, \quad c=e-\frac{1}{e} \\
f(u)=\frac{u(1-u)(e-1)\left[2(1-u)^{2}+2 e u^{2}+\left(e^{2}+1\right)(e+1) u(1-u) / e\right]}{e(1-u)^{2}+e u^{2}+u(1-u)\left(e^{2}+1\right)}
\end{gathered}
$$

Using $e^{x}=U(x) /[1-U(x)]$, one can verify that $(c, U)$ is a traveling wave. Since $f^{\prime}(0)=2-2 / e, \lambda=1$ is a double root of the characteristic equation $c \omega=e^{\omega}+e^{-\omega}-$ $2+f^{\prime}(0)$. Consequently, $c_{\min }=e-1 / e$.

Example 2. We show that the first alternative in (1.11) holds if

$$
\begin{equation*}
f \in C^{1+\alpha}([0,1]), \quad f(0)=f(1)=0<f(u) \leqslant f^{\prime}(0) u \quad \forall u \in(0,1) \tag{5.7}
\end{equation*}
$$

First of all, defining $\left(c_{\min }, \lambda\right)$ as in (5.4), one can show that $\min \left\{1, e^{\lambda x}\right\}$ is a supersolution with $c=c_{\min }$ so that there is a traveling wave of speed $c_{\min }$. Consequently, the minimum wave speed is given by the solution of (5.4); see, for example, [5, 6, 27].

Also, there is a supersolution given by

$$
\phi^{+}(x)=\left[1-\frac{\lambda}{1+\lambda} x\right] e^{\lambda x} \quad \forall x<0, \quad \phi^{+}(x)=1 \quad \text { for } \quad x \geqslant 0
$$

Note that, for a large constant $M, \phi^{+}(x+M)>\phi^{*}\left(\delta_{0}, x\right)$ on $\mathbb{R}$, where $\phi^{*}$ is as in (5.5). Following the existence proof of [5], $\left(\max \left\{\phi^{*}, 0\right\}, \phi^{+}\right)$sandwiches a solution which satisfies the first alternative in (1.11).

We conclude the following theorem.
Theorem 5.2. Assume (A) and (B). Suppose $c=c_{\min }$ and the characteristic equation has a root $\lambda$ of multiplicity 2, i.e., (5.4) holds. Then there is the alternative (1.11). In addition, under (5.7), only the first alternative in (1.11) holds.
5.4. The case $\boldsymbol{c}>\boldsymbol{c}_{\min }$ and $\boldsymbol{f}^{\prime}(\mathbf{0})>\mathbf{0}$. Let $\lambda$ and $\Lambda, \lambda<\Lambda$, be two roots of the characteristic equation $P(\cdot)=0$, where $P(z)=c z-\left[e^{z}+e^{-z}-2+f^{\prime}(0)\right]$. Pick $\omega$ such that $\lambda<\omega<\min \{\Lambda,(1+\alpha) \lambda\}$. Then $P(\omega)>0$. For each $\varepsilon \in\left(0, e^{-\omega}\right]$ and small $\delta$, consider functions

$$
\phi^{ \pm}(\varepsilon, \delta, x):=\delta\left([1 \mp \varepsilon] e^{\lambda x} \pm \varepsilon e^{\omega x}\right), \quad x \leqslant 1
$$

Note that

$$
\min _{0 \leqslant x \leqslant 1} \frac{\phi_{x}^{+}(\varepsilon, \delta, x)}{\phi^{+}(\varepsilon, \delta, x)}=\lambda+\varepsilon(\omega-\lambda), \quad \max _{0 \leqslant x \leqslant 1} \frac{\phi_{x}^{-}(\varepsilon, \delta, x)}{\phi^{-}(\varepsilon, \delta, x)}=\lambda-\varepsilon(\omega-\lambda)
$$

In addition, for all $x \leqslant 0, \varepsilon \in(0,1]$, and $\delta \in(0,1]$, using $\left|f(u)-f^{\prime}(0) u\right| \leq M u^{1+\alpha}$ and $0<\phi^{ \pm} \leq 2 \delta e^{\lambda x}$ we obtain

$$
\begin{aligned}
\pm \mathcal{L}\left[\phi^{ \pm} \delta\right] & =\delta \varepsilon P(\omega) e^{\omega x} \pm\left[f\left(\phi^{ \pm} \delta\right)-f^{\prime}(0) \phi^{ \pm} \delta\right] \\
& \geqslant \delta e^{\omega x}\left\{\varepsilon P(\omega)-2^{1+\alpha} M \delta^{\alpha} e^{[(1+\alpha) \lambda-\omega] x}\right\}
\end{aligned}
$$

Hence, we have the following:
(i) For every $\varepsilon \in\left(0, e^{-\omega}\right]$, there exists $x_{\varepsilon} \leqslant 0$ such that $\phi^{ \pm}(\varepsilon, 1, \cdot)$ is a super/subsolution on $\left(-\infty, x_{\varepsilon}\right]$.
(ii) For every $\varepsilon \in\left(0, e^{-\omega}\right]$, there exists $\delta_{\varepsilon}>0$ such that for every $\delta \in\left(0, \delta_{\varepsilon}\right]$, $\phi^{ \pm}(\varepsilon, \delta, \cdot)$ is a super/subsolution on $(-\infty, 0]$.

Indeed, we need only take

$$
x_{\varepsilon}:=\min \left\{0, \frac{\ln [\varepsilon P(\omega)]-\ln \left[2^{1+\alpha} M\right]}{(1+\alpha) \lambda-\omega}\right\}, \quad \delta_{\varepsilon}=\min \left\{1,\left(\frac{\varepsilon P(\omega)}{2^{1+\alpha} M}\right)^{1 / \alpha}\right\}
$$

Theorem 5.3. Assume (A), (B), and $f^{\prime}(0)>0$. Let $(c, U)$ be a traveling wave with speed $c>c_{\min }$. Then $U(x)=e^{\lambda\left(x+x_{0}+o(1)\right)}$ for some $x_{0} \in \mathbb{R}$, where $\lim _{x \rightarrow-\infty} o(1)=0$.

Proof. First of all, note that (4.2) holds for $W$ defined as in (5.3) with $\phi=$ $\phi^{+}(\varepsilon, 1, x)$.

We show that $A>-\infty$. Suppose $A=-\infty$. Fix $\varepsilon=e^{-\omega}$. Since

$$
\lim _{x \rightarrow \infty} U^{\prime}(x) / U(x)=\lambda
$$

there exists $\xi<0$ such that $U^{\prime}(x) / U(x)<\lambda+\varepsilon(\omega-\lambda)$ for all $x<\xi+2$. Now we compare $U(\cdot+\xi)$ with $\phi:=\phi^{+}(\varepsilon, U(\xi), \cdot)$ on $(-\infty, 0]$. By taking negatively large $\xi$, we may assume that $U(\xi)<\delta_{\varepsilon}$ so that $\phi$ is a supersolution on $(-\infty, 0]$.

Note that $\phi(0)=U(0+\xi)$ and

$$
\frac{\phi^{\prime}(x)}{\phi(x)}>\lambda+\varepsilon(\omega-\lambda)>\frac{U^{\prime}(x+\xi)}{U(x+\xi)} \quad \forall x \in[0,1]
$$

so that $U(\cdot+\xi)<\phi(\cdot)$ on $(0,1]$. Also, $\lim _{x \rightarrow-\infty}[\ln \phi(x)-\ln U(x+\xi)]=\infty$. It follows by comparison that $\phi(\cdot)>U(\cdot+\xi)$ on $(-\infty, 0]$, contradicting $\phi(0)=U(0+\xi)$. Thus $A>-\infty$.

Similarly, by using the subsolution $\phi^{-}$, one can show that $A<\infty$. Thus $A=$ $\lim _{x \rightarrow-\infty}\{\ln U(x)-\lambda x\}$ exists and is finite. This completes the proof.
5.5. The case $\boldsymbol{c}>\boldsymbol{c}_{\text {min }}$ and $\boldsymbol{f}^{\prime}(\mathbf{0})=\mathbf{0}$. When $c>c_{\min }, \lambda:=\lim _{x \rightarrow-\infty} U^{\prime}(x) /$ $U(x)$ is the smaller root to the characteristic equation $c z=e^{z}+e^{-z}-2+f^{\prime}(0)$. When $f^{\prime}(0)=0$, we have $\lambda=0$. Thus as $x \rightarrow-\infty, U(x)$ does not decay to 0 exponentially fast. To find the precise rate of decay, we shall assume the following:
(B1) $0 \leqslant f f^{\prime \prime} \leqslant M f^{\prime 2}$ on ( $\left.0, \epsilon\right]$ for some $\epsilon>0$ and $M>0 ; \int_{0}^{\epsilon} f^{\prime 2}(s) / f(s) d s<\infty$.
Simple examples of such functions are

$$
f(u)=\kappa u^{1+q}(1-u)^{p}, \quad f(u)=\kappa e^{-1 / u}(1-u)^{p} \quad(\kappa>0, q>0, p \geqslant 1) .
$$

Theorem 5.4. Assume (A), (B1), and $f^{\prime}(0)=0$. Let $(c, U)$ be a traveling wave with nonminimum speed $c$. Then (1.12) holds for some $x_{0} \in \mathbb{R}$.

Proof.
The idea. The proof is based on the following formal calculation. When $f^{\prime}(0)=0$ and $c>c_{\text {min }}$, it follows from Theorem 3 that $c U^{\prime} \approx f(U)$. Then at least formally we should have $c^{2} U^{\prime \prime} \approx c f^{\prime}(U) U^{\prime} \approx f(U) f^{\prime}(U)$. Since by the mean value theorem $U(x+1)+U(x-1)-2 U(x)=U^{\prime \prime}(y) \approx U^{\prime \prime}(x)$, we obtain

$$
c U^{\prime} \approx U^{\prime \prime}+f(U) \approx f(U) f^{\prime}(U) / c^{2}+f(U)=f(U)\left[1+f^{\prime}(U) / c^{2}\right] .
$$

This suggests that sub/super solutions can be obtained from solutions of ODEs of the form $c \phi^{\prime}=f(\phi)\left[1+f^{\prime}(\phi) / c^{2}\right] \pm o(1)$, where $o(1)$ is a small positive term large enough to offset the error of the approximation $U(x+1)+U(x-1)-2 U(x)=U^{\prime \prime}(y) \approx U^{\prime \prime}(x)$.

Construction of super/subsolutions. Let $\delta_{0}$ be a small enough constant and be fixed. For every $\delta \in\left(0, \delta_{0}\right]$ and $K \in\left[1,1 /\left(4 f^{\prime 2}(\delta)\right)\right]$, let $\phi$ be the solution of

$$
\begin{equation*}
c \phi^{\prime}=f(\phi)\left\{1+f^{\prime}(\phi) / c^{2} \pm K f^{\prime 2}(\phi)\right\} \quad \text { on }(-\infty, 1], \quad \phi(0)=\delta . \tag{5.8}
\end{equation*}
$$

The solution is given implicitly by

$$
\int_{\delta}^{\phi(x)} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2} \pm K f^{\prime 2}(s)\right]}=\frac{x}{c} \quad \forall x \leqslant 1 .
$$

When $\delta_{0}$ is small, we have $\phi \leq \delta[1+o(1)]$ and $c \phi^{\prime}=f(\phi)[1+o(1)]$ on $(-\infty, 1]$. In the following, $O(1)$ is a quantity bounded by a constant independent of $K$ and $\delta$.

Write (5.8) as $c \phi^{\prime}=(1+g(\phi)) f(\phi)$, where $g:=f^{\prime} / c^{2} \pm K f^{\prime 2}$. In the following, the arguments of $f, f^{\prime}, f^{\prime \prime}$, and $g$ are evaluated at $\phi(x)$, if not specified. Since $f^{\prime \prime} \geqslant 0$ and $f f^{\prime \prime}=O(1) f^{\prime 2}$ on the interval of interest, we see that

$$
|g|+\left|g^{\prime} f / f^{\prime}\right|=O\left(f^{\prime}\right)+O\left(f^{\prime 2}\right) K
$$

Consequently,

$$
c^{2} \phi^{\prime \prime}(x)=\left\{(1+g) f^{\prime}+f g^{\prime}\right\}(1+g) f=f f^{\prime}\left\{1+O\left(f^{\prime}\right)+O\left(f^{\prime 2}\right) K\right\}
$$

Also by the mean value theorem,

$$
\begin{gathered}
\phi(x+1)+\phi(x-1)-2 \phi(x)=\phi^{\prime \prime}(y) \text { for some } y \in[x-1, x+1] \\
\frac{f^{\prime}(\phi(y))}{f^{\prime}(\phi(x))}=\exp \left(\int_{x}^{y} \frac{(1+g) f f^{\prime \prime}}{c f^{\prime}}\right)=\exp \left(\int_{x}^{y} O\left(f^{\prime}(\phi(z)) d z\right)\right.
\end{gathered}
$$

This implies that

$$
f^{\prime}(\phi(y))=\left[1+O\left(f^{\prime}(\phi(x))\right)\right] f^{\prime}(\phi(x))
$$

Similarly,

$$
f(\phi(y))=\left[1+O\left(f^{\prime}(\phi(x))\right)\right] f(\phi(x))
$$

This follows that

$$
c^{2} \phi^{\prime \prime}(y)=\left.f^{\prime} f\left\{1+O\left(f^{\prime}\right)+O\left(f^{\prime 2}\right) K\right\}\right|_{\phi(x)}
$$

Hence, for all $x \leqslant 1$,

$$
\begin{aligned}
\mathcal{L}[\phi](x) & =c \phi^{\prime}-f-f^{\prime} f\left\{c^{-2}+O\left(f^{\prime}\right)+O\left(f^{\prime 2}\right) K\right\} \\
& =f f^{\prime 2}\left\{ \pm K+O(1)+O\left(f^{\prime}\right) K\right\}
\end{aligned}
$$

Thus we have the following lemma.
Lemma 5.3. There exist a small positive constant $\delta_{0}$ and a large constant $K_{0}$ such that for every $\delta \in\left(0, \delta_{0}\right]$ and every $K \in\left[K_{0}, 1 /\left(4 f^{\prime 2}(\delta)\right)\right]$, the solution $\phi^{ \pm}(\delta, x):=\phi(x)$ of (5.8) is a super/subsolution on $(-\infty, 0]$.

The comparison. Consider the function

$$
W^{ \pm}(\xi, x)=\int_{\phi^{ \pm}(\delta, x)}^{U(x+\xi)} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]} \quad x \leq 1, \xi \in \mathbb{R}
$$

Following a proof similar to that for Lemma 4.3, we can show that (4.2) holds with $W=W^{ \pm}, A=A^{ \pm} \in[-\infty, \infty]$ and $\nu=1 / c$. Note that

$$
\begin{aligned}
W^{+}-W^{-}= & \int_{\phi^{+}}^{\delta}\left\{\frac{1}{f\left[1+f^{\prime} / c^{2}\right]}-\frac{1}{f\left[1+f^{\prime} / c^{2}+K f^{\prime 2}\right]}\right\} d s \\
& -\int_{\phi^{-}}^{\delta}\left\{\frac{1}{f\left[1+f^{\prime} / c^{2}\right]}-\frac{1}{f\left[1+f^{\prime} / c^{2}-K f^{\prime 2}\right]}\right\} d s
\end{aligned}
$$

since the two integrals involving $K$ cancel each other. Sending $x \rightarrow-\infty$ and using $\phi^{ \pm}(-\infty)=0$ and $\int_{0}^{\epsilon} f^{\prime 2}(s) / f(s) d s<\infty$, we then obtain

$$
\lim _{x \rightarrow-\infty}\left\{W^{+}(\xi, x)-W^{-}(\xi, x)\right\}=\int_{0}^{\delta} \frac{2 K f^{\prime 2}}{f\left\{\left[1+f^{\prime} / c^{2}\right]^{2}-\left[K f^{\prime 2}\right]^{2}\right\}} d s<\infty
$$

We now show that $A^{+}>-\infty$. Suppose on the contrary that $A^{+}=-\infty$. For each $\delta \in\left(0, \delta_{0}\right]$, taking $K=1 /\left(4 f^{\prime}(\delta)^{2}\right)$ we see that

$$
\frac{\phi^{+\prime}(x)}{f\left(\phi^{+}(x)\right)}=\frac{1}{c}-\frac{f^{\prime}\left(\phi^{+}\right)}{c^{3}}+\frac{f^{\prime 2}\left(\phi^{+}\right)}{4 c f^{\prime 2}(\delta)} \geqslant \frac{1}{c}+\frac{1}{8 c} \quad \forall x \in[0,1]
$$

if $\delta_{0}$ is small enough. As we know that $\lim _{x \rightarrow-\infty} U^{\prime} / f(U)=1 / c$, there exits $\xi<0$ such that $U^{\prime} / f(U)<1 / c+1 /(8 c)$ for all $x \leq \xi+1$. Now set $\delta=U(\xi)$ and compare $U(\xi+\cdot)$ and $\phi^{+}(\delta, \cdot)$ on $(-\infty, 0]$.

As $\phi^{+\prime} / f\left(\phi^{+}\right)>U^{\prime} / f(U)$ on $[0,1]$ and $\phi(0)=U(\xi+0)$, we have $\phi^{+}(\cdot)>U(\xi+\cdot)$ on $(0,1]$. Also, $A^{+}=-\infty$ implies that $\phi^{+}(x)>U(\xi+x)$ for all $x \ll-1$. By comparison, $\phi^{+}>U$ on $(-\infty, 0]$, contradicting $\phi^{+}(0)=U(\xi+0)$. Thus $A^{+}>-\infty$. Similarly, using $\phi^{-}$, we can show that $A^{-}<\infty$. Hence $A^{ \pm}$are finite.

Finally, we observe that

$$
\begin{aligned}
\lim _{x \rightarrow-\infty} W^{+}(0, x)= & \lim _{x \rightarrow-\infty}\left\{\int_{\delta}^{U(x)} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]}-\frac{x}{c}\right\} \\
& -\int_{0}^{\delta}\left\{\frac{1}{1+f^{\prime}(s) / c^{2}}-\frac{1}{1+f^{\prime}(s) / c^{2}+K f^{\prime 2}(s)}\right\} \frac{d s}{f(s)},
\end{aligned}
$$

the assertion of the theorem, i.e., (1.12) thus follows.
As an illustration, we consider the case when

$$
f(u)=\kappa u^{2}(1-u)^{p} \quad(\kappa>0, p \geqslant 1) .
$$

Then for some integral constant $a$

$$
\int_{1 / 2}^{u} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]}=-\frac{1}{\kappa u}+\left(\frac{p}{\kappa}-\frac{2}{c^{2}}\right) \ln u+a+O(u) \quad \text { as } u \rightarrow 0 .
$$

After translation, we see that, as $x \rightarrow-\infty$,

$$
-\frac{1}{\kappa U(x)}+\left(\frac{p}{\kappa}-\frac{2}{c^{2}}\right) \ln U(x)=\frac{x}{c}+o(1) .
$$

This implies that, as $x \rightarrow-\infty$,

$$
\frac{1}{U(x)}=\frac{\kappa|x|}{c}+O(\ln |x|)=\frac{\kappa|x|}{c}(1+o(1)), \quad \ln U(x)=\ln \frac{c}{\kappa|x|}+o(1) .
$$

Thus, after another translation,

$$
\begin{aligned}
U(x) & =\frac{c}{\kappa\left[|x|-x_{0}+o(1)\right]+(p c-2 \kappa / c) \ln |x|} \\
& =\frac{c}{\kappa|x|}-\frac{\left(p c^{2}-2 \kappa\right) \ln |x|}{\kappa^{2} x^{2}}-\frac{c x_{0}+o(1)}{\kappa x^{2}} \quad \text { as } x \rightarrow-\infty .
\end{aligned}
$$

Note that the translation is distinguished by the third term in the Taylor's expansion.
Finally, observe that

$$
\int_{1 / 2}^{u} \frac{d s}{f(s)\left[1+f^{\prime}(s) / c^{2}\right]}=\int_{1 / 2}^{u} \frac{d s}{f(s)}-\frac{\ln f(u)}{c^{2}}+a+o(1) \quad \text { as } u \rightarrow 0 .
$$

In particular, if $f(u)=\kappa u^{1+q}[1+o(1)]$ for some $q>0$, then $U \propto|x|^{-1 / q}$ so that $\ln f(U) \approx-b \ln |x|+B+o(1)$ for some $b>0$ and $B \in \mathbb{R}$. Therefore, it is generic that for some constants $b>0$ and $x_{0} \in \mathbb{R}$,

$$
\int_{1 / 2}^{U(x)} \frac{d s}{f(s)}=\frac{c\left[x+x_{0}+o(1)\right]-b \ln |x|}{c^{2}}
$$

In a similar manner, we can establish an asymptotic expansion near $\infty$. We omit the details.
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#### Abstract

We consider divergence structure quasilinear singular elliptic partial differential equations on domains of $\mathbb{R}^{n}$ and show that there exist solutions with dead cores and, furthermore, solutions which involve both a dead core and bursts within the core. The results are obtained under appropriate monotonicity conditions on both the nonlinearity and the elliptic operator. Important special cases treated here are the $p$-Laplace and the mean curvature operators.

We also study related problems for $p$-Laplace equations with weights, which include the Matukuma equation as a prototype.

While it is usually thought that dead cores arise due to loss of smoothness of the underlying equation, we show by examples that they can occur equally for analytic $p$-Laplace equations.
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1. Introduction. We consider quasilinear elliptic partial differential equations having the canonical divergence structure

$$
\begin{equation*}
\operatorname{div}\{A(|D u|) D u\}=f(u) \quad \text { in } \Omega . \tag{1.1}
\end{equation*}
$$

Here $\Omega$ is a domain (connected open set) in $\mathbb{R}^{n}, n \geq 1$, and $D u$ denotes the vector gradient of the given function $u=u(x), x \in \Omega$. Unless otherwise stated explicitly, we assume throughout the paper the following conditions on the operator $A=A(\varrho)$ and the nonlinearity $f=f(u)$ :
(A1) $A \in C\left(\mathbb{R}^{+}\right), \quad \mathbb{R}^{+}:=(0, \infty)$;
(A2) $\varrho \mapsto \varrho A(\varrho)$ is strictly increasing in $\mathbb{R}^{+}$and $\varrho A(\varrho) \rightarrow 0$ as $\varrho \rightarrow 0$;
(F1) $f \in C(\mathbb{R})$; and
(F2) $f(0)=0, f$ is nondecreasing on $\mathbb{R}$, and $f(u)>0$ for $u>0$.
Condition (A2) is a minimal requirement for ellipticity of (1.1). Furthermore, it allows both singular and degenerate behavior of the operator $A$ at $\varrho=0$, that is, at critical points of $u$. We emphasize that no assumptions of differentiability are made on either $A$ or $f$.

We also study the related elliptic equation

$$
\begin{equation*}
\operatorname{div}\left(g(|x|)|D u|^{p-2} D u\right)=h(|x|) f(u) \quad \text { in } \Omega, \quad p>1 \tag{1.2}
\end{equation*}
$$

where $g, h: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are radial functions of class $C^{1}\left(\mathbb{R}^{+}\right)$and where the general elliptic operator $A$ is replaced by the $p$-Laplacian function $A(\varrho)=\varrho^{p-2}$. The celebrated Matukuma equation is a prototype for (1.2).

[^14]By a classical solution (or a classical distribution solution) of (1.1) or (1.2) in $\Omega$ we mean a function $u \in C^{1}(\Omega)$ which satisfies (1.1) or (1.2) in the distribution sense.

With the notation $\Phi(\varrho)=\varrho A(\varrho)$ when $\varrho>0$, and $\Phi(0)=0$, we introduce the function

$$
H(\varrho)=\varrho \Phi(\varrho)-\int_{0}^{\varrho} \Phi(s) d s, \quad \varrho \geq 0
$$

This function is easily seen to be strictly increasing, as follows from the inequality

$$
\varrho_{1} \Phi\left(\varrho_{1}\right)-\varrho_{0} \Phi\left(\varrho_{0}\right)>\left(\varrho_{1}-\varrho_{0}\right) \Phi\left(\varrho_{1}\right)>\int_{\varrho_{0}}^{\varrho_{1}} \Phi(s) d s
$$

when $\varrho_{1}>\varrho_{0} \geq 0$. Alternatively, monotonicity follows from the representation

$$
H(\varrho)=\int_{0}^{\Phi(\varrho)} \Phi^{-1}(s) d s, \quad \varrho \geq 0
$$

this being a consequence of the Stieltjes formula $H(\varrho)=\int_{0}^{\varrho} s d \Phi(s)$.
For the Laplace operator, that is, when (1.1) takes the classical form

$$
\Delta u=f(u)
$$

we have $A(\varrho) \equiv 1$ and $H(\varrho)=\frac{1}{2} \varrho^{2}$. Similarly, for the degenerate $p$-Laplace operator, here denoted by $\Delta_{p}, p>1$, we have $A(\varrho)=\varrho^{p-2}$ and $H(\varrho)=\varrho^{p} / p^{\prime}$, while for the mean curvature operator, one has $A(\varrho)=1 / \sqrt{1+\varrho^{2}}$ and $H(\varrho)=1-1 / \sqrt{1+\varrho^{2}}$. In the last example, note the anomalous behavior $\Phi(\infty)=H(\infty)=1$, a possibility which requires extra care and will be treated and discussed separately.

It is also worth observing that (1.1) is precisely the Euler-Lagrange equation for the variational integral

$$
I[u]=\int_{\Omega}\{\mathcal{G}(|D u|)+F(u)\} d x, \quad F(u)=\int_{0}^{u} f(s) d s
$$

where $\mathcal{G}$ and $A$ are related by $A(\varrho)=\mathcal{G}^{\prime}(\varrho) / \varrho, \varrho>0$. In this case $H(\varrho)=\varrho \mathcal{G}^{\prime}(\varrho)-\mathcal{G}(\varrho)$, the pre-Legendre transform of $\mathcal{G}$. Similarly, the variational integral for (1.2) is given by

$$
I[u]=\int_{\Omega}\left\{g(|x|) \frac{|D u|^{p}}{p}+h(|x|) F(u)\right\} d x
$$

where now $H(\varrho)=\varrho^{p} / p^{\prime}$ and $p^{\prime}$ is the Hőlder conjugate of $p$.
An elliptic equation or inequality is said to have a dead core solution $u$ in some domain $\Omega \subset \mathbb{R}^{n}$ provided that there exists an open subset $\Omega_{1}$ with compact closure in $\Omega$, called the dead core of $u$, such that

$$
u \equiv 0 \quad \text { in } \Omega_{1}, \quad u>0 \quad \text { in } \Omega \backslash \overline{\Omega_{1}}
$$

The condition $u>0$ could be replaced by $u \neq 0$, but for definiteness (and physical reality) we prefer the condition as stated. By the strong maximum principle (see Theorem 1.1 of $[7,8]$ ) a nonnegative solution of (1.1) or (1.2) can have a dead core only if

$$
\begin{equation*}
\int_{0+} \frac{d s}{H^{-1}(F(s))}<\infty \tag{1.3}
\end{equation*}
$$

where $H^{-1}$ is the inverse of $H$. We assume that condition (1.3) holds throughout the sequel, except for Theorems 1.2, 1.3, 6.2, and 6.3.

The equation $\Delta u=u^{q}$, for example, allows dead cores only if $0<q<1$. Actually condition (1.3) is not only necessary but also sufficient for the existence of solutions with dead cores. More specifically, we have the following main result for (1.1).

ThEOREM 1.1. Suppose $\Phi(\infty)=H(\infty)=\infty$. Assume the dead core condition (1.3) holds and let $u$ be a solution of (1.1), with $0 \leq u(x) \leq m$ on $\partial \Omega$ for some positive constant $m$. Then the following properties are valid:
(a) $0 \leq u<m$ in $\Omega$.
(b) Assume that

$$
\begin{equation*}
C=\int_{0}^{\infty} \frac{d s}{H^{-1}(F(s) / n)}<\infty \tag{1.4}
\end{equation*}
$$

and let $B_{R}$ be a ball with radius $R \geq C$, compactly contained in $\Omega$. Then $u$ has a dead core in $\Omega$ for all $m>0$.
(c) If $B$ is any ball compactly contained in $\Omega$, then $u \equiv 0$ in $B$ provided that $m>0$ is suitably small.
Equation (1.2) allows a corresponding dead core result, which however we defer until section 6.

A more refined version of Theorem 1.1 can be obtained when $\Omega=B_{R}$, where $B_{R}$ is any open ball in $\mathbb{R}^{n}, n \geq 1$, of radius $R>0$. Until explicitly noted in section 9 , we continue to assume that $\Phi(\infty)=H(\infty)=\infty$.

Theorem 1.2. The problem

$$
\begin{cases}\operatorname{div}\{A(|D u|) D u\}=f(u) & \text { in } B_{R},  \tag{1.5}\\ u=m>0 \quad \text { on } \partial B_{R}, & u \in C\left(\overline{B_{R}}\right),\end{cases}
$$

admits a unique classical (distribution) solution $u$, necessarily radial. Moreover $u=$ $u(r)=u(r, m)$ is of class $C^{1}[0, R]$ and satisfies $u \geq 0, u^{\prime} \geq 0$ in $[0, R]$ and $u^{\prime}(0)=0$, where ${ }^{\prime}=d / d r$.

Finally, at any $r>0$ where $u(r, m)>0$ we have also $u^{\prime}(r, m)>0$.
It follows from Theorem 1.2 that the solution $u(\cdot, m)$ must be one of the following three types:

1. $u>0$ in $B_{R}$.
2. $u(0, m)=0$ and $u^{\prime}(r, m)>0$ when $r>0$.
3. There exists $S \in(0, R)$ such that $u \equiv 0$ in $B_{S}$ and $u^{\prime}(r, m)>0$ when $r>S$. That is, in case 3 the solution $u$ of (1.5) has a dead core $B_{S}$. The solution $u=u(\cdot, m)$ of (1.5) has further properties of interest, given in the next result.

THEOREM 1.3. The function $u=u(\cdot, m)$ is continuous and nondecreasing in the variable $m(>0)$, and $u<m$ in $B_{R}$.

The following theorem gives an important relation between the value $m$ and dead cores solutions of (1.5).

THEOREM 1.4. Let $u(\cdot, m)$ be the unique solution of (1.5). Then either $u(\cdot, m)$ has a dead core for all $m>0$, or there is a unique (finite) number

$$
m=m_{0}=m_{0}(R)>0
$$

for which a solution $u_{0}=u_{0}(r)=u_{0}\left(r, m_{0}\right)$ of (1.5) in $B_{R}$ exists, with the properties that
(i) $u_{0}(0)=0$;
(ii) $u(0, m)>0$ for every $m>m_{0}$; and
(iii) $u(\cdot, m)$ has a dead core for every $0<m<m_{0}$.

For convenience we define $m_{0}=m_{0}(R)$ to be $\infty$ when $u(0, m)=0$ for all $m>0$. The examples

$$
\begin{gather*}
\Delta u=(\operatorname{sign} u) \sqrt{|u|},  \tag{1.6}\\
\Delta_{4} u=u \tag{1.7}
\end{gather*}
$$

are particularly interesting as illustrations of the main theorems above. Indeed, both of these are included in the canonical case

$$
\Delta_{p} u=u|u|^{q-1}, \quad p>1, \quad q>0,
$$

for which $F(u)=|u|^{q+1} /(q+1)$. Here the dead core condition (1.3) reduces exactly to

$$
0<q<p-1 .
$$

For these special cases, we search for $u_{0}$ in the form $c r^{k}, c, k>0$. Then from (1.5) one finds

$$
\begin{equation*}
k=\frac{p}{p-1-q}, \quad c=k^{-k / p^{\prime}}(n+k q)^{-k / p}, \quad m_{0}=c R^{k} . \tag{1.8}
\end{equation*}
$$

For the case (1.6) we have $p=2, q=1 / 2, k=4$, so that

$$
m_{0}=\frac{1}{(n+2)^{2}}\left(\frac{R}{2}\right)^{4}
$$

while $p=4, q=1, k=2$ for (1.7), and, in turn,

$$
m_{0}=\frac{R^{2}}{2 \sqrt{2(n+2)}},
$$

which reduces exactly to $m_{0}=R^{4} / 400$ and $m_{0}=R^{2} / 2 \sqrt{10}$ when $n=3$. In particular for the unit radius $R=1$ we obtain, respectively, the unexpectedly small numbers $m_{0}=0.00125$ and $m_{0} \cong 0.158$.

Equation (1.7), when written in full for $n=2$, has the form

$$
|D u|^{2} \Delta u+2 u_{x}^{2} u_{x x}+4 u_{x} u_{y} u_{x y}+2 u_{y}^{2} u_{y y}=u,
$$

which is analytic in all its variables. Thus dead core behavior is not due simply to a lack of smoothness in the basic equation. In fact (1.7) is an analytic partial differential equation, elliptic except at the singular point $D u=0$, which has a nonanalytic solution.

As a final example, consider the equation

$$
\Delta u=(\operatorname{sign} u) \sqrt{|u|}+u|u|^{2} .
$$

Here $A(\varrho) \equiv 1, H^{-1}(\varrho)=\sqrt{2 \varrho}$, and $F(u)=\frac{2}{3}|u|^{3 / 2}+\frac{1}{4}|u|^{4}$. Then

$$
C=\sqrt{\frac{n}{2}} \int_{0}^{\infty} \frac{d s}{\sqrt{(2 / 3) s^{3 / 2}+s^{4} / 4}}<\infty .
$$

By numerical calculation $C \cong 6.4334$ if $n=2$. Therefore, by the results of section 4 we have $m_{0}=\infty$ whenever $R \geq 7$. In particular, for the problem

$$
\begin{cases}\Delta u=(\operatorname{sign} u) \sqrt{|u|}+u|u|^{2} & \text { in } B_{7} \subset \mathbb{R}^{2} \\ u=m>0 & \text { on } \partial B_{7}\end{cases}
$$

a dead core occurs for all $m>0$. This result also follows without recourse to numerical calculation, since one can write, when $n=2$,

$$
C=\left(\frac{9}{2}\right)^{1 / 5} \int_{0}^{\infty} \frac{d t}{\sqrt{t^{3 / 2}+t^{4}}}<\left(\frac{9}{2}\right)^{1 / 5}\left\{\int_{0}^{1} \frac{d t}{\sqrt{t^{3 / 2}}}+\int_{1}^{\infty} \frac{d t}{\sqrt{t^{4}}}\right\}=5(4.5)^{1 / 5} \cong 6.75
$$

The case $n=3$ can be treated in the same way, with $C \cong 7.879$, but here the radius $R=7$ should be replaced by $R=8$.

In a related paper [1] Bandle and Vernier-Piro also studied the dead core problem for the weighted equation (1.2). Because of the different assumptions on the weights $g$ and $h$ made there it is hard to compare the two papers. A further dead core theorem concerning $p$-regular equations (see section 11 of $[7,8]$ ) was given by Diaz and Veron [3]. Again the assumptions are different enough to make it difficult to compare the results.

Sperb [10] considers similar dead core problems for the particular special case of the Laplace equation without weights, that is, $A \equiv 1, g \equiv 1$, and $h \equiv 1$. He estimates the critical value $m_{0}$ for more general domains than balls, but only for the homogeneous case $f(u)=$ Const $u|u|^{q-1}, 0<q<1$. For balls $B_{R}$ his estimate is weaker than our exact result (1.8). Similarly his estimates for the size of dead cores apply to more general domains than balls, but again are weaker than ours in the latter case.

Theorems 1.4 for the general equation (1.1) and 7.2 for the weighted $p$-Laplace equation (1.2) seem to capture and extend many of the ideas of these earlier papers.
2. Proof of Theorem 1.2. Existence of a radial solution $u$ of (1.5), with $u \geq 0$, $u^{\prime} \geq 0$, and $u^{\prime}(0)=0$. For the purpose of this proof only, we shall redefine $f$ so that $f(v)=f(m)$ for all $v \geq m$, and $f(v)=0$ when $v \leq 0$. This will not affect the conclusion of the theorem, since clearly any ultimate solution $u$ of (1.5), with $u \geq 0, u^{\prime} \geq 0$ in $[0, R]$, satisfies $0 \leq u \leq m$.

We shall make use of the Leray-Schauder fixed point theorem, as in Proposition 4.1 of $[7,8]$. Denote by $X$ the Banach space $X=C[0, R]$, endowed with the usual norm $\|\cdot\|_{\infty}$, and let $\mathcal{T}$ be the mapping from $X$ to $X$ defined pointwise for all $w \in X$ by

$$
\begin{equation*}
\mathcal{T}[w](r)=m-\int_{r}^{R} \Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f(w(t)) d t\right) d s, \quad r \in[0, R] \tag{2.1}
\end{equation*}
$$

Clearly $\mathcal{T}[w](R)=m$. Also

$$
\begin{equation*}
\mathcal{T}[w]^{\prime}(r)=\Phi^{-1}\left(r^{1-n} \int_{0}^{r} t^{n-1} f(w(t)) d t\right), \quad r \in(0, R] \tag{2.2}
\end{equation*}
$$

Obviously $\mathcal{T}[w]^{\prime}$ is continuous and nonnegative in $(0, R]$, since $0 \leq f(w) \leq f(m)$ for all $w \in X$. Moreover $r^{1-n} \int_{0}^{r} t^{n-1} f(w(t)) d t$ tends to zero as $r \rightarrow 0^{+}$. Therefore $\mathcal{T}[w]^{\prime}(r)$ approaches 0 as $r \rightarrow 0^{+}$, since $\Phi(0)=0$, and in turn $\mathcal{T}[w] \in C^{1}[0, R]$ with $\mathcal{T}[w]^{\prime}(0)=0$.

We claim that if $w$ is a fixed point of $\mathcal{T}$ in $X$, then $w(0) \geq 0$. Otherwise $w(0)<0$ and $w(R)=m>0$. Thus there exists a first point $r_{0} \in(0, R)$ such that $w(r)<0$ in $\left[0, r_{0}\right)$ and $w\left(r_{0}\right)=0$. Consequently $f(w(r))=0$ in $\left[0, r_{0}\right]$ and so $w^{\prime} \equiv 0$ for $r \in\left[0, r_{0}\right]$ by (2.2). Hence $w\left(r_{0}\right)=w(0)<0$, which is impossible, proving the claim.

Define the homotopy $\mathcal{H}: X \times[0,1] \rightarrow X$ by

$$
\begin{equation*}
\mathcal{H}[w, \sigma](r)=\sigma m-\int_{r}^{R} \Phi^{-1}\left(\sigma s^{1-n} \int_{0}^{s} t^{n-1} f(w(t)) d t\right) d s \tag{2.3}
\end{equation*}
$$

By the above argument, any fixed point $w_{\sigma}=\mathcal{H}\left[w_{\sigma}, \sigma\right]$ is of class $C^{1}[0, R]$ and has the properties $w_{\sigma} \geq 0, w_{\sigma}^{\prime} \geq 0$ in $[0, R]$, and $w_{\sigma}(R)=\sigma m$. Additionally, by (2.2) we find that $\Phi\left(w_{\sigma}^{\prime}\right) \in C^{1}[0, R]$, and then from (2.1) that $w_{\sigma}$ is a classical (distribution) solution of the problem

$$
\left\{\begin{array}{l}
{\left[r^{n-1} \Phi\left(w_{\sigma}^{\prime}(r)\right)\right]^{\prime}-\sigma r^{n-1} f\left(w_{\sigma}(r)\right)=0 \quad \text { in }(0, R],}  \tag{2.4}\\
w_{\sigma}^{\prime}(0)=0, \quad w_{\sigma}(R)=\sigma m .
\end{array}\right.
$$

In turn, it is evident that any function $w_{1}$ which is a fixed point of $\mathcal{H}[w, 1]$ (that is $w_{1}=\mathcal{H}\left[w_{1}, 1\right]$ ) is a nonnegative radial distribution solution of problem (1.5), in $B_{R} \backslash\{0\}$, with $w^{\prime}(0)=0$ and $w^{\prime} \geq 0$ in $[0, R]$.

Since $f>0$ for $u>0$ it follows equally from (2.4) that the final statement of the theorem is valid.

We assert that such a fixed point $w=w_{1}$ exists. We shall use Browder's version of the Leray-Schauder theorem for this purpose (see Theorem 11.6 of [5]).

To begin with, obviously $\mathcal{H}[w, 0] \equiv 0$ for all $w \in X$; that is, $\mathcal{H}[w, 0]$ maps $X$ into the single point $w_{0}=0$ in $X$. (This is the first hypothesis required in the application of the Leray-Schauder theorem.)

We show next that $\mathcal{H}$ is compact from $X \times[0,1]$ into $X$. First, $\mathcal{H}$ is continuous on $X \times[0,1]$. Indeed, let $w_{j} \rightarrow w, \sigma_{j} \rightarrow \sigma,\left(w_{j}, \sigma_{j}\right) \in X \times[0,1]$. Then in (2.3) clearly $\sigma_{j} f\left(w_{j}\right) \rightarrow \sigma f(w)$, since the modified function $f$ is continuous on $\mathbb{R}$. Hence $\mathcal{H}\left[w_{j}, \sigma_{j}\right] \rightarrow \mathcal{H}[w, \sigma]$, as required.

Next let $\left(w_{k}, \sigma_{k}\right)_{k}$ be a bounded sequence in $X \times[0,1]$. It is clear from (2.2) that

$$
\begin{equation*}
\left\|\mathcal{H}\left[w_{k}, \sigma_{k}\right]^{\prime}\right\|_{\infty} \leq \Phi^{-1}(R f(m) / n) . \tag{2.5}
\end{equation*}
$$

As an immediate consequence of the Ascoli-Arzelà theorem $\mathcal{H}$ then maps bounded sequences into relatively compact sequences in $X$, so $\mathcal{H}$ is compact.

To apply the Leray-Schauder theorem it is now enough to show that there is a constant $M>0$ such that

$$
\begin{equation*}
\|w\|_{\infty} \leq M \quad \text { for all }(w, \sigma) \in X \times[0,1], \quad \text { with } \mathcal{H}[w, \sigma]=w . \tag{2.6}
\end{equation*}
$$

Let $(w, \sigma)$ be a pair of type (2.6). But, as observed above, one has $w \geq 0, w^{\prime} \geq 0$, so that $\|w\|_{\infty}=w(R) \leq \sigma m \leq m$. Thus we can take $M=m$ in (2.6).

The Leray-Schauder theorem therefore implies that the mapping $\mathcal{T}[w]=\mathcal{H}[w, 1]$ has a fixed point $w \in X$ as asserted, which is the required solution of (1.5) in $B_{R} \backslash\{0\}$. The fixed point $u=w$ is a $C^{1}$ distribution solution of (1.5) in $B_{R}$. The proof is standard. Let $\varphi \in C_{c}^{1}\left(B_{R}\right)$. We have to show that

$$
\int_{B_{R}} A(|D u|) D u \cdot D \varphi d x=-\int_{B_{R}} f(u) \varphi d x .
$$

To this end let $\psi=\varphi k_{\varepsilon}, 0<2 \varepsilon<R$, where

$$
k_{\varepsilon}(x)= \begin{cases}0 & \text { for } \quad|x| \leq \varepsilon \\ 1 & \text { for } \quad|x| \geq 2 \varepsilon\end{cases}
$$

and such that $k_{\varepsilon} \in C^{1}\left(\mathbb{R}^{n}\right), 0 \leq k_{\varepsilon} \leq 1$ in $\mathbb{R}^{n},\left|D k_{\varepsilon}(x)\right| \leq 2 / \varepsilon$ for all $x$ with $\varepsilon \leq|x| \leq 2 \varepsilon$. Consequently, using $\psi$ as a test function in $B_{R} \backslash\{0\}$, we get

$$
\begin{aligned}
& \int_{B_{R} \backslash B_{2 \varepsilon}} A(|D u|) D u \cdot D \varphi d x+\int_{B_{2 \varepsilon} \backslash B_{\varepsilon}} A(|D u|) D u \cdot\left(k_{\varepsilon} D \varphi+\varphi D k_{\varepsilon}\right) d x \\
& \quad=-\int_{B_{R} \backslash B_{2 \varepsilon}} f(u) \varphi d x-\int_{B_{2 \varepsilon} \backslash B_{\varepsilon}} f(u) k_{\varepsilon} \varphi d x
\end{aligned}
$$

Now

$$
\begin{aligned}
\left|\int_{B_{2 \varepsilon} \backslash B_{\varepsilon}} A(|D u|) D u \cdot\left(k_{\varepsilon} D \varphi+\varphi D k_{\varepsilon}\right) d x\right| & \leq \sup _{B_{2 \varepsilon}}\left\{\Phi(|D u|) \cdot\left[|D \varphi|+\frac{2}{\varepsilon}|\varphi|\right]\right\} \cdot\left|B_{2 \varepsilon}\right| \\
& =o\left(\varepsilon^{n-1}\right)
\end{aligned}
$$

since $D u(0)=\mathbf{0}$, and $\Phi$ is continuous at $\varrho=0$ by (A2). Moreover

$$
\left|\int_{B_{2 \varepsilon} \backslash B_{\varepsilon}} f(u) k_{\varepsilon} \varphi d x\right| \leq \text { Const } \varepsilon^{n} .
$$

Letting $\varepsilon \rightarrow 0$ we get the required conclusion.
Uniqueness of $C^{1}$ distribution solutions of (1.5). This is an immediate consequence of the weak comparison principle given in Theorem 5.4 of $[7,8]$.

ThEOREM 2.1 (weak comparison principle [7, 8]). Assume (A1), (A2), (F1), and (F2) are satisfied. Let $u$ and $v$ be, respectively, classical solutions of

$$
\operatorname{div}\{A(|D u|) D u\}-f(u) \geq 0 \quad \text { and } \quad \operatorname{div}\{A(|D v|) D v\}-f(v) \leq 0
$$

in a bounded domain $\Omega$; that is, $u$ is a subsolution and $v$ is a supersolution of (1.1). Suppose also that $u$ and $v$ are continuous in $\bar{\Omega}$, with $u \leq v$ on $\partial \Omega$. Then $u \leq v$ in $\Omega$.
3. Proof of Theorem 1.3. Monotonicity. This follows from the weak comparison principle, as above.

Continuity. Let $0<m_{1}<m_{2}$ and write $u_{1}(r)=u\left(r, m_{1}\right)$ and $u_{2}(r)=u\left(r, m_{2}\right)$. We show that

$$
\begin{equation*}
0 \leq u_{2}(r)-u_{1}(r) \leq m_{2}-m_{1}, \quad r \in[0, R] \tag{3.1}
\end{equation*}
$$

By (2.1), for all $r \in[0, R]$,

$$
\begin{aligned}
& u_{2}(r)=m_{2}-\int_{r}^{R} \Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f\left(u_{2}(t)\right) d t\right) d s \\
& u_{1}(r)=m_{1}-\int_{r}^{R} \Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f\left(u_{1}(t)\right) d t\right) d s
\end{aligned}
$$

Then by subtraction

$$
\begin{aligned}
& u_{2}(r)-u_{1}(r)=m_{2}-m_{1} \\
& \quad-\int_{r}^{R}\left[\Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f\left(u_{2}(t)\right) d t\right)-\Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f\left(u_{1}(t)\right) d t\right)\right] d s .
\end{aligned}
$$

The function $\Phi^{-1}$ is strictly increasing by (A2) and $f$ is nondecreasing by (F2). Therefore, since $u_{1} \leq u_{2}$ in $[0, R]$ by monotonicity, one sees that the quantity in square brackets above is nonnegative, and (3.1) is proved.

Proof that $u<m$ in $B_{R}$. By (2.1) it is enough to show that

$$
I=\int_{r}^{R} \Phi^{-1}\left(s^{1-n} \int_{0}^{s} t^{n-1} f(u(t)) d t\right) d s>0 \quad \text { for } r \in[0, R)
$$

Clearly $u>0$ in some interval $\left(r_{0}, R\right]$ with $r_{0} \geq 0$, and in turn $f(u(s))>0$ in $\left(r_{0}, R\right]$ by (F2). Therefore

$$
I \geq \int_{\max \left\{r_{0}, r\right\}}^{R} \Phi^{-1}\left(s^{1-n} \int_{r_{0}}^{s} t^{n-1} f(u(t)) d t\right) d s>0
$$

as required.
4. The critical value $\boldsymbol{m}_{\mathbf{0}}$. We begin with a preliminary result, of interest in itself.

THEOREM 4.1. If $u_{1}=u\left(\cdot, m_{1}\right)$ has a dead core $B_{S_{1}}$, then $u_{2}=u\left(\cdot, m_{2}\right)$, where $m_{2}<m_{1}$, has a dead core $B_{S_{2}}$, with $S_{2}>S_{1}$. Similarly, if either $u_{1}(0)>0$ or $u_{1}(0)=0$ and $u_{1}(r)>0$ for $r \in(0, R]$, then $u_{2}>u_{1}$ in $B_{R}$ when $m_{2}>m_{1}$.

Proof. To prove the first part of the lemma, assume for contradiction that $m_{2}<$ $m_{1}$, and either $u_{2}(r)>0$ in $(0, R]$, or $0<S_{2} \leq S_{1}$. In the first of these cases the solutions $u_{1}$ and $u_{2}$ must cross at some point $r_{0} \in\left(S_{1}, R\right)$. Then applying Theorem 2.1 we find that $u_{1} \equiv u_{2}$ in $\left[0, r_{0}\right]$, which is an obvious contradiction since $u_{2}(r)>0$ on $\left(0, r_{0}\right]$, while $u_{2} \equiv u_{1} \equiv 0$ in $\left[0, S_{1}\right]$. The next case $0<S_{2}<S_{1}$ leads to a contradiction in the same way.

The remaining case, when $S=S_{2}=S_{1}>0$, needs more care. For $\varepsilon \in(0, R)$ define

$$
u_{\varepsilon}(r)= \begin{cases}0, & r \in[0, \varepsilon] \\ u_{1}(r-\varepsilon), & r \in(\varepsilon, R]\end{cases}
$$

If $\varepsilon>0$ is suitably small then one has $m_{1}>u_{\varepsilon}(R)>m_{2}=u_{2}(R)$, while at the same time

$$
\begin{equation*}
u_{2}(S+\varepsilon)>0=u_{1}(S)=u_{\varepsilon}(S+\varepsilon) \tag{4.1}
\end{equation*}
$$

Thus there is a point $r_{0} \in(S+\varepsilon, R)$ where $u_{\varepsilon}$ and $u_{2}$ cross.
We assert that $u_{\varepsilon}$ is a supersolution of (1.1) in the annulus $B_{R} \backslash \overline{B_{\varepsilon}}$. Indeed in this set we have

$$
\begin{align*}
\operatorname{div}\left\{A\left(\left|D u_{\varepsilon}\right|\right) D u_{\varepsilon}\right\}-f\left(u_{\varepsilon}\right) & =\left\{A\left(\left|u_{\varepsilon}^{\prime}\right|\right) u_{\varepsilon}^{\prime}\right\}^{\prime}+\frac{n-1}{r} A\left(\left|u_{\varepsilon}^{\prime}\right|\right) u_{\varepsilon}^{\prime}-f\left(u_{\varepsilon}\right) \\
& =\left(\frac{n-1}{r}-\frac{n-1}{r-\varepsilon}\right) \Phi\left(u_{1}^{\prime}(r-\varepsilon)\right)  \tag{4.2}\\
& =-\varepsilon \frac{n-1}{r(r-\varepsilon)} \Phi\left(u_{1}^{\prime}(r-\varepsilon)\right) \leq 0
\end{align*}
$$

Observing that $u_{2}(0)=u_{\varepsilon}(0)=0$, we can then apply the comparison principle, Theorem 2.1, in $B_{r_{0}}$. Therefore $u_{2} \leq u_{\varepsilon}$ in [ $\left.0, r_{0}\right]$, which contradicts (4.1) at the point $r=S+\varepsilon$ and completes the first part of the proof.

To obtain the second part of the theorem, assume for contradiction that $u_{2}(0)=$ $u_{1}(0)$ when $m_{2}>m_{1}$. Of course by Theorem 1.2 we have $u_{1}^{\prime}(r)>0$ for $r \in(0, R]$. Define

$$
\tilde{u}_{\varepsilon}(r)= \begin{cases}u_{2}(0), & r \in[0, \varepsilon], \\ u_{2}(r-\varepsilon), & r \in(\varepsilon, R]\end{cases}
$$

where $\varepsilon$ is chosen so small that $m_{2}>\tilde{u}_{\varepsilon}(R)>m_{1}=u_{1}(R)$. On the other hand $u_{1}(\varepsilon)>\tilde{u}_{\varepsilon}(\varepsilon)=0$. Hence there is a crossing point $r_{0} \in(\varepsilon, R)$ where $u_{1}\left(r_{0}\right)=\tilde{u}_{\varepsilon}\left(r_{0}\right)$. As before $u_{\varepsilon}$ is a supersolution of (1.1) in $B_{R}$ so that $u_{1} \leq \tilde{u}_{\varepsilon}$ in $B_{r_{0}}$ by Theorem 2.1. Therefore, $u_{1} \equiv \tilde{u}_{\varepsilon} \equiv 0$ in $[0, \varepsilon]$, which is impossible, since $u_{1}(r)>0$ for all $r \in(0, R]$.

That $u_{2}>u_{1}$ in all $B_{R}$ now follows at once, since otherwise $u_{2}$ and $u_{1}$ would cross at some value $r=r_{0}$ in which case comparison would lead to the absurd result $u_{2} \equiv u_{1}$ in $B_{r_{0}}$.

Proof of Theorem 1.4. For the purpose of this proof, we suppose that there is some $m>0$ for which $u(0, m)>0$.

Existence of $u_{0}$. Define

$$
\begin{equation*}
m_{0}=\inf \{m>0: u(0, m)>0\} \tag{4.3}
\end{equation*}
$$

We assert first that $m_{0}>0$. Let $\bar{m}>0$ be so small that

$$
\begin{equation*}
C_{\bar{m}}=\int_{0}^{\bar{m}} \frac{d s}{H^{-1}(F(s) / n)}<R \tag{4.4}
\end{equation*}
$$

which of course is possible by assumption (1.3); see Lemma 3.2 of [7, 8]. Define $v(r)=w(r-S), r \in[S, R], S=R-C_{\bar{m}}$, where $w$ is the function constructed in the dead core Lemma 7.1 of $[7,8]$, with $\sigma=1 / n$ and $C=C_{\bar{m}}$. We assert that $v$ is a supersolution of (1.1) in the set $B_{R} \backslash \bar{B}_{S}$. In fact

$$
\operatorname{div}\{A(|D v|) D v\}=\left[\Phi\left(v^{\prime}\right)\right]^{\prime}+\frac{n-1}{r} \Phi\left(v^{\prime}\right) \leq\left\{1+\frac{n-1}{r}(r-S)\right\} \sigma f(v)
$$

by (iii) and (iv) of Lemma 7.1 of $[7,8]$. Thus

$$
\operatorname{div}\{A(|D v|) D v\} \leq\left\{1-\frac{n-1}{n r} S\right\} f(v) \leq f(v)
$$

as required. Then, since $v(S)=v^{\prime}(S)=0$ and $v(R)=\bar{m}$, by defining $v$ to be zero on $B_{S}$, the extended function $v$ is a supersolution of (1.1) in $B_{R}$. By the comparison principle, Theorem 2.1, we find that $u(\cdot, \bar{m}) \equiv 0$ in $B_{S}$. Therefore $m_{0} \geq \bar{m}>0$ by (4.3) and the claim is proved.

Next, if (i) would be false, then $u_{0}(0)>0$ and by Theorem 1.3 also $u(0, m)>0$ for all $m>0$ sufficiently near $m_{0}$, which would contradict (4.3). Property (ii) is again a direct consequence of the definition (4.3) of $m_{0}$ and Theorem 1.3. Finally if there is $m \in\left(0, m_{0}\right)$ such that the corresponding solution $u(\cdot, m)$ of (1.5) has no dead core, then $u(0, m) \geq 0$ and $u(r, m)>0$ for $r \in(0, R]$. Thus by Theorem 4.1, with $m_{1}=m$ and $m_{2}=m_{0}$, we get $u_{0}(0)>u(0, m) \geq 0$, contradicting (i) and proving (iii).

Uniqueness of $u_{0}$. Suppose both $m_{0}$ and $\bar{m}_{0}$ have the properties (i)-(iii) of the theorem. Then $u_{0}(0)=u_{0}\left(0, m_{0}\right)=0$ by (i), while $u(0, m)>0$ when $m>\bar{m}_{0}$ by (ii). Hence $m_{0} \leq \bar{m}_{0}$. Similarly $\bar{m}_{0} \leq m_{0}$. Therefore $\bar{m}_{0}=m_{0}$, as desired.

The case $m_{0}=\infty$. If every solution of (1.5) is such that $u(0, m)=0$ for all $m>0$, then $u(\cdot, m)$ has a dead core for all $m>0$. Otherwise there would be $\bar{m}>0$ for which $u(0, \bar{m})=0$ and $u(r, \bar{m})>0$ for $r \in(0, R]$. Hence $u(0, m)>0$ for $m>\bar{m}$ by Theorem 4.1, contradicting the assumption. This also justifies the earlier agreement that $m_{0}=\infty$ in this case.

Remark. In summary, if $m_{0}$ is finite and $m>m_{0}$, then the solution $u=u(\cdot, m)$ of (1.5) is positive; namely, $u(r, m)>0$ for all $r \in[0, R]$. On the other hand, if $m<m_{0} \leq \infty$ then the solution $u=u(\cdot, m)$ of (1.5) has a dead core $B_{S} \subset B_{R}$, $0<S<R$.
5. The size of a dead core and proof of Theorem 1.1. Recall the assumption that $\Phi(\infty)=H(\infty)=\infty$, and let

$$
\begin{equation*}
C=\int_{0}^{\infty} \frac{d s}{H^{-1}(F(s) / n)} \tag{5.1}
\end{equation*}
$$

Clearly $0<C \leq \infty$ since the integral is convergent at 0 by (1.3) and by Lemma 3.2 of $[7,8]$ with $\sigma=1 / n$. Of course the integral can possibly diverge at $\infty$.

Theorem 5.1. We have

$$
\begin{equation*}
m_{0}=\infty \quad \text { if } C<\infty \quad \text { and } \quad R \geq C \tag{5.2}
\end{equation*}
$$

while

$$
\begin{equation*}
m_{0} \geq \bar{m} \quad \text { if } \quad R<C, \tag{5.3}
\end{equation*}
$$

where $\bar{m}$ is defined by the relation

$$
R=\int_{0}^{\bar{m}} \frac{d s}{H^{-1}(F(s) / n)} .
$$

Proof. The proof of (5.2) is essentially the same as the proof of the first part of Theorem 1.4, the only exception being that $C_{\bar{m}}$ given by (4.4) is replaced by $C$.

To obtain (5.3), we define $v(r)=w(r)$ as in the proof of Theorem 1.4, with $S=0, \sigma=1 / n$, and $C=R$. Then by Lemma 7.1 of $[7,8]$ we have $v(0)=v^{\prime}(0)=0$, $v(R)=w(R)=\bar{m}$, while $v$ is a supersolution of (1.1) in $B_{R}$. It follows by comparison that $0 \leq u(r, \bar{m}) \leq v(r)$. Hence $u(0, \bar{m})=v(0)=0$, and in turn from the definition (4.3) of $m_{0}$ we get $m_{0} \geq \bar{m}$, as required in (5.3).

Theorem 5.2. Let $m<m_{0}$, so that a dead core exists by Theorem 1.4, (iii). In particular the solution $u=u(\cdot, m)$ satisfies

$$
u \equiv 0 \quad \text { in } B_{S} \subset B_{R},
$$

where

$$
R-\int_{0}^{m} \frac{d s}{H^{-1}(F(s) / n)}<S<R .
$$

If $R \geq C$, then for all $m>0$ one has

$$
R-C<S<R .
$$

Proof. The proof is the same as the first part of the proof of Theorem 1.4.

Remark. For any $\varepsilon>0$, if $m$ is suitably small (depending on $\varepsilon$ ) we have $R-\varepsilon<$ $S<R$.

Proof of Theorem 1.1. (a) That $u \geq 0$ follows from Theorem 2.1 by comparing the given solution $u$ with the trivial solution 0 .

The constant function $m$ is a supersolution of (1.1), so that again by Theorem 2.1 we have $u \leq m$ in $\Omega$. In fact $u<m$ in $\Omega$. To see this, let $y$ be any point of $\Omega$ and $B$ a ball in $\Omega$ centered at $y$. Let $v(\cdot, m)$ be the radial solution of (1.1) in $B$ constructed in Theorem 1.2, with $v(|x-y|, m)=m$ for $x \in \partial B$. Therefore $u(x) \leq m=v(|x-y|, m)$ for $x \in \partial B$, and in turn $u(x) \leq v(|x-y|, m)<m$ for $x \in B$ by the final part of Theorem 1.3.
(b) This is a direct consequence of Theorem 5.1.
(c) Clearly there exists $R>0$ such that $\bar{B} \subset B_{R} \subset \subset \Omega$, with $B$ and $B_{R}$ centered at the same point of $\Omega$. By (a) we know that $u<m$ on $\partial B_{R}$. Denote by $R-\varepsilon$ the radius of $B$; then by comparison, together with the remark after Theorem 5.2, we have $u \equiv 0$ in $B$ when $m>0$ is suitably small.
6. The equation $\operatorname{div}\left\{g(|x|)|D u|^{p-2} D u\right\}=h(|x|) f(u)$. Consider the quasilinear singular elliptic equation

$$
\begin{equation*}
\operatorname{div}\left(g(|x|)|D u|^{p-2} D u\right)=h(|x|) f(u) \quad \text { in } \Omega, \quad p>1 \tag{6.1}
\end{equation*}
$$

where $g, h: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are radial functions of class $C^{1}\left(\mathbb{R}^{+}\right)$, and $\Omega$ is a domain of $\mathbb{R}^{n}, n \geq 1$, containing the origin. Prototypes of (6.1), with nontrivial functions $g$, $h$, are given, for example, by equations of Matukuma type and equations of Batt-Faltenbacher-Horst type. More precisely, the Matukuma-type equation is given by

$$
\begin{equation*}
\Delta_{p} u=\frac{f(u)}{1+r^{\sigma}}, \quad r=|x|, \quad \sigma>0 \tag{6.2}
\end{equation*}
$$

where $\Delta_{p}$ denotes the $p$-Laplace operator, $p>1$, and where also $g(|x|) \equiv 1, h(|x|)=$ $1 /\left(1+r^{\sigma}\right)$. A second example is the equation

$$
\begin{equation*}
\Delta_{p} u=\frac{r^{\sigma}}{\left(1+r^{p^{\prime}}\right)^{\sigma / p^{\prime}}} \cdot \frac{f(u)}{r^{p^{\prime}}}, \quad \sigma>0 \tag{6.3}
\end{equation*}
$$

where now $g(|x|) \equiv 1, h(|x|)=r^{\sigma-p^{\prime}} /\left(1+r^{p^{\prime}}\right)^{\sigma / p^{\prime}}$.
All these equations are discussed in detail in section 4 of [6], as special cases of the main example ${ }^{1}$

$$
\begin{align*}
& \operatorname{div}\left(r^{k}|D u|^{p-2} D u\right)=r^{\ell}\left(\frac{r^{s}}{1+r^{s}}\right)^{\sigma / s} f(u)  \tag{6.4}\\
& k \in \mathbb{R}, \quad \ell \in \mathbb{R}, \quad s>0, \quad \sigma>0
\end{align*}
$$

In particular, in [6] conditions on the exponents were found so that, under appropriate behavior of the nonlinearity $f$, radial ground states for (6.2)-(6.4) are unique.

We shall also be interested in the radial version of (6.1), when $\Omega$ is a ball $B_{R}$ centered at 0 with radius $R>0$, namely,

$$
\begin{equation*}
\left[a(r)\left|u^{\prime}\right|^{p-2} u^{\prime}\right]^{\prime}=b(r) f(u) \quad \text { in }(0, R) \tag{6.5}
\end{equation*}
$$

[^15]The two versions are reconciled by replacing $f$ by $-f$.
where, with obvious notation,

$$
\begin{equation*}
a(r)=r^{n-1} g(r), \quad b(r)=r^{n-1} h(r) \tag{6.6}
\end{equation*}
$$

Motivated by the case $a(r)=b(r)=r^{n-1}$ in [6], the functions $a$ and $b$ are assumed to be such that (6.5) can be transformed by the change of variables $r \mapsto t(r)$,

$$
\begin{equation*}
t(r)=\int_{0}^{r}[b(s) / a(s)]^{1 / p} d s, \quad r \geq 0 \tag{6.7}
\end{equation*}
$$

$t: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}, t(0)=0$, to the form

$$
\begin{equation*}
\left[q(t)\left|v_{t}\right|^{p-2} v_{t}\right]_{t}=q(t) f(v) \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
q(t)=[a(r(t))]^{1 / p}[b(r(t))]^{1 / p^{\prime}}, \quad t>0 \tag{6.9}
\end{equation*}
$$

This requires, in particular, the following conditions on the coefficients:

$$
\begin{equation*}
a, b>0, \quad a, b \in C^{1}\left(\mathbb{R}^{+}\right), \quad(b / a)^{1 / p} \in L^{1}[0, R] \tag{A3}
\end{equation*}
$$

We shall ask as well that the transformed equation (6.8) be compatible with the structure:

$$
\begin{equation*}
q \in C^{1}\left(\mathbb{R}^{+}\right), \quad q>0 \quad \text { in } \mathbb{R}^{+} \tag{Q1}
\end{equation*}
$$

$$
\begin{equation*}
\text { there is } \delta>0 \text { such that } q_{t}>0 \text { in }(0, \delta) \tag{Q2}
\end{equation*}
$$

By (Q2) the weight $q(t)$ has a finite limit as $t \rightarrow 0^{+}$and in turn also $\bar{q}(r)=q(t(r))$ is bounded as $r \rightarrow 0^{+}$by (6.7). Hence $b=(b / a)^{1 / p} \bar{q}=O\left((b / a)^{1 / p}\right)$ as $r \rightarrow 0^{+}$by (6.9), and so by (A3)

$$
\begin{equation*}
b \in L^{1}[0, R] \quad \text { and } \quad h \in L_{\mathrm{loc}}^{1}\left(B_{R}\right) \tag{6.10}
\end{equation*}
$$

Definition. A classical solution of (6.1) is a nonnegative function $u$ of class $C(\Omega) \cap$ $C^{1}(\Omega \backslash\{0\})$, which is a distribution solution of (6.1) in $\Omega$, of course also with

$$
\begin{equation*}
g|D u|^{p-1} \in L_{\mathrm{loc}}^{1}(\Omega) \tag{6.11}
\end{equation*}
$$

THEOREM 6.1 (weak comparison principle). Let u and $\tilde{u}$ be, respectively, classical super- and subsolutions of (6.1) in a bounded domain $\Omega$. Suppose also that $u$ and $\tilde{u}$ are continuous in $\bar{\Omega}$, with $u \geq \tilde{u}$ on $\partial \Omega$. Then $u \geq \tilde{u}$ in $\Omega$.

Proof. We follow the proof of Theorem 5.4 of $[7,8]$.
Let $w=u-\tilde{u}$ in $\bar{\Omega}$. If the conclusion fails, then there exists a point $x_{1} \in \Omega$ such that $w\left(x_{1}\right)<0$. Fix $\varepsilon>0$ so small that $w\left(x_{1}\right)+\varepsilon<0$. Consequently, since $w \geq 0$ on $\partial \Omega$ it follows that the function $w_{\varepsilon}=\min \{w+\varepsilon, 0\}$ is nonpositive and has compact support in $\Omega$. By the distribution meaning of solutions, taking the Lipschitz continuous function $w_{\varepsilon}$ as a test function, we get

$$
\begin{equation*}
\int_{\Omega} g(|x|)\left\{|D u|^{p-2} D u-|D \tilde{u}|^{p-2} D \tilde{u}\right\} D w_{\varepsilon} \leq \int_{\Omega} h(|x|)\{f(\tilde{u})-f(u)\} w_{\varepsilon} \tag{6.12}
\end{equation*}
$$

The left-hand side of (6.12) is positive since $p>1$ and $g(|x|)>0$ for $x \in \Omega \backslash\{0\}$ and $D w_{\varepsilon} \equiv D w=D u-D \tilde{u} \not \equiv \mathbf{0}$ when $w+\varepsilon<0$, while otherwise $D w_{\varepsilon}=\mathbf{0}$ (a.e.).

Moreover, when $w+\varepsilon<0$ there holds $0 \leq u<\tilde{u}-\varepsilon$; hence $f(\tilde{u})-f(u) \geq 0$ since $f$ is nondecreasing by (F2). Thus the right-hand side of (6.12) is nonpositive, since $h(|x|)>0$ for $x \in \Omega \backslash\{0\}$, which is a contradiction.

In the rest of this section we continue to denote by $B_{R}$ the open ball centered at 0 with radius $R>0$, that is, $B_{R}=B(0, R)$. Our first result is the analogue of Theorem 1.2, where now we use $A(\varrho)=\varrho^{p-2}, \Phi(\varrho)=\varrho^{p-1}$, consistent with section 1 . In this case of course $\Phi(\infty)=H(\infty)=\infty$ and $\Phi^{-1}(\tau)=\tau^{1 /(p-1)}$.

Theorem 6.2. The problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left\{g(|x|)|D u|^{p-2} D u\right\}=h(|x|) f(u) \quad \text { in } B_{R}  \tag{6.13}\\
u=m>0 \quad \text { on } \partial B_{R}, \quad u \in C\left(\overline{B_{R}}\right)
\end{array}\right.
$$

admits a unique classical solution $u$, necessarily radial.
Moreover $u=u(r)=u(r, m)$ is of class $C^{1}[0, R]$ and satisfies $u \geq 0, u^{\prime} \geq 0$ in $[0, R]$ and $u^{\prime}(0)=0$, where ${ }^{\prime}=d / d r$. Finally, at any $r>0$ where $u(r, m)>0$ we have also $u^{\prime}(r, m)>0$.

It follows from Theorem 6.2 that the solution $u(\cdot, m)$ must be one of the following three types:

1. $u>0$ in $B_{R}$.
2. $u(0, m)=0$ and $u^{\prime}(r, m)>0$ when $r>0$.
3. There exists $S \in(0, R)$ such that $u \equiv 0$ in $B_{S}$ and $u^{\prime}(r, m)>0$ when $r>S$. That is, in case 3 the solution $u$ of (1.5) has a dead core $B_{S}$.

Proof. Existence of a radial solution $u$ of (6.13), with $u \geq 0, u^{\prime} \geq 0$, and $u^{\prime}(0)=0$. This will be accomplished by first showing that (6.8) has a solution $v=v(t)$ on $[0, T], T=t(R)$, with $v \geq 0, v_{t} \geq 0$, and $v_{t}(0)=0$, where $t=t(r)$ is given by (6.7).

Indeed, by following the proof of Theorem 1.2 almost word for word, including the redefinition of $f$, but with the exception that $r^{n-1}$ is replaced by $q(t)$, one obtains ${ }^{2}$ an appropriate fixed point $w=w(t) \in X=C[0, T]$ satisfying

$$
\begin{equation*}
w(t)=m-\int_{t}^{T}\left(\frac{1}{q(s)} \int_{0}^{s} q(\tau) f(w(\tau)) d \tau\right)^{1 /(p-1)} d s, \quad t \in[0, T] \tag{6.14}
\end{equation*}
$$

Clearly $w(T)=m$ and

$$
\begin{equation*}
w_{t}(t)=\left(\frac{1}{q(t)} \int_{0}^{t} q(\tau) f(w(\tau)) d \tau\right)^{1 /(p-1)}, \quad t \in(0, T] \tag{6.15}
\end{equation*}
$$

Obviously $w_{t}$ is continuous and nonnegative in $(0, T]$, since $0 \leq f(w) \leq f(m)$ for all $w \in X$. Moreover by (Q2)

$$
0<\frac{1}{q(t)} \int_{0}^{t} q(\tau) f(w(\tau)) d \tau \leq t f(m) \rightarrow 0 \quad \text { as } \quad t \rightarrow 0^{+}
$$

[^16]Therefore $w_{t}(t)$ approaches 0 as $t \rightarrow 0^{+}$by (6.15). In turn we have $w \in C^{1}[0, T]$ with $w_{t}(0)=0$.

We claim moreover that $w(0) \geq 0$. Otherwise $w(0)<0$ and $w(T)=m>0$. Thus there exists a first point $t_{0} \in(0, T)$ such that $w(t)<0$ in $\left[0, t_{0}\right)$ and $w\left(t_{0}\right)=0$. Consequently $f(w(t))=0$ in $\left[0, t_{0}\right]$ and so $w_{t} \equiv 0$ for $t \in\left[0, t_{0}\right]$ by (6.15). Hence $w\left(t_{0}\right)=w(0)<0$, which is impossible, proving the claim.

The function $v=w$ is the desired solution of (6.8) in $[0, T]$, and in turn $u(r)=$ $v(t(r))$ is a $C^{1}$ solution of (6.5) on $(0, R]$.

The function $u(|x|)=v(t(|x|))$ is a $C^{1}$ distribution solution of (6.13) in $B_{R}$. First we show (6.11) for $\Omega=B_{R}$. Recall that $v \in C^{1}[0, T]$ and $v_{t}(0)=0$, while also, as shown above, $q$ is bounded as $t \rightarrow 0^{+}$. Then using the change of variables (6.7) we get

$$
a(r)\left|u^{\prime}(r)\right|^{p-1}=q(t)\left|v_{t}(t)\right|^{p-1} \rightarrow 0 \quad \text { as } \quad r, t \rightarrow 0^{+}
$$

Therefore, recalling (6.6), it follows that (6.11) holds in $B_{R}$ for $u(|x|)=v(t(|x|))$. The rest of the proof is standard, as in the last part of the proof of Theorem 1.2. Thus $u$ is a $C^{1}$ distribution solution of (6.13) in $B_{R}$.

Uniqueness of $C^{1}$ distribution solutions of (6.13). This is an immediate consequence of the weak comparison principle given in Theorem 6.1.

The solution $u=u(\cdot, m)$ of (6.13) has further properties of interest, given in the next result.

THEOREM 6.3. The function $u=u(\cdot, m)$ is continuous and nondecreasing in the variable $m$, and $u<m$ in $B_{R}$.

Proof. Monotonicity. This follows from the weak comparison principle Theorem 6.1.

Continuity. Using the notation of the proof of Theorem 1.3, we show that if $0<m_{1}<m_{2}$, then

$$
\begin{equation*}
0 \leq v_{2}(t)-v_{1}(t) \leq m_{2}-m_{1} \quad \text { on }[0, T] \tag{6.16}
\end{equation*}
$$

By (6.14) we have for all $t \in[0, T]$

$$
\begin{aligned}
v_{2}(t) & -v_{1}(t)=m_{2}-m_{1} \\
& -\int_{t}^{T}\left[\left(\frac{1}{q(s)} \int_{0}^{s} q(\tau) f\left(v_{2}(\tau)\right) d \tau\right)^{1 /(p-1)}-\left(\frac{1}{q(s)} \int_{0}^{s} q(\tau) f\left(v_{1}(\tau)\right) d \tau\right)^{1 /(p-1)}\right] d s
\end{aligned}
$$

and (6.16) now follows exactly as in the proof of Theorem 1.3. Consequently

$$
0 \leq u_{2}(r)-u_{1}(r)=v_{2}(t(r))-v_{1}(t(r)) \leq m_{2}-m_{1} \quad \text { for } r \in[0, R]
$$

as required.
Proof that $u<m$ in $B_{R}$. It is equivalent to show the same property for the corresponding fixed point solution $v$ of (6.9). By (6.14) it is enough to prove that

$$
I=\int_{t}^{T}\left(\frac{1}{q(s)} \int_{0}^{s} q(\tau) f(v(\tau)) d \tau\right)^{1 /(p-1)} d s>0 \quad \text { for } t \in[0, T)
$$

Clearly $v>0$ in some interval $\left(t_{0}, T\right]$ with $t_{0} \geq 0$, and in turn $f(v(t))>0$ in $\left(t_{0}, T\right]$ by (F2). Therefore

$$
I \geq \int_{\max \left\{t_{0}, t\right\}}^{T}\left(\frac{1}{q(s)} \int_{t_{0}}^{s} q(\tau) f(v(\tau)) d \tau\right)^{1 /(p-1)} d s>0
$$

as required.
7. The critical value $\boldsymbol{m}_{\mathbf{0}}$ for (6.1). We now turn to the dead core theorem for (6.1), analogous to Theorem 1.4 for (1.1). In the present case we have $H^{-1}(\tau)=$ $\left(p^{\prime} \tau\right)^{1 / p}$ and the dead core condition (1.3) becomes

$$
\begin{equation*}
\int_{0+} \frac{d s}{[F(s)]^{1 / p}}<\infty \tag{7.1}
\end{equation*}
$$

In what follows we assume also that

$$
\begin{gather*}
\frac{q_{t}}{q} \quad \text { is nonincreasing on } \mathbb{R}^{+}  \tag{Q3}\\
\limsup _{t \rightarrow 0^{+}} \frac{t q_{t}(t)}{q(t)}<\infty \tag{Q4}
\end{gather*}
$$

THEOREM 7.1. If $u_{1}=u\left(\cdot, m_{1}\right)$ has a dead core $B_{S_{1}}$, then $u_{2}=u\left(\cdot, m_{2}\right)$, $m_{2}<m_{1}$, has a dead core $B_{S_{2}}$, with $S_{2}>S_{1}$. On the other hand, if either $u_{1}(0)>0$ or $u_{1}(0)=0$ and $u_{1}(r)>0$ for $r \in(0, R]$, then $u_{2}>u_{1}$ in $B_{R}$ when $m_{2}>m_{1}$.

Proof. It is equivalent to show the same result with $u_{1}$ and $u_{2}$ replaced by $v_{1}=$ $v_{1}(t)=u_{1}(r(t))$ and $v_{2}=v_{2}(t)=u_{2}(r(t)), t \in[0, T]$, respectively. To do this we can repeat the proof of Theorem 4.1 almost word for word, of course with $u_{1}$ and $u_{2}$ replaced by $v_{1}$ and $v_{2}$, and also with the following necessary changes: (i) replace (4.2) by

$$
\begin{aligned}
\frac{1}{q(t)}\left\{\left[q(t)\left|v_{\varepsilon, t}\right|^{p-2} v_{\varepsilon, t}\right]_{t}-q(t) f\left(v_{\varepsilon}\right)\right\} & =\left[\left|v_{\varepsilon, t}\right|^{p-2} v_{\varepsilon, t}\right]_{t}+\frac{q_{t}(t)}{q(t)}\left|v_{\varepsilon, t}\right|^{p-2} v_{\varepsilon, t}-f\left(v_{\varepsilon}\right) \\
& =\left[\frac{q_{t}(t)}{q(t)}-\frac{q_{t}(t-\varepsilon)}{q(t-\varepsilon)}\right]\left[v_{1, t}(t-\varepsilon)\right]^{p-1}
\end{aligned}
$$

which is nonpositive in view of (Q3) and the fact that $v_{1, t} \geq 0$, that is,

$$
\left[q(t)\left|v_{\varepsilon, t}\right|^{p-2} v_{\varepsilon, t}\right]_{t}-q(t) f\left(v_{\varepsilon}\right) \leq 0
$$

and (ii) replace the use of Theorem 2.1 in $B_{r_{0}}$ by the use of the radial analogue of Theorem 6.1 in $\left[0, r_{0}\right)$.

The following theorem gives an important relation between the value $m$ and dead core solutions of (6.13).

THEOREM 7.2. Let $u(\cdot, m)$ be the unique solution of (6.13). Then either $u(\cdot, m)$ has a dead core for all $m>0$, or there is a unique (finite) number

$$
m=m_{0}=m_{0}(R)>0
$$

for which a solution $u_{0}=u_{0}(r)=u_{0}\left(r, m_{0}\right)$ of (6.13) in $B_{R}$ exists, with the properties that
(i) $u_{0}(0)=0$;
(ii) $u(0, m)>0$ for every $m>m_{0}$;
(iii) $u(\cdot, m)$ has a dead core for every $0<m<m_{0}$.

For convenience we define $m_{0}=m_{0}(R)$ to be $\infty$ when all solutions of (6.13) are such that $u(0, m)=0$ for all $m>0$.

Before proving Theorem 7.2, it is useful to give a preliminary lemma. For this and later purposes we introduce the constant $M \geq 1$ by

$$
\begin{equation*}
\sup _{0<t<T} \frac{t q_{t}(t)}{q(t)}=M-1 \tag{7.2}
\end{equation*}
$$

which is well defined by (Q1), (Q2), and (Q4).
Lemma 7.3. Any nonnegative solution $u$ of (6.1) in $B_{R}$ which is suitably small on $\partial B_{R}$ has a dead core.

Proof. Let $\bar{m}>0$ be so small that

$$
\begin{equation*}
D_{\bar{m}}=\int_{0}^{\bar{m}} \frac{d s}{[F(s) / M]^{1 / p}}=M^{1 / p} \int_{0}^{\bar{m}} \frac{d s}{[F(s)]^{1 / p}}<T, \quad T=t(R) \tag{7.3}
\end{equation*}
$$

which of course is possible by assumption (7.1), where $T=t(R)$ and $t$ is given in (6.7). Define $\tilde{v}(t)=w(t-\tilde{S}), t \in[\tilde{S}, T], \tilde{S}=T-D_{\bar{m}}$, where $w$ is the function constructed in the dead core Lemma 7.1 of $[7,8]$, with $\sigma=1 / M$. By analogy with (7.4) of $[7,8]$ the function $\tilde{v}$ is a supersolution of (6.8) in the interval $[\tilde{S}, T]$; that is, for $t \in(\tilde{S}, T)$

$$
\begin{align*}
\left\{\left(\tilde{v}_{t}(t)\right)^{p-1}\right\}_{t}+\frac{q_{t}(t)}{q(t)}\left(\tilde{v}_{t}(t)\right)^{p-1}-f(\tilde{v}(t)) & \leq\left\{\sigma\left[1+(M-1) \frac{t-\tilde{S}}{t}\right]-1\right\} f(\tilde{v}(t)) \\
& \leq(\sigma M-1) f(\tilde{v}(t))=0 \tag{7.4}
\end{align*}
$$

where we have used (iii) and (iv) of the dead core Lemma 7.1 of [7, 8]. Of course also $\tilde{v}(\tilde{S})=\tilde{v}_{t}(\tilde{S})=0$ and $\tilde{v}(T)=\bar{m}$. Let $\tilde{u}(x)=\tilde{v}(t(|x|)), x \in B_{R} \backslash \overline{B_{S}}$, where $\tilde{S}=t(S)$. Then

$$
\operatorname{div}\left(g(|x|)|D \tilde{u}|^{p-2} D \tilde{u}\right)-h(|x|) f(\tilde{u}) \leq 0 \quad \text { in } B_{R} \backslash \overline{B_{S}}
$$

Moreover defining $\tilde{u}$ to be zero on $B_{S}$, the extended function $\tilde{u}$ is a supersolution in $B_{R}$ of (6.1). Let the given solution $u$ of (6.1) in $B_{R}$ have nonnegative boundary values less than or equal to $m$. By the weak comparison Theorem 6.1 we get $u \leq \tilde{u}$ whenever $m \leq \bar{m}$. Therefore $u \equiv 0$ in $B_{S}$. This completes the proof.

Proof of Theorem 7.2. Existence of $u_{0}$. Suppose that there is some $m>0$ for which $u(0, m)>0$ and define as before

$$
\begin{equation*}
m_{0}=\inf \{m>0: u(0, m)>0\} \tag{7.5}
\end{equation*}
$$

so that $m_{0}>0$ by Lemma 7.3.
The rest of the proof is exactly the same as the proof of Theorem 1.4, with the exception that Theorems 1.3 and 4.1 are replaced by the corresponding Theorems 6.3 and 7.1.

Uniqueness of $u_{0}$. The proof is exactly as for the corresponding result in Theorem 1.4.

The case $m_{0}=\infty$. If every solution of (6.1) in $B_{R}$ is such that $u(0, m)=0$ for all $m>0$, then $u(\cdot, m)$ has a dead core for all $m>0$. Otherwise there would be $\bar{m}>0$ for which $u(0, \bar{m})=0$ and $u(r, \bar{m})>0$ for $r \in(0, R]$. Hence $u(0, m)>0$ for $m>\bar{m}$ by Theorem 7.1, contradicting the assumption. This also justifies the earlier agreement that $m_{0}=\infty$ in this case.

Remark. In summary, if $m_{0}$ is finite and $m>m_{0}$, then the solution $u=u(\cdot, m)$ of (6.13) is positive; namely, $u(r, m)>0$ for all $r \in[0, R]$. On the other hand, if $m<m_{0} \leq \infty$ then the solution $u=u(\cdot, m)$ of (6.13) has a dead core $B_{S} \subset B_{R}$, $0<S<R$.
8. The size of a dead core and the case of general domains for (6.1). Recall the assumption that $\Phi(\infty)=H(\infty)=\infty$, and let

$$
\begin{equation*}
D=\int_{0}^{\infty} \frac{d s}{[F(s) / M]^{1 / p}} \tag{8.1}
\end{equation*}
$$

where $M \geq 1$ is the number given in (7.2). Clearly $0<D \leq \infty$ since the integral is convergent at 0 by (7.1) and by Lemma 3.2 of $[7,8]$ with $\sigma=1 / M \leq 1$, but possibly divergent at $\infty$. The next two results are the analogues of Theorems 5.1 and 5.2.

Theorem 8.1. We have

$$
\begin{equation*}
m_{0}=\infty \quad \text { if } \quad D<\infty \quad \text { and } \quad R \geq r(D) \tag{8.2}
\end{equation*}
$$

where $r$ is the inverse function of change of variable $t$ given in (6.7), while

$$
\begin{equation*}
m_{0} \geq \bar{m} \quad \text { if } R<r(D) \tag{8.3}
\end{equation*}
$$

where $\bar{m}$ is given by the relation $R=r\left(D_{\bar{m}}\right)$.
Proof. The proof of (8.2) is essentially the same as that of Lemma 7.3, the only exception being that $D_{\bar{m}}$ is replaced by $D$, and $R$ by $T=t(R)$.

To obtain (8.3) one again follows the outline of the proof of Lemma 7.3. Now, however, in addition to replacing $D_{\bar{m}}$ by $D$, we take $\tilde{S}=S=0$. One thus obtains (7.4) for $\tilde{v}$, with $\tilde{v}(0)=\tilde{v}_{t}(0)=0$ and $\tilde{v}(T)=\bar{m}$. Hence $\tilde{u}(0)=\tilde{u}^{\prime}(0)=0$ and $\tilde{u}(R)=\bar{m}$, where $\tilde{u}(r)=\tilde{v}(t(r))$. The conclusion is that $0 \leq \tilde{u}(r, \bar{m}) \leq u(r, \bar{m})$, by virtue of the weak comparison Theorem 6.1. Hence $\tilde{u}(0, \bar{m})=u(0, \bar{m})=0$, and in turn from the definition (7.5) of $m_{0}$ we get $m_{0} \geq \bar{m}$, as required in (8.3).

Remark. It is interesting to calculate the function $t \mapsto r(t)$ for the classical Matukuma equation, in which $g \equiv 1$ and $h(r)=1 /\left(1+r^{2}\right)$, $p=2$. One finds from (6.7) that $t(r)=\operatorname{arcsinh} r$, so that $r(t)=\sinh t$. Thus in this case (8.2) becomes

$$
m_{0}=\infty \quad \text { if } D<\infty \quad \text { and } \quad R \geq \sinh D
$$

with a similar relation for (8.3).
Theorem 8.2. Let $m<m_{0}$, so that a dead core exists in $B_{R}$ by Theorem 7.2. In particular

$$
u \equiv 0 \quad \text { in } B_{S} \subset B_{R}
$$

where $T=t(R), \tilde{S}=t(S)$, and

$$
\begin{equation*}
T-\int_{0}^{m} \frac{d s}{[F(s) / M]^{1 / p}}<\tilde{S}<T \tag{8.4}
\end{equation*}
$$

If $R \geq r(D)$, then for all $m>0$ one has

$$
R-r(D)<S<R
$$

Proof. This is the same as the proof of (8.2).
Remark. Let $\varepsilon>0$. Then if $m$ is suitably small (depending on $\varepsilon$ ) we have $T-\varepsilon<\tilde{S}<T$ by (8.4).

The next result is the analogue for (6.1) of Theorem 1.1 for (1.1) and for general domains $\Omega$. Let $0 \in \Omega$. As before we denote by $B_{R}$ the open ball centered at 0 with radius $R>0$, and we let

$$
\bar{R}=\sup \left\{R>0: B_{R} \subset \Omega\right\}
$$

Theorem 8.3. Assume the dead core condition (7.1) holds and let $u$ be a solution of (6.1), with $0 \leq u(x) \leq m$ on $\partial \Omega$ for some positive constant $m$. Then the following properties are valid:
(a) $0 \leq u \leq m$ in $\Omega$ and $0 \leq u<m$ in $B_{\bar{R}}$.
(b) If $\bar{R} \geq r(D)$, with $D$ given in (8.1), then $u$ has a dead core in $\Omega$ for all $m>0$.
(c) Let $B_{R}$ be compactly contained in $\Omega$. Then $u \equiv 0$ in $B_{R}$ provided that $m>0$ is suitably small.
Proof of Theorem 8.3. (a) That $u \geq 0$ follows by comparison (Theorem 6.1) of the given solution $u$ with the trivial solution 0 . Also the constant function $m$ is a supersolution of (6.1), so that again by comparison $u \leq m$ in $\Omega$.

Moreover $u<m$ in $B_{\bar{R}}$. To see this, let $\bar{u}(\cdot, m)$ be the radial solution of (6.1) in $B_{\bar{R}}$ constructed in Theorem 6.2. Clearly $u(x) \leq m=\bar{u}(|x|, m)$ for $x \in \partial B_{\bar{R}}$, and in turn $u(x) \leq \bar{u}(|x|, m)<m$ for $x \in B_{\bar{R}}$ by the final part of Theorem 6.2.
(b) This is a direct consequence of Theorem 8.1.
(c) Let $\varepsilon>0$ be so small that $B_{R} \subset B_{R+\varepsilon} \subset \Omega$. In analogy with part (a), let $\bar{u}(\cdot, m)$ be the solution of (6.13) with $B_{R}$ replaced by $B_{R+\varepsilon}$. Then $u(x) \leq \bar{u}(|x|, m)=$ $m$ for $x \in \partial B_{R+\varepsilon}$. By the remark after Theorem 8.2 we have $\bar{u} \equiv 0$ in $B_{R}$ when $m>0$ is suitably small, and in turn $u \equiv 0$ in $B_{R}$ by the weak comparison Theorem 6.1.
9. The case $\boldsymbol{\Phi}(\infty)<\infty$. This is the case, for example, for the mean curvature operator noted in the introduction, in which $\Phi(\infty)=H(\infty)=1$. Here the proof of the critical Theorem 1.2 requires the modification that the parameter $m$ in (1.5) should be restricted so that

$$
\begin{equation*}
f(m)+\Phi(m)<\left(\frac{R}{R+1}\right)^{n-1} \Phi(\infty) \quad \text { and } \quad F(m) \leq n H(\infty) \tag{9.1}
\end{equation*}
$$

see Proposition 4.1 of $[7,8]$. Denote by $m_{\infty}$ the supremum of all $m>0$ satisfying (9.1).

Then the main results stated in the introduction remain true provided that the condition $m<m_{\infty}$ is assumed in all the statements. For instance we have the following analogue of Theorem 1.1.

Theorem 9.1. Assume the dead core condition (1.3) holds and let $u$ be a solution of (1.1), with $0 \leq u(x) \leq m$ on $\partial \Omega$ for some positive constant $m<m_{\infty}$. Then the following properties are valid:
(a) $0 \leq u<m$ in $\Omega$.
(b) Assume that $C=\int_{0}^{m_{\infty}} \frac{d s}{H^{-1}(F(s) / n)}<\infty$, and let $B_{R}$ be a ball with radius $R \geq C$, compactly contained in $\Omega$. Then $u$ has a dead core in $\Omega$ for all $m \in\left(0, m_{\infty}\right)$.
(c) If $B$ is any ball compactly contained in $\Omega$, then $u \equiv 0$ in $B$ provided that $m>0$ is suitably small.
It is not hard to show that if $\Phi(\infty)=\infty$ then necessarily $H(\infty)=\infty$, but it is possible to have $\Phi(\infty)<\infty$ and $H(\infty)=\infty$, as shown by $A(\varrho)=1 /\left(1+\sqrt{1+\varrho^{2}}\right)$, with corresponding

$$
H(\varrho)=\frac{1}{2}\left[\frac{\varrho^{2}}{1+\sqrt{1+\varrho^{2}}}-\log \frac{1+\sqrt{1+\varrho^{2}}}{2}\right]
$$

In this example $\Phi(\infty)=1$, while $H(\infty)=\infty$.
The case $H(\infty)<\infty$ for unrestricted $m>0$ was treated by Siegel in [9].
10. Bursts. Here we assume (F1) and apply the previous theory to problems with nonlinearities $f$ with (F2) replaced by the following:
(F3) $f$ is nondecreasing in $(0, \delta), F(u)>0$ on $(0, \beta)$, with $F(\beta)=0$, and there is $\gamma \in(\beta, \infty]$ such that the following conditions hold:
(i) $f(u)<0$ on $[\beta, \gamma), \quad f(\gamma)=0$ if $\gamma<\infty$;
(ii) $\max _{[0, \beta]} F(u)+|F(\gamma)|<H(\infty)$ if $H(\infty)<\infty$;
(iii) $\liminf _{u \rightarrow \infty} \frac{H^{-1}(|F(u)|)}{u}=0$ if $H(\infty)=|F(\gamma)|=\infty$ and $\Phi(\infty)<\infty$;
(iv) $\liminf _{u \rightarrow \infty} \frac{H^{-1}(|F(u)|)}{u}<\infty$ if $H(\infty)=\Phi(\infty)=|F(\gamma)|=\infty$.

In (F3) for the case $\gamma=\infty$ we define $F(\gamma)=\lim _{u \rightarrow \infty} F(u)$, which certainly exists though possibly being $-\infty$. Clearly $F(\gamma)=-\infty$ can occur only if $\gamma=\infty$. As noted above, $H(\infty)=\infty$ whenever $\Phi(\infty)=\infty$.

For such functions $f$ Franchi, Lanconelli, and Serrin proved in Theorem A of [4] that (1.1) admits a nonnegative radial ground state $u=u(r)$, with central value $u(0)=\alpha \in(\beta, \gamma]$ if $\gamma<\infty$, or $u(0)=\alpha \in(\beta, \infty)$ if $\gamma=\infty$; moreover $u^{\prime}(r) \leq 0$ for all $r \geq 0$. Furthermore, since the dead core condition (1.3) is assumed to hold, then the solution is compactly supported.

Remarks. Clearly, if $F(\gamma)>-\infty$ and $H(\infty)=\infty$ then only condition (i) is needed. For the Laplacian operator and the $p$-Laplacian degenerate operator $H(\infty)=$ $\infty$ and $\Phi(\infty)=\infty$, so conditions (ii), (iii), and (iv) are not needed if $\gamma<\infty$, though (iv) must be used when $|F(\gamma)|=\infty$. On the other hand, for the mean curvature operator $H(\infty)=1$, and so in consequence of (ii), the function $F$ must be quite restrictive to apply Theorem A of [4] in order to get existence of radially symmetric ground states for (1.1).

Consider next the Dirichlet problem

$$
\begin{cases}\operatorname{div}\{A(|D u|) D u\}=f(u) & \text { in } B_{R} \subset \mathbb{R}^{n}, \quad n \geq 2  \tag{10.1}\\ u=\delta & \text { on } \partial B_{R}\end{cases}
$$

under the dead core condition (1.3) for functions $f$ satisfying (F1) and (F3). If $H(\infty)=\infty$, define

$$
C^{\prime}=\int_{0}^{\delta} \frac{d s}{H^{-1}(F(s) / n)}<\infty
$$

by (1.3) and (F1). Then there exists, according to Theorems 1.2 and 5.2, a solution of (10.1) which has a dead core $B_{S}$, with $R-S<C^{\prime}$. In other words the main equation (1.1) has two nonnegative solutions - the compact support burst shown above by Theorem A of [4], and the dead core solution just derived by Theorem 1.2.

These two solutions can clearly be superposed, even if problem (10.1) is nonlinear, to obtain another combined solution of (10.1), with a dead core $B_{S} \backslash B_{T}, T<S<R$, and a symmetrical burst at its center.

In particular, the Dirichlet problem (10.1), with the loop nonlinearity $f$ verifying (F1) and (F3), neither has a unique solution nor obeys the ordinary maximum principle.

Since (1.1) in problem (10.1) is translation invariant, it is evident that the burst need not be centered in the ball $B_{R}$. Even more, if $R$ is made many times larger, one can place multiple bursts into original dead cores.

The main open problem arising in the study of dead cores is the question of stability, particularly in dynamic situations for parabolic time dependent problems of the type, e.g.,

$$
u_{t}=\operatorname{div}\{A(|D u|) D u\}-f(u), \quad u=u(t, x), \quad(t, x) \in \mathbb{R}^{+} \times \Omega
$$
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1. Introduction and main results. In a fundamental paper in the theory of rearrangements [BZ], Brothers and Ziemer elucidated minimal conditions ensuring that functionals that depend on the modulus of the gradient admit only spherically symmetric minimizers in classes of Sobolev functions whose level sets have prescribed Lebesgue measures. The functionals considered in [BZ] have the form

$$
\begin{equation*}
J_{A}(|\nabla u|), \tag{1.1}
\end{equation*}
$$

where $J_{A}$ is defined at a real-valued measurable function $f$ in $\mathbb{R}^{n}$ as

$$
\begin{equation*}
J_{A}(f)=\int_{\mathbb{R}^{n}} A(|f(x)|) d x \tag{1.2}
\end{equation*}
$$

and $A$ is a Young function, namely a convex function from $[0, \infty)$ into $[0, \infty]$ vanishing at 0 . It has been long known under the name of the Pólya-Szegö principle that, if a function $u$ belongs to $W_{+}^{1}\left(\mathbb{R}^{n}\right)$, the space of nonnegative functions from $W^{1,1}\left(\mathbb{R}^{n}\right)$ satisfying $\mathcal{L}^{n}(\{u>0\})<+\infty$, then also its spherically symmetric rearrangement $u^{\star}$ is in $W_{+}^{1}\left(\mathbb{R}^{n}\right)$, and

$$
\begin{equation*}
J_{A}\left(\left|\nabla u^{\star}\right|\right) \leq J_{A}(|\nabla u|) . \tag{1.3}
\end{equation*}
$$

Here, $\mathcal{L}^{n}$ denotes the Lebesgue measure. The contribution of [BZ] amounts to showing that if $A$ satisfies a slightly stronger condition than just convexity, then any function $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$, attaining equality in (1.3), necessarily equals $u^{\star} \mathcal{L}^{n}$-a.e. (up to translations), provided that

$$
\begin{equation*}
\mathcal{L}^{n}(\{\nabla u=0\} \cap\{0<u<\operatorname{esssup} u\})=0 . \tag{1.4}
\end{equation*}
$$

An exhaustive discussion of the necessity of assumption (1.4) can be found in [BZ]. The condition on $A$ appearing in that paper has a somewhat technical nature, but

[^17]was later realized that strict convexity of $A$ is sufficient (and necessary) for the conclusion to be true (see, e.g., [B], [CF1]; see also [FV2], where a more elementary proof of Brothers and Ziemer's theorem is offered, and [CF2], dealing with asymmetry estimates for $u$ in the case where condition (1.4) and the strict convexity of $A$ are dropped).

Apart from its own interest, this symmetry result is relevant in view of applications to the uniqueness of minimizers of variational problems. For instance, as recently observed in [CNV] and in [M], it can be used to prove that the only extremals in the Sobolev inequality with best constant are those exhibited in [Ta]. On the other hand, Brothers and Ziemer's theorem does not apply to certain functionals $\Phi(|\nabla u|)$, not in integral form, on which, nevertheless, Schwarz symmetrization is known to act monotonically. Functionals enjoying this property are, for example, when $\Phi(\cdot)=\|\cdot\|_{A}$, the Luxemburg norm, or $\Phi(\cdot)=\|\cdot\|_{(A)}$, the Orlicz norm, in the Orlicz space $L^{A}\left(\mathbb{R}^{n}\right)$ associated with a Young function $A$. Recall that these (equivalent) norms are defined at a measurable function $f$ in $\mathbb{R}^{n}$ as

$$
\begin{equation*}
\|f\|_{A}=\inf \left\{\lambda>0: \int_{\mathbb{R}^{n}} A\left(\frac{|f(x)|}{\lambda}\right) d x \leq 1\right\} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{(A)}=\sup \left\{\int_{\mathbb{R}^{n}}|f(x) g(x)| d x: \int_{\mathbb{R}^{n}} \widetilde{A}(|g(x)|) d x \leq 1\right\} \tag{1.6}
\end{equation*}
$$

respectively, where $\widetilde{A}(s)=\sup \{r s-A(r): r \geq 0\}$, the Young conjugate of $A$.
Other functionals of the gradient not included in [BZ], but yet satisfying a PólyaSzegö principle, arise from the definition of the Lorentz spaces $L^{p, q}\left(\mathbb{R}^{n}\right)$ (see, e.g., $\left.[\mathrm{A}]\right)$. Given $p, q \in(0,+\infty]$, the relevant functionals are defined at a measurable function $f$ in $\mathbb{R}^{n}$ by

$$
\begin{equation*}
\|f\|_{p, q}=\left\|s^{\frac{1}{p}-\frac{1}{q}} f^{*}(s)\right\|_{L^{q}(0, \infty)} \tag{1.7}
\end{equation*}
$$

where $f^{*}$ is the decreasing rearrangement of $f$, and

$$
\begin{equation*}
\|f\|_{(p, q)}=\left\|s^{\frac{1}{p}-\frac{1}{q}} f^{* *}(s)\right\|_{L^{q}(0, \infty)} \tag{1.8}
\end{equation*}
$$

where

$$
f^{* *}(s)=\frac{1}{s} \int_{0}^{s} f^{*}(r) d r \quad \text { for } s>0
$$

Notice that, if $1<p \leq \infty$ and $0<q \leq \infty$, the quantities $\left\|\|_{p, q}\right.$ and $\| \|_{(p, q)}$ are equivalent (up to multiplicative constants) - see, e.g., [BS, Chapter 4, Lemma 4.5].

The fact that, when evaluated at $|\nabla u|$, functionals (1.5), (1.6), (1.8), and also (1.7) for suitable values of $p$ and $q$ do not increase under Schwarz symmetrization of $u$ is a consequence of an extended version of the Pólya-Szegö principle stated in Theorem 1.2 below. This theorem deals with general functionals of the form $\Phi(|\nabla u|)$, with $\Phi$ defined in

$$
L_{+}^{1}\left(\mathbb{R}^{n}\right)=\left\{f \in L^{1}\left(\mathbb{R}^{n}\right): f \geq 0 \text { and } \mathcal{L}^{n}(\{f>0\})<+\infty\right\}
$$

The key property of $\Phi$ in order for the functional $\Phi(|\nabla u|)$ to support a Pólya-Szegö principle is the $* *$-monotonicity defined as follows.

Definition 1.1. A functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ is called $* *$-increasing if

$$
\Phi(f) \leq \Phi(g) \quad \text { whenever } \quad f^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0
$$

Besides those considered above, other examples of $* *$-increasing functionals are provided by all rearrangement invariant norms in the sense of Luxemburg, namely norms in Banach function spaces depending only on the decreasing rearrangementsee Proposition 5.2, section 5. However, rearrangement invariant norms do not exhaust the class of $* *$-increasing functionals, as the case where $\Phi(\cdot)=\|\cdot\|_{(p, q)}$, with $0<q<1$, demonstrates. Relations between $* *$-monotonicity and other notions of monotonicity, convexity, and semicontinuity will be examined in sections 2 and 5 .

Theorem 1.2. Let $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ be a $* *$-increasing functional. Then

$$
\begin{equation*}
\Phi\left(\left|\nabla u^{\star}\right|\right) \leq \Phi(|\nabla u|) \tag{1.9}
\end{equation*}
$$

for every $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$.
Theorem 1.2 is essentially known in literature as a consequence of the fact that every $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\begin{equation*}
\left|\nabla u^{\star}\right|^{* *}(s) \leq|\nabla u|^{* *}(s) \quad \text { for } s>0 \tag{1.10}
\end{equation*}
$$

(see, e.g., $[\mathrm{CP}],[\mathrm{F}],[\mathrm{K}]$ ). Here, we shall present a proof of Theorem 1.2 where an intermediate step is enucleated, showing that a third quantity, involving $|\nabla u|$, always lies between the left-hand side and the right-hand side of (1.9) (see also [RT] and [FV1] for contributions in this direction). This is crucial in preparation for our main results concerning the equality case in (1.9).

Indeed, the purpose of the present paper is to complement the result of [BZ] and to characterize the class of those $* *$-increasing functionals $\Phi$ for which the equation

$$
\begin{equation*}
\Phi\left(\left|\nabla u^{\star}\right|\right)=\Phi(|\nabla u|)<+\infty \tag{1.11}
\end{equation*}
$$

coupled with condition (1.4), necessarily implies $u=u^{\star}$ (up to translations). According to the terminology of [BZ], we shall call any $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfying (1.11) a minimal rearrangement of $\Phi$.

In fact, we give a more detailed picture of the situation at hand. In order to grasp the spirit of our discussion, recall that the proof of the symmetry result for extremals in the standard inequality (1.3), where $\Phi=J_{A}$, consists of two steps. First, (1.11) is used to deduce that

$$
\begin{equation*}
\text { the level sets }\{u>t\} \text { are (equivalent to) balls for } \mathcal{L}^{1} \text {-a.e. } t>0 \tag{1.12}
\end{equation*}
$$

and that

$$
\begin{equation*}
|\nabla u| \text { is constant } \mathcal{H}^{n-1} \text {-a.e. on }\{u=t\} \quad \text { for } \mathcal{L}^{1} \text {-a.e. } t>0 \tag{1.13}
\end{equation*}
$$

where $\mathcal{H}^{n-1}$ denotes the $(n-1)$-dimensional Hausdorff measure. Combining (1.12) and (1.13) with (1.4) then entails that the balls $\{u>t\}$ must be concentric, and hence that $u$ is symmetric. In particular, we stress that (1.11) plays a role in the derivation only of (1.12) and (1.13). In view of these facts, the problem arises of characterizing all $* *$-increasing functionals having the property that every minimal rearrangement $u$ necessarily fulfills (1.12) or (1.13). Let us emphasize that the issue is not immaterial, since not every $* *$-increasing functional enjoys this property. A typical example in
this connection is provided by the $L^{\infty}$-norm, since functions $u$ can be easily exhibited which fulfill (1.11) with $\Phi(\cdot)=\|\cdot\|_{L^{\infty}}$, but not (1.12) (nor, a fortiori, (1.13) -see the comment following Theorem 1.6 below). Our first main result tells us that failure of (1.12) can occur only for minimal rearrangements of $* *$-increasing functionals, which, like $\left\|\|_{L^{\infty}}\right.$, are not strictly monotone in a sense specified in the next definition.

Definition 1.3. $A * *$-increasing functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ is said to be *-strictly increasing if

$$
f^{*}(s) \leq g^{*}(s) \text { for } s \geq 0 \quad \text { and } \quad \Phi(f)=\Phi(g)<+\infty \text { imply that } f^{*} \equiv g^{*}
$$

Actually, the following theorem holds.
ThEOREM 1.4. Let $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ be $a * *$-increasing functional. Then every minimal rearrangement $u$ of $\Phi$ necessarily fulfills (1.12) if and only if $\Phi$ is *-strictly increasing.

Theorem 1.4 settles the question concerning the validity of (1.12) for minimal rearrangements $u$. The parallel issue for (1.13) turns out to be related to a stronger assumption on $\Phi$, which, loosely speaking, amounts to a proper weak notion of strict convexity. The necessity of an assumption of this kind is suggested by another simple instance corresponding to the choice $\Phi(\cdot)=\|\cdot\|_{L^{1}}$. Since such a functional is clearly *-strictly increasing, by Theorem 1.4 every minimal rearrangement $u$ satisfies (1.12); however, such a $u$ does not necessarily fulfill (1.13), since the balls $\{u>t\}$ at different levels $t$ need not be concentric. This assertion can be verified via the coarea formula, and remains true even for any other functional given by (1.2) with a nonstrictly convex A.

A sharp assumption on $\Phi$ guaranteeing property (1.13) for every minimal rearrangement $u$ is introduced in the next definition.

Definition 1.5. A **-increasing functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ is said to be **-strictly increasing if

$$
f^{* *}(s) \leq g^{* *}(s) \text { for } s>0 \quad \text { and } \quad \Phi(f)=\Phi(g)<+\infty \text { imply that } f^{*} \equiv g^{*}
$$

Connections among $* *$-strict monotonicity, classical strict convexity, and other related notions will be discussed in Proposition 5.3 of section 5.

We are now in position to state our second main result.
THEOREM 1.6. Let $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ be a **-increasing functional. Then every minimal rearrangement $u$ of $\Phi$ necessarily fulfills (1.13) if and only if $\Phi$ is **-strictly increasing.

Notice that, since every $* *$-strictly increasing functional is also $*$-strictly increasing, Theorems 1.4 and 1.6 ensure, in particular, that (1.12) is fulfilled by every minimal rearrangement $u$ of $\Phi$ whenever (1.13) is.

Thanks to Theorems 1.4 and 1.6, any minimal rearrangement $u$ of a $* *$-strictly increasing functional $\Phi$ has to satisfy (1.12)-(1.13), and hence, if also (1.4) is in force, it must be spherically symmetric. Thus, the following general version of Brothers and Ziemer's theorem holds.

THEOREM 1.7. Let $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ be a **-strictly increasing functional. Let $u$ be any minimal rearrangement $u$ of $\Phi$ satisfying (1.4). Then $u \equiv u^{\star} \mathcal{L}^{n}$-a.e in $\mathbb{R}^{n}$ (up to translations).

Let us mention that an extension of the theorem of [BZ] in the special case where $\Phi(\cdot)=\|\cdot\|_{(p, q)}$ can also be found in [Ra].

Theorems $1.2,1.4$, and 1.6 are established in sections 2,3 , and 4 , respectively. Applications of these theorems to functionals (1.1) and (1.5)-(1.8) are presented in
section 5; let us just anticipate here that some of the conclusions are somewhat surprising (to us at least). For instance, as a consequence of Theorem 1.4 and Proposition 5.7 , strictly convex Young functions $A$ exist, like $A(t)=e^{t^{\alpha}}-1$ with $\alpha>1$, such that

$$
\left\|\left|\nabla u^{\star}\right|\right\|_{A}=\||\nabla u|\|_{A}
$$

for some $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$ fulfilling (1.4), which is not symmetric and does not even satisfy (1.12).
2. The Pólya-Szegö inequality for $* *$-increasing functionals. In this section we provide a proof of Theorem 1.2. After recalling a few basic definitions about rearrangements, our first concern will be, however, to clarify the connections between the notion of $* *$-monotonicity of functionals, upon which Theorem 1.2 relies, and other definitions of monotonicity which play a role in what follows.

Given any function $f \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$, the function $\mu_{f}:[0,+\infty) \rightarrow[0,+\infty)$, defined by

$$
\mu_{f}(t)=\mathcal{L}^{n}\left(\left\{x \in \mathbb{R}^{n}: f(x)>t\right\}\right) \quad \text { for } t \geq 0
$$

is called the distribution function of $f$. The decreasing rearrangement of $f$ is the function $f^{*}:[0,+\infty) \rightarrow[0,+\infty)$ obeying

$$
f^{*}(s)=\sup \left\{t \geq 0: \mu_{f}(t)>s\right\} \quad \text { for } s \geq 0
$$

The spherically symmetric rearrangement $f \star: \mathbb{R}^{n} \rightarrow[0,+\infty)$ of $f$ is defined as

$$
\begin{equation*}
f^{\star}(x)=f^{*}\left(\omega_{n}|x|^{n}\right) \quad \text { for } x \in \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

where $\omega_{n}$ denotes the measure of the unit ball in $\mathbb{R}^{n}$. Functions having the same distribution function will be called equidistributed or equimeasurable. Clearly, $f, f^{*}$, and $f^{\star}$ are equidistributed.

A basic property of rearrangements tells us that, if $f$ is as above, then

$$
\begin{equation*}
\sup \left\{\int_{E} f(x) d x: \mathcal{L}^{n}(E)=s\right\}=\int_{0}^{s} f^{*}(r) d r \quad \text { for every } s>0 \tag{2.2}
\end{equation*}
$$

and

$$
\int_{\mathbb{R}^{n}} f(x) d x=\int_{0}^{+\infty} f^{*}(r) d r
$$

In what follows, given $f$ and $g$ in $L_{+}^{1}\left(\mathbb{R}^{n}\right)$, we write $f \prec g$ to denote that

$$
f^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0 \quad \text { and } \quad \int_{\mathbb{R}^{n}} f(x) d x=\int_{\mathbb{R}^{n}} g(x) d x
$$

Definition 2.1. Let $\Phi$ be a functional from $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ into $[0, \infty]$.
(i) $\Phi$ is called pointwise increasing if

$$
\Phi(f) \leq \Phi(g) \quad \text { whenever } \quad f(x) \leq g(x) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \mathbb{R}^{n}
$$

$\Phi$ is called strictly pointwise increasing if, in addition,

$$
\begin{aligned}
f(x) \leq g(x) \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \mathbb{R}^{n} \quad \text { and } \quad \Phi(f)= & \Phi(g)<+\infty \text { imply } f=g \\
& \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \mathbb{R}^{n} .
\end{aligned}
$$

(ii) $\Phi$ is called $*$-increasing if

$$
\Phi(f) \leq \Phi(g) \quad \text { whenever } \quad f^{*}(s) \leq g^{*}(s) \quad \text { for } \quad s>0
$$

$\Phi$ is called $*$-strictly increasing if, in addition,

$$
f^{*}(s) \leq g^{*}(s) \quad \text { for } \mathcal{L}^{1} \text {-a.e. } s>0 \quad \text { and } \quad \Phi(f)=\Phi(g)<+\infty \text { imply } f^{*} \equiv g^{*}
$$

(iii) $\Phi$ is called $\prec$-increasing if

$$
\Phi(f) \leq \Phi(g) \quad \text { whenever } \quad f \prec g ;
$$

$\Phi$ is called $\prec$-strictly increasing if, in addition,

$$
f \prec g \quad \text { and } \quad \Phi(f)=\Phi(g)<+\infty \quad \text { imply } \quad f^{*} \equiv g^{*} .
$$

We give one more definition involving functionals on $L_{+}^{1}\left(\mathbb{R}^{n}\right)$.
Definition 2.2. A functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ is called rearrangement invariant if

$$
\Phi(f)=\Phi(g) \quad \text { whenever } \quad f^{*} \equiv g^{*}
$$

Relations among the above notions of monotonicity are established in the next proposition.

Proposition 2.3. Let $\Phi$ be a functional from $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ into $[0, \infty]$. Then
(i) $\Phi$ is *-increasing [respectively $*$-strictly increasing] if and only if $\Phi$ is pointwise increasing [strictly pointwise increasing] and rearrangement invariant.
(ii) $\Phi$ is $* *$-increasing [ $* *$-strictly increasing] if and only if $\Phi$ is $*$-increasing [*strictly increasing] and $\prec$-increasing $[\prec$-strictly increasing].
Proof. (i) If $\Phi$ is $*$-increasing, it is obviously rearrangement invariant. It is also pointwise increasing, since if $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ and $f(x) \leq g(x)$ for $\mathcal{L}^{n}$-a.e. $x \in \mathbb{R}^{n}$, then $f^{*}(s) \leq g^{*}(s)$ for $s>0$, and hence $\Phi(f) \leq \Phi(g)$.

Conversely, assume that $\Phi$ is pointwise increasing and rearrangement invariant. Let $f$ and $g$ be functions from $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ such that $f^{*}(s) \leq g^{*}(s)$ for $s>0$. Consequently,

$$
\Phi(f)=\Phi\left(f^{\star}\right) \leq \Phi\left(g^{\star}\right)=\Phi(g)
$$

where the equalities hold because $\Phi$ is rearrangement invariant, and the inequality is due to the fact that $\Phi$ is pointwise increasing. Thus, $\Phi$ is $*$-increasing.

As for the assertions about strict monotonicity, if $\Phi$ is $*$-strictly increasing, then it must be also strictly pointwise increasing. Otherwise, there would exist $f, g \in$ $L_{+}^{1}\left(\mathbb{R}^{n}\right)$, satisfying $f(x) \leq g(x)$ for $\mathcal{L}^{n}$-a.e. $x \in \mathbb{R}^{n}, f(x)<g(x)$ for $x$ in a set of positive Lebesgue measure, and $\Phi(f)=\Phi(g)$. The first two conditions entail that $f^{*}(s) \leq g^{*}(s)$ for $s>0$ and that $f^{*}(s)<g^{*}(s)$ for $s$ in a set of positive measure, and these facts, combined with the equality $\Phi(f)=\Phi(g)$, contradict the $*$-strict monotonicity of $\Phi$.

Suppose now that $\Phi$ is strictly pointwise increasing and rearrangement invariant, but not $*$-strictly increasing. Then there exist $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ fulfilling $f^{*}(s) \leq g^{*}(s)$ for $s>0, f^{*}(s)<g^{*}(s)$ for $s$ in a set of positive measure, and $\Phi(f)=\Phi(g)$. The same argument as above shows that the functions $f^{\star}$ and $g^{\star}$ violate the strict pointwise monotonicity of $\Phi$.
(ii) The fact that any $* *$-increasing functional is both $*$-increasing and $\prec$-increasing is trivial. To prove the converse, choose any $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
f^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0 \tag{2.3}
\end{equation*}
$$

If $\int_{\mathbb{R}^{n}} f(x) d x=\int_{\mathbb{R}^{n}} g(x) d x$, then $f \prec g$, whence $\Phi(f) \leq \Phi(g)$ by the $\prec$-monotonicity of $\Phi$. Suppose, instead, that $\int_{\mathbb{R}^{n}} f(x) d x<\int_{\mathbb{R}^{n}} g(x) d x$. Then, there exists $s_{0}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(x) d x=\int_{0}^{s_{0}} g^{*}(s) d s \tag{2.4}
\end{equation*}
$$

Set $h(x)=g^{\star}(x) \chi_{\left[0, s_{0}\right]}\left(\omega_{n}|x|^{n}\right)$, where $\chi_{E}$ denotes the characteristic function of a set $E$. Clearly, $h^{*}(s)=g^{*}(s) \chi_{\left[0, s_{0}\right]}(s) \leq g^{*}(s)$ for $s>0$. Thus, since $\Phi$ is $*$-increasing,

$$
\begin{equation*}
\Phi(h) \leq \Phi(g) \tag{2.5}
\end{equation*}
$$

On the other hand, by (2.3) and (2.4), $f \prec h$, whence, by the $\prec$-monotonicity of $\Phi$,

$$
\begin{equation*}
\Phi(f) \leq \Phi(h) \tag{2.6}
\end{equation*}
$$

Combining (2.5) and (2.6) yields the $* *$-monotonicity of $\Phi$.
As far as strict monotonicity properties are concerned, it is again clear that any $* *$-strictly increasing functional is also $*$-strictly increasing and $\prec$-strictly increasing. Conversely, if $\Phi$ is both $*$-strictly increasing and $\prec$-strictly increasing, and if $f, g \in$ $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfy (2.3) and $\Phi(f)=\Phi(g)$, then equality holds in (2.5) and (2.6). The *-strict monotonicity and the $\prec$-strict monotonicity then imply that $g^{*} \equiv h^{*} \equiv f^{*}$. Hence, $\Phi$ is $* *$-strictly increasing.

We now come to the proof of Theorem 1.2. Basic tools are the isoperimetric inequality in $\mathbb{R}^{n}$ and the coarea formula for Sobolev functions. De Giorgi's isoperimetric theorem in $\mathbb{R}^{n}$ states that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\partial^{*} E\right) \geq n \omega_{n}^{1 / n} \mathcal{L}^{n}(E)^{1-1 / n} \tag{2.7}
\end{equation*}
$$

for every measurable subset $E$ of $\mathbb{R}^{n}$ having finite measure, and that equality holds in (2.7) if and only if $E$ is equivalent to a ball. Here, $\partial^{*} E$ denotes the reduced boundary of $E$.

The coarea formula entails that if $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$ and $f: \mathbb{R}^{n} \rightarrow[0, \infty)$ is a Borel function, then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|\nabla u|(x) f(x) d x=\int_{0}^{\infty} d t \int_{\partial^{*}\{u>t\}} f(x) d \mathcal{H}^{n-1}(x) \tag{2.8}
\end{equation*}
$$

(see, e.g., [AFP], [Z]). Notice that, if a suitable precise representative of $u$ is chosen, a choice that will be always tacitly made throughout, then $\partial^{*}\{u>t\}$ and $\{u=t\}$ agree, up to a set of zero $\mathcal{H}^{n-1}$-measure, for $\mathcal{L}^{1}$-a.e. $t>0$, and hence (2.8) reads

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|\nabla u|(x) f(x) d x=\int_{0}^{\infty} d t \int_{\{u=t\}} f(x) d \mathcal{H}^{n-1}(x) \tag{2.9}
\end{equation*}
$$

Another ingredient in our proof of Theorem 1.2 is the following lemma (see [AT], [FV2]).

Lemma 2.4. Let $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$. Then the function given by

$$
s \mapsto \int_{u>u^{*}(s)}|\nabla u(x)| d x \quad \text { for } s \geq 0
$$

is absolutely continuous in $[0, \infty)$. Moreover, on setting

$$
|\nabla u|_{* u}(s)=\frac{d}{d s} \int_{u>u^{*}(s)}|\nabla u|(x) d x \quad \text { for } s \geq 0
$$

and

$$
|\nabla u|_{\star u}(x)=|\nabla u|_{* u}\left(\omega_{n}|x|^{n}\right) \quad \text { for } x \in \mathbb{R}^{n}
$$

we have

$$
\begin{equation*}
|\nabla u|_{\star u} \prec|\nabla u| . \tag{2.10}
\end{equation*}
$$

Proof of Theorem 1.2. By the coarea formula (2.8),

$$
\begin{equation*}
|\nabla u|_{* u}(s)=-\frac{d u^{*}}{d s}(s) \mathcal{H}^{n-1}\left(\partial^{*}\left\{u>u^{*}(s)\right\}\right) \quad \text { for } \mathcal{L}^{1} \text {-a.e. } s>0 \tag{2.11}
\end{equation*}
$$

Denote by $\left\{t_{i}\right\}_{i \in P}$, with $P \subseteq \mathbb{N}$, the (possibly empty) family of all levels $t>0$ satisfying

$$
\mathcal{L}^{n}\left(\left\{u=t_{i}\right\}\right)=\mathcal{L}^{1}\left(\left\{u^{*}=t_{i}\right\}\right)>0 \quad \text { for } i \in P
$$

and by $\left\{I_{i}\right\}_{i \in P}$ the corresponding family of intervals in $\left[0, \mathcal{L}^{n}(\{u>0\})\right]$ such that $\left(u^{*}\right)_{\mid I_{i}}=t_{i}$ for $i \in P$. Then,

$$
\begin{equation*}
\mathcal{L}^{n}\left(\left\{u>u^{*}(s)\right\}\right)=s \quad \text { for every } \quad s \in\left[0, \mathcal{L}^{n}(\{u>0\})\right] \backslash\left(\cup_{i \in P} I_{i}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\frac{d u^{*}}{d s}(s)=0 \quad \text { for } \mathcal{L}^{1} \text {-a.e. } s \in \cup_{i \in P} I_{i}
$$

Thus, from (2.11) and from the isoperimetric inequality (2.7), we deduce that

$$
\begin{equation*}
n \omega_{n}^{1 / n} s^{1-1 / n}\left(-\frac{d u^{*}}{d s}(s)\right) \leq|\nabla u|_{* u}(s) \quad \text { for } \mathcal{L}^{1} \text {-a.e. } s>0 \tag{2.13}
\end{equation*}
$$

Hence, owing to (2.1),

$$
\begin{equation*}
\left|\nabla u^{\star}(x)\right| \leq|\nabla u|_{\star u}(x) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \mathbb{R}^{n} \tag{2.14}
\end{equation*}
$$

Combining (2.14) and (2.10) yields

$$
\begin{equation*}
\Phi\left(\left|\nabla u^{\star}\right|\right) \leq \Phi\left(|\nabla u|_{\star u}\right) \leq \Phi(|\nabla u|) \tag{2.15}
\end{equation*}
$$

where the first inequality holds because $\Phi$ is, in particular, pointwise increasing, and the second one because $\Phi$ is also $\prec$-increasing (see Proposition 2.3).
3. Extremals of $*$-strictly increasing functionals. This section is devoted to Theorem 1.4. Its proof, as well as the proof of Theorem 1.6 contained in the next section, makes use of measure preserving maps. Recall that, given subsets $\Omega$ of $\mathbb{R}^{n}$ and $G$ of $\mathbb{R}^{m}$ having finite Lebesgue measure, a function $\gamma: G \rightarrow \Omega$ is called a measure preserving (briefly m.p.) map if

$$
\mathcal{L}^{m}\left(\gamma^{-1}(E)\right)=\mathcal{L}^{n}(E)
$$

for every measurable subset $E$ of $\Omega$. Notice that, on modifying, if necessary, $\gamma$ on a set of Lebesgue measure zero, we may assume without loss of generality that $\gamma$ is a Borel function.

Since any measurable function $f: \Omega \rightarrow[0,+\infty)$ is equidistributed with the function $f \circ \gamma: G \rightarrow[0,+\infty)$, we have

$$
\begin{equation*}
\int_{G} f(\gamma(y)) d y=\int_{\Omega} f(x) d x \tag{3.1}
\end{equation*}
$$

If $\sigma: \Omega \rightarrow\left[0, \mathcal{L}^{n}(\Omega)\right]$ is a bijective m.p. map, then $\sigma^{-1}:\left[0, \mathcal{L}^{n}(\Omega)\right] \rightarrow \Omega$ is also an m.p. map, and hence (3.1) yields

$$
\begin{equation*}
\int_{0}^{\mathcal{L}^{n}(\Omega)} f\left(\sigma^{-1}(s)\right) d s=\int_{\Omega} f(x) d x \tag{3.2}
\end{equation*}
$$

In what follows, we shall repeatedly exploit the fact that if $\sigma: \Omega \rightarrow\left[0, \mathcal{L}^{n}(\Omega)\right]$ is any m.p. map, $\phi:\left[0, \mathcal{L}^{n}(\Omega)\right] \rightarrow[0, \infty)$ is nondecreasing and right-continuous, and $u: \mathbb{R}^{n} \rightarrow[0, \infty)$ is given by

$$
u(x)= \begin{cases}\phi \circ \sigma(x) & \text { if } x \in \Omega  \tag{3.3}\\ 0 & \text { otherwise }\end{cases}
$$

then, by the equimeasurability of $u$ and $\phi$,

$$
u^{*}(s)= \begin{cases}\phi(s) & \text { if } s \in\left[0, \mathcal{L}^{n}(\Omega)\right)  \tag{3.4}\\ 0 & \text { otherwise }\end{cases}
$$

Proof of Theorem 1.4. Assume that $\Phi$ is $*$-strictly increasing. Let $u$ be any minimal rearrangement of $\Phi$. Since $u$ satisfies (1.11), equality holds in the first inequality in (2.15). Inasmuch as $\Phi$ is $*$-strictly increasing, by Proposition 2.3 it is also pointwise strictly increasing. An inspection of the proof of Theorem 1.2 then reveals that equality must hold in (2.14) for $\mathcal{L}^{n}$-a.e. $x \in \mathbb{R}^{n}$, and hence in (2.13) for $\mathcal{L}^{1}$-a.e. $s>0$. In conclusion, owing to (2.11), one has that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\partial^{*}\left\{u>u^{*}(s)\right\}\right)=n \omega_{n}^{1 / n} s^{1-1 / n} \tag{3.5}
\end{equation*}
$$

for $\mathcal{L}^{1}$-a.e. $s>0$ such that $\frac{d u^{*}}{d s}(s)$ exists and is different from zero. Set

$$
D_{1}=\left\{s>0: u^{*} \text { is not differentiable at } s\right\}
$$

and

$$
D_{2}=\left\{s>0: \frac{d u^{*}}{d s}(s)=0\right\}
$$

and observe that the intervals $\left\{I_{i}\right\}_{i \in P}$ introduced in the proof of Theorem 1.2 satisfy $\cup_{i \in P} I_{i} \subseteq D_{1} \cup D_{2}$. Thus, owing to (2.12), equation (3.5) reads

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\partial^{*}\left\{u>u^{*}(s)\right\}\right)=n \omega_{n}^{1 / n} \mathcal{L}^{n}\left(\left\{u>u^{*}(s)\right\}\right)^{1-1 / n} \tag{3.6}
\end{equation*}
$$

for $\mathcal{L}^{1}$-a.e. $s \notin D_{1} \bigcup D_{2}$. Since $u^{*}$ is locally absolutely continuous on $(0, \infty)$, then $\mathcal{L}^{1}\left(D_{1}\right)=0$, and since absolutely continuous functions map sets of measure zero into sets of measure zero, $\mathcal{L}^{1}\left(u^{*}\left(D_{1}\right)\right)=0$ as well. We also have $\mathcal{L}^{1}\left(u^{*}\left(D_{2}\right)\right)=0$ (see, e.g., [CF1, Lemma 2.4]). Consequently, one can infer from (3.6) that

$$
\mathcal{H}^{n-1}\left(\partial^{*}\left\{u^{*}>t\right\}\right)=n \omega_{n}^{1 / n} \mathcal{L}^{n}(\{u>t\})^{1-1 / n} \quad \text { for } \mathcal{L}^{1} \text {-a.e. } t \in(0, \operatorname{ess} \sup u)
$$

In other words, equality holds in the isoperimetric inequality (2.7) with $E=\{u>t\}$ for $\mathcal{L}^{1}$-a.e. $t \in(0$, ess $\sup u)$. Hence, (1.12) follows.

Conversely, assume that every function satisfying (1.11) necessarily fulfills (1.12), and suppose, by contradiction, that $\Phi$ is not $*$-strictly increasing. Then there exist $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ and $s_{0}>0$ satisfying

$$
\begin{gather*}
f^{*}(s) \leq g^{*}(s) \quad \text { for every } s>0  \tag{3.7}\\
\Phi(f)=\Phi(g)<+\infty \tag{3.8}
\end{gather*}
$$

and

$$
0<f^{*}\left(s_{0}\right)<g^{*}\left(s_{0}\right)
$$

This information will enable us to exhibit a function $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$, in the form (3.3), fulfilling (1.11) but not (1.12). First, choose $\Omega=\left\{x: \omega_{N}|x|^{n} \leq \mathcal{L}^{n}(\{g>0\})\right\}$ and define $\phi:\left[0, \mathcal{L}^{n}(\Omega)\right] \rightarrow[0,+\infty)$ as

$$
\begin{equation*}
\phi(s)=\int_{s}^{\mathcal{L}^{n}(\Omega)} \frac{f^{*}(r)}{n \omega_{n}^{1 / n} r^{1-1 / n}} d r \quad \text { for } s \in\left[0, \mathcal{L}^{n}(\Omega)\right] \tag{3.9}
\end{equation*}
$$

Next, we construct $\sigma$. Consider any family $\mathcal{D}=\{D(s)\}_{s \in\left[0, \mathcal{L}^{n}(\Omega)\right]}$ of measurable subsets of $\Omega$ satisfying

$$
\begin{equation*}
D\left(s_{1}\right) \subseteq D\left(s_{2}\right) \quad \text { if } \quad 0 \leq s_{1} \leq s_{2} \leq \mathcal{L}^{n}(\Omega) \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}^{n}(D(s))=s \quad \text { for } s \in\left[0, \mathcal{L}^{n}(\Omega)\right] \tag{3.11}
\end{equation*}
$$

If $\sigma$ is given by

$$
\begin{equation*}
\sigma(x)=\inf \{s>0: x \in D(s)\} \quad \text { for } x \in \Omega \tag{3.12}
\end{equation*}
$$

then

$$
\sigma^{-1}((0, s))=D(s) \quad \text { for } s \in\left[0, \mathcal{L}^{n}(\Omega)\right]
$$

Hence, $\sigma$ is an m.p. map, and its level sets belong to the family $\mathcal{D}$. The point is now to choose the sets $D(s)$ in such a way that the function $u$ given by (3.3), with $\phi$ as
in (3.9), enjoys the desired properties. To this purpose, suppose for a moment that $D(s)=\left\{x \in \mathbb{R}^{n}: \omega_{n}|x|^{n}<s\right\}$ for $s>0$, and observe that, in this case, $\sigma(x)=\omega_{n}|x|^{n}$, $u \equiv u^{\star}$, and hence, in particular, (1.11) certainly holds. The idea is then to slightly perturb the balls $\left\{x \in \mathbb{R}^{n}: \omega_{n}|x|^{n}<s\right\}$ for $s$ close to $s_{0}$, and exploit (3.8) to deduce that the function $u$, associated with this perturbed function $\sigma$, still fulfills (1.11). In order to make this idea precise, note that, since $f^{*}$ and $g^{*}$ are right continuous, there exist positive numbers $\epsilon$ and $\delta$ such that

$$
\begin{equation*}
f^{*}(s)(1+\delta)<g^{*}(s) \quad \text { for every } s \in\left[s_{0}, s_{0}+\epsilon\right] \tag{3.13}
\end{equation*}
$$

Then we define

$$
D(s)= \begin{cases}\left\{x \in \mathbb{R}^{n}: \omega_{n}|x|^{n}<s\right\} & \text { if } s \notin\left[s_{0}, s_{0}+\epsilon\right]  \tag{3.14}\\ \left\{x \in \mathbb{R}^{n}: \omega_{n}\left[\frac{x_{1}^{2}}{a^{2}(s)}+\sum_{i=2}^{n} \frac{x_{i}^{2}}{b^{2}(s)}\right]^{n / 2}<s\right\} & \text { if } s \in\left[s_{0}, s_{0}+\epsilon\right]\end{cases}
$$

where the functions $a$ and $b$ are sufficiently smooth, nonconstant in $\left[s_{0}, s_{0}+\epsilon\right]$, and satisfy the following properties:

$$
\begin{gather*}
a(s) b^{n-1}(s)=1 \quad \text { for } \quad s \in\left[s_{0}, s_{0}+\epsilon\right]  \tag{3.15}\\
a\left(s_{0}\right)=a\left(s_{0}+\epsilon\right)=1 \tag{3.16}
\end{gather*}
$$

$$
\begin{equation*}
\min \left\{\left(a(s) s^{1 / n}\right)^{\prime},\left(b(s) s^{1 / n}\right)^{\prime}\right\}\left(\frac{s_{0}}{s_{0}+\epsilon}\right)^{1 / n} \geq \frac{s^{-1+1 / n}}{n(1+\delta)} \quad \text { for } s \in\left[s_{0}, s_{0}+\epsilon\right] \tag{3.17}
\end{equation*}
$$

Here, prime stands for differentiation. In particular, by (3.17), the functions $s \mapsto$ $a(s) s^{1 / n}$ and $s \mapsto b(s) s^{1 / n}$ are increasing in $\left[s_{0}, s_{0}+\epsilon\right]$. A possible choice is, for instance,

$$
a(s)=\left[\frac{\left(s_{0}+\epsilon\right)^{1 / n}-s_{0}^{1 / n}}{\epsilon}\left(s-s_{0}\right)+s_{0}^{1 / n}\right] s^{-1 / n}
$$

and

$$
b(s)=a(s)^{-1 /(n-1)},
$$

provided that $\epsilon$ is sufficiently small. Notice that (3.16) along with the monotonicity of $a(s) s^{1 / n}$ and $b(s) s^{1 / n}$ ensure that (3.10) is fulfilled, whereas (3.15) implies (3.11). Condition (3.17), combined with (3.13), will be used to show that

$$
\begin{equation*}
\Phi\left(\left|\nabla u^{\star}\right|\right)=\Phi(|\nabla u|) \tag{3.18}
\end{equation*}
$$

Clearly, this yields the announced contradiction, since the level sets of $u$ whose measure lies between $s_{0}$ and $s_{0}+\epsilon$ are not balls.

To verify (3.18), observe that, by (3.3) and (3.9),

$$
\begin{equation*}
|\nabla u(x)|=\frac{f^{*}(\sigma(x))}{n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n}}|\nabla \sigma(x)| \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega \tag{3.19}
\end{equation*}
$$

Such an equation holds since $\sigma$ is Lipschitz continuous. The Lipschitz continuity of $\sigma$ is, in turn, a consequence of the fact that, by (3.12) and (3.14), $\sigma(x)$ equals $\omega_{n}|x|^{n}$ when $\omega_{n}|x|^{n} \notin\left[s_{0}, s_{0}+\epsilon\right]$, and that it is implicitly defined by the equation

$$
\begin{equation*}
K(x, \sigma(x))=1 \tag{3.20}
\end{equation*}
$$

otherwise, where $K: \mathbb{R}^{n} \times(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
K(x, s)=\left(\frac{\omega_{n}}{s}\right)^{2 / n} \frac{x_{1}^{2}}{a(s)^{2}}+\left(\frac{\omega_{n}}{s}\right)^{2 / n} \frac{1}{b(s)^{2}} \sum_{i=2}^{n} x_{i}^{2} \quad \text { for }(x, s) \in \mathbb{R}^{n} \times(0, \infty)
$$

Now we have

$$
\begin{equation*}
|\nabla \sigma(x)|=\left[\frac{\left[\left(\frac{\omega_{n}^{1 / n}}{s^{1 / n} a(s)}\right)^{4} x_{1}^{2}+\left(\frac{\omega_{n}^{1 / n}}{s^{1 / n} b(s)}\right)^{4} \sum_{i=2}^{n} x_{i}^{2}\right]^{1 / 2}}{\left.\left(\frac{\omega_{n}^{1 / n}}{s^{1 / n} a(s)}\right)^{2} x_{1}^{2} \frac{\left(s^{1 / n} a(s)\right)^{\prime}}{s^{1 / n} a(s)}+\left(\frac{\omega_{n}^{1 / n}}{s^{1 / n} b(s)}\right)^{2} \frac{\left(s^{1 / n} b(s)\right)^{\prime}}{s^{1 / n} b(s)} \sum_{i=2}^{n} x_{i}^{2}\right]_{s=\sigma(x)}}\right. \tag{3.21}
\end{equation*}
$$

if $s_{0} \leq \omega_{n}|x|^{n} \leq s_{0}+\epsilon$, by the implicit function theorem, and

$$
\begin{equation*}
|\nabla \sigma(x)|=n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n} \quad \text { if } \quad \omega_{n}|x|^{n} \notin\left[s_{0}, s_{0}+\epsilon\right] \tag{3.22}
\end{equation*}
$$

From (3.21), via the monotonicity of $a(s) s^{1 / n}$ and $b(s) s^{1 / n}$, and due to (3.16), (3.17), and (3.20), one can easily deduce that

$$
\begin{equation*}
|\nabla \sigma(x)| \leq n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n}(1+\delta) \quad \text { if } s_{0} \leq \omega_{n}|x|^{n} \leq s_{0}+\epsilon \tag{3.23}
\end{equation*}
$$

Thus (3.19), (3.22), and (3.23) yield

$$
\begin{equation*}
|\nabla u(x)| \leq h(x) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega \tag{3.24}
\end{equation*}
$$

where

$$
h(x)= \begin{cases}f^{*}(\sigma(x))(1+\delta) & \text { if } s_{0} \leq \omega_{n}|x|^{n} \leq s_{0}+\epsilon \\ f^{*}(\sigma(x)) & \text { otherwise }\end{cases}
$$

By (3.7) and (3.13),

$$
\begin{equation*}
h(x) \leq g^{*}(\sigma(x)) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega \tag{3.25}
\end{equation*}
$$

Combining (3.24) and (3.25), and exploiting the fact that $\sigma$ is an m.p. map tell us that

$$
\begin{equation*}
|\nabla u|^{*}(s) \leq g^{*}(s) \quad \text { for } s>0 \tag{3.26}
\end{equation*}
$$

On the other hand,

$$
f^{* *}(s)=\left|\nabla u^{\star}\right|^{* *}(s) \leq|\nabla u|^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0
$$

where the equality is due to (2.1) and to (3.4) and (3.9), the first inequality to (1.10), and the last inequality to (3.26). Hence, owing to (3.8), equation (3.18) follows.
4. Extremals of $* *$-strictly increasing functionals. The proof of Theorem 1.6 , which will be accomplished in this section, requires some preliminary results. The first one appears in [ALT, Theorem 2.3] and deals with weak limits in $L^{1}$ of equidistributed sequences of functions.

LEMMA 4.1. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$ having finite measure, and let $f \in L^{1}(\Omega)$. Let $\left\{f_{k}\right\}_{k \in \mathbb{N}}$ be any sequence of functions in $L^{1}(\Omega)$ such that

$$
f_{k} \rightharpoonup f \quad \text { weakly in } L^{1}(\Omega) \quad \text { and } \quad f_{k}^{*} \equiv f^{*} \quad \text { for every } k \in \mathbb{N} .
$$

Then

$$
f_{k} \rightarrow f \quad \text { strongly in } L^{1}(\Omega)
$$

The convergence in $L^{1}$ of the composition of a fixed function with a convergent sequence of m.p. maps is the object of the following lemma.

Lemma 4.2. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$ having finite measure, and let $\sigma$ and $\left\{\sigma_{k}\right\}_{k \in \mathbb{N}}$ be, respectively, an m.p. map and a sequence of m.p. maps from $\Omega$ into $\left[0, \mathcal{L}^{n}(\Omega)\right]$ such that

$$
\lim _{k \rightarrow+\infty} \sigma_{k}(x)=\sigma(x) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega
$$

Let $\phi$ be any function from $L^{1}\left(0, \mathcal{L}^{n}(\Omega)\right)$. Then

$$
\begin{equation*}
\phi \circ \sigma_{k} \rightarrow \phi \circ \sigma \quad \text { strongly in } L^{1}(\Omega) \tag{4.1}
\end{equation*}
$$

Proof. When $\phi$ is continuous, $\lim _{k \rightarrow+\infty} \phi\left(\sigma_{k}(x)\right)=\phi(\sigma(x))$ for $\mathcal{L}^{n}$-a.e. $x \in \Omega$. Moreover, since the functions $\phi \circ \sigma_{k}, \phi \circ \sigma$, and $\phi$ are equimeasurable for every $k \in \mathbb{N}$, $\left\|\phi \circ \sigma_{k}\right\|_{L^{1}(\Omega)}=\|\phi \circ \sigma\|_{L^{1}(\Omega)}=\|\phi\|_{L^{1}\left(0, \mathcal{L}^{n}(\Omega)\right)}$ for every $k \in \mathbb{N}$. Hence (4.1) follows (see, e.g., [AFP, Proposition 1.33]). In the general case, where $\phi \in L^{1}(0, \ln (\Omega))$, fix any $\epsilon>0$, and choose a continuous function $\tilde{\phi}:\left[0, \mathcal{L}^{n}(\Omega)\right] \rightarrow \mathbb{R}$ such that $\|$ $\phi-\tilde{\phi} \|_{L^{1}\left(0, \mathcal{L}^{n}(\Omega)\right)}<\epsilon$. Hence,

$$
\begin{aligned}
& \int_{\Omega}\left|\phi\left(\sigma_{k}(x)\right)-\phi(\sigma(x))\right| d x \leq \int_{\Omega}\left|\phi\left(\sigma_{k}(x)\right)-\tilde{\phi}\left(\sigma_{k}(x)\right)\right| d x \\
&+\int_{\Omega}\left|\tilde{\phi}\left(\sigma_{k}(x)\right)-\tilde{\phi}(\sigma(x))\right| d x+\int_{\Omega}|\tilde{\phi}(\sigma(x))-\phi(\sigma(x))| d x \\
&= 2\|\phi-\tilde{\phi}\|_{L^{1}\left(0, \mathcal{L}^{n}(\Omega)\right)}+\left\|\tilde{\phi} \circ \sigma_{k}-\tilde{\phi} \circ \sigma\right\|_{L^{1}(\Omega)} \leq 2 \epsilon+\left\|\tilde{\phi} \circ \sigma_{k}-\tilde{\phi} \circ \sigma\right\|_{L^{1}(\Omega)} .
\end{aligned}
$$

Notice that the equality holds by property (3.1). Owing to the arbitrariness of $\epsilon$, (4.1) for $\phi$ is now a consequence of (4.1) applied to $\phi$.

The next lemma provides us with a weak approximation $|\nabla u|_{* u}$ involving a sequence of m.p. maps related to the level sets of $u$.

LEMMA 4.3. Let $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$. Let $\sigma$ and $\left\{\sigma_{k}\right\}_{k \in \mathbb{N}}$ be an m.p. map and a sequence of bijective m.p. maps, respectively, from $\{u>0\}$ into $\left[0, \mathcal{L}^{n}(\{u>0\})\right]$, such that

$$
\begin{equation*}
u(x)=u^{*}(\sigma(x)) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in\{u>0\} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \sigma_{k}(x)=\sigma(x) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } x \in\{u>0\} . \tag{4.3}
\end{equation*}
$$

Then

$$
|\nabla u| \circ \sigma_{k}^{-1} \rightharpoonup|\nabla u|_{* u} \quad \text { weakly in } L^{1}\left(0, \mathcal{L}^{n}(\{u>0\})\right)
$$

Remark 4.4. Let us notice that $\sigma$ and $\left\{\sigma_{k}\right\}$, as in the statement of Lemma 5.1, certainly exist owing to [FV1].

Proof. Set $V=\mathcal{L}^{n}(\{u>0\})$. We begin by showing that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{0}^{V}|\nabla u|\left(\sigma_{k}^{-1}(t)\right) \varphi(t) d t=\int_{0}^{V}|\nabla u|_{* u}(t) \varphi(t) d t \tag{4.4}
\end{equation*}
$$

for every $\varphi \in C^{0}(0, V)$. In order to prove (4.4), observe first that

$$
\begin{align*}
\lim _{k \rightarrow+\infty} \int_{0}^{V}|\nabla u|\left(\sigma_{k}^{-1}(t)\right) \varphi(t) d t & =\lim _{k \rightarrow+\infty} \int_{\{u>0\}}|\nabla u|(x) \varphi\left(\sigma_{k}(x)\right) d x  \tag{4.5}\\
& =\int_{\{u>0\}}|\nabla u|(x) \varphi(\sigma(x)) d x
\end{align*}
$$

where the former equality is due to (3.2) and the latter follows from (4.3) via the dominated convergence theorem for integrals. Now, let $\left\{t_{i}\right\}_{i \in P}$ and $\left\{I_{i}\right\}_{i \in P}$ be the families of levels and intervals, respectively, introduced in the proof of Theorem 1.2. It is easily seen that

$$
\begin{equation*}
u^{*-1}(\{t\})=\mu(t) \quad \text { if } t \neq t_{i} \text { for every } i \in P \tag{4.6}
\end{equation*}
$$

and (see, e.g., [BZ, proof of Lemma 2.4])

$$
\begin{equation*}
\mu\left(u^{*}(s)\right)=s \quad \text { if } s \notin \cup_{i \in P} I_{i} . \tag{4.7}
\end{equation*}
$$

By the coarea formula (2.9),

$$
\begin{equation*}
\int_{\{u>0\}}|\nabla u|(x) \varphi(\sigma(x)) d x=\int_{0}^{\infty} d t \int_{\{u=t\}} \varphi(\sigma(x)) d \mathcal{H}^{n-1}(x) \tag{4.8}
\end{equation*}
$$

Furthermore, by (4.2) and (4.6),

$$
\begin{equation*}
\{u=t\}=\{\sigma=\mu(t)\} \quad \text { if } t \neq t_{i} \text { for every } i \in P \tag{4.9}
\end{equation*}
$$

Consequently, (4.8) reads

$$
\begin{equation*}
\int_{\{u>0\}}|\nabla u|(x) \varphi(\sigma(x)) d x=\int_{0}^{\infty} \varphi(\mu(t)) \mathcal{H}^{n-1}(\{u=t\}) d t \tag{4.10}
\end{equation*}
$$

The change of variable $t=u^{*}(s)$ in the last integral and (4.7) entail that

$$
\begin{equation*}
\int_{0}^{\infty} \varphi(\mu(t)) \mathcal{H}^{n-1}(\{u=t\}) d t=\int_{0}^{V} \varphi(s) \mathcal{H}^{n-1}\left(\left\{u=u^{*}(s)\right\}\right)\left(-\frac{d u^{*}}{d s}(s)\right) d s \tag{4.11}
\end{equation*}
$$

Thanks to the coarea formula (2.9) again,

$$
\begin{equation*}
|\nabla u|_{* u}(s)=\left(-\frac{d u^{*}}{d s}(s)\right) \mathcal{H}^{n-1}\left(\left\{u=u^{*}(s)\right\}\right) \quad \text { for } \mathcal{L}^{1} \text {-a.e. } s>0 \tag{4.12}
\end{equation*}
$$

Combining (4.5), (4.8), (4.10), (4.11), and (4.12) yields (4.4).
In order to conclude, we need to extend (4.4) to every $\varphi \in L^{\infty}(0, V)$. Fixing any such $\varphi$ and any $\epsilon>0$, by Lusin's theorem there exists $\tilde{\varphi} \in C^{0}(0, V)$ such that

$$
\begin{equation*}
\mathcal{L}^{1}(\{t: \varphi(t) \neq \tilde{\varphi}(t)\})<\epsilon \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\tilde{\varphi}\|_{L^{\infty}(0, V)} \leq\|\varphi\|_{L^{\infty}(0, V)} \tag{4.14}
\end{equation*}
$$

By (4.14),

$$
\begin{align*}
& \left|\int_{0}^{V}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right) \varphi(t) d t\right| \leq\left|\int_{0}^{V}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right) \tilde{\varphi}(t) d t\right|  \tag{4.15}\\
& \quad+\left|\int_{\{\varphi \neq \tilde{\varphi}\}}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right)(\varphi(t)-\tilde{\varphi}(t)) d t\right| \\
& \quad \leq\left|\int_{0}^{V}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right) \tilde{\varphi}(t) d t\right| \\
& \quad+2\|\varphi\|_{L^{\infty}(0, V)} \int_{\{\varphi \neq \tilde{\varphi}\}}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)+|\nabla u|_{* u}(t)\right) d t .
\end{align*}
$$

Equations (3.2) and (2.10) yield

$$
\begin{equation*}
\int_{\{\varphi \neq \tilde{\varphi}\}}|\nabla u|_{* u}(t) d t \leq \int_{0}^{\mathcal{L}^{1}(\{\varphi \neq \tilde{\varphi}\})}\left(|\nabla u|_{* u}\right)^{*}(s) d s \leq \int_{0}^{\mathcal{L}^{1}(\{\varphi \neq \tilde{\varphi}\})}|\nabla u|^{*}(s) d s \tag{4.16}
\end{equation*}
$$

Moreover, since $\sigma_{k}$ is a bijective m.p. map, $\left(|\nabla u| \circ \sigma_{k}^{-1}\right)^{*} \equiv|\nabla u|^{*}$ for every $k \in \mathbb{N}$. Hence, by (3.2) and (4.13),

$$
\begin{equation*}
\int_{\{\varphi \neq \tilde{\varphi}\}}|\nabla u|\left(\sigma_{k}^{-1}(t)\right) d t \leq \int_{0}^{\mathcal{L}^{1}(\{\varphi \neq \tilde{\varphi}\})}\left(|\nabla u| \circ \sigma_{k}^{-1}\right)^{*}(s) d s \leq \int_{0}^{\epsilon}|\nabla u|^{*}(s) d s \tag{4.17}
\end{equation*}
$$

From (4.15), (4.16), (4.17), and (4.13) one infers that

$$
\begin{aligned}
& \left|\int_{0}^{V}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right) \varphi(t) d t\right| \\
& \quad \leq\left|\int_{0}^{V}\left(|\nabla u|\left(\sigma_{k}^{-1}(t)\right)-|\nabla u|_{* u}(t)\right) \tilde{\varphi}(t) d t\right|+4\|\varphi\|_{L^{\infty}(0, V)} \int_{0}^{\epsilon}|\nabla u|^{*}(s) d s
\end{aligned}
$$

Owing to the arbitrariness of $\epsilon$, equation (4.4) follows from the same equation applied with $\varphi$ replaced by $\tilde{\varphi}$.

A technical, but crucial, result in preparation for Theorem 1.6 is the following perturbation lemma.

Lemma 4.5. Let $f$ and $g$ be any functions in $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\begin{equation*}
f \prec g \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{*} \not \equiv g^{*} \tag{4.19}
\end{equation*}
$$

Then there exist numbers $\bar{s}>0, \epsilon>0$, and $\delta \in\left(0, \frac{1}{2}\right)$ having the following property. Fix any point $x_{0} \in \mathbb{R}^{n}$ such that $\left|x_{0}\right|<\epsilon$, and set

$$
\Omega_{\bar{s}, \epsilon}=\left\{x: \omega_{n}\left|x-x_{0}\right|^{n} \geq \bar{s} \text { and } \omega_{n}|x|^{n} \leq \bar{s}+\epsilon\right\}
$$

If

$$
\sigma: \Omega_{\bar{s}, \epsilon} \rightarrow[\bar{s}, \bar{s}+\epsilon]
$$

is an m.p. map and $h$ is a function from $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ fulfilling

$$
\begin{gather*}
\int_{\mathbb{R}^{n}} h(x) d x=\int_{\mathbb{R}^{n}} f(x) d x,  \tag{4.20}\\
h(x)= \begin{cases}f^{\star}\left(x-x_{0}\right) & \text { if } \omega_{n}\left|x-x_{0}\right|^{n}<\bar{s}, \\
f^{\star}(x) & \text { if } \omega_{n}|x|^{n}>\bar{s}+\epsilon,\end{cases} \tag{4.21}
\end{gather*}
$$

and

$$
\begin{equation*}
f^{*}(\sigma(x))(1-\delta) \leq h(x) \leq f^{*}(\sigma(x))(1+\delta) \quad \text { for } \mathcal{L}^{n}-\text { a.e. } \quad x \in \Omega_{\bar{s}, \epsilon} \tag{4.22}
\end{equation*}
$$

then

$$
\begin{equation*}
h \prec g . \tag{4.23}
\end{equation*}
$$

Proof. By (4.18) and (4.19), there exists $\hat{s}>0$ such that $\int_{0}^{\hat{s}} f^{*}(r) d r<\int_{0}^{\hat{s}} g^{*}(r) d r$. Let $[\hat{a}, \hat{b}]$ be the maximal interval in $[0,+\infty)$ containing $\hat{s}$ and having the property that

$$
\int_{0}^{s} f^{*}(r) d r<\int_{0}^{s} g^{*}(r) d r \quad \text { for } s \in(\hat{a}, \hat{b})
$$

Then,

$$
\int_{0}^{\hat{a}} f^{*}(r) d r=\int_{0}^{\hat{a}} g^{*}(r) d r, \quad \int_{0}^{\hat{b}} f^{*}(r) d r=\int_{0}^{\hat{b}} g^{*}(r) d r
$$

and

$$
f^{*}(\hat{a}) \leq g^{*}(\hat{a}), \quad f^{*}\left(\hat{b}^{-}\right) \geq g^{*}\left(\hat{b}^{-}\right)
$$

Here, $f^{*}\left(\hat{b}^{-}\right)$and $g^{*}\left(\hat{b}^{-}\right)$stand for the limits of $f^{*}$ and $g^{*}$ at $\hat{b}$ from the left. It is not difficult to see that a subinterval $[a, b]$ of $[\hat{a}, \hat{b}]$ can be found such that

$$
\int_{0}^{s} f^{*}(r) d r<\int_{0}^{s} g^{*}(r) d r \quad \text { for } s \in[a, b]
$$

and

$$
f^{*}(a)<g^{*}(a), \quad f^{*}(b)>g^{*}(b)
$$

Fix any $\eta>0$ fulfilling

$$
\begin{equation*}
f^{*}(a)(1+\eta)<g^{*}(a), \quad f^{*}(b)(1-\eta)>g^{*}(b) \tag{4.24}
\end{equation*}
$$

We shall prove that the conclusion holds with

$$
\begin{gather*}
\bar{s}=b  \tag{4.25}\\
\delta=\min \left\{\frac{\eta}{2}, \frac{1}{4}, \frac{1}{f^{*}(b)} \min _{s \in[a, b]} \int_{0}^{s}\left(g^{*}(r)-f^{*}(r)\right) d r\right\} \tag{4.26}
\end{gather*}
$$

and any $\epsilon \in(0,1)$ satisfying

$$
\begin{equation*}
\frac{f^{*}(b+\epsilon)}{f^{*}(b)}>\frac{(1-2 \delta)}{(1-\delta)} \tag{4.27}
\end{equation*}
$$

Notice that, since $\delta<\frac{1}{2}$, such an $\epsilon$ certainly exists, due to the continuity of $f^{*}$ from the right. Let $h$ be any function as in the statement. By (4.18) and (4.20),

$$
\int_{\mathbb{R}^{n}} h(x) d x=\int_{\mathbb{R}^{n}} g(x) d x
$$

Thus, by (2.2), equation (4.23) will follow if we show that

$$
\begin{equation*}
\int_{E} h(x) d x \leq \int_{0}^{\mathcal{L}^{n}(E)} g^{*}(s) d s \tag{4.28}
\end{equation*}
$$

for every measurable subset $E$ of $\mathbb{R}^{n}$. Given any such $E$, define

$$
E_{1}=E \cap G_{1}, \quad E_{2}=E \cap G_{2}, \quad E_{3}=E \cap G_{3}
$$

where
$G_{1}=\left\{x \in \mathbb{R}^{n}: \omega_{n}\left|x-x_{0}\right|^{n}<b\right\}, \quad G_{2}=\Omega_{b, \epsilon}, \quad G_{3}=\left\{x \in \mathbb{R}^{n}: \omega_{n}|x|^{n}>b+\epsilon\right\}$, and decompose $\int_{E} h(x) d x$ as

$$
\begin{equation*}
\int_{E} h(x) d x=\int_{E_{1}} h(x) d x+\int_{E_{2}} h(x) d x+\int_{E_{3}} h(x) d x \tag{4.29}
\end{equation*}
$$

The first and the third integral on the right-hand of (4.29) can be easily estimated in terms of $f^{*}$ via (4.21). Indeed,

$$
\begin{equation*}
\int_{E_{1}} h(x) d x=\int_{E_{1}} f^{\star}\left(x-x_{0}\right) d x \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)} f^{*}(s) d s \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{E_{3}} h(x) d x=\int_{E_{3}} f^{\star}(x) d x \leq \int_{b+\epsilon}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s \tag{4.31}
\end{equation*}
$$

We now accomplish the proof of (4.28) on distinguishing the following three cases.

Case I. $\mathcal{L}^{n}(E) \leq a$. Since $\sigma$ is an m.p. map and $\sigma(x) \in[b, b+\epsilon]$ for $\mathcal{L}^{n}$-a.e. $x \in G_{2}$, by (4.22)

$$
\begin{equation*}
\int_{E_{2}} h(x) d x \leq(1+\delta) \int_{E_{2}} f^{*}(\sigma(x)) d x \leq(1+\delta) \int_{b}^{b+\mathcal{L}^{n}\left(E_{2}\right)} f^{*}(s) d s \tag{4.32}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
(1+\delta) \int_{b}^{b+\mathcal{L}^{n}\left(E_{2}\right)} f^{*}(s) d s & \leq(1+\delta) f^{*}(a) \mathcal{L}^{n}\left(E_{2}\right) \leq g^{*}(a) \mathcal{L}^{n}\left(E_{2}\right)  \tag{4.33}\\
& \leq \int_{a-\mathcal{L}^{n}\left(E_{2}\right)}^{a} g^{*}(s) d s
\end{align*}
$$

where the first and the third inequalities lean on the monotonicity of $f^{*}$ and $g^{*}$, respectively, and the second inequality is a consequence of (4.24) and (4.26). The monotonicity of $g^{*}$ again and the assumption $\mathcal{L}^{n}(E) \leq a$ entail that

$$
\begin{equation*}
\int_{a-\mathcal{L}^{n}\left(E_{2}\right)}^{a} g^{*}(s) d s \leq \int_{\mathcal{L}^{n}(E)-\mathcal{L}^{n}\left(E_{2}\right)}^{\mathcal{L}^{n}(E)} g^{*}(s) d s=\int_{\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)}^{\mathcal{L}^{n}(E)} g^{*}(s) d s \tag{4.34}
\end{equation*}
$$

Combining inequalities (4.29)-(4.34) yields

$$
\begin{equation*}
\int_{E} h(x) d x \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)} f^{*}(s) d s+\int_{b+\epsilon}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s+\int_{\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)}^{\mathcal{L}^{n}(E)} g^{*}(s) d s \tag{4.35}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)} f^{*}(s) d s+\int_{b+\epsilon}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s & \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s  \tag{4.36}\\
& \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} g^{*}(s) d s
\end{align*}
$$

where the last inequality holds because of (4.18). Inequality (4.28) follows from (4.35) and (4.36).

Case II. $a<\mathcal{L}^{n}(E) \leq b$. We have

$$
\begin{align*}
& \int_{E_{2}} h(x) d x \leq(1+\delta) \int_{b}^{\mathcal{L}^{n}\left(E_{2}\right)+b} f^{*}(s) d s \leq \int_{b}^{b+\mathcal{L}^{n}\left(E_{2}\right)} f^{*}(s) d s+\delta \mathcal{L}^{n}\left(E_{2}\right) f^{*}(b)  \tag{4.37}\\
& \quad \leq \int_{b}^{b+\mathcal{L}^{n}\left(E_{2}\right)} f^{*}(s) d s+\delta f^{*}(b) \leq \int_{b}^{b+\mathcal{L}^{n}\left(E_{2}\right)} f^{*}(s) d s+\min _{s \in[a, b]} \int_{0}^{s}\left(g^{*}(r)-f^{*}(r)\right) d r
\end{align*}
$$

where the first inequality is due to (4.32), the second one holds thanks to the monotonicity of $f^{*}$, the third one is a consequence of the fact that $\mathcal{L}^{n}\left(E_{2}\right) \leq \epsilon<1$, and the last one follows from (4.26). Since we are assuming that $a<\mathcal{L}^{n}(E) \leq b$, combining (4.29), (4.30), (4.31), and (4.37) ensures that

$$
\begin{align*}
\int_{E} h(x) d x & \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)} f^{*}(s) d s+\int_{b+\epsilon}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s  \tag{4.38}\\
& +\int_{b}^{b+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s+\int_{0}^{\mathcal{L}^{n}(E)}\left(g^{*}(s)-f^{*}(s)\right) d s
\end{align*}
$$

Since the first three integrals on the right-hand side of (4.38) are extended over disjoint intervals whose total measure is $\mathcal{L}^{n}(E)$, their sum does not exceed $\int_{0}^{\mathcal{L}^{n}(E)} f^{*}(s) d s$. Hence, (4.28) follows.

Case III. $\mathcal{L}^{n}(E)>b$. Assumptions (4.20) and (4.21) and the choice (4.25) ensure that

$$
\begin{align*}
\int_{G_{2}} h(x) d x & =\int_{\mathbb{R}^{n}} f(x) d x-\int_{G_{1}} f^{\star}\left(x-x_{0}\right) d x-\int_{G_{3}} f^{\star}(x) d x \\
& =\int_{0}^{+\infty} f^{*}(s) d s-\int_{0}^{b} f^{*}(s) d s-\int_{b+\epsilon}^{+\infty} f^{*}(s) d s=\int_{b}^{b+\epsilon} f^{*}(s) d s . \tag{4.39}
\end{align*}
$$

Now,

$$
\begin{align*}
\int_{G_{2} \backslash E_{2}} h(x) d x & \geq(1-\delta) \int_{G_{2} \backslash E_{2}} f^{\star}(\sigma(x)) d x  \tag{4.40}\\
& \geq(1-\delta) \int_{b+\epsilon-\mathcal{L}^{n}\left(G_{2} \backslash E_{2}\right)}^{b+\epsilon} f^{*}(s) d s=(1-\delta) \int_{b+\mathcal{L}^{n}\left(E_{2}\right)}^{b+\epsilon} f^{*}(s) d s
\end{align*}
$$

where the first inequality is a consequence of (4.22), and the second one holds since $\sigma(x) \in[b, b+\epsilon]$ for $\mathcal{L}^{n}$-a.e. $x \in G_{2}$. By (4.27), (4.24), and (4.26),

$$
\begin{align*}
(1-\delta) \int_{b+\mathcal{L}^{n}\left(E_{2}\right)}^{b+\epsilon} f^{*}(s) d s & \geq(1-\delta) f^{*}(b+\epsilon)\left(\epsilon-\mathcal{L}^{n}\left(E_{2}\right)\right) \\
& \geq g^{*}(b)\left(\epsilon-\mathcal{L}^{n}\left(E_{2}\right)\right) \geq \int_{b}^{b+\epsilon+\mathcal{L}^{n}\left(E_{2}\right)} g^{*}(s) d s \tag{4.41}
\end{align*}
$$

From (4.39)-(4.41), and from the assumption $\mathcal{L}^{n}(E)>b$, one gets

$$
\begin{align*}
\int_{E_{2}} h(x) d x & \leq \int_{b}^{b+\epsilon} f^{*}(s) d s-\int_{b}^{b+\epsilon+\mathcal{L}^{n}\left(E_{2}\right)} g^{*}(s) d s  \tag{4.42}\\
& \leq \int_{b}^{b+\epsilon} f^{*}(s) d s-\int_{\mathcal{L}^{n}(E)}^{\epsilon+\mathcal{L}^{n}(E)-\mathcal{L}^{n}\left(E_{2}\right)} g^{*}(s) d s \\
& =\int_{b}^{b+\epsilon} f^{*}(s) d s-\int_{\mathcal{L}^{n}(E)}^{\epsilon+\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} g^{*}(s) d s .
\end{align*}
$$

Combining (4.29)-(4.31) and (4.42) yields

$$
\begin{equation*}
\int_{E} h(x) d x \leq \int_{0}^{\mathcal{L}^{n}\left(E_{1}\right)} f^{*}(s) d s+\int_{b}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s-\int_{\mathcal{L}^{n}(E)}^{\epsilon+\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} g^{*}(s) d s \tag{4.43}
\end{equation*}
$$

Since $\mathcal{L}^{n}\left(E_{1}\right) \leq b$ and $f^{*}$ is nonincreasing,

$$
\begin{equation*}
\int_{b}^{b+\epsilon+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s \leq \int_{\mathcal{L}^{n}\left(E_{1}\right)}^{\epsilon+\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} f^{*}(s) d s \tag{4.44}
\end{equation*}
$$

Inequalities (4.43) and (4.44) and assumption (4.18) enable us to conclude that

$$
\int_{E} h(x) d x \leq \int_{0}^{\epsilon+\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} g^{*}(s) d s-\int_{\mathcal{L}^{n}(E)}^{\epsilon+\mathcal{L}^{n}\left(E_{1}\right)+\mathcal{L}^{n}\left(E_{3}\right)} g^{*}(s) d s=\int_{0}^{\mathcal{L}^{n}(E)} g^{*}(s) d s
$$

Hence, (4.28) holds also in this case.
We are now in position to prove Theorem 1.6.
Proof of Theorem 1.6. Assume that $\Phi$ is $* *$-strictly increasing. By Proposition $2.3, \Phi$ is, in particular, $\prec$-strictly increasing. If $u$ is a minimal rearrangement, i.e., satisfies (1.11), then, thanks to the second of inequalities (2.15),

$$
\begin{equation*}
\Phi\left(|\nabla u|_{\star u}\right)=\Phi(|\nabla u|)<+\infty . \tag{4.45}
\end{equation*}
$$

From (4.45), (2.10), and the $\prec$-strict monotonicity of $\Phi$, one deduces that

$$
\begin{equation*}
\left(|\nabla u|_{\star u}\right)^{*} \equiv|\nabla u|^{*} . \tag{4.46}
\end{equation*}
$$

Let $\left\{\sigma_{k}\right\}_{k \in \mathbb{N}}$ and $\sigma$ be as in Lemma 4.3. Since $\sigma_{k}$ is an m.p. map for every $k \in \mathbb{N}$, $\left(|\nabla u| \circ \sigma_{k}^{-1}\right)^{*} \equiv|\nabla u|^{*}$ for every $k \in \mathbb{N}$. Hence, inasmuch as $\left(|\nabla u|_{\star u}\right)^{*} \equiv\left(|\nabla u|_{* u}\right)^{*}$, equation (4.46) entails that

$$
\begin{equation*}
\left(|\nabla u| \circ \sigma_{k}^{-1}\right)^{*} \equiv\left(|\nabla u|_{* u}\right)^{*} \quad \text { for every } k \in \mathbb{N} . \tag{4.47}
\end{equation*}
$$

From Lemma 4.3, (4.47), and Lemma 4.1, we infer that

$$
\lim _{k \rightarrow+\infty}\left\||\nabla u| \circ \sigma_{k}^{-1}-|\nabla u|_{* *}\right\|_{L^{1}\left(0, \mathcal{L}^{n}(\{u>0\})\right)}=0,
$$

whence, by (3.2),

$$
\begin{equation*}
\lim _{k \rightarrow+\infty}\left\||\nabla u|-|\nabla u|_{* u} \circ \sigma_{k}\right\|_{L^{1}(\{u>0\})}=0 . \tag{4.48}
\end{equation*}
$$

On the other hand, by Lemma 4.2,

$$
\begin{equation*}
\lim _{k \rightarrow+\infty}\left\||\nabla u|-|\nabla u|_{* u} \circ \sigma_{k}\right\|_{L^{1}(\{u>0\})}=\left\||\nabla u|-|\nabla u|_{* u} \circ \sigma\right\|_{L^{1}(\{u>0\})} . \tag{4.49}
\end{equation*}
$$

Equations (4.48) and (4.49) tell us that

$$
\begin{equation*}
|\nabla u(x)|=|\nabla u|_{* u}(\sigma(x)) \quad \text { for } \mathcal{L}^{n} \text {-a.e. } \quad x \in\{u>0\} . \tag{4.50}
\end{equation*}
$$

Denote by $N$ the set of those points in $\{u>0\}$ where (4.50) does not hold. Thus $\mathcal{L}^{n}(N)=0$. Since both $|\nabla u|$ and $|\nabla u|_{* u} \circ \sigma$ are Borel functions, $N$ is a Borel set. Hence, an application of the coarea formula (2.9) with $f=\chi_{N}$ entails that

$$
\begin{equation*}
\mathcal{H}^{n-1}(\{u=t\} \cap N)=0 \quad \text { for } \quad \mathcal{L}^{1} \text {-a.e. } \quad t>0 . \tag{4.51}
\end{equation*}
$$

Now, let $\left\{t_{i}\right\}_{i \in P}$ be the family of levels introduced in the proof of Theorem 1.2. Then, by (4.6), we again deduce (4.9). Equations (4.50), (4.51), and (4.9) ensure that, for $\mathcal{L}^{1}$-a.e. $t>0$,

$$
|\nabla u(x)|=|\nabla u|_{* u}(\mu(t)) \quad \text { for } \quad \mathcal{H}^{n-1} \text {-a.e. } \quad x \in\{u=t\} .
$$

Hence, (1.13) follows.
Conversely, suppose that any minimal rearrangement of $\Phi$ necessarily fulfills (1.13). We shall prove that $\Phi$ is $* *$-strictly increasing. By Proposition 2.3, this is equivalent to showing that $\Phi$ is simultaneously $*$-strictly increasing and $\prec$-strictly increasing.

The functional $\Phi$ has to be $*$-strictly increasing, since otherwise the same function $u$ constructed in the proof of Theorem 1.4 would satisfy (1.11) but not (1.13).

In order to show that $\Phi$ is also $\prec$-strictly increasing, we argue by contradiction, and suppose that $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ exist such that $f \prec g$ and

$$
\begin{equation*}
\Phi(f)=\Phi(g)<+\infty \tag{4.52}
\end{equation*}
$$

but $f^{*} \not \equiv g^{*}$. Our aim is to exhibit a function $u \in W_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\begin{equation*}
\left|\nabla u^{\star}\right| \equiv f^{\star} \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla u| \prec g \tag{4.54}
\end{equation*}
$$

but not (1.13). This will lead to a contradiction, since, by (2.15), (4.52)-(4.54), and the $* *$-monotonicity of $\Phi$, such a function $u$ is a minimal rearrangement of $\Phi$. As in the proof of Theorem 1.4, we look for a function $u$ in the form (3.3), where

$$
\begin{equation*}
\phi(s)=\int_{s}^{\mathcal{L}^{n}(\Omega)} \frac{f^{*}(r)}{n \omega_{n}^{1 / n} r^{1-1 / n}} d r \quad \text { for } s \in\left[0, \mathcal{L}^{n}(\Omega)\right] \tag{4.55}
\end{equation*}
$$

and $\Omega=\left\{x: \omega_{n}|x|^{n} \leq \mathcal{L}^{n}(\{g>0\})\right\}$. Owing to (3.4) and (4.55), any such function satisfies (4.53). Thus, our task is to construct $\sigma$ in such a way that (4.54) holds. The idea is again to obtain $u$ as a perturbation of $u^{\star}$, namely, to define $\sigma(x)$ by a slight modification of $\omega_{n}|x|^{n}$. It is at this stage that Lemma 4.5 comes into play. Actually, the functions $f$ and $g$ satisfy the assumptions of this lemma. Let $\bar{s}, \epsilon$, and $\delta$ be the numbers appearing in its statement. Consider any $\lambda>0$ and any sufficiently smooth function

$$
p:[\bar{s}, \bar{s}+\epsilon] \rightarrow[0, \lambda]
$$

enjoying the following properties: $p$ is strictly decreasing,

$$
\begin{equation*}
p(\bar{s})=\lambda, \quad p(\bar{s}+\epsilon)=0 \tag{4.56}
\end{equation*}
$$

and

$$
\begin{equation*}
p^{\prime}(s) \geq-\frac{\delta}{n(1+\delta)} \frac{s^{-1+1 / n}}{\omega_{n}^{1 / n}} \quad \text { for } s \in[\bar{s}, \bar{s}+\epsilon] \tag{4.57}
\end{equation*}
$$

In particular, by (4.57), the function $s \mapsto p(s)+\left(\frac{s}{\omega_{n}}\right)^{1 / n}$ is strictly increasing in $[\bar{s}, \bar{s}+\epsilon]$. For instance, the choice

$$
\lambda=\frac{\delta}{1+\delta} \frac{(\bar{s}+\epsilon)^{1 / n}-\bar{s}^{1 / n}}{\omega_{n}^{1 / n}} \quad \text { and } \quad p(s)=\frac{\delta}{1+\delta} \frac{(\bar{s}+\epsilon)^{1 / n}-s^{1 / n}}{\omega_{n}^{1 / n}}
$$

is admissible. Now, define $x_{0} \equiv(\lambda, \ldots, 0) \in \mathbb{R}^{n}$ and $P(s) \equiv(p(s), 0, \ldots, 0) \in \mathbb{R}^{n}$ for $s \in[\bar{s}, \bar{s}+\epsilon]$, and set

$$
D(s)= \begin{cases}\left\{x \in \mathbb{R}^{n}: \omega_{n}\left|x-x_{0}\right|^{n}<s\right\} & \text { if } s<\bar{s} \\ \left\{x \in \mathbb{R}^{n}: \omega_{n}|x-P(s)|^{n}<s\right\} & \text { if } \bar{s} \leq s \leq \bar{s}+\epsilon \\ \left\{x \in \mathbb{R}^{n}: \omega_{n}|x|^{n}<s\right\} & \text { if } s>\bar{s}+\epsilon\end{cases}
$$

The m.p. map $\sigma$ associated with the family of balls $\mathcal{D}=\{D(s)\}_{s \in\left[0, \mathcal{L}^{n}(\Omega)\right]}$ as in (3.12) obeys

$$
\sigma(x)= \begin{cases}\omega_{n}\left|x-x_{0}\right|^{n} & \text { if } \omega_{n}\left|x-x_{0}\right|^{n}<\bar{s}  \tag{4.58}\\ \omega_{n}|x|^{n} & \text { if } \omega_{n}|x|^{n}>\bar{s}+\epsilon\end{cases}
$$

and it is otherwise implicitly defined by the equation

$$
H(x, \sigma(x))=1
$$

where $H: \mathbb{R}^{n} \times(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
H(x, s)=\left(\frac{\omega_{n}}{s}\right)^{2 / n}\left[\left(x_{1}-p(s)\right)^{2}+\sum_{i=2}^{n} x_{i}^{2}\right] \quad \text { for } \quad(x, s) \in \mathbb{R}^{n} \times(0, \infty)
$$

Such a function $\sigma$ is clearly Lipschitz continuous. Moreover, one can easily verify from (4.58) that

$$
\begin{equation*}
|\nabla \sigma(x)|=n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n} \quad \text { for } \quad \mathcal{L}^{n} \text {-a.e. } x \text { such that } \sigma(x) \notin[\bar{s}, \bar{s}+\epsilon] \tag{4.59}
\end{equation*}
$$

and that, by the implicit function theorem,

$$
\begin{equation*}
|\nabla \sigma(x)|=\left[\left(\frac{1}{n} \frac{s^{2 / n-1}}{\omega_{n}^{2 / n}}+\left(x_{1}-p(s)\right) p^{\prime}(s)\right)^{-1}\left(\frac{s}{\omega_{n}}\right)^{1 / n}\right]_{s=\sigma(x)} \tag{4.60}
\end{equation*}
$$

for $\mathcal{L}^{n}$-a.e. $x$ such that $\sigma(x) \in[\bar{s}, \bar{s}+\epsilon]$. We claim that

$$
\begin{equation*}
1-\delta \leq \frac{|\nabla \sigma(x)|}{n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n}} \leq 1+\delta \tag{4.61}
\end{equation*}
$$

for $\mathcal{L}^{n}$-a.e. $x$ such that $\sigma(x) \in[\bar{s}, \bar{s}+\epsilon]$. Indeed, since $\left|x_{1}-p(s)\right| \leq\left(\frac{s}{\omega_{n}}\right)^{1 / n}$ if $s \in[\bar{s}, \bar{s}+\epsilon]$, by (4.56) and (4.57) we have

$$
\begin{equation*}
\frac{1}{1+\delta} \frac{s^{2 / n-1}}{n \omega_{n}^{2 / n}} \leq \frac{s^{2 / n-1}}{n \omega_{n}^{2 / n}}+\left(x_{1}-p(s)\right) p^{\prime}(s) \leq \frac{1+2 \delta}{1+\delta} \frac{s^{2 / n-1}}{n \omega_{n}^{2 / n}} \tag{4.62}
\end{equation*}
$$

Inequality (4.61) follows via (4.60) and (4.62). From (3.19) and (4.61) we deduce that

$$
\begin{equation*}
(1-\delta) f^{*}(\sigma(x)) \leq|\nabla u(x)| \leq(1+\delta) f^{*}(\sigma(x)) \tag{4.63}
\end{equation*}
$$

for $\mathcal{L}^{n}$-a.e. $x$ such that $\sigma(x) \in[\bar{s}, \bar{s}+\epsilon]$. On the other hand, by (4.59) and (3.19),

$$
|\nabla u(x)|= \begin{cases}f^{\star}\left(x-x_{0}\right) & \text { if } \omega_{n}\left|x-x_{0}\right|^{n}<\bar{s}  \tag{4.64}\\ f^{\star}(x) & \text { if } \omega_{n}|x|^{n}>\bar{s}+\epsilon\end{cases}
$$

Finally, by the coarea formula (2.8),

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}|\nabla u(x)| d x=\int_{\mathbb{R}^{n}} \frac{f^{*}(\sigma(x))}{n \omega_{n}^{1 / n} \sigma(x)^{1-1 / n}}|\nabla \sigma(x)| d x \\
& \quad=\int_{0}^{\infty} \frac{f^{*}(t)}{n \omega_{n}^{1 / n} t^{1-1 / n}} \mathcal{H}^{n-1}\left(\partial^{*}\{\sigma>t\}\right) d t=\int_{0}^{\infty} f^{*}(t) d t=\int_{\mathbb{R}^{n}} f(x) d x \tag{4.65}
\end{align*}
$$

Notice that in the third equality we have made use of the fact that $\{\sigma>t\}$ is a ball of measure $t$ for every $t>0$. Equation (4.54) follows from (4.63)-(4.65), via Lemma 4.5 applied with $h=|\nabla u|$. The proof is complete.
5. Examples. We conclude by discussing the monotonicity and strict monotonicity properties involved in Theorems 1.2, 1.4, and 1.6 for the functionals considered in section 1.

We preliminarily present a few general propositions linking $* *$-monotonicity and strict monotonicity to customary notions appearing in the literature. The first one provides sufficient conditions for a functional $\Phi$ to be $* *$-increasing in terms of convexity and lower-semicontinuity.

Proposition 5.1. Assume that the functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0, \infty]$ is convex, weakly lower-semicontinuous in $L^{1}$, and $*$-increasing. Then $\Phi$ is $* *$-increasing.

Proof. By [CR, Chapter VI, Lemma 20.2], our assumptions on $\Phi$ ensure that a family $\left\{h_{j}\right\}_{j \in J}$, with $J \subseteq \mathbb{N}$, of nonnegative functions $h_{j} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ and a family $\left\{r_{j}\right\}_{j \in J}$ of real numbers $r_{j}$ exist such that

$$
\begin{equation*}
\Phi(f)=\sup _{j \in J}\left\{\int_{0}^{\infty} f^{*}(s) h_{j}^{*}(s) d s+r_{j}\right\} \quad \text { for every } f \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \tag{5.1}
\end{equation*}
$$

On the other hand, Hardy's lemma [BS, Chapter 2, Proposition 3.6] entails that if $f^{* *}(s) \leq g^{* *}(s)$ for $s>0$, then

$$
\begin{equation*}
\int_{0}^{\infty} f^{*}(s) \phi(s) d s \leq \int_{0}^{\infty} g^{*}(s) \phi(s) d s \tag{5.2}
\end{equation*}
$$

for every nonincreasing function $\phi:[0, \infty) \rightarrow[0, \infty)$. Combining (5.1) and (5.2) tells us that $\Phi$ is $* *$-increasing.

The next result can be found, e.g., in [BS, Chapter 2, Corollary 4.7] (see also $[\mathrm{CR}]$ ) and concerns the $* *$-monotonicity of rearrangement invariant (r.i.) norms, namely norms in Banach function spaces which are r.i. according to Definition 3.2.

Proposition 5.2. Any r.i. norm is a **-increasing functional.
The last general property that will be established yields a sufficient condition for the $* *$-strict monotonicity of a functional $\Phi$ in terms of standard strict convexity and, more generally, of rotundity. Recall that a functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow[0,+\infty]$ is called rotund if

$$
\Phi(f)=\Phi(g)=\Phi\left(\frac{f+g}{2}\right)<+\infty \quad \text { implies that } \quad f=g \quad \mathcal{L}^{n} \text {-a.e. in } \mathbb{R}^{n}
$$

Clearly, any strictly convex functional $\Phi$ is rotund.
Proposition 5.3. Any rotund and $* *$-increasing functional $\Phi: L_{+}^{1}\left(\mathbb{R}^{n}\right) \rightarrow$ $[0,+\infty]$ is $* *$-strictly increasing. In particular, $\Phi$ is $* *$-strictly increasing, provided that it is $* *$-increasing and strictly convex.

Proof. Let $f$ and $g$ be functions in $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
f^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0 \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(f)=\Phi(g)<+\infty \tag{5.4}
\end{equation*}
$$

By (5.3),

$$
\begin{equation*}
f^{* *}(s) \leq \frac{f^{* *}(s)+g^{* *}(s)}{2} \leq g^{* *}(s) \quad \text { for } s>0 \tag{5.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\frac{f^{* *}(s)+g^{* *}(s)}{2}=\left[\frac{f^{\star}+g^{\star}}{2}\right]^{* *}(s) \quad \text { for } s>0 \tag{5.6}
\end{equation*}
$$

Since $\Phi$ is $*$-increasing, and hence rearrangement invariant, equations (5.4)-(5.6) imply that

$$
\Phi\left(f^{\star}\right)=\Phi(f)=\Phi\left(\frac{f^{\star}+g^{\star}}{2}\right)=\Phi(g)=\Phi\left(g^{\star}\right)
$$

The rotundity of $\Phi$ then forces $f^{\star}$ to agree with $g^{\star}$, whence $f^{*} \equiv g^{*}$.
We now examine the concrete examples provided by $\left\|\left\|_{(p, q)},\right\|\right\|_{p, q}, J_{A},\| \|_{A}$, and $\left\|\|_{(A)}\right.$. In order to avoid technical complications, we are not going to consider the most general possible choices of the exponents $p, q$ and of the Young function $A$. However, the cases discussed below cover most situations arising in applications and interestingly show that even equivalent functionals may enjoy different monotonicity properties.

The following two propositions deal with $\left\|\|_{(p, q)}\right.$ and $\| \|_{p, q}$, respectively, for $p, q \in[1, \infty]$.

Proposition 5.4. Let $1 \leq p, q \leq+\infty$. Then
(i) $\left\|\|_{(p, q)}\right.$ is $* *$-increasing;
(ii) $\left\|\|_{(p, q)}\right.$ is $*$-strictly increasing if and only if $q<+\infty$;
(iii) $\left\|\|_{(p, q)}\right.$ is $* *$-strictly increasing if and only if $q<+\infty$.

Proof. The facts that $\left\|\|_{(p, q)}\right.$ is $* *$-increasing and that, if $q<+\infty$, it is also **-strictly increasing (and hence $*$-strictly increasing) are obvious consequences of the definitions.

To verify that $\left\|\|_{(p, q)}\right.$ is not $*$-strictly increasing (and hence also not $* *$-strictly increasing) when $q=+\infty$ and $1 \leq p \leq+\infty$, choose any functions $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
f^{*}(s)=\left\{\begin{array}{ll}
s^{-1 / p} & \text { if } s \in(0,1), \\
0 & \text { otherwise },
\end{array} \quad g^{*}(s)= \begin{cases}s^{-1 / p} & \text { if } s \in(0,1) \\
1 & \text { if } s \in[1,2) \\
0 & \text { otherwise }\end{cases}\right.
$$

(Here, we agree that $s^{-1 / p} \equiv 1$ if $p=+\infty$.) Obviously, $f^{*}(s) \leq g^{*}(s)$ for $s>0$, and $f^{*} \not \equiv g^{*}$, but nevertheless, $\|f\|_{L^{p, \infty}}=\|g\|_{L^{p, \infty}}$.

Proposition 5.5. Let $1 \leq p, q \leq+\infty$. Then
(i) $\left\|\|_{p, q}\right.$ is $* *$-increasing if and only if $q \leq p$;
(ii) \| $\|_{p, q}$ is $*$-strictly increasing if and only if $q \leq p$ and $q<+\infty$;
(iii) $\left\|\|_{p, q}\right.$ is $* *$-strictly increasing if and only if $q \leq p, q<+\infty$, and $p>1$.

Proof. (i) If $q \leq p$, then the function $s^{\frac{q}{p}-1}$ is nonincreasing. Thus, by Hardy's lemma [BS, Chapter 2, Proposition 3.6],

$$
\int_{0}^{\infty} f^{*}(s)^{q} s^{\frac{q}{p}-1} d s \leq \int_{0}^{\infty} g^{*}(s)^{q} s^{\frac{q}{p}-1} d s
$$

whenever $f^{* *}(s) \leq g^{* *}(s)$. Hence, $\left\|\|_{p, q}\right.$ is $* *$-increasing. Assume now that $q>p$. Fix $\alpha \in(0,1)$, and choose any $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
g^{*}(s)=\left\{\begin{array}{ll}
s^{-\alpha} & \text { if } s \in(0,1), \\
0 & \text { otherwise },
\end{array} \quad \text { and } \quad f^{*}(s)= \begin{cases}\frac{1}{1-\alpha} & \text { if } s \in(0,1) \\
0 & \text { otherwise }\end{cases}\right.
$$

Then $f \prec g$, but $\|f\|_{p, q}>\|g\|_{p, q}$ if $\alpha$ is sufficiently small. This shows that $\left\|\|_{p, q}\right.$ is not $* *$-increasing.
(ii) When $q \leq p$ and $q<+\infty$, the functional $\left\|\|_{p, q}\right.$ is obviously $*$-strictly increasing. If $p=q=+\infty$, then $\|\quad\|_{\infty, \infty}=\|\quad\|_{(\infty, \infty)}=\|\quad\|_{L^{\infty}}$, and Proposition 5.4 tells us that it is not $*$-strictly increasing.
(iii) Assume that $q \leq p, q<\infty, p>1$. Let $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{p, q}\left(\mathbb{R}^{n}\right)$. Suppose that

$$
\begin{equation*}
f^{* *}(s) \leq g^{* *}(s) \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{p, q}=\|g\|_{p, q} \tag{5.8}
\end{equation*}
$$

Inequality (5.7) and [ALT, Proposition 2.1] entail that

$$
\begin{equation*}
\int_{0}^{s} f^{*}(t)^{q} d t \leq \int_{0}^{s} g^{*}(t)^{q} d t \quad \text { for } s>0 \tag{5.9}
\end{equation*}
$$

Integration by parts in the integral defining $\left\|\|_{p, q}\right.$ tells us that (5.8) is equivalent to

$$
\begin{equation*}
\int_{0}^{\infty} s^{\frac{q}{p}-2} \int_{0}^{s} f^{*}(t)^{q} d t d s=\int_{0}^{\infty} s^{\frac{q}{p}-2} \int_{0}^{s} g^{*}(t)^{q} d t d s \tag{5.10}
\end{equation*}
$$

From (5.9) and (5.10) we infer that equality holds in (5.9) for every $s>0$, and hence that $f^{*}(s)=g^{*}(s)$ for $s>0$. Thus, $\left\|\|_{p, q}\right.$ is $* *$-strictly increasing.

If $p=q=+\infty$, then $\left\|\|_{\infty, \infty}\right.$ is not $* *$-strictly increasing by (ii).
Finally, if $p=1$, then also $q=1$. Therefore, $\left\|\left\|_{1,1}=\right\| \quad\right\|_{L^{1}}$, and the latter is not $* *$-strictly increasing as demonstrated by any couple of functions $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ satisfying $\int_{0}^{s} f^{*}(t) d t<\int_{0}^{s} g^{*}(t) d t$ for $s \geq 0$ and $\int_{0}^{\infty} f^{*}(t) d t=\int_{0}^{\infty} g^{*}(t) d t$.

The conclusions of Propositions 5.4-5.5 are summarized in the following table.

| $\leq p, q \leq \infty$ |  | $* *$-INCREASING | *-STRICTLY INCREASING |
| :---: | :---: | :---: | :---: |
| $\left\\|\\|_{(p, q)}\right.$ | any $p, q$ | $q<\infty$ | $q<\infty$ |
| $\left\\|\\|_{p, q}\right.$ | $q \leq p$ | $q \leq p$ | $q \leq p, p>1$ |
|  |  | and | and |
|  |  | $q<\infty$ | $q<\infty$ |

The functional $J_{A}$ and the norms $\left\|\|_{A}\right.$ and $\| \|_{(A)}$ are the object of the next propositions. Henceforth, we take into account finite-valued Young functions $A$, which are strictly positive in $(0,+\infty)$ and satisfy

$$
\lim _{t \rightarrow 0} \frac{A(t)}{t}=0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} \frac{A(t)}{t}=+\infty
$$

According to usage, Young functions fulfilling these mild additional assumptions will be called $N$-functions.

Proposition 5.6. Let $A$ be an $N$-function. Then
(i) $J_{A}$ is **-increasing;
(ii) $J_{A}$ is $*$-strictly increasing;
(iii) $J_{A}$ is $* *$-strictly increasing if and only if $A$ is strictly convex.

Proof. (i) The fact that $J_{A}$ is $* *$-increasing for every Young function $A$ is proved, e.g., in [ALT, Corollary 2.1].
(ii) The $*$-strict monotonicity of $J_{A}$ is a straightforward consequence of the equation

$$
J_{A}(f)=\int_{0}^{\infty} A\left(f^{*}(s)\right) d s \quad \text { for every } f \in L_{+}^{1}\left(\mathbb{R}^{n}\right)
$$

and of the strict monotonicity of $A$.
(iii) If $A$ is strictly convex, then $J_{A}$ is strictly convex, and its $* *$-strict monotonicity follows from Proposition 5.3.

Conversely, assume that $A$ is not strictly convex. Then there exists an interval $\left(t_{0}, t_{1}\right) \subset(0, \infty)$ and numbers $a>0$ and $b \leq 0$ such that

$$
\begin{equation*}
A(t)=a t+b \quad \text { if } t_{0}<t<t_{1} \tag{5.11}
\end{equation*}
$$

Fixing any $C \in\left(t_{0}, t_{1}\right)$ and any $\epsilon>0$ such that $(C-\epsilon, C+\epsilon) \subset\left(t_{0}, t_{1}\right)$, choose any disjoint measurable subsets $E_{1}$ and $E_{2}$ of $\mathbb{R}^{n}$ satisfying $\mathcal{L}^{n}\left(E_{1}\right)=\mathcal{L}^{n}\left(E_{2}\right)<+\infty$. Define $f, g: \mathbb{R}^{n} \rightarrow[0,+\infty)$ as

$$
f(x)=\left\{\begin{array}{ll}
C & \text { if } x \in E_{1} \bigcup E_{2}, \\
0 & \text { otherwise },
\end{array} \quad \text { and } \quad g(x)= \begin{cases}C+\epsilon & \text { if } x \in E_{1} \\
C-\epsilon & \text { if } x \in E_{2} \\
0 & \text { otherwise }\end{cases}\right.
$$

It is easily verified that $f \prec g$. Moreover,

$$
J_{A}(f)=2 a C \mathcal{L}^{n}\left(E_{1}\right)+b=a(C+\epsilon) \mathcal{L}^{n}\left(E_{1}\right)+a(C-\epsilon) \mathcal{L}^{n}\left(E_{2}\right)+b=J_{A}(g)
$$

Since $f^{*} \not \equiv g^{*}, J_{A}$ is not $* *$-strictly monotone.
The notion of $\Delta_{2}$-condition near infinity plays a role in the characterization of the monotonicity properties of the Luxemburg norm $\left\|\|_{A}\right.$. Recall that a Young function $A$ is said to satisfy the $\Delta_{2}$ condition near infinity if there exist positive constants $K$ and $s_{0}$ such that

$$
A(2 s) \leq K A(s) \quad \text { for every } s \geq s_{0}
$$

We shall also write " $A \in \Delta_{2}$ near infinity" to denote that $A$ satisfies the $\Delta_{2}$-condition near infinity. Notice that, as a consequence of [RR, Chapter VII, Theorem 4], $A \in \Delta_{2}$ near infinity if and only if

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\|f\|_{A}}\right) d x=1 \quad \text { for every } f \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right) \backslash\{0\} \tag{5.12}
\end{equation*}
$$

Clearly, any power $t^{p}$, with $p \geq 1$, satisfies the $\Delta_{2}$ condition near infinity. Functions $A(t)$ behaving like $t^{p} \log ^{\alpha}(1+t)$ for large $t$ are in $\Delta_{2}$ near infinity as well. On the other hand, if $A(t)$ has an exponential growth at infinity of type $e^{t^{\alpha}}$ for some $\alpha>0$, then $A \notin \Delta_{2}$ near infinity. Other instances of Young functions which are not in $\Delta_{2}$ near infinity are those "oscillating" between different powers.

Proposition 5.7. Let $A$ be an $N$-function. Then
(i) $\|\quad\|_{A}$ is **-increasing;
(ii) $\left\|\|_{A}\right.$ is $*$-strictly increasing if and only if $A \in \Delta_{2}$ near infinity;
(iii) $\left\|\|_{A}\right.$ is **-strictly increasing if and only if $A \in \Delta_{2}$ near infinity and $A$ is strictly convex.

Proof. (i) $\left\|\|_{A}\right.$ is an r.i. norm. Thus, by Proposition 5.2, it is $* *$-increasing.
(ii) Assume that $A \in \Delta_{2}$ near infinity. Suppose, by contradiction, that $\left\|\|_{A}\right.$ is not $*$-strictly monotone. Then there exist two functions $f$ and $g$ in $L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ and a measurable set $E \subset(0, \infty)$ with $\mathcal{L}^{1}(E)>0$ such that

$$
\begin{equation*}
f^{*}(s) \leq g^{*}(s) \quad \text { for } s \geq 0, \quad f^{*}(s)<g^{*}(s) \quad \text { for } s \in E \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{A}=\|g\|_{A} \tag{5.14}
\end{equation*}
$$

We have

$$
\begin{align*}
1 \geq \int_{\mathbb{R}^{n}} A\left(\frac{g(x)}{\|g\|_{A}}\right) d x & =\int_{0}^{\infty} A\left(\frac{g^{*}(s)}{\|g\|_{A}}\right) d s>\int_{0}^{\infty} A\left(\frac{f^{*}(s)}{\|g\|_{A}}\right) d s  \tag{5.15}\\
& =\int_{0}^{\infty} A\left(\frac{f^{*}(s)}{\|f\|_{A}}\right)=\int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\|f\|_{A}}\right) d x=1
\end{align*}
$$

a contradiction. Notice that the second inequality in (5.15) is due to (5.13) and to the strict monotonicity of $A$, the second equality to (5.14), and the last equality to (5.12).

Conversely, suppose that $\left\|\|_{A}\right.$ is $*$-strictly increasing. By (5.12) again, if $A \notin \Delta_{2}$ near infinity, then there exists $f \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\|f\|_{A}}\right) d x<1 \tag{5.16}
\end{equation*}
$$

Given three positive numbers $s_{0}, \epsilon$, and $\delta$, consider the function $g \in L_{+}^{1}\left(\mathbb{R}^{n}\right)$ defined by

$$
g(x)= \begin{cases}f^{\star}(x) & \text { if } \omega_{n}|x|^{n} \notin\left[s_{0}, s_{0}+\delta\right], \\ f^{*}\left(s_{0}\right)+\epsilon & \text { if } \omega_{n}|x|^{n} \in\left[s_{0}, s_{0}+\delta\right]\end{cases}
$$

Clearly, $f^{*}(s) \leq g^{*}(s)$ for $s>0$, and $f^{*}(s)<g^{*}(s)$ if $s \in\left[s_{0}, s_{0}+\delta\right]$. Consequently,

$$
\begin{equation*}
\|f\|_{A}<\|g\|_{A} \tag{5.17}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\int_{\mathbb{R}^{n}} A\left(\frac{g(x)}{\|f\|_{A}}\right) d x= & \int_{\left\{x: \omega_{n}|x|^{n} \notin\left[s_{0}, s_{0}+\delta\right]\right\}} A\left(\frac{f^{\star}(x)}{\|f\|_{A}}\right) d x  \tag{5.18}\\
& +\int_{\left\{x: \omega_{n}|x|^{n} \in\left[s_{0}, s_{0}+\delta\right]\right\}} A\left(\frac{f^{*}\left(s_{0}\right)+\epsilon}{\|f\|_{A}}\right) d x \\
\leq & \int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\|f\|_{A}}\right) d x+\delta A\left(\frac{f^{*}\left(s_{0}\right)+\epsilon}{\|f\|_{A}}\right)
\end{align*}
$$

Owing to (5.16) and (5.18), we may choose $\delta>0$ so small that $\int_{\mathbb{R}^{n}} A\left(\frac{g(x)}{\|f\|_{A}}\right) d x \leq 1$. Hence, $\|g\|_{A} \leq\|f\|_{A}$, thus contradicting (5.17).
(iii) Suppose that $A$ is strictly convex and satisfies the $\Delta_{2}$-condition near infinity. In order to prove that $\left\|\|_{A}\right.$ is $* *$-strictly increasing, observe that if functions $f, g \in$ $L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ existed such that

$$
f^{* *}(s) \leq g^{* *}(s) \quad \text { for } s>0, \quad f^{*} \not \equiv g^{*}, \quad \text { and }\|f\|_{A}=\|g\|_{A}
$$

then we would have the contradiction

$$
1=\int_{\mathbb{R}^{n}} A\left(\frac{g(x)}{\|g\|_{A}}\right) d x=\int_{\mathbb{R}^{n}} A\left(\frac{g(x)}{\|f\|_{A}}\right) d x>\int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\|f\|_{A}}\right) d x=1
$$

where the first and the last equality hold thanks to (5.12), and the inequality is due to the fact that, by Proposition 5.6, the functional $J_{A}$ is $* *$-strictly increasing.

Conversely, if $\left\|\|_{A}\right.$ is $* *$-strictly increasing, then it is, in particular, $*$-strictly increasing, and hence, by (ii), $A \in \Delta_{2}$ near infinity. We have to show that $A$ is also strictly convex. Assume, by contradiction, that this is not the case. Then there exist $s_{0}, t_{1} \in(0,+\infty), a>0$, and $b \leq 0$ such that (5.11) holds. Choose $C, \epsilon, E_{1}$, and $E_{2}$ satisfying the same properties as in the proof of Proposition 5.6, and, in addition,

$$
2 a C \mathcal{L}^{n}\left(E_{1}\right)+b=1
$$

Let $f$ and $g$ be defined as in the proof of Proposition 5.6. Then,

$$
\int_{\mathbb{R}^{n}} A(f(x)) d x=a C \mathcal{L}^{n}\left(E_{1}\right)+a C \mathcal{L}^{n}\left(E_{2}\right)+b=2 a C \mathcal{L}^{n}\left(E_{1}\right)+b=1
$$

and

$$
\int_{\mathbb{R}^{n}} A\left(\frac{f(x)}{\lambda}\right) d x>1 \quad \text { if } \lambda<1
$$

whence $\|f\|_{A}=1$. On the other hand,

$$
\int_{\mathbb{R}^{n}} A(g(x)) d x=a\left((C+\epsilon) \mathcal{L}^{n}\left(E_{1}\right)+(C-\epsilon) \mathcal{L}^{n}\left(E_{2}\right)\right)+b=1
$$

and consequently, $\|g\|_{A} \leq 1$. Since $f \prec g,\|f\|_{A}=\|g\|_{A}$, and since $f^{*} \not \equiv g^{*}$, this contradicts the $* *$-strict monotonicity of $\|\quad\|_{A}$.

The Orlicz norm $\left\|\|_{(A)}\right.$ is considered in Proposition 5.8 below. Its proof requires a characterization of $\left\|\|_{(A)}\right.$, which tells us that, if $A$ is an $N$-function, then

$$
\begin{equation*}
\|f\|_{(A)}=\min \left\{\frac{1}{k}\left(1+\int_{\mathbb{R}^{n}} A(k f(x)) d x\right): k>0\right\} \tag{5.19}
\end{equation*}
$$

for every $f \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ (see [RR, Chapter III, Theorem 13]).
Proposition 5.8. Let $A$ be an $N$-function. Then
(i) $\left\|\|_{(A)}\right.$ is **-increasing;
(ii) $\left\|\|_{(A)}\right.$ is *-strictly increasing;
(iii) $\left\|\|_{(A)}\right.$ is $* *$-strictly increasing if and only if $A$ is strictly convex.

Proof. (i) $\left\|\|_{(A)}\right.$ is an r.i. norm, and hence, by Proposition 5.2, it is $* *$-increasing.
(ii) Let $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ be such that
$f^{*}(s) \leq g^{*}(s)$ for $s>0$ and $f^{*}(s)<g^{*}(s)$ for $s$ in a set of positive measure.
By (5.19) applied to $g$, a positive number $k_{g}$ exists such that

$$
\begin{equation*}
\|g\|_{(A)}=\frac{1}{k_{g}}\left(1+\int_{\mathbb{R}^{n}} A\left(k_{g} g(x)\right) d x\right) \tag{5.21}
\end{equation*}
$$

We have

$$
\begin{align*}
& \|g\|_{(A)}=\frac{1}{k_{g}}\left(1+\int_{\mathbb{R}^{n}} A\left(k_{g} g(x)\right) d x\right)=\frac{1}{k_{g}}\left(1+\int_{0}^{\infty} A\left(k_{g} g^{*}(s)\right) d s\right)  \tag{5.22}\\
& \quad>\frac{1}{k_{g}}\left(1+\int_{0}^{\infty} A\left(k_{g} f^{*}(s)\right) d s\right)=\frac{1}{k_{g}}\left(1+\int_{\mathbb{R}^{n}} A\left(k_{g} f(x)\right) d x\right) \geq\|f\|_{(A)},
\end{align*}
$$

where the first inequality holds thanks to (5.20), and the last inequality is a consequence of (5.19). The $*$-strict monotonicity of $\left\|\|_{(A)}\right.$ follows.
(iii) Assume that $A$ is strictly convex. By Proposition 5.6 , the functional $J_{A}$ is $* *$-strictly increasing. Thus, if $f, g \in L_{+}^{1}\left(\mathbb{R}^{n}\right) \cap L^{A}\left(\mathbb{R}^{n}\right)$ are such that $f^{* *}(s) \leq g^{* *}(s)$ for $s>0$ but $f^{*} \not \equiv g^{*}$, then

$$
\int_{\mathbb{R}^{n}} A\left(k_{g} g(x)\right) d x>\int_{\mathbb{R}^{n}} A\left(k_{g} f(x)\right) d x
$$

where $k_{g}$ is the number appearing in (5.21). The same chain as in (5.22) tells us that $\|f\|_{(A)}<\|g\|_{(A)}$, and the $* *$-strict monotonicity of $\|\quad\|_{(A)}$ follows.

Finally, assume that $\left\|\|_{(A)}\right.$ is $* *$-strictly increasing, and suppose, by contradiction, that $A$ is not strictly convex. Then there exist an interval $\left(t_{0}, t_{1}\right) \subset(0,+\infty)$ and $a>0, b \leq 0$ such that (5.11) holds. Let $f$ be any function in $L_{+}^{1}\left(\mathbb{R}^{n}\right) \bigcap L^{A}\left(\mathbb{R}^{n}\right)$ such that $f^{*}$ is continuous and strictly decreasing in $(0,+\infty)$ and $\lim _{s \rightarrow 0^{+}} f^{*}(s)=+\infty$. Let $k_{f}$ be a positive number such that

$$
\begin{equation*}
\|f\|_{(A)}=\frac{1}{k_{f}}\left(1+\int_{\mathbb{R}^{n}} A\left(k_{f} f(x)\right) d x\right) . \tag{5.23}
\end{equation*}
$$

Since $f^{*}$ is continuous and $f^{*}(0,+\infty)=[0,+\infty)$, there exist $\bar{s}>0$ and $\delta>0$ satisfying

$$
t_{0}<k_{f} f^{*}(s)<t_{1} \quad \text { if } \bar{s}-\delta \leq s \leq \bar{s}+\delta
$$

Let $g$ be the function in $L_{+}^{1}\left(\mathbb{R}^{n}\right)$ obeying

$$
g^{*}(s)= \begin{cases}f^{*}(s) & \text { if } s \notin(\bar{s}-\delta, \bar{s}+\delta) \\ f^{*}(\bar{s}-\delta) & \text { if } \bar{s}-\delta<s<s_{0} \\ f^{*}(\bar{s}+\delta) & \text { if } s_{0} \leq s<\bar{s}+\delta\end{cases}
$$

where $s_{0}$ is chosen in $(\bar{s}-\delta, \bar{s}+\delta)$ in such a way that

$$
\begin{equation*}
\int_{\bar{s}-\delta}^{\bar{s}+\delta} f^{*}(s) d s=\int_{\bar{s}-\delta}^{\bar{s}+\delta} g^{*}(s) d s \tag{5.24}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f \prec g \quad \text { and } \quad f^{*} \not \equiv g^{*} \tag{5.25}
\end{equation*}
$$

On the other hand, by (5.23) and (5.24),

$$
\begin{align*}
\|f\|_{(A)} & =\frac{1}{k_{f}}\left(1+\int_{[0, \infty) \backslash(\bar{s}-\delta, \bar{s}+\delta)} A\left(k_{f} f^{*}(s)\right) d s+\int_{\bar{s}-\delta}^{\bar{s}+\delta}\left(a k_{f} f^{*}(s)+b\right) d s\right)  \tag{5.26}\\
& =\frac{1}{k_{f}}\left(1+\int_{[0, \infty) \backslash(\bar{s}-\delta, \bar{s}+\delta)} A\left(k_{f} g^{*}(s)\right) d s+\int_{\bar{s}-\delta}^{\bar{s}+\delta}\left(a k_{f} g^{*}(s)+b\right) d s\right) \\
& =\frac{1}{k_{f}}\left(1+\int_{\mathbb{R}^{n}} A\left(k_{f} g(x)\right) d x\right) \geq\|g\|_{(A)} .
\end{align*}
$$

Equations (5.25) and (5.26) contradict the $* *$-strict monotonicity of $\|\quad\|_{(A)} \quad \square$
For ease of comparison, the results of Propositions 5.6-5.8 are collected in the following table.

| $A N$-FUNCTION | **-INCREASING | *-STRICTLY INCREASING | **-STRICTLY INCREASING |
| :---: | :---: | :---: | :---: |
| $J_{A}$ | any $A$ | any $A$ | $A$ strictly convex |
| $\\|\quad\\| A$ | any $A$ | $A \in \Delta_{2}$ near infinity | $\begin{gathered} A \in \Delta_{2} \text { near infinity } \\ \text { and } \\ A \text { strictly convex } \\ \hline \end{gathered}$ |
| $\left\\|\\|_{(A)}\right.$ | any $A$ | any $A$ | $A$ strictly convex |
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#### Abstract

A contracting Lorenz attractor of a three-dimensional vector field is an attractor with a unique singularity whose eigenvalues are real and satisfy the eigenvalue conditions $\lambda_{s s}<\lambda_{s}<0<$ $\lambda_{u}$ and $\lambda_{s}+\lambda_{u}<0$. The study of contracting Lorenz attractors started in [A. Rovella, Bol. Soc. Brasil. Mat. (N.S.), 24 (1993), pp. 233-259]. In this paper we show that certain resonant double homoclinic loops in dimension three generate contracting Lorenz attractors in a positive Lebesgue subset of the parameter space. This gives a positive answer to a question posed in [C. Robinson, SIAM J. Math. Anal., 32 (2000), pp. 119-141].
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1. Introduction. Inspired by the dynamical features of Lorenz and Henon-like attractors, Rovella [Rov] studied attractors with a unique singularity exhibiting real eigenvalues $\lambda_{s s}, \lambda_{s}, \lambda_{u}$ satisfying the eigenvalue conditions

$$
\lambda_{s s}<\lambda_{s}<0<\lambda_{u} \quad \text { and } \quad \lambda_{s}+\lambda_{u}<0
$$

Today these kinds of attractors are denominated contracting Lorenz attractors, as opposed to expanding Lorenz attractors [GW] in which the second eigenvalue condition is replaced by $\lambda_{s}+\lambda_{u}>0$. The result obtained by Rovella was that there are contracting Lorenz attractors which are measure-theoretical persistent in parametrized families of codimension two. In the meantime Robinson [Rob1], [Rob2] developed a theory of expanding Lorenz attractors appearing in the unfolding of resonant double homoclinic loops in dimension three. These works are the motivation for our investigation. Indeed, we prove that positive Lebesgue measure sets of vector fields exhibiting contracting Lorenz attractors also appear in the unfolding of certain resonant double homoclinic loops. This gives a positive answer for a question posed by Robinson in [Rob1, Remark 5.1].

Let us state our main result in a precise way. Hereafter $M$ will be a closed 3 -manifold whose space of $C^{r}$-vector fields is denoted by $\mathcal{X}^{r}(M), r \geq 1$. If $X \in$ $\mathcal{X}^{r}(M)$, we denote by $X^{t}$ the flow it generates. An invariant set $\Lambda$ of $X$ is transitive if $\Lambda=\omega_{X}(q)$ for some $q \in \Lambda$, where

$$
\omega_{X}(q)=\left\{x \in M: \lim _{n \rightarrow \infty} X^{t_{n}}(q) \text { for some sequence } t_{n} \rightarrow \infty\right\}
$$

[^18]

Fig. 1.1. A butterfly loop for $X_{\eta_{0}}$.
is the omega-limit set of $q$. An attracting set of $X$ is a compact invariant set $\Lambda$ such that

$$
\Lambda=\bigcap_{t>0} X^{t}(U)
$$

for some compact neighborhood $U$ of $\Lambda$. We note that $U$ above can be chosen positively invariant, i.e., $X^{t}(U) \subset \operatorname{Int}(U)$ for all $t>0$. An attractor is a transitive attracting set.

Let $Q$ be a singularity of $X \in \mathcal{X}^{r}(M)$ with real eigenvalues $\lambda_{u}, \lambda_{s s}, \lambda_{s}$ satisfying

$$
\lambda_{s s}<\lambda_{s}<0<\lambda_{u}
$$

Then $Q$ is hyperbolic, and so there are stable and unstable $C^{r}$ manifolds $W^{u}(Q, X)$ and $W^{s}(Q, X)$ tangent to the eigenvectors associated to the eigenvalues $\lambda_{u}$ and $\left\{\lambda_{s s}, \lambda_{s}\right\}$, respectively [HPS]. In particular, $W^{u}(Q, X)$ is one-dimensional and so $W^{u}(Q, X) \backslash\{Q\}$ consists of two regular orbits $\Gamma^{+}, \Gamma^{-}$. There are also a strong stable manifold $W^{s s}(Q, X)$ tangent to the eigenvector associated to $\lambda_{s s}$ and a central unstable manifold $W^{c u}(Q, X)$ tangent to the eigendirection associated to $\lambda_{s}, \lambda_{u}$. The latter one is $C^{1}$, is nonunique, and contains $W^{u}(Q, X)$. Although $W^{c u}(Q, X)$ is not unique in general we can define the plane field $P=\left\{P(q): q \in W^{u}(Q, X)\right\}$ by

$$
P(q)=T_{q} W^{c u}(Q, X) \quad \text { for } \quad q \in W^{u}(Q, X)
$$

We note that the plane field $P$ defined above is continuous if $W^{c u}(Q, X)$ is transverse to $W^{s}(Q, X)$ along $W^{u}(Q, X)$.

We say that $X$ has a double homoclinic loop at $Q$ if

$$
W^{u}(Q, X) \subset W^{s}(Q, X)
$$

(equivalently, $\Gamma^{+} \cup \Gamma^{-} \subset W^{s}(Q, X)$ ). The double homoclinic loop is said to be either figure-eight or butterfly depending on whether the regular orbits $\Gamma^{+}, \Gamma^{-}$are contained in the same connected component of $W^{s}(Q, X) \backslash W^{s s}(Q, X)$ or not. (See Figure 1.1.) All double homoclinic loops considered in this paper will satisfy the generic assumption

$$
W^{u}(Q, X) \cap W^{s s}(Q, X)=\{Q\}
$$

Now suppose that $X$ has a double homoclinic loop at $Q$. If $X$ is $C^{r}$ with $r \geq 3$, and the eigenvalue condition

$$
\lambda_{s s}<2 \lambda_{s}
$$

holds, then $W^{c u}(Q, X)$ is $C^{2}$. This permits us to define a constant $C^{+}(X)$ by taking a parametrization $q^{+}(t)$ of $\Gamma^{+}$and defining

$$
C^{+}(X)=\exp \left(\int_{-\infty}^{\infty} \operatorname{Div}_{2}\left(q^{+}(t)\right) d t\right)
$$

where $D i v_{2}\left(q^{+}(t)\right)$ is the Jacobian of $X$ at $t$ restricted to $T_{\Gamma^{+}} W^{c u}(Q, X)$. Analogously we define the constant $C^{-}(X)$ just replacing + by - in the above expression. These constants represent the change in area within the planes $P(q)$ along the whole length of $\Gamma^{ \pm}$. It happens that $C^{+}(X), C^{-}(X)$ are finite and positive when $Q$ is resonant, i.e.,

$$
\lambda_{u}+\lambda_{s}=0
$$

Then, in the resonant case, we can define the constant $B(X)$ by

$$
B(X)=\frac{C^{+}(X)+C^{-}(X)}{C^{+}(X) C^{-}(X)}
$$

Definition 1.1. Define $\mathcal{N}$ as the set of vector fields $X \in \mathcal{X}^{r}(M)$ satisfying the following six properties:
(A1) $X$ has a singularity $Q$ whose eigenvalues $\left\{\lambda_{u}, \lambda_{s}, \lambda_{s s}\right\}$ are real and satisfy

$$
\lambda_{s s}<\lambda_{s}<0<\lambda_{u}
$$

(A2) $X$ exhibits a butterfly double homoclinic loop at $Q$.
(A3) $W^{c u}(Q, X)$ is transverse to $W^{s}(Q, X)$ along $W^{u}(Q, X)$.
(A4) $\lambda_{s s}-\lambda_{s}+2 \lambda_{u}<0$ and $\lambda_{s s}<2 \lambda_{s}$.
(A5) $B(X)<1$.
(A6) $\lambda_{u}+\lambda_{s}=0$.
The implicit function theorem in Banach spaces implies that $\mathcal{N}$ is a codimension three submanifold of $\mathcal{X}^{r}(M)$ for all $r \geq 1$. Given a set $A$ we denote its closure by $\mathrm{Cl}(A)$. Our main result is the following.

Theorem 1.2. Let $\left\{X_{\eta}\right\}$ be a $C^{k}$ three-parametrized family of $C^{r}$-vector fields transverse to $\mathcal{N}$ at $X_{\eta_{0}}, k, r \geq 3$. Then, there is a positive Lebesgue measure set $\mathcal{L}$ in the parameter space with $\eta_{0} \in \mathrm{Cl}(\mathcal{L})$ such that $X_{\eta}$ has a contracting Lorenz attractor for all $\eta \in \mathcal{L}$.

The proof of this theorem will be reduced to Theorem 2.2 in section 2 where one-parameter families of discontinuous maps are studied.

The present paper, together with [MPS], gives a full description of the bifurcation scenario in the case when the constant $B \neq 1$ : The family generates expanding or contracting Lorenz attractors depending on whether $B>1$ or $B<1$. Viana posed the question of what bifurcation scenario can appear in the case $B=1$. Another problem is to exhibit a polynomial vector field with a contracting Lorenz attractor. To find such a polynomial we expect to find a parametrized polynomial vector field family satisfying the hypotheses of Theorem 1.2.
2. One-dimensional reduction. In this section we deduce Theorem 1.2 from Theorem 2.2 stated below. Hereafter we let $X_{\eta}$ be a one-parameter family satisfying
the hypotheses of Theorem 1.2. In particular, the parameter $\eta_{0}$ satisfies $X_{\eta_{0}} \in \mathcal{N}$ and then the corresponding vector field $X_{\eta_{0}}$ satisfies assumptions (A1)-(A6).

Throughout the paper we fix the notation

$$
C^{+}=C^{+}\left(X_{\eta_{0}}\right), \quad C^{-}=C^{-}\left(X_{\eta_{0}}\right), \quad \text { and } \quad B=B\left(X_{\eta_{0}}\right)
$$

Let $P$ be the plane field used in the introduction to define the constants $C^{ \pm}$. Consider the regular orbits $\Gamma^{+}, \Gamma^{-}$forming $W^{u}\left(Q_{\eta_{0}}, X_{\eta_{0}}\right) \backslash\left\{Q_{\eta_{0}}\right\}$.

Define $\nu^{+}=1$ (if $P$ is orientable in $\Gamma^{+} \cup\left\{Q_{\eta_{0}}\right\}$ ) and $\nu^{+}=-1$ (otherwise). Analogously we define $\nu^{-}=1$ (if $P$ is orientable in $\Gamma^{-} \cup\left\{Q_{\eta_{0}}\right\}$ ) and $\nu^{-}=-1$ (otherwise).

By assumption (A2) we can fix a cross-section $\Sigma$ of $X_{\eta_{0}}$ with the following properties: $\Sigma$ is close to $Q_{\eta_{0}}, \Sigma$ is transversal to $W^{s}\left(Q_{\eta_{0}}\right)$, and $\Sigma$ intersects both $\Gamma^{+}$and $\Gamma^{-}$. There is a neighborhood $V$ of $\Sigma \cap W^{s}\left(Q_{\eta_{0}}\right)$ in $\Sigma$ such that the positive orbit of every point at $V \backslash W^{s}\left(Q_{\eta_{0}}\right)$ intersects $\Sigma$ for every parameter $\eta$ near enough $\eta_{0}$. This defines a Poincaré map from $V \backslash W^{s}\left(Q_{\eta_{0}}\right)$ to $\Sigma$.

As in [MPS] (see also [Rob2]) we can use (A1)-(A4) and the standard stable manifold theory [HPS], [Sh] to show the existence of a stable foliation in a small neighborhood of $W^{s}\left(Q_{\eta}\right)$ varying $C^{2}$ with the parameter. For convenience, we assume this neighborhood to be equal to $V$. Hence we can reduce the problem to a onedimensional Poincaré map

$$
f_{\eta}: V^{\prime} \backslash\left\{c_{\eta}\right\} \subset[-1,1] \rightarrow[-1,1]
$$

where $c_{\eta}$ is the projection of $W^{s}\left(Q_{\eta_{0}}\right) \cap V$ onto $V^{\prime}$. We assume $c_{\eta}=0$ for every $\eta$. We shall use the notation

$$
a_{\eta}^{ \pm}=f_{\eta}(0 \pm)=\lim _{\tau \rightarrow \pm 0} f_{\eta}(\tau)
$$

As in [MPS] or [Rob2] we have the following.
Lemma 2.1. There is an interval $J, 0 \in J$, such that for every $\eta$ sufficiently near to $\eta_{0}$, the map $f_{\eta}: J \subset[-1,1] \rightarrow[-1,1]$ has the following form:

$$
f_{\eta}(\tau)= \begin{cases}a_{\eta}^{+}+\nu^{+} C_{\eta}^{+}|\tau|^{\alpha(\eta)}+O_{\eta, 1}\left(|\tau|^{\alpha(\eta)}\right) & \text { if } \quad \tau>0 \\ a_{\eta}^{-}-\nu^{-} C_{\eta}^{-}|\tau|^{\alpha(\eta)}+O_{\eta, 2}\left(|\tau|^{\alpha(\eta)}\right) & \text { if } \quad \tau<0\end{cases}
$$

where $\alpha(\eta)=-\frac{\lambda_{s}(\eta)}{\lambda_{u}(\eta)}, O_{\eta, i}$ and $C_{\eta}^{ \pm}$are $C^{2}$, varying $C^{2}$ with respect to $\eta$, and $\lim _{x \rightarrow 0} \frac{O_{\eta, i}(x)}{x}=0$ uniformly on $\eta$.

The proof of Theorem 1.2 is a direct consequence of the result below. We denote by $\operatorname{Int}(A)$ the interior and by $\mathrm{Cl}(A)$ the closure of a subset $A$.

THEOREM 2.2. Let $\left\{X_{\eta}\right\}$ be a $C^{k}$ three-parametrized family of $C^{r}$-vector fields transverse to $\mathcal{N}$ at $X_{\eta_{0}}, k, r \geq 3$. Let $f_{\eta}$ be the corresponding three-parametrized family of one-dimensional maps as in Lemma 2.1. For all neighborhoods $\mathcal{V}$ of $\eta_{0}$ in the parameter space there is a positive Lebesgue measure set $\mathcal{L}^{\prime} \subset \mathcal{V}$ with $\eta_{0} \in \operatorname{Cl}\left(\mathcal{L}^{\prime}\right)$ such that for every $\eta \in \mathcal{L}^{\prime}$ one has $\alpha(\eta)>1$ and further there is a closed nontrivial interval $\Theta_{\eta}$ with the following properties:

1. $0 \in \operatorname{Int}\left(\Theta_{\eta}\right)$.
2. There is a compact interval $W \subset J$ with $\Theta_{\eta} \subset \operatorname{Int}(W)$ such that $\operatorname{Cl}\left(f_{\eta}(W \backslash\right.$ $\{0\})) \subset \operatorname{Int}(W)$ and $f_{\eta}^{2}(W \backslash\{0\}) \subset \Theta_{\eta}$.
3. $f_{\eta} / \Theta_{\eta} \backslash\{0\}$ is transitive.

Proof of Theorem 1.2. Let $\left\{X_{\eta}\right\}$ be a $C^{k}$ three-parametrized family of $C^{r}$-vector fields transverse to $\mathcal{N}$ at $X_{\eta_{0}}, k, r \geq 3$. We have to prove that there is a positive Lebesgue measure set $\mathcal{L}$ in the parameter space with $\eta_{0} \in \operatorname{Cl}(\mathcal{L})$ such that $X_{\eta}$ has a contracting Lorenz attractor for all $\eta \in \mathcal{L}$. For this we proceed as follows.

As hypothesis (A1) is an open condition we can fix a neighborhood $\mathcal{V}$ of $\eta_{0}$ in the parameter space such that

$$
\begin{equation*}
\lambda_{s s}(\eta)<\lambda_{s}(\eta)<0<\lambda_{u}(\eta) \quad \forall \eta \in \mathcal{V} \tag{2.1}
\end{equation*}
$$

Since $Q_{\eta_{0}}$ in (A1) is hyperbolic we can consider the analytic continuation $Q_{\eta}$ of $Q_{\eta_{0}}$ which we assume to be defined for all $\eta \in \mathcal{V}$.

Now, let $f_{\eta}$ be the three-parameter family of one-dimensional maps associated to $X_{\eta}$ as in Lemma 2.1. Let $\mathcal{L}^{\prime}$ be the positive Lebesgue measure set in Theorem 2.2 for the fixed neighborhood $\mathcal{V}$ of $\eta_{0}$. Define $\mathcal{L}=\mathcal{L}^{\prime}$. We shall prove that $\mathcal{L}$ works. First we observe that $\eta_{0} \in \operatorname{Cl}(\mathcal{L})$ by Theorem 2.2.

Next we claim that if $\eta \in \mathcal{L}$, then $X_{\eta}$ has a contracting Lorenz attractor. Indeed, let $\pi_{\eta}$ be the projection along the invariant stable foliation defining $f_{\eta}$. Define

$$
\Sigma_{\eta}=\pi_{\eta}^{-1}\left(\Theta_{\eta}\right)
$$

It follows that $\Sigma_{\eta} \subset \Sigma$ is a cross-section of $X$. We note that the set

$$
\bigcup_{t>0} X_{\eta}^{t}\left(\Sigma_{\eta}\right)
$$

is positively invariant but not closed since there exists a compact part $W_{\eta}$ of $W^{u}\left(Q_{\eta}, X_{\eta}\right)$ which is not contained in it. However, by item 2 of Theorem 2.2, we can choose a small tubular neighborhood $\mathcal{U}_{\eta}$ of $W_{\eta}$ in a way that

$$
U_{\eta}=\mathcal{U}_{\eta} \cup\left(\bigcup_{t>0} X_{\eta}^{t}\left(\Sigma_{\eta}\right)\right)
$$

is now compact and positively invariant. Moreover, by a suitable modification of $U_{\eta}$ via the long tubular flow-box theorem [dMP], we can even assume that $\partial U_{\eta}$ is smooth and the vector field $X_{\eta}$ points inward to $U_{\eta}$ in $\partial U_{\eta}$.

Now define

$$
\Lambda_{\eta}=\bigcap_{t>0} X_{\eta}^{t}\left(U_{\eta}\right)
$$

Item 3 of Theorem 2.2 implies that $\Lambda_{\eta}$ is a transitive set of $X_{\eta}$ because the foliation which defines $\pi_{\eta}$ is contracting; see also the proof of Theorem 11.3 in [Rob3]. In particular, $\Lambda_{\eta}$ is compact invariant. On the other hand, $\Lambda \subset \operatorname{Int}\left(U_{\eta}\right)$ because $X_{\eta}$ points inward to $U_{\eta}$ in $\partial U_{\eta}$. It follows that $U_{\eta}$ is a compact neighborhood of $\Lambda_{\eta}$, and so $\Lambda_{\eta}$ is an attractor.

To finish we prove that $\Lambda$ is a contracting Lorenz attractor. By item 1 of Theorem 2.2 we have

$$
Q_{\eta} \in \Lambda_{\eta}
$$

where $Q_{\eta}$ is the continuation of $Q_{\eta_{0}}$. As $\eta \in \mathcal{L} \subset \mathcal{V}$ we obtain (2.1). Recalling that $\alpha(\eta)=-\frac{\lambda_{s}(\eta)}{\lambda_{u}(\eta)}$ in Lemma 2.1 we have $\lambda_{s}(\eta)+\lambda_{u}(\eta)<0$ because $\alpha(\eta)>1$ in Theorem 2.2. As $Q_{\eta} \in \Lambda_{\eta}$ we conclude that $\Lambda_{\eta}$ is a contracting Lorenz attractor. This finishes the proof.

The rest of the paper is devoted to the proof of Theorem 2.2. It is done in sections $3-8$. In section 3 we restate Lemma 2.2 of [MPS] for $\alpha>1$ because $B<1$ in the present case. In section 4 we define new parameters $(\mu(\alpha), \nu(\alpha))$ and study their limits as $\alpha \rightarrow 1^{+}$. These limits will be preperiodic for the piecewise linear map $g$ defined in Lemma 4.2. In section 5 we introduce the rescaling map $g_{\alpha}$ (see (5.3)). We prove in Lemma 5.7 the convergence $g_{\alpha}$ (in the $C^{0}, C^{1}$, and $C^{2}$ topologies) to a piecewise linear map. We finish section 5 by proving in Theorem 5.8 the existence of invariant intervals for $g_{\alpha}(\mu, \nu, \cdot)$ for almost all $\alpha \rightarrow 1^{+}$. In section 6 we define the Rovella map and state the Rovella theorem which asserts that a one-parameter unfolding of a Rovella map displays a full density set of parameters exhibiting transitive invariant closed intervals. We refer the reader to the proof of Rovella's theorem in the original paper [Rov]. In section 7 we define the map $h_{\alpha}$ and prove that it is a Rovella map (Theorem 7.1). In addition, in Theorem 7.3, we use $g_{\alpha}$ to define a one-parameter family of maps $\varphi_{t}$ unfolding $h_{\alpha}$ and satisfying the hypothesis of Rovella's theorem. As a corollary we obtain that the invariant interval of $g_{\alpha}(\mu, \nu, \cdot)$ found in section 5 contains a transitive invariant interval for a positive Lebesgue measure set of parameters ( $\mu, \nu$ ) (Corollary 7.4). We use this interval in section 8 to define the interval $\Theta_{\eta}$ required in Theorem 2.2. This complete the proof.
3. Preliminary properties of $\boldsymbol{f}_{\boldsymbol{\eta}}$. These are summarized in Lemma 3.1 below. From now on we assume that $\eta \in \mathbb{R}^{3}$ belongs to a neighborhood of $\eta_{0}$ and $X_{\eta}$ satisfies the hypothesis of Theorem 1.2. In particular, $X=X_{\eta_{0}}$ satisfies (A1)-(A7) in Definition 1.1. By the transversal hypothesis (A7) we have that the map $\eta \mapsto\left(\alpha_{\eta}, a_{\eta}^{+}, a_{\eta}^{-}\right)$ is a diffeomorphism from a neighborhood of $\eta_{0}$ onto a neighborhood of $(1,0,0)$. This allows us to consider the inverse

$$
\begin{equation*}
\eta=\eta\left(\alpha, a^{+}, a^{-}\right) \tag{3.1}
\end{equation*}
$$

of this diffeomorphism. In particular,

$$
\eta_{0}=\eta(1,0,0)
$$

and also

$$
\begin{equation*}
\alpha\left(\eta\left(\alpha, a^{+}, a^{-}\right)\right)=\alpha, \quad a_{\eta\left(\alpha, a^{+}, a^{-}\right)}^{+}=a^{+}, \quad a_{\eta\left(\alpha, a^{+}, a^{-}\right)}^{-}=a^{-} \tag{3.2}
\end{equation*}
$$

The next lemma is analogous to Lemma 2.2 in [MPS]. The difference here is that in [MPS] we found $O \subset(0,1)$ and here we found $O \subset(1,1+\Lambda)$ for some $\Lambda>0$. The proof follows as in [MPS] except, for instance, in the case where $\nu^{+}=\nu^{-}=1$, when the system of equations $f_{\eta}(p(\alpha))=p(\alpha), f_{\eta}(q(\alpha))=q(\alpha), f_{\eta}(0+)=p(\alpha)$, $f_{\eta}(0-)=q(\alpha)$ can be solved only for $\alpha>1$ and not for $\alpha<1$ as in [MPS] because $B<1$ here and $B>1$ there.

Lemma 3.1. There are $\Lambda>0$, an open full Lebesgue measure set $O \subset(1,1+\Lambda)$, and $C^{1}$ maps

$$
a^{+}(\cdot), a^{-}(\cdot), p(\cdot), q(\cdot): O \rightarrow \mathbb{R}
$$

with $p(\alpha)<0<q(\alpha)$ such that if

$$
\eta=\eta\left(\alpha, a^{+}(\alpha), a^{-}(\alpha)\right),
$$

then the following hold:
(a) If $\nu^{+}=1$ and $\nu^{-}=1$, then $f_{\eta}(p(\alpha))=p(\alpha), f_{\eta}(q(\alpha))=q(\alpha), f_{\eta}(0+)=p(\alpha)$, and $f_{\eta}(0-)=q(\alpha)$.


FIG. 3.1. Possible dynamics for $f_{\eta}$ in a neighborhood of 0 .
(b) If $\nu^{+}=1$ and $\nu^{-}=-1$, then $f_{\eta}(p(\alpha))=q(\alpha), f_{\eta}(q(\alpha))=q(\alpha)$, and $f_{\eta}(0+)=$ $f_{\eta}(0-)=p(\alpha)$.
(c) If $\nu^{+}=-1$ and $\nu^{-}=1$, then $f_{\eta}(p(\alpha))=p(\alpha), f_{\eta}(q(\alpha))=p(\alpha)$, and $f_{\eta}(0+)=$ $f_{\eta}(0-)=q(\alpha)$.
(d) If $\nu^{+}=-1$ and $\nu^{-}=-1$, then $f_{\eta}(p(\alpha))=q(\alpha), f_{\eta}(q(\alpha))=p(\alpha), f_{\eta}(0+)=$ $q(\alpha)$, and $f_{\eta}(0-)=p(\alpha)$.
In any case,

$$
\lim _{\alpha \rightarrow 1^{+}} \frac{p(\alpha)}{q(\alpha)}=-\frac{C^{+}}{C^{-}}
$$

$$
\lim _{\alpha \rightarrow 1^{+}} q(\alpha)=0=\lim _{\alpha \rightarrow 1^{+}} p(\alpha), \text { and } \lim _{\alpha \rightarrow 1^{+}} q(\alpha)^{\alpha-1}=\lim _{\alpha \rightarrow 1^{+}}|p(\alpha)|^{\alpha-1}=B
$$

(See Figure 3.1.)
4. Parameters $(\boldsymbol{\mu}(\boldsymbol{\alpha}), \boldsymbol{\nu}(\boldsymbol{\alpha}))$. Consider a parametrized family $\left\{X_{\eta}\right\}$ satisfying the hypotheses of Theorem 1.2. Let $O$ be the set found in Lemma 3.1. Given $\alpha \in O$ let $a^{-}(\alpha), a^{+}(\alpha), p(\alpha)$, and $q(\alpha)$ be the maps in Lemma 3.1. Define

$$
\begin{equation*}
(\mu(\alpha), \nu(\alpha))=\left(\frac{a^{+}(\alpha)}{q(\alpha)}, \frac{a^{-}(\alpha)}{q(\alpha)}\right) \tag{4.1}
\end{equation*}
$$

The proofs of the next two lemmas follow from direct calculations and are left to the reader.

Lemma 4.1. The limits

$$
\mu(1)=\lim _{\alpha \rightarrow 1^{+}} \mu(\alpha) \quad \text { and } \quad \nu(1)=\lim _{\alpha \rightarrow 1^{+}} \nu(\alpha)
$$

exist and satisfy the following properties:

1. If $\nu^{+}=1$ and $\nu^{-}=1$, then $\mu(1)=-\frac{C^{+}}{C^{-}}$and $\nu(1)=1$.
2. If $\nu^{+}=1$ and $\nu^{-}=-1$, then $\mu(1)=-\frac{C^{+}}{C^{-}}$and $\nu(1)=-\frac{C^{+}}{C^{-}}$.
3. If $\nu^{+}=-1$ and $\nu^{-}=1$, then $\mu(1)=1$ and $\nu(1)=1$.
4. If $\nu^{+}=-1$ and $\nu^{-}=-1$, then $\mu(1)=1$ and $\nu(1)=-\frac{C^{+}}{C^{-}}$.

Lemma 4.2. Let $\mu(1), \nu(1)$ be the limits in Lemma 4.1. Let $g: \mathbb{R} \backslash\{0\} \rightarrow \mathbb{R}$ be defined by

$$
g(x)=\left\{\begin{array}{lll}
\mu(1)+\nu^{+} C^{+} B x & \text { if } & x>0 \\
\nu(1)+\nu^{-} C^{-} B x & \text { if } & x<0
\end{array}\right.
$$

Then, the following properties hold:

1. If $\nu^{+}=1$ and $\nu^{-}=1$, then $g(\mu(1))=\mu(1)$ and $g(\nu(1))=\nu(1)$.
2. If $\nu^{+}=1$ and $\nu^{-}=-1$, then $g(\mu(1))=1$ and $g(\nu(1))=1$.
3. If $\nu^{+}=-1$ and $\nu^{-}=1$, then $g(\mu(1))=-\frac{C^{+}}{C^{-}}$and $g(\nu(1))=-\frac{C^{+}}{C^{-}}$.
4. If $\nu^{+}=-1$ and $\nu^{-}=-1 g(\mu(1))=\nu(1)$, then and $g(\nu(1))=\mu(1)$.
5. The rescaling $\operatorname{map} \boldsymbol{g}_{\boldsymbol{\alpha}}$. Let $(\mu(\alpha), \nu(\alpha))$ be defined as in (4.1). Let $a^{ \pm}(\cdot)$ be the maps in Lemma 3.1. Define in a neighborhood of $\left(a^{+}(\alpha), a^{-}(\alpha)\right)$ onto a neighborhood of $(\mu(\alpha), \nu(\alpha))$ the map $T_{\alpha}$ by

$$
\begin{equation*}
T_{\alpha}\left(a^{+}, a^{-}\right)=\left(\frac{a^{+}}{q(\alpha)}, \frac{a^{-}}{q(\alpha)}\right) \tag{5.1}
\end{equation*}
$$

Define the new parameters $(\mu, \nu)$ by

$$
\begin{equation*}
(\mu, \nu)=T_{\alpha}\left(a^{+}, a^{-}\right) \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\alpha}(\mu, \nu, x)=\frac{1}{q(\alpha)} f_{\eta(\alpha, q(\alpha) \mu, q(\alpha) \nu)}(q(\alpha) x) \tag{5.3}
\end{equation*}
$$

For the next lemma we consider $p(\alpha)$ and $q(\alpha)$ as in Lemma 3.1. For all $\alpha \in O$ we define

$$
\begin{equation*}
x(\alpha)=\frac{p(\alpha)}{q(\alpha)} \quad \text { and } \quad y(\alpha)=1 \tag{5.4}
\end{equation*}
$$

Combining Lemmas 3.1 and 4.1 we get the following lemma.
Lemma 5.1. The limits

$$
x(1)=\lim _{\alpha \rightarrow 1^{+}} x(\alpha) \quad \text { and } \quad y(1)=\lim _{\alpha \rightarrow 1^{+}} y(\alpha)
$$

exist and satisfy

$$
x(1)=-\frac{C^{+}}{C^{-}} \quad \text { and } \quad y(1)=1
$$

In particular, we have the following:

1. If $\nu^{+}=1$ and $\nu^{-}=1$, then $\mu(1)=x(1)$ and $\nu(1)=y(1)$.
2. If $\nu^{+}=1$ and $\nu^{-}=-1$, then $\mu(1)=x(1)$ and $\nu(1)=x(1)$.
3. If $\nu^{+}=-1$ and $\nu^{-}=1$, then $\mu(1)=y(1)$ and $\nu(1)=y(1)$.
4. If $\nu^{+}=-1$ and $\nu^{-}=-1$, then $\mu(1)=y(1)$ and $\nu(1)=x(1)$.

Replacing (5.4) in (5.3) and using Lemma 3.1 for the respective cases, one gets the following lemma.

Lemma 5.2. For all $\alpha \in O$ consider $x(\alpha)$ and $y(\alpha)$ as in (5.4). Then the following cases hold:

1. If $\nu^{+}=1$ and $\nu^{-}=1$, then

$$
g_{\alpha}(\mu(\alpha), \nu(\alpha), x(\alpha))=x(\alpha) \quad \text { and } \quad g_{\alpha}(\mu(\alpha), \nu(\alpha), y(\alpha))=y(\alpha)
$$

2. If $\nu^{+}=1$ and $\nu^{-}=-1$, then

$$
g_{\alpha}(\mu(\alpha), \nu(\alpha), x(\alpha))=y(\alpha) \quad \text { and } \quad g_{\alpha}(\mu(\alpha), \nu(\alpha), y(\alpha))=y(\alpha)
$$

3. If $\nu^{+}=-1$ and $\nu^{-}=1$, then

$$
g_{\alpha}(\mu(\alpha), \nu(\alpha), x(\alpha))=x(\alpha) \quad \text { and } \quad g_{\alpha}(\mu(\alpha), \nu(\alpha), y(\alpha))=x(\alpha)
$$

4. If $\nu^{+}=-1$ and $\nu^{-}=-1$, then

$$
g_{\alpha}(\mu(\alpha), \nu(\alpha), x(\alpha))=y(\alpha) \quad \text { and } \quad g_{\alpha}(\mu(\alpha), \nu(\alpha), y(\alpha))=x(\alpha)
$$

The proof of the next lemma is straightforward.
Lemma 5.3. For all $\alpha \in O$ consider $x(\alpha)$ and $y(\alpha)$ as in (5.4). Then the following cases hold:

1. If $\nu^{+}=1$ and $\nu^{-}=1$, then $\mu(\alpha)=x(\alpha)$ and $\nu(\alpha)=y(\alpha)$.
2. If $\nu^{+}=1$ and $\nu^{-}=-1$, then $\mu(\alpha)=x(\alpha)$ and $\nu(\alpha)=x(\alpha)$.
3. If $\nu^{+}=-1$ and $\nu^{-}=1$, then $\mu(\alpha)=y(\alpha)$ and $\nu(\alpha)=y(\alpha)$.
4. If $\nu^{+}=-1$ and $\nu^{-}=-1$, then $\mu(\alpha)=y(\alpha)$ and $\nu(\alpha)=x(\alpha)$.

The next definitions are the same as in [MPS] except that the differentiability is up to order $C^{2}$.

Definition 5.4. Let $g: \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\}) \rightarrow \mathbb{R}$. We say that $g_{\alpha} \rightarrow g$ in the $C^{0}$ topology in compact sets of $\mathbb{R}^{3}$ as $\alpha \rightarrow 1^{+}$if
(a) $\operatorname{Dom}\left(g_{\alpha}\right) \rightarrow \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1^{+}$, that is, for all $R>0$ there is $\delta_{0}>0$ such that if $1<\alpha<1+\delta_{0}$, then $B_{R}(0) \cap\left(\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\}) \subset \operatorname{Dom}\left(g_{\alpha}\right)\right.$, where $B_{R}(0)$ is the ball of radius $R$ centered at $(0,0,0)$.
(b) for every compact set $K \subset \mathbb{R}^{3}$ and every $\varepsilon>0$ there is $\delta_{0}>0$ such that if $1<\alpha<1+\delta_{0}$, then

$$
\sup _{y \in K \cap\left(\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})\right)}\left|g_{\alpha}(y)-g(y)\right|<\varepsilon
$$

DEFINITION 5.5. Let $g: \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\}) \rightarrow \mathbb{R}$. We say that $g_{\alpha} \rightarrow g$ in the $C^{1}$ topology in compact sets of $\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ if
(a) $\operatorname{Dom}\left(g_{\alpha}\right) \rightarrow \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1^{+}$, and
(b) for every compact set $K \subset \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ and every $\varepsilon>0$ there is $\delta_{0}>0$ such that if $1<\alpha<1+\delta_{0}$, then

$$
\sup _{i \in\{0,1\}, y \in K}\left|D^{i} g_{\alpha}(y)-D^{i} g(y)\right|<\varepsilon
$$

Definition 5.6. We say that $g_{\alpha} \rightarrow g$ in the $C^{2}$ topology in x-compact sets of $\mathbb{R} \backslash\{0\}$ uniformly in compact sets of $\mathbb{R}^{2}$ if
(a) $\operatorname{Dom}\left(g_{\alpha}\right) \rightarrow \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1^{+}$, and
(b) for every compact $K \subset \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ and every $\varepsilon>0$ there is $\delta_{0}>0$ such that if $1<\alpha<1+\delta_{0}$, then

$$
\sup _{i \in\{0,1,2\},(\rho, x) \in K}\left|\partial_{x}^{i} g_{\alpha}(\rho, x)-\partial_{x}^{i} g(\rho, x)\right|<\varepsilon
$$

The following lemma corresponds to Lemma 3.3 in [MPS]. The difference is that in [MPS] we care about $C^{1}$ convergence and here we care about $C^{2}$ convergence.

Lemma 5.7. Let $g_{\alpha}$ be as in (5.3). Define

$$
g(\mu, \nu, x)= \begin{cases}\mu+\nu^{+} C^{+} B x & \text { if } \quad x>0 \\ \nu+\nu^{-} C^{-} B x & \text { if } \quad x<0\end{cases}
$$

Then the following hold:
(i) $g_{\alpha} \rightarrow g$ in the $C^{0}$ topology in compact sets of $\mathbb{R}^{3}$ as $\alpha \rightarrow 1^{+}, \alpha \in O$.
(ii) $g_{\alpha} \rightarrow g$ in the $C^{1}$ topology in compact sets of $\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1^{+}$, $\alpha \in O$.
(iii) $g_{\alpha} \rightarrow g$ in the $C^{2}$ topology in compact sets of $\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1^{+}$, $\alpha \in O$.
Moreover, for any $c>\max \left\{1, C^{+} / C^{-}\right\}$, there are constants $\alpha_{0}>1,0<K_{1}<K_{2}$ such that for $\alpha \in O \cap\left(1, \alpha_{0}\right)$ we have the following:
(a) $[-c, c]^{2} \times([-c, c] \backslash\{0\}) \subset \operatorname{Dom}\left(g_{\alpha}\right)$.
(b) If $(\mu, \nu, x) \in[-c, c]^{2} \times([-c, c] \backslash\{0\})$, then

$$
\begin{equation*}
K_{1}|x|^{\alpha-1} \leq\left|\frac{\partial}{\partial x} g_{\alpha}(\mu, \nu ; x)\right| \leq K_{2}|x|^{\alpha-1} \tag{5.5}
\end{equation*}
$$

(c) If $(\mu, \nu, x) \in[-c, c]^{2} \times([-c, c] \backslash\{0\})$, then

$$
\begin{equation*}
K_{1}|x|^{\alpha-2} \leq\left|\frac{\partial^{2}}{\partial x^{2}} g_{\alpha}(\mu, \nu ; x)\right| \leq K_{2}|x|^{\alpha-2} \tag{5.6}
\end{equation*}
$$

Proof. The proofs of (i), (ii), (a), and (b) are similar to the proofs in [MPS, Lemma 3.3]. To prove (iii), put $k=q(\alpha)$, where $q(\alpha)$ is given by Lemma 3.1. Recall $k \rightarrow 0$ as $\alpha \rightarrow 1^{+}$. Now note that

$$
\partial_{x}^{2} g_{\alpha}(\mu, \nu, x)=\left\{\begin{array}{c}
\nu^{+} C_{\eta}^{+} \alpha(\alpha-1) k^{\alpha-1}|x|^{\alpha-2}+O_{\eta, 1}^{\prime \prime}\left(|k x|^{\alpha}\right) \alpha^{2} k^{2 \alpha}|x|^{2(\alpha-1)} \\
+O_{\eta, 1}^{\prime}\left(|k x|^{\alpha}\right) \alpha(\alpha-1)|k x|^{\alpha-2} k \quad \text { for } \quad x>0 \\
-\nu^{-} C_{\alpha}^{-} \alpha(\alpha-1) k^{\alpha-1}|x|^{\alpha-2}-O_{\eta, 2}^{\prime \prime}\left(|k x|^{\alpha}\right) \alpha^{2} k|k x|^{2(\alpha-1)} \\
-O_{\eta, 2}^{\prime}\left(|k x|^{\alpha}\right) \alpha(\alpha-1)|k x|^{\alpha-2} k \quad \text { for } \quad x<0
\end{array}\right.
$$

By Lemma $2.1 \mathcal{O}_{\eta, i}$ is $C^{2}$ and so $\mathcal{O}_{\eta, i}\left(|k x|^{\alpha}\right)$ is uniformly bounded in $K$. By Lemma 3.1 we have that $k^{2 \alpha} \rightarrow 0$ and $k^{\alpha-1} \rightarrow B$ as $\alpha \rightarrow 1^{+}$. Since $|x|^{2 \alpha-1}$ is uniformly bounded in $K$ we finally obtain that $\partial_{x}^{2} g_{\alpha}(\mu, \nu, x) \rightarrow 0$ as $\alpha \rightarrow 1^{+}$in compact sets of $\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$. Now note that the expression above for $\partial_{x}^{2} g_{\alpha}(\mu, \nu, x)$ together with the bounds for $k, k^{2 \alpha}, k^{\alpha-1}$ imply (c). All together conclude the proof of Lemma 5.7.

Now we prove the existence of trapping regions for the maps $g_{\alpha}(\mu, \nu, \cdot)$. A trapping region for $g_{\alpha}(\mu, \nu,$.$) is a closed interval J$ such that $g_{\alpha}(\mu, \nu, J) \subset \operatorname{Int}(J)$. The following theorem corresponds to Theorem 4.1 in [MPS] with a similar proof.

Given $\left(\mu_{0}, \nu_{0}\right) \in \mathbb{R}^{2}, r>0$ and angles $0 \leq \theta_{1}<\theta_{2} \leq 2 \pi$ we define the cone $C_{r}\left(\mu_{0}, \nu_{0} ; \theta_{1}, \theta_{2}\right)=\left\{(\mu, \nu) \in \mathbb{R}^{2}:\left\|\left(\mu_{0}, \nu_{0}\right)-(\mu, \nu)\right\|<r ; \operatorname{Arg}\left(\left(\mu_{0}, \nu_{0}\right)-(\mu, \nu)\right) \in\right.$ $\left.\left[\theta_{1}, \theta_{2}\right]\right\}$.

Theorem 5.8. Let $O$ be the open set given in Lemma 3.1 and let $(\mu(1), \nu(1))$ be as in Lemma 4.1. For every neighborhood $V$ of $(\mu(1), \nu(1))$ there is an open set $\mathcal{O} \subset \mathbb{R}^{3}$ and $\alpha_{1}>1$ such that if $\alpha \in O \cap\left(1, \alpha_{1}\right)$, then the set $\mathcal{O}_{\alpha}$ defined by

$$
\mathcal{O}_{\alpha}=\{(\mu, \nu):(\alpha, \mu, \nu) \in \mathcal{O}\}
$$

is contained in $V$. In addition, for every $\alpha \in O \cap\left(1, \alpha_{1}\right)$, there is a cone field $C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \subset \mathcal{O}_{\alpha}$ such that if $(\mu, \alpha) \in C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right)$, then there exists a closed interval

$$
I_{(\alpha, \mu, \nu)} \subset[x(\alpha)-1, y(\alpha)+1]
$$

with $0 \in \operatorname{Int}\left(I_{(\alpha, \mu, \nu)}\right)$ such that

$$
g_{\alpha}(\mu, \nu, x) \subset \operatorname{Int}\left(I_{(\alpha, \mu, \nu)}\right) \quad \forall x \in I_{(\alpha, \mu, \nu)} \backslash\{0\}
$$

Proof. Let $(\mu(1), \nu(1))$ be as in Lemma 4.1. Fix a neighborhood $V$ of $(\mu(1), \nu(1))$. We break the proof into four cases depending on the values of $\nu^{+}, \nu^{-}$. We work only with the case $\nu^{+}=1, \nu^{-}=1$ since the remaining cases are similar.

Fix $\alpha \in O$. Let $x(\alpha)$ and $y(\alpha)$ be as in Lemma 5.2. By item 1 of Lemma 5.1 we have that the limits

$$
x(1)=\lim _{\alpha \rightarrow 1^{+}} x(\alpha) \quad \text { and } \quad y(1)=\lim _{\alpha \rightarrow 1^{+}} y(\alpha)
$$

exist and satisfy $\mu(1)=x(1)$ and $\nu(1)=y(1)$. Then, by item 1 of Lemma 4.2, $x(1)$ and $y(1)$ are fixed points of the map $g$ defined in Lemma 4.2. We have that these fixed points are hyperbolic because $C^{ \pm} B>1$. Then, as $g_{\alpha} \rightarrow g$ in the $C^{1}$ topology by Lemma 5.7(ii), there are $\delta_{1}>0$ and a neighborhood $V^{\prime} \subset V$ of $(\mu(1), \nu(1))$ such that the continuations $x(\alpha, \mu, \nu)$ and $y(\alpha, \mu, \nu)$ of $x(1)$ and $y(1)$ are defined for all $(\alpha, \mu, \nu)$ in the product neighborhood $\left(1-\delta_{1}, 1+\delta_{1}\right) \times V^{\prime}$ with $\alpha \in O$.

Now define

$$
\left\{\begin{array}{l}
\mathcal{O}=\left(1-\delta_{1}, 1+\delta_{1}\right) \times V^{\prime} \\
\alpha_{1}=1+\delta_{1}
\end{array}\right.
$$

As $V^{\prime} \subset V$ one has

$$
\mathcal{O}_{\alpha} \subset V
$$

for all $\alpha \in O \cap\left(1, \alpha_{1}\right)$.
We claim that

$$
x(\alpha)=x(\alpha, \mu(\alpha), \nu(\alpha)) \quad \text { and } \quad y(\alpha)=y(\alpha, \mu(\alpha), \nu(\alpha))
$$

for all $\alpha \in O \cap\left(1, \alpha_{1}\right)$. Indeed, by item 1 of Lemma $5.2 x(\alpha)$ and $y(\alpha)$ are fixed points of the one-dimensional map $g_{\alpha}(\mu(\alpha), \nu(\alpha), \cdot)$. But $x(1)=\lim _{\alpha \rightarrow 1^{+}} x(\alpha)$ and $y(1)=\lim _{\alpha \rightarrow 1^{+}} y(\alpha)$. So, $x(\alpha)=x(\alpha, \mu(\alpha), \nu(\alpha))$ and $y(\alpha)=y(\alpha, \mu(\alpha), \nu(\alpha))$ since the continuation is unique. The claim is proved.

For all $\alpha \in O \cap\left(1, \alpha_{1}\right)$ we define the $C^{1}$ map $F_{\alpha}: V^{\prime} \rightarrow \mathbb{R}^{2}$ by

$$
F_{\alpha}(\mu, \nu)=(\mu-x(\alpha, \mu, \nu), \nu-y(\alpha, \mu, \nu))
$$

It follows from Lemmas 5.2 and 5.3 that $F_{\alpha}(\mu(\alpha), \nu(\alpha))=(0,0)$.
Shrinking $\alpha_{1}$ if necessary we can repeat the proof of Theorem 4.2 in [MPS] to obtain

$$
\operatorname{det} D F_{\alpha}(\mu(\alpha), \nu(\alpha)) \neq 0
$$

for all $\alpha \in O \cap\left(1, \alpha_{1}\right)$. The proof uses the above claim, the limits in Lemma 3.1, and $\alpha \rightarrow 0^{+}$instead of $\alpha \rightarrow 0^{-}$. From this we obtain that $F_{\alpha}$ is a diffeomorphism in a neighborhood $V_{\alpha}$ of $(\mu(\alpha), \nu(\alpha))$ onto a neighborhood of $F_{\alpha}(\mu(\alpha), \nu(\alpha))=(0,0)$.

Fix $\alpha \in O \cap\left(1, \alpha_{1}\right)$. Define $W_{\alpha}=F_{\alpha}\left(V_{\alpha}\right) \cap\{(x, y), x>0, y<0\}$. As $\{(x, y), x>$ $0, y<0\}$ is a cone and $F_{\alpha} / V_{\alpha}$ is a diffeomorphism there are $r>0$ and angles $0 \leq \theta_{1}<\theta_{2} \leq 2 \pi$ such that

$$
C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \subset F_{\alpha}^{-1}\left(W_{\alpha}\right) .
$$

But $F_{\alpha}^{-1}\left(W_{\alpha}\right) \subset V_{\alpha} \subset V^{\prime}$. Then, $C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \subset V^{\prime}$ and so

$$
C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \subset \mathcal{O}_{\alpha}
$$

by the definition of $\mathcal{O}$. This proves the first part of the theorem.
Choose $\alpha \in O \cap\left(1, \alpha_{1}\right)$ and $(\mu, \nu) \in C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right)$. Repeating the argument of the proof of Theorem 4.1-(2) in [MPS] we can find the closed interval $I_{(\alpha, \mu, \nu)} \subset[x(\alpha)-1, y(\alpha)+1]$ with $0 \in \operatorname{Int}\left(I_{(\alpha, \mu, \nu)}\right)$ required in the second part. This finishes the proof. $\square$

Corollary 5.9. Let $(\mu(1), \nu(1)), V, \mathcal{O}$, and $\alpha_{1}$ be as in Theorem 5.8. Let $\alpha \in$ $O \cap\left(1, \alpha_{1}\right)$ and $C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right)$ be as in the same theorem. Define $\mathcal{I}_{\alpha}=\left[\theta_{1}, \theta_{2}\right]$. For each $\theta \in \mathcal{I}_{\alpha}$ consider the straight line $L_{\alpha, \theta}$ in the $(\mu, \nu)$-plane given by

$$
L_{\alpha, \theta}=\{(\mu, \nu): \nu=\theta(\mu-\mu(\alpha))+\nu(\alpha)\}
$$

Then, there is an open segment $\mathcal{I}_{\alpha, \theta} \subset L_{\alpha, \theta} \cap \mathcal{O}_{\alpha}$ such that

$$
\mathcal{I}_{\alpha, \theta} \subset C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \quad \text { and } \quad(\mu(\alpha), \nu(\alpha)) \in \partial \mathcal{I}_{\alpha, \theta} .
$$

6. Rovella's theorem. The following definition is similar to Definition 5.6.

Definition 6.1. Given $a<0<b$ let $\varphi:[a, b] \backslash\{0\} \rightarrow[a, b]$ be a $C^{r}$ map, $r \geq 0$. A one-parameter family $\varphi_{t}:[a, b] \backslash\{0\} \rightarrow[a, b]$ of $C^{r}$ maps converges to $\varphi$ in the $C^{r}$ topology as $t \rightarrow 0^{+}$if for every $\eta>0$ and $\epsilon>0$ there is $\delta>0$ such that

$$
\sup _{i \in\{0,1, \ldots, r\}, x \in[a, b] \backslash(-\eta, \eta)}\left|\varphi_{t}^{(i)}(x)-\varphi^{(i)}(x)\right|<\epsilon \quad \forall 0<t<\delta .
$$

Let $\varphi$ be a map with domain $\operatorname{Dom}(\varphi) \subset \mathbb{R}$. A point $p \in \operatorname{Dom}(\varphi)$ is fixed, prefixed, or periodic with period 2 depending on whether $\varphi(p)=p$ or $\varphi(p) \in \operatorname{Dom}(\varphi)$ and $\varphi(\varphi(p))=\varphi(p)$ or $\varphi(p) \in \operatorname{Dom}(\varphi)$ and $\varphi(\varphi(p))=p$.

Now we define a Rovella map.
Definition 6.2. Let $a<0<b$ be fixed. $A C^{1} \operatorname{map} \varphi:[a, b] \backslash\{0\} \rightarrow[a, b]$ is a Rovella map if it satisfies the following properties.

1. $\varphi$ is monotone in each connected component of $[a, b] \backslash\{0\}$.
2. The lateral limits

$$
\varphi(0+)=\lim _{x \rightarrow 0^{+}} \varphi(x), \quad \varphi(0-)=\lim _{x \rightarrow 0^{-}} \varphi(x)
$$

exist.
3. The points $a$ and $b$ are fixed, prefixed, or periodic with period 2 and

$$
\varphi(0+), \varphi(0-) \in\{a, b\} .
$$

4. There is $\lambda>1$ such that for every $\epsilon>0$ there is $c>0$ such that if $x \in[a, b]$, $n \in \mathbb{N}$, and $\left|\varphi^{j}(x)\right| \geq \epsilon$ for all integers $0 \leq j \leq n-1$, then

$$
\left|\left(\varphi^{n}\right)^{\prime}(x)\right| \geq c \lambda^{n}
$$

As usual we denote $\omega_{\varphi}(x)$ the omega-limit of the point $x$ with respect to a map $\varphi$. The name "Rovella map" above comes from the following result [Rov]. We use the notation

$$
C H\{x, y, z, t\}
$$

for the convex hull of $x, y, z, t \in \mathbb{R}$.
Theorem 6.3 (Rovella's theorem). Let $a, a_{0}, b_{0}, b$ be real numbers such that

$$
a<a_{0}<0<b_{0}<b
$$

Let $\varphi:[a, b] \backslash\{0\} \rightarrow \mathbb{R}$ be a $C^{2}$ map such that $\varphi\left(\left[a_{0}, b_{0}\right] \backslash\{0\}\right) \subset\left[a_{0}, b_{0}\right]$ and $\varphi /\left[a_{0}, b_{0}\right]$ is a Rovella map. Let $\varphi_{t}:[a, b] \backslash\{0\} \rightarrow \mathbb{R}, t \in(0, d]$, be a one-parameter family of $C^{2}$ maps satisfying the properties below:

1. $\varphi_{t} \rightarrow \varphi$ in the $C^{2}$ topology as $t \rightarrow 0^{+}$.
2. The lateral limits

$$
\varphi_{t}(0+)=\lim _{x \rightarrow 0^{+}} \varphi_{t}(x), \quad \varphi_{t}(0-)=\lim _{x \rightarrow 0^{-}} \varphi_{t}(x)
$$

exist and satisfy

$$
\frac{\partial \varphi_{t}(0+)}{\partial t}(0) \neq 0, \quad \frac{\partial \varphi_{t}(0-)}{\partial t}(0) \neq 0
$$

and

$$
\omega_{\varphi_{t}}\left(\varphi_{t}(0+)\right) \cup \omega_{\varphi_{t}}\left(\varphi_{t}(0-)\right) \subset[a, b] .
$$

3. There are $\alpha>1, t_{0}>0$, and $0<K_{1}<K_{2}$ such that the following hold:
(a) If $x \in[a, b] \backslash\{0\}$ and $t \in\left(0, t_{0}\right]$, then

$$
\begin{equation*}
K_{1}|x|^{\alpha-1} \leq\left|\frac{\partial}{\partial x} \varphi_{t}(x)\right| \leq K_{2}|x|^{\alpha-1} . \tag{6.1}
\end{equation*}
$$

(b) If $x \in[a, b] \backslash\{0\}$ and $t \in\left(0, t_{0}\right]$, then

$$
\begin{equation*}
K_{1}|x|^{\alpha-2} \leq\left|\frac{\partial^{2}}{\partial x^{2}} \varphi_{t}(x)\right| \leq K_{2}|x|^{\alpha-2} \tag{6.2}
\end{equation*}
$$

Then

$$
\lim _{\delta \rightarrow 0^{+}} \frac{m(C \cap(0, \delta])}{\delta}=1
$$

where $C$ is the set of $t \in(0, d]$ such that the interval

$$
I_{t}=C H\left\{\varphi_{t}(0+), \varphi_{t}(0-), \varphi_{t}\left(\varphi_{t}(0+)\right), \varphi_{t}\left(\varphi_{t}(0-)\right)\right\}
$$

contains 0 in its interior and is $\varphi_{t}$-invariant and the map $\varphi_{t} /_{I_{t}}$ is transitive. Moreover there is a compact interval $W_{t}$ with $I_{t} \subset \operatorname{Int}\left(W_{t}\right)$ such that $\operatorname{Cl}\left(\varphi_{t}\left(W_{t} \backslash\{0\}\right)\right) \subset \operatorname{Int}\left(W_{t}\right)$ and $\varphi_{t}^{2}\left(W_{t} \backslash\{0\}\right) \subset I_{t}$.
7. The $\operatorname{map} \boldsymbol{h}_{\boldsymbol{\alpha}}$. Let $\Lambda>0$ and $O \subset(1,1+\Lambda)$ be as in Lemma 3.1. Let $p(\alpha)$ and $q(\alpha)$ be as in Lemma 3.1. If $\alpha \in O$, we consider $x(\alpha)$ and $y(\alpha)$ as in (5.4), namely,

$$
x(\alpha)=\frac{p(\alpha)}{q(\alpha)} \quad \text { and } \quad y(\alpha)=1
$$

Since $p<0<q$ by Lemma 3.1 we have $x(\alpha)<0<y(\alpha)$. Let $x(1)$ and $y(1)$ be the limits in Lemma 5.1. Define

$$
c_{1}=1+\max \{-x(1), y(1)\}
$$

By Lemma 5.1 one has

$$
c_{1}>\max \left\{1, C^{+} / C^{-}\right\}
$$

Then, by Lemma 5.7, we can fix $\alpha_{0}>1,0<K_{1}<K_{2}$ such that the conclusions (a)-(c) of that lemma hold (with $c=c_{1}$ ).

Given $\alpha \in O \cap\left(1, \alpha_{0}\right)$ let $(\mu(\alpha), \nu(\alpha))$ and $g_{\alpha}(\mu, \nu, x)$ be as in (4.1) and (5.3), respectively.

Define

$$
h_{\alpha}(x)=g_{\alpha}(\mu(\alpha), \nu(\alpha), x) .
$$

The first result of this section is the following.
Theorem 7.1. There is $\alpha_{*}>1$ such that if $1<\alpha<\alpha_{*}$, then

1. $h_{\alpha}([x(\alpha), y(\alpha)] \backslash\{0\}) \subset[x(\alpha), y(\alpha)]$, and
2. $h_{\alpha} /[x(\alpha), y(\alpha)] \backslash\{0\}$ is a Rovella map.

Proof. We shall work only with the cases $\nu^{+}=1$ and $\nu^{-}=1$; the remaining cases are similar.

Recall the definition of $x(\alpha)$ and $y(\alpha)=1$ in the beginning of this section. Let $1<\alpha<\alpha_{0}$ and $\delta>0$ be small (less than $1 / 2 \cdot \min \{-x(1), 1\}$, say). Define the numbers

$$
\begin{aligned}
& M_{\delta}^{+}(\alpha)=\sup \left\{\left|\frac{\partial}{\partial x} g_{\alpha}(\mu(\alpha), \nu(\alpha), x)\right|:|x-y(\alpha)| \leq \delta\right\} \\
& m_{\delta}^{+}(\alpha)=\inf \left\{\left|\frac{\partial}{\partial x} g_{\alpha}(\mu(\alpha), \nu(\alpha), x)\right|:|x-y(\alpha)| \leq \delta\right\} \\
& M_{\delta}^{-}(\alpha)=\sup \left\{\left|\frac{\partial}{\partial x} g_{\alpha}(\mu(\alpha), \nu(\alpha), x)\right|:|x-x(\alpha)| \leq \delta\right\}
\end{aligned}
$$

and

$$
m_{\delta}^{-}(\alpha)=\inf \left\{\left|\frac{\partial}{\partial x} g_{\alpha}(\mu(\alpha), \nu(\alpha), x)\right|:|x-x(\alpha)| \leq \delta\right\}
$$

Let $g$ be as in Lemma 5.7. Hence $g$ is piecewise linear with slope $C^{-} B($ for $x<0)$ and $C^{+} B$ (for $x>0$ ). By Lemma 5.7 (ii) we have that $g_{\alpha} \rightarrow g$ in the $C^{1}$ topology in compact sets of $\mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ as $\alpha \rightarrow 1, \alpha \in O$. This implies

$$
\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} M_{\delta}^{-}(\alpha)=\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} m_{\delta}^{-}(\alpha)=C^{-} B
$$

and

$$
\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} M_{\delta}^{+}(\alpha)=\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} m_{\delta}^{+}(\alpha)=C^{+} B
$$

because of the above-mentioned slopes of $g$. These limits imply

$$
\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} \frac{m_{\delta}^{-}(\alpha)}{\left(M_{\delta}^{-}(\alpha)\right)^{\frac{\alpha-1}{\alpha}}}=C^{-} B
$$

and

$$
\lim _{(\alpha, \delta) \rightarrow\left(1^{+}, 0\right)} \frac{m_{\delta}^{+}(\alpha)}{\left(M_{\delta}^{+}(\alpha)\right)^{\frac{\alpha-1}{\alpha}}}=C^{+} B
$$

because $C^{ \pm} B>0$.
Define

$$
\lambda_{0}=\min \left\{C^{+} B, C^{-} B\right\}
$$

The definition of $B=B\left(X_{\eta_{0}}\right)$ implies $\lambda_{0}>1$. Then we can fix $1<\lambda_{1}<\lambda_{0}$. The last limits imply that there are $\delta_{1}>0$ and $1<\alpha_{1}<\alpha_{0}$ such that

$$
\begin{equation*}
\min \left\{\frac{m_{\delta}^{-}(\alpha)}{\left(M_{\delta}^{-}(\alpha)\right)^{\frac{\alpha-1}{\alpha}}}, \frac{m_{\delta}^{+}(\alpha)}{\left(M_{\delta}^{+}(\alpha)\right)^{\frac{\alpha-1}{\alpha}}}\right\}>\lambda_{1} \tag{7.1}
\end{equation*}
$$

for all $0<\delta<\delta_{1}$ and $1<\alpha<\alpha_{1}$.
For fixed $\epsilon>0, \delta_{0}>0$, and $\alpha>1$ we define

$$
l_{\epsilon}^{-}(x, \alpha)=\min \left\{l \geq 1:\left|h_{\alpha}^{l}(x)-x(\alpha)\right| \geq \delta_{0}, x \in(0, \epsilon)\right\}
$$

and

$$
l_{\epsilon}^{+}(x, \alpha)=\min \left\{l \geq 1:\left|h_{\alpha}^{l}(x)-y(\alpha)\right| \geq \delta_{0}, x \in(0, \epsilon)\right\}
$$

Because $h_{\alpha}(0+)=x(\alpha), h_{\alpha}(0-)=y(\alpha), h_{\alpha}(x(\alpha))=x(\alpha)$, and $h_{\alpha}(y(\alpha))=y(\alpha)$ one gets

$$
\lim _{(\epsilon, \alpha) \rightarrow\left(0^{+}, 1^{+}\right)} \inf _{x \in(0, \epsilon]}\left\{l_{\epsilon}^{-}(x, \alpha)\right\}=\infty \quad \text { and } \quad \lim _{(\epsilon, \alpha) \rightarrow\left(0^{-}, 1^{+}\right)} \inf _{x \in[-\epsilon, 0)}\left\{l_{\epsilon}^{+}(x, \alpha)\right\}=\infty .
$$

Fix $1<\lambda_{2}<\lambda_{1}$ and define

$$
N=\frac{\log \left(\frac{K_{1}}{\lambda_{1}}\right)+\left(\frac{\alpha-1}{\alpha}\right) \cdot \log \left(\frac{\alpha \cdot \delta_{0}}{K_{2}}\right)}{-\log \lambda_{2}}
$$

By the above limits we can fix $\epsilon_{0}>0$ and $1<\alpha_{2}<\alpha_{1}$ such that

$$
\begin{equation*}
l_{\epsilon}^{-}(x, \alpha)>N \quad \forall(\epsilon, x, \alpha) \in\left(0, \epsilon_{0}\right] \times(0, \epsilon] \times\left(1, \alpha_{2}\right] \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
l_{\epsilon}^{+}(x, \alpha)>N \quad \forall(\epsilon, x, \alpha) \in\left(0, \epsilon_{0}\right] \times[-\epsilon, 0) \times\left(1, \alpha_{2}\right] . \tag{7.3}
\end{equation*}
$$

Hereafter we fix $0<\delta_{0}<\delta_{1}$ and use the notation

$$
m^{ \pm}=m_{\delta_{0}}^{ \pm}(\alpha), \quad M^{ \pm}=M_{\delta_{0}}^{ \pm}(\alpha), \quad l^{ \pm}(x)=l_{\epsilon}^{ \pm}(x, \alpha)
$$

for the sake of simplicity.
By Lemma 5.7(ii) we have that $g_{\alpha} \rightarrow g$ in the $C^{1}$ topology as $\alpha \rightarrow 1^{+}$. More precisely, the following property holds (see Definition 5.5): For every compact set
$K \subset \mathbb{R}^{2} \times(\mathbb{R} \backslash\{0\})$ and every $\varepsilon>0$ there is $1<\alpha_{3}<\alpha_{2}$ such that if $1<\alpha<\alpha_{3}$, then

$$
\sup _{i \in\{0,1\}, y \in K}\left|D^{i} g_{\alpha}(y)-D^{i} g(y)\right|<\varepsilon
$$

Applying this property to $\varepsilon=\epsilon_{0}$ and $K=\left[-c_{1}, c_{1}\right]^{2} \times\left(\left[-c_{1}, c_{1}\right] \backslash\left(-\epsilon_{0}, \epsilon_{0}\right)\right)$ we obtain

$$
\begin{equation*}
\left|\frac{\partial}{\partial x} g_{\alpha}(\mu(\alpha), \nu(\alpha), x)\right| \geq \lambda_{1} \quad \forall|x| \geq \epsilon_{0} \tag{7.4}
\end{equation*}
$$

(For this we use $(\mu(\alpha), \nu(\alpha), x) \in K$ (as $\left.\alpha \rightarrow 1^{+}\right), \lambda_{1}<\lambda_{0}$, and $\lambda_{0}$ is about the slope of the piecewise linear maps $x \rightarrow g(\mu(\alpha), \nu(\alpha), x)$.)

Define

$$
\lambda=\frac{\lambda_{1}}{\lambda_{2}}
$$

Then, $\lambda>1$. We use $\lambda$ in the following lemma.
Lemma 7.2. Let $0<\epsilon<\epsilon_{0}$ and $1<\alpha<\alpha_{3}$ be fixed. If $\epsilon \leq x<\epsilon_{0}$, then

$$
\left|\left(h_{\alpha}^{l^{-}(x)}\right)^{\prime}(x)\right| \geq \lambda^{l^{-}(x)}
$$

and if $-\epsilon_{0}<x \leq-\epsilon$, then

$$
\left|\left(h_{\alpha}^{l^{+}(x)}\right)^{\prime}(x)\right| \geq \lambda^{l^{+}(x)}
$$

Proof. We prove only the first inequality since the second one is analogous. Fix $0<\epsilon<\epsilon_{0}, 1<\alpha<\alpha_{3}$, and $\epsilon \leq x<\epsilon_{0}$. The chain rule and the definitions of $m^{-}$ and $h_{\alpha}$ imply

$$
\left|\left(h_{\alpha}^{l^{-}(x)-1}\right)^{\prime}\left(h_{\alpha}(x)\right)\right|=\Pi_{i=1}^{l^{-}(x)-1}\left|\frac{\partial}{\partial x} g_{\alpha}\left(\mu(\alpha), \nu(\alpha), h_{\alpha}^{i}(x)\right)\right| \geq\left(m^{-}\right)^{l^{-}(x)-1}
$$

As above we have $(\mu(\alpha), \nu(\alpha), x) \in\left[-c_{1}, c_{1}\right]^{2} \times\left(\left[-c_{1}, c_{1}\right] \backslash\{0\}\right)$ because $\alpha \rightarrow 1^{+}$. The chain rule, (5.5) in Lemma 5.7(b), and the definitions of $m^{-}$and $l^{-}(x)$ imply

$$
\begin{equation*}
\left|\left(h_{\alpha}^{l^{-}(x)}\right)^{\prime}(x)\right|=\left|h_{\alpha}^{\prime}(x)\right| \cdot\left|\left(h_{\alpha}^{l^{-}(x)-1}\right)^{\prime}\left(h_{\alpha}(x)\right)\right| \geq K_{1} \cdot|x|^{\alpha-1} \cdot\left(m^{-}\right)^{l^{-}(x)-1} \tag{7.5}
\end{equation*}
$$

On the other hand, Lemma 3.1(a) and the definition of $g_{\alpha}$ imply

$$
h_{\alpha}(x(\alpha))=g_{\alpha}(\mu(\alpha), \nu(\alpha), x(\alpha))=x(\alpha)
$$

So, $\left|h_{\alpha}^{l^{-}(x)-1}(x(\alpha))-h_{\alpha}^{l^{-}(x)-1}\left(h_{\alpha}(x)\right)\right|=\left|x(\alpha)-h_{\alpha}^{l^{-}(x)}(x)\right|$. Then, the definition of $l^{-}(x)$ implies

$$
\left|h_{\alpha}^{l^{-}(x)-1}(x(\alpha))-h_{\alpha}^{l^{-}(x)-1}\left(h_{\alpha}(x)\right)\right| \geq \delta_{0} .
$$

Consequently, for some intermediate point $\xi$ in between $x(\alpha)$ and $h_{\alpha}(x)$ we obtain

$$
\begin{aligned}
\left|x(\alpha)-h_{\alpha}^{l^{-}(x)}(x)\right| & =\left|h_{\alpha}^{l^{-}(x)-1}(x(\alpha))-h_{\alpha}^{l^{-}(x)-1}\left(h_{\alpha}(x)\right)\right| \\
& =\left|\left(h_{\alpha}^{l^{-}(x)-1}\right)^{\prime}(\xi)\right| \cdot\left|x(\alpha)-h_{\alpha}(x)\right|
\end{aligned}
$$

However, $\left|\left(h_{\alpha}^{l^{-}(x)-1}\right)^{\prime}(\xi)\right| \leq\left(M^{-}\right)^{l^{-}(x)-1}$ because $|x(\alpha)-\xi| \leq\left|x(\alpha)-h_{\alpha}(x)\right|$ and so

$$
\left|x(\alpha)-h_{\alpha}^{i}(\xi)\right| \leq\left|x(\alpha)-h_{\alpha}^{i+1}(x)\right| \leq \delta_{0}
$$

for all $0 \leq i \leq l^{-}(x)-2$ because $h_{\alpha}$ is monotone in $[x(\alpha), 0)$. Then,

$$
\left|\left(h_{\alpha}^{l^{-}(x)-1}\right)^{\prime}(\xi)\right| \cdot\left|x(\alpha)-h_{\alpha}(x)\right| \leq\left(M^{-}\right)^{l^{-}(x)-1} \cdot\left|x(\alpha)-h_{\alpha}(x)\right|
$$

and so

$$
\left|x(\alpha)-h_{\alpha}^{l^{-}(x)}(x)\right| \leq\left(M^{-}\right)^{l^{-}(x)-1} \cdot\left|x(\alpha)-h_{\alpha}(x)\right|
$$

As $\left|x(\alpha)-h_{\alpha}^{l^{-}(x)}(x)\right| \geq \delta_{0}$ by the definition of $l^{-}(x)$ we obtain

$$
\left|x(\alpha)-h_{\alpha}(x)\right| \cdot\left(M^{-}\right)^{l^{-}(x)-1} \geq \delta_{0}
$$

and so

$$
\left|x(\alpha)-h_{\alpha}(x)\right| \geq\left(M^{-}\right)^{1-l^{-}(x)} \cdot \delta_{0}
$$

On the other hand,

$$
\left|h_{\alpha}(x)-x(\alpha)\right|=\left|\int_{0}^{x} h_{\alpha}^{\prime}(\tau) d \tau\right| \leq \int_{0}^{x} K_{2} \cdot \tau^{\alpha-1} d \tau=\frac{K_{2}}{\alpha}|x|^{\alpha}
$$

where $K_{2}$ comes from inequality (5.5) in Lemma 5.7(b). With this we obtain

$$
\begin{equation*}
|x|^{\alpha-1} \geq\left(\frac{\alpha \cdot \delta_{0}}{K_{2}} \cdot\left(M^{-}\right)^{1-l^{-}(x)}\right)^{\frac{\alpha-1}{\alpha}} \tag{7.6}
\end{equation*}
$$

Combining (7.5) and (7.6) we obtain
$\left|\left(h_{\alpha}^{l^{-}(x)}\right)^{\prime}(x)\right| \geq K_{1} \cdot\left(\frac{\alpha \cdot \delta_{0}}{K_{2}}\right)^{\frac{\alpha-1}{\alpha}} \cdot\left(\frac{m^{-}}{\left(M^{-}\right)^{\frac{\alpha-1}{\alpha}}}\right)^{l^{-}(x)-1} \geq K_{1} \cdot\left(\frac{\alpha \cdot \delta_{0}}{K_{2}}\right)^{\frac{\alpha-1}{\alpha}} \cdot \lambda_{1}^{l^{-}(x)-1}$
because $x \in\left(0, \epsilon_{0}\right)$ and inequality (7.1) holds. Finally using inequality (7.2) we obtain

$$
\left|\left(h_{\alpha}^{l^{-}(x)}\right)^{\prime}(x)\right| \geq \lambda^{l^{-}(x)}
$$

The proof follows.
Choose $\alpha_{3}>1$ as in Lemma 7.2 and define

$$
\alpha_{*}=\alpha_{3} .
$$

We shall prove that $\alpha_{*}$ satisfies 1 and 2 of Theorem 7.1. For this we fix $1<\alpha<\alpha_{*}$.
Proof of item 1 of Theorem 7.1. By item 1 of Lemma 5.2 we have

$$
h_{\alpha}(x(\alpha))=x(\alpha) \quad \text { and } \quad h_{\alpha}(y(\alpha))=y(\alpha)
$$

By (5.3) we have

$$
h_{\alpha}(0+)=g_{\alpha}(\mu(\alpha), \nu(\alpha), 0+)=\frac{f_{\eta}(0+)}{q(\alpha)}=\frac{a^{+}(\alpha)}{q(\alpha)}=\mu(\alpha)
$$

and analogously $h_{\alpha}(0-)=\nu(\alpha)$. Moreover, $h_{\alpha}$ is monotone in $[x(\alpha), 0)$ and $(0, y(\alpha)]$ by Lemma 2.1 and the definition of $g_{\alpha}(\mu, \nu, x)$. Then the result follows.

Proof of item 2 of Theorem 7.1. Items 1 and 2 of Definition 6.2 follow from the previous calculations. Item 3 of Definition 6.2 follows from item 1 of Lemma 5.2 and item 1 of Lemma 5.3.

Now we prove item 4 of Definition 6.2. Recall $\lambda=\frac{\lambda_{1}}{\lambda_{2}}$ (thus $\lambda>1$ ) and $1<\alpha<\alpha_{*}$. Fix $\epsilon>0$. We have to find $c>0$ such that if for all $x \in[x(\alpha), y(\alpha)], n \in \mathbb{N}$ and $\left|h_{\alpha}^{j}(x)\right| \geq \epsilon$ for all integers $0 \leq j \leq n-1$, then

$$
\begin{equation*}
\left|\left(h_{\alpha}^{n}\right)^{\prime}(x)\right| \geq c \lambda^{n} \tag{7.7}
\end{equation*}
$$

If $\epsilon \geq \epsilon_{0}$, then (7.7) holds by inequality (7.4) choosing $c=1$. Then, we can assume

$$
0<\epsilon<\epsilon_{0}
$$

For simplicity we write $h$ instead of $h_{\alpha}$.
Define

$$
c=\inf _{|y| \geq \epsilon}\left\{\left|h^{\prime}(y)\right|\right\} .
$$

Then, $c>0$ because of the choice of $K_{1}$.
Next we break the orbit $\left\{x, h(x), \ldots, h^{n-1}(x)\right\}$ of $x$ in the following way:

$$
0 \leq r_{0}<r_{1}<\cdots<r_{s} \leq n-1
$$

such that

$$
\epsilon \leq\left|h^{r_{i}}(x)\right|<\epsilon_{0}
$$

for all $0 \leq i \leq s$. For all $i$ we define the integers

$$
l_{i}=l^{*}\left(h^{r_{i}}(x)\right)
$$

where $*$ is + or - depending on the signal of $h^{r_{i}}(x)$. The chain rule implies

$$
\begin{equation*}
\left|\left(h^{n}\right)^{\prime}(x)\right|=\left|\left(h^{r_{0}}\right)^{\prime}(x)\right| \cdot\left(\Pi_{i=1}^{s}\left|\left(h^{r_{i}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right|\right) \cdot\left|\left(h^{n-r_{s}}\right)^{\prime}\left(h^{r_{s}}(x)\right)\right| \tag{7.8}
\end{equation*}
$$

This product consists of three terms to be bounded in what follows. The first one is bounded by

$$
\begin{equation*}
\left|\left(h^{r_{0}}\right)^{\prime}(x)\right|>\lambda^{r_{0}} \tag{7.9}
\end{equation*}
$$

because of (7.4) since $\left|h^{j}(x)\right| \geq \epsilon_{0}$ for $0 \leq j<r_{0}$. The last one is bounded by

$$
\begin{equation*}
\left|\left(h^{n-r_{s}}\right)^{\prime}\left(h^{r_{s}}(x)\right)\right| \geq c \cdot \lambda^{n-r_{s}-1} \tag{7.10}
\end{equation*}
$$

by the definition of $c$ because $\left|h^{r_{s}}(x)\right| \geq \epsilon$ and $\left|h^{j}(x)\right| \geq \epsilon_{0}$ for $r_{s}+1 \leq j<n$.
Next we bound the middle term $\prod_{i=1}^{s}\left|\left(h^{r_{i}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right|$. For all $1 \leq i \leq s$ we have that

$$
\left|\left(h^{r_{i}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right|=\left|\left(h^{l_{i-1}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right| \cdot\left|\left(h^{r_{i}-l_{i-1}}\right)^{\prime}\left(h^{r_{i}+l_{i}}(x)\right)\right| .
$$

On the other hand

$$
\left|\left(h^{l_{i-1}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right| \geq \lambda^{l_{i-1}}
$$

by Lemma 7.2 applied to $h^{r_{i-1}}(x)$ (instead of $\left.x\right)$. And also

$$
\left|\left(h^{r_{i}-l_{i-1}}\right)^{\prime}\left(h^{r_{i}+l_{i}}(x)\right)\right| \geq \lambda^{r_{i}+l_{i-1}}
$$

by inequality (7.2) because $\left|h^{j}(x)\right| \geq \epsilon_{0}$ for all $r_{i-1}+1 \leq j<r_{i}$. All together yield

$$
\begin{equation*}
\left|\left(h^{r_{i}}\right)^{\prime}\left(h^{r_{i-1}}(x)\right)\right| \geq \lambda^{l_{i-1}} \cdot \lambda^{r_{i}+l_{i-1}}=\lambda^{r_{i}} . \tag{7.11}
\end{equation*}
$$

Replacing (7.11), (7.10), and (7.9) in (7.8) we obtain (7.7). This finishes the proof of Theorem 7.1.

The second result of this section is the following.
Theorem 7.3. Let $(\mu(1), \nu(1)), V, \mathcal{O}, \alpha_{1}$, and $O$ be as in Corollary 5.9. Fix $\alpha \in O \cap\left(1, \alpha_{1}\right)$ and consider $\mathcal{I}_{\alpha}$ as in that corollary. For each $\theta \in \mathcal{I}_{\alpha}$ consider the open segment $\mathcal{I}_{\alpha, \theta} \subset L_{\alpha, \theta} \cap \mathcal{O}_{\alpha}$ as in that corollary. Let $s:\left[0, d_{\alpha, \theta}\right] \subset \mathbb{R} \rightarrow \mathcal{I}_{\alpha, \theta}$ be the parametrization of $\mathcal{I}_{\alpha, \theta}$ given by

$$
s(t)=t \cdot v_{\theta}+(\mu(\alpha), \nu(\alpha))
$$

where $v_{\theta}=(\cos (\theta), \sin (\theta))$ is the unitary vector with argument $\theta$. Define the numbers

$$
a=-3 \max \left\{1, C^{+} / C^{-}\right\}, \quad b=3 \max \left\{1, C^{+} / C^{-}\right\}
$$

and the $\operatorname{map} \varphi:[a, b] \backslash\{0\} \rightarrow \mathbb{R}$ by

$$
\varphi(x)=g_{\alpha}(\mu(\alpha), \nu(\alpha), x)
$$

There is $\alpha_{* *}>1$ such that if $1<\alpha<\alpha_{* *}$ and $\theta \in \mathcal{I}_{\alpha} \backslash\{0, \pi / 2, \pi, 3 \pi / 2,2 \pi\}$, then $\varphi$ and the family $\varphi_{t}:[a, b] \backslash\{0\} \rightarrow \mathbb{R}, t \in\left(0, d_{\alpha, \theta}\right]$ defined by

$$
\varphi_{t}(x)=g_{\alpha}(s(t), x)
$$

satisfy the hypotheses (1)-(3) of Rovella's theorem (Theorem 6.3).
Proof. Let $x(\alpha)$ and $y(\alpha)$ be as in (5.4), let $\alpha_{*}>1$ be as in Theorem 7.1, and define

$$
a_{0}=x(\alpha) \quad \text { and } \quad b_{0}=y(\alpha)
$$

The definition of $x(\alpha), y(\alpha)$ and Lemma 5.1 imply

$$
\lim _{\alpha \rightarrow 1^{+}} x(\alpha)=-C^{+} / C^{-}
$$

and obviously

$$
\lim _{\alpha \rightarrow 1^{+}} y(\alpha)=1
$$

So, there is $1<\alpha_{* *}<\alpha_{*}$ close to 1 such that if $1<\alpha<\alpha_{* *}$, then

$$
\begin{equation*}
a<x(\alpha)-1<a_{0}<0<b_{0}<y(\alpha)+1<b \tag{7.12}
\end{equation*}
$$

Let us prove that such an $\alpha_{* *}$ works. Hereafter we fix

$$
1<\alpha<\alpha_{* *} \quad \text { and } \quad \theta \in \mathcal{I}_{\alpha} \backslash\{0, \pi / 2, \pi, 3 \pi / 2,2 \pi\}
$$

By Theorem 7.1 we have $\varphi\left(\left[a_{0}, b_{0}\right] \backslash\{0\}\right) \subset\left[a_{0}, b_{0}\right]$ and $\varphi /\left[a_{0}, b_{0}\right]$ is a Rovella map.

Let us verify hypothesis 1 of Rovella's theorem. By (5.3) one has

$$
\varphi_{t}(x)=g_{\alpha}(s(t), x)=\frac{1}{q(\alpha)} \cdot f_{\eta(\alpha, q(\alpha) \cdot s(t))}(q(\alpha) \cdot x)
$$

As $t \rightarrow 0^{+}$we have

$$
\varphi_{t}(x) \rightarrow \frac{1}{q(\alpha)} \cdot f_{\eta(\alpha, q(\alpha) \cdot s(0))}(q(\alpha) \cdot x)=\varphi(x)
$$

because of (5.3) and the definition of $\varphi$. The $C^{2}$ convergence $\varphi_{t} \rightarrow \varphi$ required in hypothesis 1 follows from the $C^{2}$ variation mentioned in Lemma 2.1.

Next we verify hypothesis 2 of Rovella's theorem. Recalling the definition of $v_{\theta}$ we have

$$
s(t)=\left(\mu_{t}(\alpha), \nu_{t}(\alpha)\right)
$$

where

$$
\left\{\begin{array}{l}
\mu_{t}(\alpha)=t \cdot \cos \theta+\mu(\alpha) \\
\nu_{t}(\alpha)=t \cdot \sin \theta+\mu(\alpha)
\end{array}\right.
$$

By Lemma 2.1 we have

$$
f_{\eta}(0+)=a_{\eta}^{+} \quad \text { and } \quad f_{\eta}(0-)=a_{\eta}^{-}
$$

for all $\eta$, where $a_{\eta}^{ \pm}$are the leading terms in the Taylor expansion of $f_{\eta}$ in Lemma 2.1. Then,

$$
f_{\eta(\alpha, q(\alpha) \cdot s(t))}(0+)=a_{\eta(\alpha, q(\alpha) \cdot s(t))}^{+}=q(\alpha) \cdot \mu_{t}(\alpha)
$$

by (3.2) applied to $a^{+}=q(\alpha) \cdot \mu_{t}(\alpha)$ and $a^{-}=q(\alpha) \cdot \nu_{t}(\alpha)$. Analogously

$$
f_{\eta(\alpha, q(\alpha) \cdot s(t))}(0-)=q(\alpha) \cdot \nu_{t}(\alpha)
$$

Thus,

$$
\begin{aligned}
\lim _{x \rightarrow 0^{+}} \varphi_{t}(x) & =\lim _{x \rightarrow 0^{+}} g_{\alpha}(s(t), x)=\lim _{x \rightarrow 0^{+}} \frac{1}{q(\alpha)} \cdot f_{\eta(\alpha, q(\alpha) \cdot s(t))}(q(\alpha) \cdot x) \\
& =\frac{1}{q(\alpha)} \cdot f_{\eta(\alpha, q(\alpha) \cdot s(t))}(0+)=\frac{1}{q(\alpha)} \cdot q(\alpha) \cdot \mu_{t}(\alpha)=\mu_{t}(\alpha)
\end{aligned}
$$

and so,

$$
\varphi_{t}(0+)=\mu_{t}(\alpha)
$$

Analogously

$$
\varphi_{t}(0-)=\nu_{t}(\alpha)
$$

This proves the existence of the lateral limits in hypothesis 2 . These equalities also imply

$$
\frac{\partial \varphi_{t}(0+)}{\partial t}(0)=\frac{\partial \mu_{t}(\alpha)}{\partial t}(0)=\frac{\partial(t \cdot \cos \theta+\mu(\alpha))}{\partial t}(0)=\cos \theta \neq 0
$$

because $\theta \neq \pi / 2,3 \pi / 2$. Analogously

$$
\frac{\partial \varphi_{t}(0+)}{\partial t}(0) \neq 0
$$

since $\theta \neq 0, \pi$ (for in such cases $\sin \theta \neq 0$ ). These facts together imply

$$
\frac{\partial \varphi_{t}(0+)}{\partial t}(0) \neq 0, \quad \frac{\partial \varphi_{t}(0-)}{\partial t}(0) \neq 0
$$

To see

$$
\omega_{\varphi_{t}}\left(\varphi_{t}(0+)\right) \cup \omega_{\varphi_{t}}\left(\varphi_{t}(0-)\right) \subset[a, b]
$$

we proceed as follows. By Corollary 5.9 we have $\mathcal{I}_{\alpha, \theta} \subset C_{r}\left(s(t) ; \theta_{1}, \theta_{2}\right)$. In particular, $s(t) \in C_{r}\left(s(t) ; \theta_{1}, \theta_{2}\right)$ for all $t \in\left(0, d_{\alpha, \theta}\right]$, and so, by the second part of Theorem 5.8, there is a closed interval $I_{(\alpha, s(t))} \subset[x(\alpha)-1, y(\alpha)+1]$ with $0 \in \operatorname{Int}\left(I_{(\alpha, s(t))}\right)$ such that

$$
\varphi_{t}(x)=g_{\alpha}(s(t), x) \subset \operatorname{Int}\left(I_{(\alpha, s(t))}\right) \quad \forall x \in I_{(\alpha, s(t))}
$$

This already implies $\omega_{\varphi_{t}}\left(\varphi_{t}(0+)\right) \cup \omega_{\varphi_{t}}\left(\varphi_{t}(0-)\right) \subset I_{(\alpha, s(t))}$ and then we are done because (7.12) implies $[x(\alpha)-1, y(\alpha)+1] \subset[a, b]$.

To finish we prove hypothesis 3 of Rovella's theorem. Shrinking $\alpha_{* *}$ if necessary we can assume $1<\alpha_{* *}<\alpha_{0}$, where $\alpha_{0}$ comes from Lemma 5.7. Choosing $c=-a$ (or $b)$ we have $c>\max \left\{1, C^{+} / C^{-}\right\}$. Then, the result follows from (a), inequality (5.5) in (b), and inequality (5.6) in (c) of Lemma 5.7.

We finish this section with the following corollary. Recall that $C H\{x, y, z, t\}$ denote the convex hull of $x, y, z, t \in \mathbb{R}$.

Corollary 7.4. Let $O$ be as in Lemma 3.1 and $(\mu(1), \nu(1))$ be the limit in Lemma 4.1. Let $V$ be a neighborhood of $(\mu(1), \nu(1))$. Let $(\mu(\alpha), \nu(\alpha))$ be as in (4.1). There is $\alpha_{* * *}>\tilde{\tilde{E}}^{1}$ such that for all $\alpha \in O \cap\left(1, \alpha_{* * *}\right)$ there is a positive Lebesgue measure subset $\tilde{E}_{\alpha} \subset V$ with $(\mu(\alpha), \nu(\alpha)) \in \operatorname{Cl}\left(\tilde{E}_{\alpha}\right)$ such that the following property holds: If $(\mu, \nu) \in \tilde{E}_{\alpha}$, then the interval

$$
I=C H\left\{g_{\alpha}(\mu, \nu, 0+), g_{\alpha}(\mu, \nu, 0-), g_{\alpha}\left(\mu, \nu, g_{\alpha}(\mu, \nu, 0+)\right), g_{\alpha}\left(\mu, \nu, g_{\alpha}(\mu, \nu, 0-)\right)\right\}
$$

contains 0 in its interior and is $g_{\alpha}(\mu, \nu, \cdot)$-invariant and the map $g_{\alpha}(\mu, \nu, \cdot) / I_{I}$ is transitive. Moreover there is a compact interval $W$ with $\operatorname{Int}(W) \supset I$ such that $\mathrm{Cl}\left(g_{\alpha}(W \backslash\{0\})\right) \subset W$ and $g_{\alpha}^{2}(W \backslash\{0\}) \subset I$.

Proof. Let $\mathcal{O}$ as in Theorem 5.8 and $\alpha_{* *}>1$ be as in Theorem 7.3.
We claim that $\alpha_{* * *}=\alpha_{* *}$ works. Indeed, by Theorem 7.3, for each $\theta \in \mathcal{I}_{\alpha} \backslash$ $\{o, \pi / 2, \pi, 3 \pi / 2,2 \pi\}$ the family $\varphi_{t}:[a, b] \backslash\{0\} \rightarrow \mathbb{R}, t \in\left(0, d_{\alpha, \theta}\right]$, defined by

$$
\varphi_{t}(x)=g_{\alpha}(s(t), x)
$$

satisfies (1)-(3) of Rovella's theorem. So, for those $\theta$ 's we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{m(C(\alpha, \theta) \cap[0, \delta])}{\delta}=1 \tag{7.13}
\end{equation*}
$$

where $C(\alpha, \theta)$ is the set of $t \in\left(0, d_{\alpha, \theta}\right]$ such that the interval

$$
I_{t}=C H\left\{\varphi_{t}(0+), \varphi_{t}(0-), \varphi_{t}\left(\varphi_{t}(0+)\right), \varphi_{t}\left(\varphi_{t}(0-)\right)\right\}
$$

contains 0 in its interior and is $\varphi_{t}$-invariant and the map $\varphi_{t} / I_{t}$ is transitive. Moreover there is a compact interval $W_{t}$ with $I_{t} \subset \operatorname{Int}\left(W_{t}\right)$ such that $\operatorname{Cl}\left(\varphi_{t}\left(W_{t} \backslash\{0\}\right)\right) \subset \operatorname{Int}\left(W_{t}\right)$ and $\varphi_{t}^{2}\left(W_{t} \backslash\{0\}\right) \subset I_{t}$. Observe that $0 \in \mathrm{Cl}(C(\alpha, \theta))$ because of (7.13). Again by (7.13) we have that $C(\alpha, \theta)$ has positive Lebesgue measure in $\mathbb{R}$.

Define

$$
\tilde{E}_{\alpha, \theta}=s(C(\alpha, \theta))
$$

Then, $\tilde{E}_{\alpha, \theta}$ has positive Lebesgue measure in $\mathcal{I}_{\alpha, \theta}$.
Let us prove $\tilde{E}_{\alpha, \theta} \subset V$. Indeed, Corollary 5.9 implies $\mathcal{I}_{\alpha, \theta} \subset C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right)$ where the last cone comes from Theorem 5.8. By the first part of this theorem we have $C_{r}\left(\mu(\alpha), \nu(\alpha) ; \theta_{1}, \theta_{2}\right) \subset \mathcal{O}_{\alpha}$ which in turn is contained in $V$. This proves the result.

Now define

$$
\tilde{E}_{\alpha}=\bigcup_{\theta \in \mathcal{I}_{\alpha} \backslash\{0, \pi / 2, \pi, 3 \pi / 2,2 \pi\}} \tilde{E}_{\alpha, \theta}
$$

As $\tilde{E}_{\alpha, \theta} \subset V$ for all $\alpha, \theta$ we have

$$
\tilde{E}_{\alpha} \subset V
$$

We also have that $\tilde{E}_{\alpha}$ has positive Lebesgue measure in $\mathbb{R}^{2}$ by Fubini's theorem since $\tilde{E}_{\alpha, \theta}$ has positive Lebesgue measure in $\mathbb{R}$. We have $(\mu(\alpha), \nu(\alpha)) \in \operatorname{Cl}\left(\tilde{E}_{\alpha, \theta}\right)$ because of $0 \in \mathrm{Cl}(C(\alpha, \theta))$. Now, the proof follows from the definition of $\varphi_{t}$.
8. Proof of Theorem 2.2. Let $\left\{X_{\eta}\right\}$ be a $C^{k}$ three-parametrized family of $C^{r_{-}}$ vector fields transverse at $X_{\eta_{0}}$ to the submanifold $\mathcal{N}$ given in Definition 1.1, $k, r \geq 3$. Hence $X_{\eta_{0}}$ satisfies (A1)-(A6) in that definition. Let $f_{\eta}: J \subset[-1,1] \rightarrow[-1,1]$ be the corresponding three-parametrized family of one-dimensional maps as in Lemma 2.1. Fix a neighborhood $\mathcal{V}$ of $\eta_{0}$ in the parameter space. We have to prove that there is a positive Lebesgue measure set $\mathcal{L}^{\prime} \subset \mathcal{V}$ with $\eta_{0} \in \operatorname{Cl}\left(\mathcal{L}^{\prime}\right)$ such that for every $\eta \in \mathcal{L}^{\prime}$ one has $\alpha(\eta)>1$ and further there is a closed nontrivial interval $\Theta_{\eta}$ with the following properties:

1. $0 \in \operatorname{Int}\left(\Theta_{\eta}\right)$.
2. There is a compact interval $W \subset J$ with $\Theta_{\eta} \subset \operatorname{Int}(W)$ such that $\operatorname{Cl}\left(f_{\eta}(W \backslash\right.$ $\{0\})) \subset \operatorname{Int}(W)$ and $f_{\eta}^{2}(W \backslash\{0\}) \subset \Theta_{\eta}$.
3. $f_{\eta} / \Theta_{\eta} \backslash\{0\}$ is transitive.

We proceed as follows. Let $\eta$ be the diffeomorphism in (3.1). Fix $\Lambda>0$ and $O \subset(1,1+\Lambda)$ as in Lemma 3.1. Let $(\mu(1), \nu(1))$ be the limits in Lemma 4.1. Let $T_{\alpha}$ be as in (5.1). Then, the inverse of $T_{\alpha}$ is given by

$$
\begin{equation*}
T_{\alpha}^{-1}(\mu, \nu)=q(\alpha) \cdot(\mu, \nu) \tag{8.1}
\end{equation*}
$$

For all neighborhoods $V$ of $(\mu(1), \nu(1))$ and $\beta>1$ we define

$$
\tilde{V}(\beta)=\bigcup_{\alpha \in O \cap(1, \beta)}\{\alpha\} \times T_{\alpha}^{-1}(V)
$$

Lemma 3.1 implies $\lim _{\alpha \rightarrow 1^{+}} q(\alpha)=0$. Thus, there are $V$ and $\beta>1$ such that

$$
\eta(\tilde{V}(\beta)) \subset \mathcal{V}
$$

In what follows we fix such $V$ and $\beta$.
Let $\alpha_{* * *}>1$ be as in Corollary 7.4 for such a $V$. Shrinking $\alpha_{* * *}$ if necessary we can assume

$$
1<\alpha_{* * *}<\beta
$$

For all $\alpha \in O \cap\left(1, \alpha_{* * *}\right)$ we define

$$
E_{\alpha}=\left(T_{\alpha}\right)^{-1}\left(\tilde{E}_{\alpha}\right)
$$

where $\tilde{E}_{\alpha} \subset V$ comes from Corollary 7.4. It follows that

$$
E_{\alpha} \subset T_{\alpha}^{-1}(V)
$$

Since $T_{\alpha}$ is linear (and $\tilde{E}_{\alpha}$ has positive Lebesgue measure by Corollary 7.4) we have that $E_{\alpha}$ has positive Lebesgue measure for all $\alpha \in O \cap\left(1, \alpha_{* * *}\right)$.

Define

$$
\mathcal{L}^{\prime}=\left\{\eta\left(\alpha, a^{+}, a^{-}\right): \alpha \in O \cap\left(1, \alpha_{* * *}\right),\left(a^{+}, a^{-}\right) \in E_{\alpha}\right\} .
$$

As $E_{\alpha} \subset T_{\alpha}^{-1}(V)$, the definition of $\tilde{V}(\beta)$ implies $\mathcal{L}^{\prime} \subset \eta(\tilde{V}(\beta))$, and so,

$$
\mathcal{L}^{\prime} \subset \mathcal{V}
$$

We have that $\mathcal{L}^{\prime}$ has positive Lebesgue measure because $E_{\alpha}$ has positive Lebesgue measure (for all $\alpha \in O \cap\left(1, \alpha_{* * *}\right)$ ) and $O$ has full Lebesgue measure in $(1,1+\Lambda)$.

Lemma 8.1. If $\eta_{0}$ is the parameter in Theorem 1.2 , then $\eta_{0} \in \operatorname{Cl}(\mathcal{L})$.
Proof. Note that $\eta_{0}=\eta(1,0,0)$, where $\eta$ is the map given in (3.1). Pick a sequence $\alpha_{n} \in O$ converging to $1^{+}$. It follows that $\alpha_{n} \in O \cap\left(1, \alpha_{* * *}\right)$ for $n$ large.

We have $E_{\alpha_{n}}=T_{\alpha_{n}}^{-1}\left(\tilde{E}_{\alpha_{n}}\right)$ by definition.
Recalling (8.1) and (4.1) we get

$$
(\mu(\alpha), \nu(\alpha))=\left(\frac{a^{+}(\alpha)}{q(\alpha)}, \frac{a^{-}(\alpha)}{q(\alpha)}\right)
$$

see Lemma 3.1. Then, because $\left(\mu\left(\alpha_{n}\right), \nu\left(\alpha_{n}\right)\right) \in \operatorname{Cl}\left(\tilde{E}_{\alpha_{n}}\right)$ by Corollary 7.4 we have

$$
\left(a^{+}\left(\alpha_{n}\right), a^{-}\left(\alpha_{n}\right)\right) \in \mathrm{Cl}\left(E_{\alpha_{n}}\right)
$$

by the definition of $E_{\alpha}$. Then, there is a sequence $\left(a_{n}^{+}, a_{n}^{-}\right) \in E_{\alpha_{n}}$ arbitrarily close to $\left(a^{+}\left(\alpha_{n}\right), a^{-}\left(\alpha_{n}\right)\right)$.

On the other hand,

$$
\left(a^{+}\left(\alpha_{n}\right), a^{-}\left(\alpha_{n}\right)\right) \rightarrow(0,0)
$$

as $n \rightarrow \infty$ because $q\left(\alpha_{n}\right) \rightarrow 0$ (see Lemma 3.1) and (8.1) (note that the limit $\left(\mu\left(\alpha_{n}\right), \nu\left(\alpha_{n}\right)\right) \rightarrow(\mu(1), \nu(1))$ by Lemma 4.1). Then,

$$
\left(a_{n}^{+}, a_{n}^{-}\right) \rightarrow(0,0)
$$

and so

$$
\eta\left(\alpha_{n}, a_{n}^{+}, a_{n}^{-}\right) \rightarrow \eta(1,0,0)=\eta_{0}
$$

Then the result follows since $\eta\left(\alpha_{n}, a_{n}^{+}, a_{n}^{-}\right) \in \mathcal{L}$ because $\left(a_{n}^{+}, a_{n}^{-}\right) \in E_{\alpha_{n}}$. This proves the lemma.

Define

$$
\Theta_{\eta}=C H\left\{f_{\eta}\left(a^{+}\right), f_{\eta}\left(a^{-}\right), a^{+}, a^{-}\right\}
$$

Recalling (5.3) one has

$$
g_{\alpha}(\mu, \nu, x)=\frac{1}{q(\alpha)} f_{\eta}(q(\alpha) x)
$$

Then, the properties (1)-(3) in Theorem 2.2 follow from the conclusion of Corollary 7.4. The proof follows.
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#### Abstract

We analyze the time-frequency concentration of the Gabor orthonormal basis $\mathcal{G}(f, 1,1)$ constructed by Høholdt, Jensen, and Justesen. We prove that their window function $f$ has near optimal time and frequency localization with respect to a nonsymmetric version of the BalianLow theorem. In particular, we show that if $(p, q)=(3 / 2,3)$, then $\int|t|^{p-\epsilon}|f(t)|^{2} d t<\infty$ and $\int|\gamma|^{q-\epsilon}|\widehat{f}(\gamma)|^{2} d \gamma<\infty$, for $0<\epsilon \leq 3 / 2$, but that both integrals are infinite if $\epsilon=0$.
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1. Introduction. Given a square integrable function $g \in L^{2}(\mathbb{R})$ and constants $a, b>0$, the associated Gabor system, $\mathcal{G}(g, a, b)=\left\{g_{m, n}\right\}_{m, n \in \mathbb{Z}}$, is defined by

$$
g_{m, n}(t)=e^{2 \pi i a m t} g(t-b n)
$$

Gabor systems are of considerable interest for their ability to give frame decompositions for many function spaces [18], [13], [14], [4]. A collection $\left\{e_{n}\right\}_{n \in \mathbb{Z}} \subseteq L^{2}(\mathbb{R})$ is a frame for $L^{2}(\mathbb{R})$ if there exist constants $0<A \leq B<\infty$ such that

$$
\forall f \in L^{2}(\mathbb{R}), \quad A\|f\|_{L^{2}(\mathbb{R})}^{2} \leq \sum_{n \in \mathbb{Z}}\left|\left\langle f, e_{n}\right\rangle\right|^{2} \leq B\|f\|_{L^{2}(\mathbb{R})}^{2}
$$

If $\mathcal{G}(g, a, b)$ is a frame for $L^{2}(\mathbb{R})$, we shall refer to it as a Gabor frame for $L^{2}(\mathbb{R})$; if it is an orthonormal basis for $L^{2}(\mathbb{R})$, we refer to it as a Gabor orthonormal basis for $L^{2}(\mathbb{R})$.

A key property of Gabor systems is the fact that one can construct Gabor frames, $\mathcal{G}(g, a, b)$, for $L^{2}(\mathbb{R})$ such that the window function $g$ has excellent time and frequency localization. For example, if $0<a b<1$ and $g(t)=e^{-t^{2}}$, then $\mathcal{G}(g, a, b)$ is an oversampled Gabor frame for $L^{2}(\mathbb{R})$; see, e.g., [18, Chapter 7$]$. Overcompleteness is a very important part of such well-localized constructions and can provide robustness and numerical stability in applied settings. On the other hand, if $g \in L^{2}(\mathbb{R})$, and $\mathcal{G}(g, a, b)$ is an orthonormal basis for $L^{2}(\mathbb{R})$, then one must have $a b=1$; see, e.g., [18, Corollary 7.5.2]. If one wishes to construct Gabor orthonormal bases, i.e., nonredundant frames,

[^19]then there are severe restrictions on the window function's time and frequency localization. The Balian-Low theorem makes this precise. We use the Fourier transform defined by $\widehat{g}(\gamma)=\int g(t) e^{-2 \pi i \gamma t} d t$, where our convention is that the integral without specific limits denotes the integral over $\mathbb{R}$.

Theorem 1.1 (Balian-Low). Let $g \in L^{2}(\mathbb{R})$. If

$$
\int|t|^{2}|g(t)|^{2} d t<\infty \quad \text { and } \quad \int|\gamma|^{2}|\widehat{g}(\gamma)|^{2} d \gamma<\infty
$$

then $\mathcal{G}(g, 1,1)$ is not an orthonormal basis for $L^{2}(\mathbb{R})$.
The Balian-Low theorem has undergone numerous extensions and generalizations since the early references [2], [23], [3], [8]. For example, it holds in higher dimensions for rather general time-frequency lattices, and also holds if one replaces "orthonormal basis" with "Riesz basis." For recent work related to the Balian-Low theorem, see [1], [5], [6], [7], [9], [10], [16], [19], [11]. The issue of sharpness or optimality in the Balian-Low theorem was investigated in [6]. There, it was shown that the following result holds true.

Theorem 1.2. If $\frac{1}{p}+\frac{1}{q}=1$, where $1<p, q<\infty$, and $d>2$, then there exists a function $g \in L^{2}(\mathbb{R})$ such that $\mathcal{G}(g, 1,1)$ is an orthonormal basis for $L^{2}(\mathbb{R})$ and

$$
\int \frac{1+|t|^{p}}{\log ^{d}(2+|t|)}|g(t)|^{2} d t<\infty \quad \text { and } \quad \int \frac{1+|\gamma|^{q}}{\log ^{d}(2+|\gamma|)}|\widehat{g}(\gamma)|^{2} d \gamma<\infty
$$

Letting $(p, q)=(2,2)$ in Theorem 1.2 shows how to construct Gabor orthonormal bases which are essentially optimally localized with respect to the Balian-Low theorem. In particular, the bases constructed come within a logarithmic factor of satisfying the forbidden localization hypotheses of the Balian-Low theorem.

Since Theorem 1.2 also constructs Gabor orthonormal bases for values of $(p, q)$ other than $(2,2)$, it is natural to ask whether there are versions of the Balian-Low theorem for the weights $\left(t^{p}, \gamma^{q}\right)$. The best that is known is the following.

THEOREM 1.3. Suppose $\frac{1}{p}+\frac{1}{q}=1$ with $1<p<\infty$ and let $\epsilon>0$. If

$$
\int|t|^{(p+\epsilon)}|g(t)|^{2} d t<\infty \quad \text { and } \quad \int|\gamma|^{(q+\epsilon)}|\widehat{g}(\gamma)|^{2} d \gamma<\infty
$$

then $\mathcal{G}(g, 1,1)$ is not an orthonormal basis for $L^{2}(\mathbb{R})$.
The above theorem follows by combining Theorem 4.4 of [12] and Theorem 1 of [17]. By the Balian-Low theorem, one may set $\epsilon=0$ if $(p, q)=(2,2)$. A version of the Balian-Low theorem for the case $(p, q)=(1, \infty)$ is given in [7].
2. Overview. Theorem 1.2 constructively produces Gabor orthonormal bases which are almost optimally localized with respect to the Balian-Low theorem and Theorem 1.3. However, these bases do not have simple expressions. The main aim of this paper is to study the elegant Gabor orthonormal basis constructed by Høholdt, Jensen, and Justesen in [22] and to show that it is almost optimally localized with respect to Theorem 1.3 for a certain choice of $(p, q)$. Their basis has a simpler, more explicit form than those in [6] and gives insight into other components needed for constructing well-localized Gabor bases. The key ingredients in the constructions in [22] and [6] are functions which possess unimodular Zak transforms with small singular supports. For perspective, we remark that [21] provides several examples of functions with Zak transforms with few zeros which are used to construct tight Gabor
frames. These examples could provide further insight into the study of optimality in the Balian-Low theorem and merit future investigation.

The remainder of the paper is organized as follows. In section 3, we recall the basis of Høholdt, Jensen, and Justesen, and we state our main result, Theorem 3.3. In section 4 we prove the time localization estimates for the basis, and in section 5 we prove the frequency localization estimates. We conclude with some relevant remarks in section 6.
3. The Gabor basis of Høholdt, Jensen, and Justesen. The Zak transform is an important tool in the analysis and construction of Gabor systems; see, e.g., [18, Chapter 8]. Given $g \in L^{2}(\mathbb{R})$, the Zak transform is formally defined by

$$
\forall(t, \gamma) \in \mathbb{R} \times \mathbb{R}, \quad Z g(t, \gamma)=\sum_{n \in \mathbb{Z}} g(t-n) e^{2 \pi i n \gamma}
$$

With the above definition, the Zak transform satisfies the quasi-periodicity relations

$$
\forall k \in \mathbb{Z}, \quad Z f(x, \gamma+k)=Z f(x, \gamma)
$$

and

$$
\forall k \in \mathbb{Z}, \quad Z f(x+k, \gamma)=Z f(x, \gamma) e^{2 \pi i k \gamma}
$$

see, e.g., [18, section 8.2]. Thus, the Zak transform $Z f$ of a function $f \in L^{2}(\mathbb{R})$ is a locally square integrable function defined on all of $\mathbb{R}^{2}$ and is uniquely determined by its values on $Q \equiv[0,1)^{2}$. Therefore, $Z$ defines a unitary operator from $L^{2}(\mathbb{R})$ to $L^{2}(Q)$, and its inverse $Z^{-1}: L^{2}(Q) \rightarrow L^{2}(\mathbb{R})$ is formally given by

$$
\forall t \in \mathbb{R}, \quad\left(Z^{-1} F\right)(t)=\int_{0}^{1} F(t, \gamma) d \gamma
$$

The utility of the Zak transform for constructing Gabor bases stems from the following result (see, e.g., [18, Corollary 8.3.2]), which forms the foundation for the constructions in both [6] and [22]; cf. [21].

Theorem 3.1. Let $g \in L^{2}(\mathbb{R})$. Then $\mathcal{G}(g, 1,1)$ is an orthonormal basis for $L^{2}(\mathbb{R})$ if and only if $|Z g(t, \gamma)|=1$ for a.e. $(t, \gamma) \in Q$.

This shows that constructing Gabor orthonormal bases is equivalent to constructing unimodular functions on $L^{2}(Q)$. Høholdt, Jensen, and Justesen consider the function $F \in L^{2}(Q)$ defined by

$$
\begin{equation*}
\forall(t, \gamma) \in Q, \quad F(t, \gamma)=\frac{1+\alpha(t) e^{2 \pi i \gamma}}{1+\alpha(t) e^{-2 \pi i \gamma}} \tag{3.1}
\end{equation*}
$$

where $\alpha:[0,1] \rightarrow[0,1]$ is a measurable function. In [22], the function $\alpha$ was chosen as $\alpha(t)=\sin \left(\frac{\pi}{2} t\right)$, since this was shown to minimize $\int|\gamma|^{2}\left|\left(\widehat{Z^{-1} F}\right)(\gamma)\right|^{2} d \gamma$.

Definition 3.2. Let $f \in L^{2}(\mathbb{R})$ be the function defined by (3.1), where

$$
\begin{equation*}
f=Z^{-1} F \quad \text { and } \quad \alpha(t)=\sin \left(\frac{\pi}{2} t\right) \tag{3.2}
\end{equation*}
$$

It was proven in $[22]$ that $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ and that $f$ (see Figure 3) is explicitly defined by

$$
f(t)=\left\{\begin{array}{cc}
0 & \text { if } t \in(-\infty,-1] \\
\text { if } t \in(-1,0] \\
\sin \left(\frac{\pi}{2}(t+1)\right) & \text { if } t \in(n, n+1], n=0,1,2, \ldots
\end{array}\right.
$$



Fig. 3.1. Graph of the function $f$.

It is easy to verify that $|Z f(t, \gamma)|=|F(t, \gamma)|=1$ for a.e. $(t, \gamma) \in Q$, and hence $\mathcal{G}(f, 1,1)$ is an orthonormal basis for $L^{2}(\mathbb{R})$. We may now state our main result as follows.

ThEOREM 3.3. Let $f \in L^{2}(\mathbb{R})$ be the window function defined by Definition 3.2. For every $0<\epsilon \leq 3 / 2, f$ satisfies

$$
\begin{equation*}
\int|t|^{3 / 2-\epsilon}|f(t)|^{2} d t<\infty \quad \text { and } \quad \int|\gamma|^{3-\epsilon}|\widehat{f}(\gamma)|^{2} d \gamma<\infty \tag{3.3}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int|t|^{3 / 2}|f(t)|^{2} d t=\infty \quad \text { and } \quad \int|\gamma|^{3}|\widehat{f}(\gamma)|^{2} d \gamma=\infty \tag{3.4}
\end{equation*}
$$

In particular, the Gabor orthonormal basis $\mathcal{G}(f, 1,1)$ is almost optimally localized with respect to Theorem 1.3 with $(p, q)=(3 / 2,3)$.
4. Time localization estimates. In this section we derive the time localization estimates in Theorem 3.3.

Theorem 4.1. Let $f \in L^{2}(\mathbb{R})$ be the function defined in Definition 3.2 and let $a>0$. Then

$$
\int|t|^{a}|f(t)|^{2} d t<\infty \quad \text { if and only if } \quad a<3 / 2
$$

Proof. A direct calculation shows that for $n=0,1,2, \ldots$

$$
\begin{align*}
\int_{n}^{n+1}|f(t)|^{2} d t & =\int_{0}^{1} \cos ^{4}\left(\frac{\pi}{2} t\right) \sin ^{2 n}\left(\frac{\pi}{2} t\right) d t  \tag{4.1}\\
& =\frac{2}{\pi}\left(\frac{3}{4 n^{2}+12 n+8}\right) \int_{0}^{\pi / 2} \sin ^{2 n} u d u
\end{align*}
$$

One can also calculate that

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\pi / 2} \sin ^{2 n} u d u=\frac{(1)(3)(5)(7) \cdots(2 n-1)}{(2)(4)(6)(8) \cdots(2 n)} \equiv P_{n} \tag{4.2}
\end{equation*}
$$

By taking the natural $\log$ of $P_{n}$ and using Taylor approximations for $\ln (1-x)$ near $x=0$ to estimate the resulting sum, it is straightforward to show that

$$
\begin{equation*}
P_{n} \sim \frac{1}{\sqrt{n}} \tag{4.3}
\end{equation*}
$$

Equivalently, we could use Stirling's formula for the Gamma function to show (4.3). Here and subsequently $A \sim B$ means that $A \lesssim B \lesssim A$, where $A \lesssim B$, in turn, means that there exists an absolute constant $C$ such that $A \leq C B$. When necessary, we shall point out any dependence of the implicit constants on other parameters. Therefore,

$$
\begin{aligned}
\int_{1}^{\infty}|t|^{a}|f(t)|^{2} d t & \geq \sum_{n=1}^{\infty} n^{a} \int_{n}^{n+1}|f(t)|^{2} d t \\
& =\sum_{n=1}^{\infty} n^{a}\left(\frac{3}{4 n^{2}+12 n+8}\right) \quad P_{n} \gtrsim \sum_{n=1}^{\infty} n^{a-5 / 2}
\end{aligned}
$$

In particular,

$$
a \geq 3 / 2 \Longrightarrow \int|t|^{a}|f(t)|^{2} d t=\infty
$$

Also, using (4.1), (4.2), and (4.3), we obtain the estimate

$$
\int_{1}^{\infty}|t|^{a}|f(t)|^{2} d t \lesssim \sum_{n=1}^{\infty} \frac{(n+1)^{a}}{n^{5 / 2}}
$$

Since $f$ is bounded on $[-1,1]$, and $f=0$ on $(-\infty,-1)$, it follows that

$$
0<a<3 / 2 \Longrightarrow \int|t|^{a}|f(t)|^{2} d t<\infty
$$

5. Frequency localization estimates. In this section we derive the frequency localization estimates in Theorem 3.3.

THEOREM 5.1. Let $f \in L^{2}(\mathbb{R})$ be the function defined in Definition 3.2 and let $0<a$. Then

$$
\int|\gamma|^{a}|\widehat{f}(\gamma)|^{2} d \gamma<\infty \quad \text { if and only if } \quad a<3
$$

It will be convenient to view Theorem 5.1 in terms of Sobolev spaces. Given $s>0$, the homogeneous Sobolev space of order $s$, denoted by $\dot{H}^{s}(\mathbb{R})$, consists of all $g \in L^{2}(\mathbb{R})$ such that $\|g\|_{\dot{H}^{s}(\mathbb{R})}^{2} \equiv \int|\gamma|^{2 s}|\widehat{g}(\gamma)|^{2} d \gamma<\infty$. For later convenience, we also define $\langle f, g\rangle_{\dot{H}^{s}(\mathbb{R})}=\int|\gamma|^{2 s} \widehat{f}(\gamma) \overline{\widehat{g}(\gamma)} d \gamma$. Theorem 5.1 now says that $0<s<3 / 2$ implies $f \in \dot{H}^{s}(\mathbb{R})$, and that $s \geq 3 / 2$ implies $f \notin \dot{H}^{s}(\mathbb{R})$. The following result (see, e.g., [24, Chapter 8]) gives a useful alternate characterization of $\dot{H}^{s}(\mathbb{R})$. It is used in the proof of Lemma 5.6.

Lemma 5.2. If $0<s<2$ and $f \in \dot{H}^{s}(\mathbb{R})$, then there exists $C_{s}>0$ such that

$$
\|f\|_{\dot{H}^{s}(\mathbb{R})}^{2}=C_{s} \iint \frac{|f(x+t)+f(x-t)-2 f(x)|^{2}}{|t|^{1+2 s}} d x d t
$$

Lemma 5.2 can be proven by applying Parseval's theorem to the inner integral. A similar calculation gives the following result used in the proof of Lemma 5.8.

Lemma 5.3. If $0<s<2$ and $f, g \in \dot{H}^{s}(\mathbb{R})$, then there exists $C_{s}>0$ such that

$$
\langle f, g\rangle_{\dot{H}^{s}(\mathbb{R})}=C_{s} \iint \frac{(f(x+t)+f(x-t)-2 f(x)) \overline{(g(x+t)+g(x-t)-2 g(x))}}{|t|^{2 s+1}} d x d t
$$

We shall use the following lemma directly in Theorem 5.1.
LEmmA 5.4. If $3 \leq a$, then $f \notin \dot{H}^{a / 2}(\mathbb{R})$.
Proof. If $3 \leq a<4$, then for $0<\eta$ small

$$
\begin{aligned}
\|f\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2} & \sim \iint \frac{|f(x+t)+f(x-t)-2 f(x)|^{2}}{|t|^{1+a}} d x d t \geq \int_{0}^{\eta} \int_{-t}^{0} \frac{\sin ^{2}\left(\frac{\pi}{2}(x+t)\right)}{|t|^{1+a}} d x d t \\
& \gtrsim \int_{0}^{\eta} \int_{-t}^{0} \frac{(x+t)^{2}}{|t|^{1+a}} d x d t \gtrsim \int_{0}^{\eta} \frac{t^{3}}{|t|^{1+a}} d t=\infty
\end{aligned}
$$

Since $f \in L^{1}(\mathbb{R})$, it now also follows that $f \notin \dot{H}^{a / 2}(\mathbb{R})$ for all $3 \leq a$.
We now prove that $0<a<3$ implies $f \in \dot{H}^{a / 2}$. Since this is more involved than our prior estimates, we split it up into several lemmas (Lemmas 5.9 and 5.10). Lemma 5.5 is used in Lemma 5.6, which, in turn, is used in the proof of Lemma 5.7. Lemmas 5.7 and 5.8 allow us to prove Lemma 5.9.

LEMMA 5.5. For $n \geq 3$, let $f_{n}(t)=\mathbf{1}_{(n, n+1]}(t) f(t)$, where $\mathbf{1}_{S}(t)$ denotes the characteristic function of a set $S \subseteq \mathbb{R}$. The functions $f_{n}$ have the following properties:

1. $f_{n}$ is continuous and differentiable on $\mathbb{R}$.
2. $f_{n}^{\prime \prime}(t)$ exists for all $t \in \mathbb{R} \backslash\{n+1\}$.
3. $\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}^{2} \lesssim 1 / n^{5 / 2}$ and $\left\|f_{n}\right\|_{L^{1 / 2}(\mathbb{R})}^{1 / 2} \lesssim 1 / n$.
4. If $0<\delta<3 / 2$, then $\left\|f_{n}\right\|_{L^{1 / 2+\delta(\mathbb{R})}}^{1 / 2+\delta} \lesssim 1 / n^{1+\delta}$.
5. For all $t \in \mathbb{R} \backslash\{n+1\}, \quad\left|f_{n}^{\prime \prime}(t)\right| \lesssim 1$.

The implicit constants in (3) and (4) are independent of $n$, and the implicit constant in (5) is independent of $t$ and $n$.

Proof. The first two items can be verified by direct calculations. The estimate for $\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}^{2}$ in (3) has already been done in the proof of Theorem 4.1. In fact,

$$
\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}^{2}=\left(\frac{3}{4 n^{2}+12 n+8}\right) P_{n} \lesssim \frac{1}{n^{2.5}}
$$

The estimate for $\left\|f_{n}\right\|_{L^{1 / 2}(\mathbb{R})}^{1 / 2}$ in (3) holds since

$$
\left\|f_{n}\right\|_{L^{1 / 2}(\mathbb{R})}^{1 / 2}=\int_{n}^{n+1} \cos \left(\frac{\pi}{2}(t-n)\right) \sin ^{\frac{n}{2}}\left(\frac{\pi}{2}(t-n)\right) d t=\frac{4}{\pi(n+2)}
$$

The fourth item follows from (3) and the following standard interpolation formula (see, e.g., [15, Proposition 6.10]):

$$
\|f\|_{L^{q}(\mathbb{R})} \leq\|f\|_{L^{p}(\mathbb{R})}^{\lambda}\|f\|_{L^{r}(\mathbb{R})}^{1-\lambda}
$$

where

$$
0<p<q<r \leq \infty \quad \text { and } \quad \lambda=\frac{1 / q-1 / r}{1 / p-1 / r}
$$

To prove (5) first note that, for $n<t<n+1$,

$$
\begin{aligned}
f_{n}^{\prime \prime}(t-n)=(-1)^{n} & \left(-(5 n+2) \frac{\pi^{2}}{4} \sin ^{n}\left(\frac{\pi}{2} t\right) \cos ^{2}\left(\frac{\pi}{2} t\right)\right. \\
& \left.+2 \frac{\pi^{2}}{4} \sin ^{n+2}\left(\frac{\pi}{2} t\right)+\frac{\pi^{2}}{4} n(n-1) \cos ^{4}\left(\frac{\pi}{2} t\right) \sin ^{n-2}\left(\frac{\pi}{2} t\right)\right)
\end{aligned}
$$

Therefore, $f_{n}^{\prime \prime}(t-n)=(-1)^{n} h_{n}(u)$, where $u=\sin ^{2}\left(\frac{\pi}{2}(t-n)\right)$, and

$$
h_{n}(u)=\frac{\pi^{2}}{4} u^{n / 2-1}\left[2 u^{2}-(5 n+2) u(1-u)+n(n-1)(1-u)^{2}\right]
$$

Straightforward, but tedious, calculations show that $\left|h_{n}(t)\right| \leq C$ on $(n, n+1)$ for some constant $C$ independent of $t$ and $n$. Since $f_{n}^{\prime \prime}(t)=0$ on $\mathbb{R} \backslash(n, n+1]$, we conclude that $\left|f_{n}^{\prime \prime}(t)\right| \lesssim 1$ on $\mathbb{R} \backslash\{n+1\}$.

Lemma 5.6. Assume $0<a<3$, and let $\epsilon=3-a$. Then

$$
\forall n \geq 3, \quad\left\|f_{n}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2} \lesssim \frac{1}{n^{1+\epsilon / 4}}
$$

The implicit constant is independent of $n$.
Proof. We shall estimate $\left\|f_{n}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2}$ by using the double integral in Lemma 5.2. Let $B=\{t \in \mathbb{R}:|t|<1\}$, and note that

$$
\int_{\mathbb{R} \backslash B} \int_{\mathbb{R}} \frac{\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right|^{2}}{|t|^{a+1}} d x d t \lesssim\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}^{2} \int_{\mathbb{R} \backslash B} \frac{1}{|t|^{a+1}} d t \lesssim \frac{1}{n^{5 / 2}}
$$

It remains for us to estimate

$$
\int_{B} \int_{\mathbb{R}} \frac{\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right|^{2}}{|t|^{a+1}} d x d t
$$

We write this as the sum of two integrals, over $[0,1] \times \mathbb{R}$ and $[-1,0] \times \mathbb{R}$, respectively. Since the estimates for both integrals are similar, it suffices to consider the first, which, in turn, is estimated by breaking it up into the following four integrals:

$$
I_{1}=\int_{0}^{1} \int_{-\infty}^{n-t}, \quad I_{2}=\int_{0}^{1} \int_{n-t}^{n+1-t}, \quad I_{3}=\int_{0}^{1} \int_{n+1-t}^{n+1+t}, \quad I_{4}=\int_{0}^{1} \int_{n+1+t}^{\infty}
$$

First, note that the support properties of $f_{n}$ imply that $I_{1}=0$ and $I_{4}=0$.
Next note that if $x+t, x-t, x$ are all less than $n+1$, then Lemma 5.5 and the mean value theorem imply

$$
\begin{equation*}
\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right| \lesssim|t|^{2} \tag{5.1}
\end{equation*}
$$

where the implicit constant is independent of $x, t$, and $n$. To estimate $I_{2}$ note that, by (5.1) and Lemma 5.5,

$$
\begin{aligned}
W_{2}(t) & \equiv \int_{n-t}^{n+1-t}\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right|^{2} d x \\
& \lesssim|t|^{3-\epsilon / 2} \int_{n-t}^{n+1-t}\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right|^{1 / 2+\epsilon / 4} d x \\
& \lesssim|t|^{3-\epsilon / 2} \|\left. f_{n}\right|_{L^{1 / 2+\epsilon / 4}(\mathbb{R})} ^{1 / 2+\epsilon / 4} \lesssim \frac{|t|^{3-\epsilon / 2}}{n^{1+\epsilon / 4}} .
\end{aligned}
$$

It now follows that

$$
I_{2}=\int_{0}^{1} \frac{W_{2}(t)}{|t|^{a+1}} d t=\int_{0}^{1} \frac{W_{2}(t)}{|t|^{4-\epsilon}} d t \lesssim 1 / n^{1+\epsilon / 4} \int_{0}^{1} \frac{1}{|t|^{1-\epsilon / 2}} d t \lesssim 1 / n^{1+\epsilon / 4}
$$

To estimate $I_{3}$, define

$$
W_{3}(t)=\int_{n+1-t}^{n+1+t}\left|f_{n}(x+t)+f_{n}(x-t)-2 f_{n}(x)\right|^{2} d x
$$

Note that by the definition of $f_{n}$ and its support properties,

$$
\begin{aligned}
W_{3}(t) & =\int_{n+1-t}^{n+1+t}\left|f_{n}(x-t)-2 f_{n}(x)\right|^{2} d x \lesssim \int_{n+1-2 t}^{n+1}\left|f_{n}(x)\right|^{2} d x \\
& \lesssim \int_{n+1-2 t}^{n+1} \cos ^{4}\left(\frac{\pi}{2}(x-n)\right) d x \lesssim|t|^{5}
\end{aligned}
$$

Moreover, we also have

$$
W_{3}(t) \lesssim\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}^{2} \lesssim \frac{1}{n^{5 / 2}}
$$

Thus, in order to estimate $W_{3}$ we may use the fact that for $x, y>0$ and $\alpha \in[0,1]$, $\min \{x, y\} \leq x^{\alpha} y^{1-\alpha}$. When $\alpha=(6-\epsilon) / 10$, we obtain

$$
W_{3}(t) \lesssim \frac{|t|^{3-\epsilon / 2}}{n^{1+\epsilon / 4}}
$$

Thus

$$
I_{3}=\int_{0}^{1} \frac{W_{3}(t)}{|t|^{a+1}} d t=\int_{0}^{1} \frac{W_{3}(t)}{|t|^{4-\epsilon}} d t \lesssim 1 / n^{1+\epsilon / 4}
$$

Lemma 5.7. Assume $0<a<3$ and let $\epsilon=3-a$. If $3 \leq m$, $n$, and $|m-n|=1$, then

$$
\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| \lesssim \frac{1}{n^{1+\epsilon / 4}}
$$

The implicit constant is independent of $n$ and $m$.
Proof. Without loss of generality assume $m=n+1$. It follows from Lemma 5.6 that

$$
\begin{aligned}
\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| & \leq\left\|f_{n}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}| | f_{m} \|_{\dot{H}^{a / 2}(\mathbb{R})} \\
& \lesssim\left(\frac{1}{n^{1+\epsilon / 4}}\right)^{\frac{1}{2}}\left(\frac{1}{m^{1+\epsilon / 4}}\right)^{\frac{1}{2}} \leq \frac{1}{n^{1+\epsilon / 4}} .
\end{aligned}
$$

Lemma 5.8. Let $0<a$. If $3 \leq m, n$ and $1<|m-n|$, then

$$
\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| \lesssim \frac{1}{|m-n|^{a}|n|^{5 / 4}|m|^{5 / 4}}
$$

The implicit constant is independent of $m$ and $n$.

Proof. Without loss of generality assume $0<n<m-1$. Let $S_{m, n}=\{t \in \mathbb{R}$ : $|t|>(m-n-1) / 2\}$ and let

$$
F_{m}(x, t)=f_{m}(x+t)+f_{m}(x-t)-2 f_{m}(x) .
$$

Note that

$$
t \notin S_{m, n} \Longrightarrow F_{m}(x, t) F_{n}(x, t)=0
$$

Also,

$$
\int\left|F_{m}(x, t) F_{n}(x, t)\right| d x \lesssim\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}\left\|f_{m}\right\|_{L^{2}(\mathbb{R})} .
$$

Therefore, by Lemma 5.3,

$$
\begin{aligned}
\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| & \leq \int_{S_{m, n}} \int_{\mathbb{R}} \frac{\left|F_{m}(x, t) F_{n}(x, t)\right|}{|t|^{a+1}} d x d t \\
& \lesssim\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}\left\|f_{m}\right\|_{L^{2}(\mathbb{R})} \int_{S_{m, n}} \frac{1}{|t|^{a+1}} d t \\
& \lesssim \frac{\left\|f_{n}\right\|_{L^{2}(\mathbb{R})}\left\|f_{m}\right\|_{L^{2}(\mathbb{R})} \lesssim \frac{1}{|m-n|^{a}} \lesssim \frac{1}{n^{5 / 4} m^{5 / 4}|m-n|^{a}}}{} .
\end{aligned}
$$

To estimate the norm $\|f\|_{\dot{H}^{a / 2}(\mathbb{R})}$ we first break $f$ up into the two parts $F_{1}(t)=$ $f(t) \mathbf{1}_{(-1,3]}(t)$ and $F_{2}(t)=f(t) \mathbf{1}_{(3, \infty)}(t)$. Since $f=0$ on $(-\infty,-1]$ we have $f=$ $F_{1}+F_{2}$. We have the following estimate for $F_{2}$.

Lemma 5.9. If $0<a<3$, then $\left\|F_{2}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2}<\infty$.
Proof. Let $\epsilon=3-a$, and note that $F_{2}=\sum_{n=3}^{\infty} f_{n}$. Define

$$
S_{1}=\left\{(m, n) \in \mathbb{Z}^{2}: m, n \geq 3 \text { and }|m-n|=1\right\}
$$

and

$$
S_{2}=\left\{(m, n) \in \mathbb{Z}^{2}: m, n \geq 3 \text { and }|m-n|>1\right\} .
$$

By Lemmas 5.6, 5.7, and 5.8 we have

$$
\begin{aligned}
& \left\|F_{2}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2}=\left\|\sum_{n=3}^{\infty} f_{n}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2} \leq \sum_{m=3}^{\infty} \sum_{n=3}^{\infty}\left|\left\langle f_{m}, f_{n}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| \\
& \quad=\sum_{n=3}^{\infty}\left\|f_{n}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2}+\sum_{(m, n) \in S_{1}}\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right|+\sum_{(m, n) \in S_{2}}\left|\left\langle f_{n}, f_{m}\right\rangle_{\dot{H}^{a / 2}(\mathbb{R})}\right| \\
& \quad \lesssim \sum_{n=1}^{\infty} \frac{1}{n^{1+\epsilon / 4}}+\sum_{n=1}^{\infty} \frac{1}{n^{1+\epsilon / 4}}+\sum_{(m, n) \in S_{2}} \frac{1}{n^{5 / 4} m^{5 / 4}|m-n|^{2 a}}<\infty .
\end{aligned}
$$

In view of Lemma 5.9, and since

$$
\|f\|_{\dot{H}^{a / 2}(\mathbb{R})} \leq\left\|F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}+\left\|F_{2}\right\|_{\dot{H}^{a / 2}(\mathbb{R})},
$$

it remains only to estimate $\left\|F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}$. Note that by the definition of $f, F_{1}$ is compactly supported, continuous on $\mathbb{R}$, and infinitely differentiable away from $x_{1}=$
$-1, x_{2}=0, x_{3}=1, x_{4}=2$, and $x_{5}=3$. Moreover the first derivative of $F_{1}$ also exists at $x_{2}, x_{3}, x_{5}$. However, the second derivative of $F_{1}$ does not exist at any of the points $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$.

It therefore suffices to estimate $\left\|\varphi_{j} F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}$ for $j=1,2,3,4,5$, where $\varphi_{j}$ is an infinitely differentiable function satisfying

$$
\varphi_{j}(x)=1 \text { for }\left|x-x_{j}\right|<2 \nu \quad \text { and } \quad \varphi_{j}(x)=0 \text { for }\left|x-x_{j}\right|>4 \nu
$$

with $0<\nu$ sufficiently small.
We present a proof that is analogous to our previous estimates and uses Lemma 5.2. Alternately, one can proceed more directly and use an argument involving integration by parts.

Lemma 5.10. Let $0<a<3$ and let $\varphi_{j} F_{1}$ be as above for $j=1,2,3,4,5$. Then

$$
\left\|\varphi_{j} F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}<\infty, \quad j=1,2,3,4,5
$$

Consequently, $\left\|F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}<\infty$.
Proof. We shall show the estimate for $\left\|\varphi_{3} F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}$ only, since the other four estimates proceed along similar lines.

Let $h(t)=\left(\varphi_{3} F_{1}\right)(t-1)$. We need to estimate the double integral

$$
\left\|\varphi_{3} F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2}=\|h\|_{\dot{H}^{a / 2}(\mathbb{R})}^{2} \sim \iint \frac{|h(x+t)+h(x-t)-2 h(x)|^{2}}{|t|^{1+a}} d x d t
$$

Let $\nu$ be as in the definition of $\varphi_{3}$ above, and note that if $B_{\nu}=\{t \in \mathbb{R}:|t|<\nu\}$, then

$$
\int_{\mathbb{R} \backslash B_{\nu}} \int_{\mathbb{R}} \frac{|h(x+t)+h(x-t)-2 h(x)|^{2}}{|t|^{1+a}} d x d t \lesssim\|h\|_{L^{2}(\mathbb{R})}^{2} \int_{\mathbb{R} \backslash B_{\nu}} \frac{1}{|t|^{1+a}} d t<\infty
$$

Next note that $h(t)$ is infinitely differentiable away from $t=0$ and has bounded first and second derivatives on $\mathbb{R} \backslash\{0\}$. Therefore, if $x+t, x-t$ and $x$ are all positive, or all negative, then it follows from the mean value theorem that

$$
\begin{equation*}
|h(x+t)+h(x-t)-2 h(x)| \lesssim|t|^{2} \tag{5.2}
\end{equation*}
$$

Likewise, if $x+t$ and $x$ are both positive or both negative, then

$$
\begin{equation*}
|h(x+t)-h(x)| \lesssim|t| . \tag{5.3}
\end{equation*}
$$

The implicit constants in (5.2) and (5.3) are independent of $x$ and $t$.
To estimate the remaining integral

$$
\int_{-\nu}^{\nu} \int_{\mathbb{R}} \frac{|h(x+t)+h(x-t)-2 h(x)|^{2}}{|t|^{1+a}} d x d t
$$

we break this integral up over the domains $[\nu, 0] \times \mathbb{R}$ and $[-\nu, 0] \times \mathbb{R}$. Since both integrals are similar we show estimates for the first only, which, in turn, we estimate by considering the integrals

$$
J_{1}=\int_{0}^{\nu} \int_{t}^{\infty}, \quad J_{2}=\int_{0}^{\nu} \int_{0}^{t}, \quad J_{3}=\int_{0}^{\nu} \int_{-t}^{0}, \quad J_{4}=\int_{0}^{\nu} \int_{-\infty}^{-t}
$$

It follows from (5.2) and the compact support of $h$ that

$$
\begin{aligned}
J_{1} & =\int_{0}^{\nu} \int_{t}^{\infty} \frac{|h(x+t)+h(x-t)-2 h(x)|^{2}}{|t|^{1+a}} d x d t \\
& =\int_{0}^{\nu} \int_{t}^{5 \nu} \frac{|h(x+t)+h(x-t)-2 h(x)|^{2}}{|t|^{1+a}} d x d t \lesssim \int_{0}^{\nu} \frac{|t|^{4}}{|t|^{1+a}} d t<\infty
\end{aligned}
$$

The estimate for $J_{4}<\infty$ is similar.
To estimate $J_{2}$, note that $J_{2} \lesssim J_{2,1}+J_{2,2}$ where
$J_{2,1}=\int_{0}^{\nu} \int_{0}^{t} \frac{|h(x+t)-h(x)|^{2}}{|t|^{a+1}} d x d t \quad$ and $\quad J_{2,2}=\int_{0}^{\nu} \int_{0}^{t} \frac{|h(x-t)-h(x)|^{2}}{|t|^{a+1}} d x d t$.
It follows from (5.3) that

$$
J_{2,1}(t) \lesssim \int_{0}^{\nu} \int_{0}^{t} \frac{|t|^{2}}{|t|^{1+a}} d x d t=\int_{0}^{\nu} \frac{|t|^{3}}{|t|^{a+1}} d t<\infty
$$

Next, define

$$
\begin{aligned}
H(x, t) & =\cos ^{2}\left(\frac{\pi}{2}(x-t-1)\right)+\cos ^{2}\left(\frac{\pi}{2} x\right) \sin \left(\frac{\pi}{2} x\right) \\
& =\sin ^{2}\left(\frac{\pi}{2}(x-t)\right)+\cos ^{2}\left(\frac{\pi}{2} x\right) \sin \left(\frac{\pi}{2} x\right)
\end{aligned}
$$

and note that

$$
\int_{0}^{t}|H(x, t)|^{2} d x \lesssim \int_{0}^{t}\left|(x-t)^{2}\right|^{2} d x+\int_{0}^{t}|x|^{2} d x \lesssim|t|^{3}
$$

It now follows that

$$
J_{2,2}=\int_{0}^{\nu} \int_{0}^{t} \frac{|H(x, t)|^{2}}{|t|^{a+1}} d x d t \lesssim \int_{0}^{\nu} \frac{|t|^{3}}{|t|^{a+1}} d t<\infty
$$

Therefore,

$$
J_{2} \lesssim J_{2,1}+J_{2,2}<\infty
$$

By using calculations similar to those used to deal with $J_{2}$, one can also show that $J_{3}<\infty$. We can now conclude that $\left\|\varphi_{3} F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}=\|h\|_{\dot{H}^{a / 2}(\mathbb{R})}<\infty$.

The estimates for $\left\|\varphi_{j} F_{2}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}, j=1,2,4,5$, proceed along similar lines to those above.

Proof of Theorem 5.1. Combining Lemmas 5.9 and 5.10 shows that if $0<a<3$, then

$$
\left(\int|\gamma|^{a}|\widehat{f}(\gamma)|^{2} d \gamma\right)^{1 / 2}=\|f\|_{\dot{H}^{a / 2}(\mathbb{R})} \leq\left\|F_{1}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}+\left\|F_{2}\right\|_{\dot{H}^{a / 2}(\mathbb{R})}<\infty
$$

Together with Lemma 5.4 this completes the proof of Theorem 5.1.
Our main result, Theorem 3.3, now follows by combining Theorems 4.1 and 5.1.
6. Concluding remarks. 1. Throughout this remark we shall assume that Zak transforms have been quasi-periodically extended to $L_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$. A key idea in the construction of [6] was to choose the Gabor window function $g$ so that $|Z g|=1$ almost everywhere and such that $Z g$ has minimal singular support. In fact, the function $Z g$ used in [6] was locally $C^{\infty}$ on $\mathbb{R}^{2}$ except at one point in each square $S_{j, k}=(j, j+1] \times(k, k+1], j, k \in \mathbb{Z}$.

By comparison, one can show that the quasi-periodic extension of Høholdt, Jensen, and Justesen's function $F=Z f$ defined in (3.1) is continuous on $\mathbb{R}^{2}$ except at the set $\{(j, k+1 / 2): j, k \in \mathbb{Z}\}$. However, $F$ is nondifferentiable on the set $\{(t, j): t \in$ $\mathbb{R}, j \in \mathbb{Z}\}$. In this regard, the construction in [6] provides a Gabor orthonormal basis $\mathcal{G}(g, 1,1)$ such that $Z g$ has more smoothness than $F=Z f$ in (3.1).
2. We have shown that the basis of Høholdt, Jensen, and Justesen is almost optimally localized with respect to the $(p, q)$ Balian-Low result in Theorem 1.3 when $(p, q)=(3 / 2,3)$. It would be interesting to see whether Høholdt, Jensen, and Justesen's method of construction can be extended to provide optimality for other values of $(p, q)$. With respect to further potentially optimal examples, Janssen in [20] and [21] provides several other families of functions which have the Zak transforms with minimal singular support. These include Gaussians, hyperbolic secants, and two-sided exponentials. The operation $Z^{-1}(Z g /|Z g|)$ applied to these functions yields examples of Gabor orthonormal bases for $L^{2}(\mathbb{R})$. The examples of Janssen are analogous in nature to the examples in [22] and [6], but they possess more symmetry in their decay properties. At the present, [6] provides the only construction which has been proven to be optimal for general values of the time and frequency localization parameters ( $\mathrm{p}, \mathrm{q}$ ).
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# THE STRUCTURE OF $C^{1}$ SPLINE SPACES ON FREUDENTHAL PARTITIONS* 
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#### Abstract

We analyze the structure of trivariate $C^{1}$ splines on uniform tetrahedral partitions $\Delta$. The Freudenthal partitions $\Delta$ are obtained from uniform cube partitions by using three planes with a common line to subdivide every cube into six tetrahedra. This is a natural three-dimensional generalization of the well-known three-directional mesh in the plane. By using Bernstein-Bézier techniques, we construct minimal determining sets for $C^{1}$ spline spaces on $\Delta$ of arbitrary degree and give explicit formulae for the dimension of the spaces.
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1. Introduction. Spline spaces play a fundamental role in approximation theory and computer aided geometric design. In particular, this concerns multivariate splines (see Chui [12], and the references therein), i.e., splines in more than one variable which are defined on appropriate partitions of a multidimensional domain. In contrast to the univariate case (cf. Nürnberger [24], Schumaker [34]), only few results on the structure of these spaces are known. Even the most basic problems such as determining the dimension (i.e., the number of degrees of freedom) of the spaces and constructing interpolation sets are often difficult to solve. Recently, there has been some progress in developing efficient interpolation and approximation methods for bivariate splines (cf. Alfeld and Schumaker [4, 5], Davydov and Zeilfelder [13], Lai and Schumaker [19, 20], Nürnberger, Rayevskaya, Schumaker and Zeilfelder [25], Nürnberger, Schumaker and Zeilfelder [27], Nürnberger and Zeilfelder [29, 30], Zeilfelder [42], and the references therein) which are useful for many applications. On the other hand, much less is known for trivariate splines, i.e., splines defined on tetrahedral partitions. One reason for this is that the smoothness conditions imply complex relations between the coefficients of the splines. For example, it has been observed (cf. Alfeld, Schumaker and Sirvent [6, Example 25], Alfeld, Schumaker and Whiteley [7, Remark 66]) that even for tetrahedral partitions of certain conic domains an analysis of these conditions would require the knowledge of the structure of bivariate spline spaces of any degree on general triangulations. It is known that even for uniform (type) three-dimensional partitions it is a complex task to analyze this structure since all the smoothness conditions in space directions have to be taken into account. In this paper, we investigate $C^{1}$ spline spaces of any polynomial degree defined on uniform tetrahedral partitions.

Different types of splines in three variables have been suggested in the literature (see the comparison and discussion in Remark 6.2). For trivariate splines as we consider here, there are basically two approaches. For the case of arbitrary tetrahedral partitions, there exist methods for super spline spaces (i.e., subspaces with a higher smoothness on lower-dimensional faces) with a relatively high degree (cf. Ženišek [43]).

[^20]A $C^{1}$ quintic super spline construction, where all the tetrahedra are split into four subtetrahedra, was given by Alfeld [2], while the $C^{1}$ cubic and quadratic spline methods of Worsey and Farin [40] and Worsey and Piper [41] (see also Sorokina and Worsey [38]) are based on splitting all the tetrahedra into 12 and 24 subtetrahedra, respectively. In the second approach, classes of tetrahedral partitions are investigated, where no splits are used. Smooth quintic super spline constructions on such partitions were recently developed by Lai and Le Méhauté [18] and Schumaker and Sorokina [35]. One special class of tetrahedral partitions is obtained from a cube partition, where each cube is uniformly split into 24 tetrahedra. These partitions are sometimes called type- 6 tetrahedral partitions and are natural three-dimensional generalizations of the well-known four-direction mesh in the plane. For these partitions, independently, Schumaker and Sorokina [36] constructed a generalization of the element of Fraejis de Veubeke and Sander (see the survey of Zeilfelder [42], for instance) by using $C^{1}$ trivariate super splines of degree six, while Hangelbroek, Nürnberger, Rössl, Seidel and Zeilfelder [16] determined the dimension of $C^{1}$ spline spaces (with no super smoothness) of arbitrary degree. Based on the latter results on the structure of spline spaces, Nürnberger, Rössl, Seidel and Zeilfelder [26, 31, 32] (see also Schlosser, Hesser, Zeilfelder, Rössl, Männer, Nürnberger, and Seidel [33]) developed methods for the approximation and visualization of volumetric data by using quadratic and cubic trivariate splines with appropriate smoothness properties. This shows that a structural analysis of the spline spaces is sometimes the first step to develop approaches useful for the applications, where volumetric models with advantageous properties such as high-quality visualization have to be reconstructed from discrete data. The numerical tests in $[26,31,32,33]$ indicate the potential of trivariate splines to approximate huge volumetric (gridded and scattered) data sets with up to millions of data points with a high efficiency.

In this paper, we determine the dimension of trivariate $C^{1}$ splines of arbitrary degree on a natural class of uniform type tetrahedral partitions $\Delta$, where no tetrahedron is split. These partitions $\Delta$ generalize the well-known three-direction mesh in the plane and are called Freudenthal partitions. The Freudenthal partitions $\Delta$ are obtained from a uniform cube partition of a domain $\Omega$ in $\mathbb{R}^{3}$, where each cube is subdivided into six tetrahedra (see Figure 1). Hence the number of tetrahedra within each cube is smaller than for the above-mentioned type-6 tetrahedral partitions. We investigate the structure of the spaces of trivariate $C^{1}$ polynomial splines on $\Delta$, i.e., the spaces defined by

$$
\begin{equation*}
\mathcal{S}_{q}^{1}(\Delta)=\left\{s \in C^{1}(\Omega): s_{\left.\right|_{T}} \in \mathcal{P}_{q} \text { for all tetrahedra } T \in \Delta\right\} \tag{1.1}
\end{equation*}
$$

where

$$
\mathcal{P}_{q}=\operatorname{span}\left\{x^{i} y^{j} z^{k}: i, j, k \geq 0, i+j+k \leq q\right\}
$$

denotes the space of trivariate polynomials of total degree $q$. The main result of this paper (Theorem 3.1) is an explicit formula for the dimension of the spline spaces in (1.1). Its proof is complex. We construct a so-called minimal determining set (cf. Alfeld, Piper and Schumaker [3], Schumaker and Sorokina [35, 36]) for $\mathcal{S}_{q}^{1}(\Delta)$ based on the piecewise Bernstein-Bézier representation of the splines. Our inductive construction is based on two steps. In the first step, we construct minimal determining sets for $C^{1}$ splines defined on a tetrahedral partition of a single cube. Then, in the second step, we construct a minimal determining set for the whole $C^{1}$ spline space (Theorem 5.1), where in each step, we determine the remaining degrees of freedom. To do this, we pass through the cubes in an appropriate order. The cardinality of the minimal determining set gives the dimension of the spline spaces. As a main tool
for proving our results, we use a well-known characterization of the $C^{1}$ smoothness of two neighboring polynomial pieces in its Bernstein-Bézier representation (cf. de Boor [8], Farin [14]). We note that, although the results presented here are of independent interest, this paper can be understood as a basis for our recent local data interpolation methods (cf. Hecklin, Nürnberger, Schumaker and Zeilfelder [17]) for cubic $C^{1}$ splines on partially subdivided Freudenthal partitions, which yield optimal approximation order of smooth functions. A first paper (cf. Nürnberger, Schumaker and Zeilfelder [28]) dealing with the difficult problem of constructing local Lagrange interpolation sets for smooth trivariate splines has recently appeared.

The paper is organized as follows. In section 2, we describe trivariate splines on Freudenthal partitions $\Delta$, their piecewise Bernstein-Bézier representation and $C^{1}$ smoothness conditions. Section 3 contains our main result on the dimension of the spline spaces $\mathcal{S}_{q}^{1}(\Delta)$, and the definition of minimal determining sets. In section 4 , we construct such sets for $C^{1}$ splines on a partition of a cube and give an explicit formula for the dimension of the corresponding spline spaces. These results are used in section 5 , where we construct minimal determining sets for the whole space of $C^{1}$ splines and prove our main results. We close the paper with some remarks.
2. Splines on Freudenthal partitions and $C^{1}$ smoothness conditions. Let $\diamond$ be the uniform cube partition of the domain $\Omega=[0, n] \times[0, n] \times[0, n] \subseteq \mathbb{R}^{3}$ which is obtained by intersecting $\Omega$ with $n+1$ parallel planes in each of the three space dimensions, i.e.,

$$
\diamond=\left\{Q_{(i, j, k)}: Q_{(i, j, k)}=[i-1, i] \times[j-1, j] \times[k-1, k], i, j, k=1, \ldots, n\right\}
$$

We cut each of the $n^{3}$ cubes $Q_{(i, j, k)}, i, j, k=1, \ldots, n$, in $\diamond$ with the three planes in $\mathbb{R}^{3}$ defined by

$$
\begin{equation*}
L_{1}: x-y=i-j, \quad L_{2}: x-z=i-k, \quad \text { and } \quad L_{3}: y-z=j-k \tag{2.1}
\end{equation*}
$$

This leads to a natural, uniform tetrahedral partition $\Delta$ of $\Omega$, where in correspondence to the six possible orderings of the variables $x, y$, and $z$ each cube $Q \in \diamond$ is split into six tetrahedra (see Figure 1, left and middle). More precisely, the construction is as follows. First, we subdivide each cube by slicing with $L_{1}$. Then, the two resulting prisms are further subdivided by slicing each of them with $L_{2}$ and $L_{3}$. Note that the planes $L_{1}, L_{2}$, and $L_{3}$ coincide along the main diagonal of $Q_{i, j, k}$, which connects the points $(i-1, j-1, k-1)$ and $(i, j, k)$. It can be observed that the six tetrahedra


Fig. 1. Freudenthal partitions $\Delta$ are obtained by splitting each cube of a uniform cube partition $\diamond$ (left) into six tetrahedra by using three planes: first each cube is split into two prisms, then both prisms are further subdivided into three tetrahedra (middle). Each cutting plane of these partitions is a three-direction mesh known from bivariate spline theory (right).
within each cube $Q$ join the main diagonal of $Q$ as a common edge. Moreover, the six tetrahedra can be obtained by taking the main diagonal of the cube as one edge, where the opposite edge is one of the six edges of the cube which are disjoint to the main diagonal. It is easy to see that the intersection of $\Delta$ with any plane parallel to the $x y-, x z-$, and $y z-$ plane as well as with $L_{1}, L_{2}$, and $L_{3}$ is a three-direction mesh known from the bivariate setting (see Figure 1, right). Therefore, the tetrahedral partitions $\Delta$ are natural three-dimensional generalizations of these uniform triangulations. According to our knowledge, the partitions $\Delta$ were first considered by Freudenthal [15]; therefore we follow Carr, Möller and Snoeyink [11] and call them Freudenthal (tetrahedral) partitions.

Counting the number of tetrahedra $N_{\Delta}$, triangular faces $F_{\Delta}$, edges $E_{\Delta}$, and vertices $V_{\Delta}$ of a Freudenthal partition $\Delta$, respectively, it is easy to see that

$$
\begin{align*}
& N_{\Delta}=6 n^{3}, \quad F_{\Delta}=12 n^{3}+6 n^{2}, \quad E_{\Delta}=7 n^{3}+9 n^{2}+3 n, \\
& \text { and } \quad V_{\Delta}=n^{3}+3 n^{2}+3 n+1 \tag{2.2}
\end{align*}
$$

In the following, we consider trivariate $C^{1}$ splines of arbitrary degree with respect to $\Delta$. This means that we investigate the spaces $\mathcal{S}_{q}^{1}(\Delta)$ defined in (1.1). Since this is the trivial space of linear polynomials for $q=1$, we are obviously interested in the choice $q \geq 2$. In order to analyze the structure of these spaces, the smoothness conditions across the interior triangular faces of $\Delta$ have to be taken into account. To do this, we use the piecewise Bernstein-Bézier representation of the splines from $\mathcal{S}_{q}^{1}(\Delta)$, which allows us to describe these conditions in a convenient form.

Given a (nondegenerate) tetrahedron $T=\left[v_{0}, v_{1}, v_{2}, v_{3}\right] \in \Delta$ with vertices $v_{0}$, $v_{1}, v_{2}$, and $v_{3}$, the linear polynomials $\Phi_{\nu} \in \mathcal{P}_{1}, \nu=0, \ldots, 3$, with the interpolation property $\Phi_{\nu}\left(v_{\mu}\right)=\delta_{\nu, \mu}, \mu=0, \ldots, 3$, are called the barycentric coordinates w.r.t. $T$. Every polynomial piece $p=s_{\left.\right|_{T}} \in \mathcal{P}_{q}$ of a continuous spline $s$ on $\Delta$ can be written in its Bernstein-Bézier representation

$$
\begin{equation*}
s_{\left.\right|_{T}}(z)=\sum_{\omega+\rho+\sigma+\tau=q} b_{\omega, \rho, \sigma, \tau} B_{\omega, \rho, \sigma, \tau}^{q, T}(z), \quad z \in T \tag{2.3}
\end{equation*}
$$

where $B_{\omega, \rho, \sigma, \tau}^{q, T}=q!/(\omega!\rho!\sigma!\tau!) \Phi_{0}^{\omega} \Phi_{1}^{\rho} \Phi_{2}^{\sigma} \Phi_{3}^{\tau} \in \mathcal{P}_{q}, \omega+\rho+\sigma+\tau=q$, are the Bernstein polynomials of degree $q$ w.r.t. $T$ and $b_{\omega, \rho, \sigma, \tau} \in \mathbb{R}, \omega+\rho+\sigma+\tau=q$, are the BernsteinBézier coefficients of $p$. It is well known (cf. Alfeld, Piper and Schumaker [3], Alfeld, Schumaker and Whiteley [7]) that each coefficient $b_{\omega, \rho, \sigma, \tau}$ in the Bernstein-Bézier representation (2.3) of $s_{\left.\right|_{T}}$ can be uniquely associated with the domain point $\xi_{\omega, \rho, \sigma, \tau}=$ $\left(\omega v_{0}+\rho v_{1}+\sigma v_{2}+\tau v_{3}\right) / q$, i.e., we define $b_{\omega, \rho, \sigma, \tau}(s):=b_{\omega, \rho, \sigma, \tau}\left(s_{\left.\right|_{T}}\right)=b_{\omega, \rho, \sigma, \tau}, \omega+$ $\rho+\sigma+\tau=q$. We note that the coefficients associated with the domain points on common triangular faces of the tetrahedra coincide, since the splines are continuous. Moreover, we set $\mathcal{D}_{q}(\Delta)$ as the union of all sets of domain points $\mathcal{D}_{q, T}$ w.r.t. the tetrahedra $T$ of $\Delta$.

Due to the special structure of Freudenthal partitions $\Delta$ the domain points can be described in terms of Euclidian coordinates. In the following, we set

$$
\xi_{\alpha, \beta, \gamma}^{Q_{(i, j, k)}}=(i-1+\alpha / q, j-1+\beta / q, k-1+\gamma / q), \quad \alpha, \beta, \gamma=0, \ldots, q
$$

for the domain points $\mathcal{D}_{q, Q_{(i, j, k)}}$ within the cube $Q_{(i, j, k)}$ and indicate for $i, j, k \in$ $\{1, \ldots, n\}$,

$$
b_{\xi}(s)=b_{\xi}, \quad \xi=\xi_{\alpha, \beta, \gamma}^{Q_{(i, j, k)}}, \quad \alpha, \beta, \gamma=0, \ldots, q
$$

We use this natural notation to keep the proofs in the subsequent sections short.

It is known that for any tetrahedral partition, the number of domain points coincides with the dimension of continuous spline spaces of arbitrary degree. For Freudenthal partitions $\Delta$, a straightforward computation shows that this number is equal to $(q+1+(n-1) q)^{3}=(n q+1)^{3}=q^{3} n^{3}+3 q^{2} n^{2}+3 q n+1$, since the continuity of a spline $s$ on $\Delta$ is equivalent to $b_{\xi}(s)=b_{\xi}=b_{\xi^{\prime}}=b_{\xi^{\prime}}(s)$ for all $\xi, \xi^{\prime}$, where

$$
\begin{array}{ll}
\left(\xi=\xi_{q, \alpha, \beta}^{Q_{(i, j, k)}} \text { and } \xi^{\prime}=\xi_{0, \alpha, \beta}^{Q_{(i+1, j, k)}}\right), & \left(\xi=\xi_{\alpha, q, \beta}^{Q_{(j, i, k)}} \text { and } \xi^{\prime}=\xi_{\alpha, 0, \beta}^{Q_{(j, i+1, k)}}\right), \\
\left(\xi=\xi_{\alpha, \beta, q}^{Q_{(j, k, i)}} \text { and } \xi^{\prime}=\xi_{\alpha, \beta, 0}^{Q_{(j, k, i+1)}}\right), \quad \alpha, \beta=0, \ldots, q
\end{array}
$$

and $i, j, k=1, \ldots, n, i \neq n$. The situation is much more complex if we consider differentiable splines $s$ on $\Delta$, i.e., $s \in \mathcal{S}_{q}^{1}(\Delta)$, where $\mathcal{S}_{q}^{1}(\Delta)$ is the space defined in (1.1). As noted above, in this case, it is necessary to describe the smoothness conditions of the polynomial pieces of the splines on neighboring tetrahedra of $\Delta$ (i.e., tetrahedra with a common triangular face) in a convenient form. It is well known that this can be done by using the next result of Farin [14] (see also de Boor [8], and Chui [12]) which characterizes smoothness conditions for splines on two neighboring tetrahedra in terms of the coefficients of its piecewise Bernstein-Bézier representation.

THEOREM 2.1. Let two neighboring tetrahedra $T=\left[v_{0}, v_{1}, v_{2}, v_{3}\right], \tilde{T}=\left[v_{0}, v_{1}\right.$, $\left.v_{2}, \tilde{v}_{3}\right]$, and a continuous spline $s$ on $T \cup \tilde{T}$ with

$$
s_{\left.\right|_{T}}=p=\sum_{\omega+\rho+\sigma+\tau=q} b_{\omega, \rho, \sigma, \tau} B_{\omega, \rho, \sigma, \tau}^{q, T} \quad \text { and } \quad s_{\left.\right|_{\tilde{T}}}=\tilde{p}=\sum_{\omega+\rho+\sigma+\tau=q} \tilde{b}_{\omega, \rho, \sigma, \tau} B_{\omega, \rho, \sigma, \tau}^{q, \tilde{T}}
$$

be given. Then, $s$ is differentiable across the common triangular face $T \cap \tilde{T}=$ $\left[v_{0}, v_{1}, v_{2}\right]$, i.e., $s \in C^{1}(T \cup \tilde{T})$ if and only if for all $\omega+\rho+\sigma=q-1$,

$$
\begin{align*}
\tilde{b}_{\omega, \rho, \sigma, 1}= & b_{\omega+1, \rho, \sigma, 0} \Phi_{0}\left(\tilde{v}_{3}\right)+b_{\omega, \rho+1, \sigma, 0} \Phi_{1}\left(\tilde{v}_{3}\right)  \tag{2.4}\\
& +b_{\omega, \rho, \sigma+1,0} \Phi_{2}\left(\tilde{v}_{3}\right)+b_{\omega, \rho, \sigma, 1} \Phi_{3}\left(\tilde{v}_{3}\right),
\end{align*}
$$

where $\Phi_{\nu}\left(\tilde{v}_{3}\right), \nu=0, \ldots, 3$, are the barycentric coordinates with respect to $T$, evaluated at the point $\tilde{v}_{3}$.

The relations in (2.4) show that in order to guarantee the $C^{1}$ smoothness across $T \cap \tilde{T}$ exactly $q(q+1) / 2$ conditions have to be satisfied. In particular, the relations imply that if coefficients of the form $b_{\omega, \rho, \sigma, \ell}, \omega+\rho+\sigma=q-\ell, \ell=0,1$, are determined, then the coefficients $\tilde{b}_{\omega, \rho, \sigma, 1}, \omega+\rho+\sigma=q-1$ (i.e., the coefficients in distance one to $T \cap \tilde{T})$ are uniquely determined. In general, there are five coefficients involved in each of these conditions (see Figure 2, left). Analogous to the univariate and bivariate case, each of these conditions has the geometric interpretation that there are five corresponding points in $\mathbb{R}^{4}$ which lie in the same (three-dimensional) hyperplane. The fourth component of these points is a Bernstein-Bézier coefficient which appears in (2.4) while the first three components are the associated domain points. If one or even two of the barycentric coordinates at the point $\tilde{v}_{3}$ vanish, then the number of involved coefficients is four and three, respectively (see Figure 2, middle and right). In these cases, the smoothness conditions degenerate to lower dimensional conditions which are similar as in the bivariate and univariate setting, i.e., four points of the above form lie in a plane and three points lie on a line, respectively. Therefore, these cases are sometimes called degenerate cases.


Fig. 2. Illustration of $C^{1}$ smoothness conditions across the common triangular face of two neighboring tetrahedra (in the case $q=3$ ). The domain points associated with coefficients involved are shown as dark dots. In general, there are five coefficients involved in every condition (left). In the special case when three of the five vertices of the neighboring tetrahedra lie on one line, the smoothness conditions degenerate to conditions of univariate type, which means that only three points are affected by every condition (right). For Freudenthal partitions $\Delta$ only four coefficients are relevant for each $C^{1}$ smoothness condition (middle), since for every pair of neighboring tetrahedra in $\Delta$ four of the five vertices lie in a plane.


Fig. 3. Each smoothness condition satisfied by the $C^{1}$ splines on Freudenthal partitions $\Delta$ degenerates to a $C^{1}$ condition of bivariate type. The example shows the case $q=3$, where the domain points associated with the four coefficients involved in each smoothness condition are shown as dark dots. Conditions on neighboring tetrahedra inside a cube of $\diamond$ (i.e., the conditions in (6)-(8)) are illustrated on the left, while an example illustrating the smoothness conditions on two neighboring tetrahedra from different cubes (i.e., the conditions in (11)) is shown on the right.

While on general tetrahedral partitions these three types of smoothness conditions can appear, we observe that all the conditions on neighboring tetrahedra satisfied by the splines from $\mathcal{S}_{q}^{1}(\Delta)$, where $\Delta$ is a Freudenthal partition, are of the same type. More precisely, for every pair of neighboring tetrahedra in $\Delta$ exactly four Bernstein-Bézier coefficients are involved in each $C^{1}$ condition and hence only degenerate smoothness conditions of bivariate type appear for these splines. The following lemma shows that the smoothness conditions satisfied by these splines can easily be described by one single formula. However, the arguments given in the subsequent sections indicate that even for $\Delta$ the analysis of the overall smooth spline spaces is a complex task since the conditions have to be satisfied simultaneously across all the interior triangular faces of $\Delta$. Figure 3 further illustrates the lemma.

Lemma 2.2. Let $s$ be a continuous spline on a Freudenthal partition $\Delta$ with BBcoefficients $b_{\xi}(s)=b_{\xi}, \quad \xi \in \mathcal{D}_{q}(\Delta)$ in its piecewise Bernstein-Bézier representation
(2.3). Then, $s \in \mathcal{S}_{q}^{1}(\Delta)$ if and only if $b_{\xi}+b_{\xi^{\prime}}=b_{\xi^{*}}+b_{\xi^{\prime \prime}}$ for all $\xi, \xi^{\prime}, \xi^{*}, \xi^{\prime \prime}$, where

$$
\begin{align*}
& \left(\xi=\xi_{\beta, \alpha, \alpha}^{Q_{(i, j, k)}}, \xi^{\prime}=\xi_{\beta, \alpha+1, \alpha+1}^{Q_{(i, j, k)}}, \xi^{*}=\xi_{\beta, \alpha+1, \alpha}^{Q_{(i, j, k)},} \text {, and } \quad \xi^{\prime \prime}=\xi_{\beta, \alpha, \alpha+1}^{Q_{(i, j, k)}}\right),  \tag{2.5}\\
& \left(\xi=\xi_{\alpha, \beta, \alpha}^{Q_{(i, j, k)}}, \xi^{\prime}=\xi_{\alpha+1, \beta, \alpha+1}^{Q_{(i, j, k}}, \xi^{*}=\xi_{\alpha+1, \beta, \alpha}^{Q_{(i, j, k)},} \text { and } \quad \xi^{\prime \prime}=\xi_{\alpha, \beta, \alpha+1}^{Q_{(i, j, k)}}\right),  \tag{2.6}\\
& \left(\xi=\xi_{\alpha, \alpha, \beta}^{Q_{(i, j, k)}}, \xi^{\prime}=\xi_{\alpha+1, \alpha+1, \beta}^{Q_{(i, j, k},}, \xi^{*}=\xi_{\alpha+1, \alpha, \beta}^{Q_{(i, j, k)}, \text { and }} \quad \xi^{\prime \prime}=\xi_{\alpha, \alpha+1, \beta}^{Q_{(i, j, k)}}\right),  \tag{2.7}\\
& \quad \alpha, \beta=0, \ldots, q, \alpha \neq q, i, j, k=1, \ldots, n,
\end{align*}
$$

and

$$
\begin{align*}
& \left(\xi=\xi_{q, \alpha, \beta}^{Q_{i, j, k)}}, \xi^{\prime}=\xi_{q, \alpha+1, \beta+1}^{Q_{(i, j, k)}}, \xi^{*}=\xi_{q-1, \alpha, \beta}^{Q_{(i, j, k)}} \text {, and } \quad \xi^{\prime \prime}=\xi_{1, \alpha+1, \beta+1}^{Q_{(i+1, j, k}}\right) \text {, }  \tag{2.8}\\
& \left(\xi=\xi_{\alpha, q, \beta}^{Q_{(j, i, k)}}, \xi^{\prime}=\xi_{\alpha+1, q, \beta+1}^{Q_{(j, i, k)}}, \xi^{*}=\xi_{\alpha, q-1, \beta}^{Q_{(j, i, k)}}, \text { and } \xi^{\prime \prime}=\xi_{\alpha+1,1, \beta+1}^{Q_{(j, i+1, k)}}\right) \text {, }  \tag{2.9}\\
& \left(\xi=\xi_{\alpha, \beta, q}^{Q_{(j, k, i)}}, \xi^{\prime}=\xi_{\alpha+1, \beta+1, q}^{Q_{(j, k, i}}, \xi^{*}=\xi_{\alpha, \beta, q-1}^{Q_{(j, k, i)}}, \text { and } \quad \xi^{\prime \prime}=\xi_{\alpha+1, \beta+1,1}^{Q_{(j, k, i+1)}}\right) \text {, }  \tag{2.10}\\
& \alpha, \beta=0, \ldots, q-1, i, j, k=1, \ldots, n, i \neq n .
\end{align*}
$$

Proof of Lemma 2.2. Let $T=\left[v_{0}, v_{1}, v_{2}, v_{3}\right]$ and $\tilde{T}=\left[v_{0}, v_{1}, v_{2}, \tilde{v}_{3}\right]$ be two tetrahedra from $\Delta$ with a common triangular face $F=T \cap \tilde{T}=\left[v_{0}, v_{1}, v_{2}\right]$, where $v_{3} \neq \tilde{v}_{3}$. It follows from the special structure of $\Delta$ that in all cases the vertices $v_{0}, v_{1}$, and $v_{2}$ of $F$ can be arranged such that $v_{0}, v_{1}, v_{3}$, and $\tilde{v}_{3}$ lie in the same plane and form a parallelogram $P$ with diagonal $\left[v_{0}, v_{1}\right]$. If $T$ and $\tilde{T}$ are contained in two different cubes, then $P$ lies within a plane of the form (2.1). Otherwise, $P$ lies in a plane parallel to one of the three coordinate planes. In both cases, we compute

$$
\Phi_{0}\left(\tilde{v}_{3}\right)=1, \quad \Phi_{1}\left(\tilde{v}_{3}\right)=1, \quad \Phi_{2}\left(\tilde{v}_{3}\right)=0, \quad \text { and } \quad \Phi_{3}\left(\tilde{v}_{3}\right)=-1,
$$

where $\Phi_{\nu}, \nu=0, \ldots, 3$, denote the barycentric coordinates w.r.t. $T$. Therefore, the assertion follows from Theorem 2.1. This proves the lemma.

Remark 2.3. Combining the conditions in (2.5)-(2.7) which involve the coefficients along the main diagonal of the cube $Q_{(i, j, k)}$, we observe that for any $C^{1}$ spline on $\Delta$ the hidden conditions $b_{\xi}+2 b_{\xi^{\prime}}=b_{\xi^{\prime \prime}}+b_{\xi^{*}}+b_{\tilde{\xi}}$ are satisfied, where

$$
\begin{align*}
& \left(\xi=\xi_{\alpha+1, \alpha+1, \alpha+1}^{Q_{(i, j, k)}}, \xi^{\prime}=\xi_{\alpha, \alpha, \alpha}^{Q_{(i, j, k)}}, \xi^{\prime \prime}=\xi_{\alpha+1, \alpha, \alpha}^{Q_{(i, j, k)}}, \xi^{*}=\xi_{\alpha, \alpha+1, \alpha}^{Q_{(i, j, k)}},\right.  \tag{2.11}\\
& \text { and } \left.\tilde{\xi}=\xi_{\alpha, \alpha, \alpha+1}^{Q_{(i, j, k}}\right), \quad \alpha=0, \ldots, q-1, \quad i, j, k=1, \ldots, n .
\end{align*}
$$

3. Minimal determining sets and main result. An analysis of the structure of smooth multivariate splines is frequently done by constructing minimal determining sets for the spaces. Following Alfeld, Piper and Schumaker [3] (see also Schumaker and Sorokina [35, 36]), we call $\mathcal{M} \subseteq \mathcal{D}_{q}(\Delta)$ a determining set (DS) for $\mathcal{S}_{q}^{1}(\Delta)$, if setting the coefficients $b_{\xi}(s), \xi \in \mathcal{M}$, of a spline $s \in \mathcal{S}_{q}^{1}(\Delta)$ to zero, implies that $s=0$. A determining set $\mathcal{M}$ is called a minimal determining set (MDS) for $\mathcal{S}_{q}^{1}(\Delta)$ if no determining set for $\mathcal{S}_{q}^{1}(\Delta)$ with fewer elements than in $\mathcal{M}$ exists. Hence, it is obvious that $\mathcal{M}$ is an MDS for $\mathcal{S}_{q}^{1}(\Delta)$, if setting the coefficients $b_{\xi}(s), \xi \in \mathcal{M}$, of a spline $s \in \mathcal{S}_{q}^{1}(\Delta)$ to arbitrary real values, all its coefficients $b_{\xi}(s), \xi \in \mathcal{D}_{q}(\Delta)$, are uniquely determined (whereby all smoothness conditions described in (2.5)-(2.10) are satisfied). The cardinality of an MDS for $\mathcal{S}_{q}^{1}(\Delta)$ coincides with the dimension (i.e., the

Table 1
Dimensions of $C^{1}$ and $C^{0}$ splines on Freudenthal partitions $\Delta$.

| $q$ | Dimension of $\mathcal{S}_{q}^{1}(\Delta)$ | $n=1$ | Dimension of $\mathcal{S}_{q}^{0}(\Delta)$ | $n=1$ |
| ---: | :---: | ---: | ---: | ---: |
| 1 | 4 | 4 | $n^{3}+\mathcal{O}\left(n^{2}\right)$ | 8 |
| 2 | $9 n+4$ | 13 | $8 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 27 |
| 3 | $12 n^{2}+18 n+4$ | 34 | $27 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 64 |
| 4 | $6 n^{3}+36 n^{2}+27 n+4$ | 73 | $64 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 125 |
| 5 | $24 n^{3}+72 n^{2}+36 n+4$ | 136 | $125 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 216 |
| 6 | $60 n^{3}+120 n^{2}+45 n+4$ | 229 | $216 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 343 |
| 7 | $120 n^{3}+180 n^{2}+54 n+4$ | 358 | $343 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 512 |
| 8 | $210 n^{3}+252 n^{2}+63 n+4$ | 529 | $512 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 729 |
| 9 | $336 n^{3}+336 n^{2}+72 n+4$ | 748 | $729 n^{3}+\mathcal{O}\left(n^{2}\right)$ | 1000 |

number of degrees of freedom) of the spline space. Moreover, we note that it is well known in multivariate spline theory that the explicit construction of MDS gives insight on the structure of spline spaces. In section 5, we construct an MDS for $C^{1}$ splines of any degree on Freudenthal partitions $\Delta$. From this construction (see Theorem 5.1), we obtain the following theorem, which we state here as our main result.

Theorem 3.1. Let $\Delta$ be a Freudenthal partition. Then the dimension of $\mathcal{S}_{q}^{1}(\Delta)$ is given by

$$
\begin{equation*}
(q-3)(q-2)(q-1) n^{3}+6(q-2)(q-1) n^{2}+9(q-1) n+4 . \tag{3.1}
\end{equation*}
$$

Table 1 lists the dimension of $\mathcal{S}_{q}^{1}(\Delta)$ for low degrees, i.e., $q \in\{1, \ldots, 9\}$, for arbitrary $n$ and $n=1$ (i.e., the case of one cube), and compares them with the asymptotic number of degrees of freedom as well as with the case $n=1$ for the continuous spline spaces on $\Delta$ of the same degree.

In the next corollary, we give some alternative formulae for the dimension of $\mathcal{S}_{q}^{1}(\Delta)$. Recall that for Freudenthal partitions $\Delta$ the quantities $N_{\Delta}, F_{\Delta}, E_{\Delta}$, and $V_{\Delta}$ are given as in (2.2). In addition, let $V_{I}$ be the number of interior vertices of $\Delta$, $V_{B}$ the number of boundary vertices of $\Delta, F_{I}$ the number of interior triangular faces of $\Delta$, and $E_{I}$ the number of interior edges of $\Delta$. An elementary computation shows that we have

$$
V_{I}=n^{3}-3 n^{2}+3 n-1, \quad V_{B}=6 n^{2}+2, \quad F_{I}=12 n^{3}-6 n^{2},
$$

and

$$
E_{I}=7 n^{3}-9 n^{2}+3 n .
$$

Since $\Delta$ can be completely constructed by starting with an appropriate tetrahedron and adding successively tetrahedra which intersect the union of the tetrahedra considered before along one, two or three triangular faces, the Euler-type formulae

$$
V_{B}=2 N_{\Delta}-F_{I}+2, \quad N_{\Delta}=V_{I}-E_{I}+F_{I}+1,
$$

are satisfied (see the discussion on shellable tetrahedral partitions in Lai and Schumaker [21]). By using these relations, the formula in (3.1), and some elementary computations, we obtain the following result.

Corollary 3.2. Let $\Delta$ be a Freudenthal partition. Then, the dimension of $\mathcal{S}_{q}^{1}(\Delta)$ is given by

$$
\begin{aligned}
& \frac{1}{6}\left(24 V_{\Delta}+6(3 q-7) E_{\Delta}+3\left(2 q^{2}-15 q+21\right) F_{\Delta}\right. \\
& \left.\quad+\left(q^{3}-18 q^{2}+80 q-87\right) N_{\Delta}\right) \\
=\frac{1}{6}( & 18(q-1) V_{I}+3\left(2 q^{2}-3 q+1\right) V_{B}+\left(q^{3}-6 q^{2}+8 q-3\right) N_{\Delta} \\
& \left.\quad-12\left(q^{2}-3 q\right)\right) \\
=\frac{1}{6}( & \left(q^{3}+6 q^{2}+8 q-15\right) V_{I}-\left(q^{3}+6 q^{2}-10 q+3\right) E_{I}+ \\
& \left.\quad\left(q^{3}-q\right) F_{I}+\left(q^{3}+6 q^{2}+8 q+9\right)\right) .
\end{aligned}
$$

4. MDS for $\boldsymbol{C}^{\mathbf{1}}$ splines on a tetrahedrized cube. In this section, we deal with $C^{1}$ splines of arbitrary degree on the Freudenthal partition $\Delta_{Q}$ which is obtained by subdividing the single cube $Q=Q_{(1,1,1)}$ into six tetrahedra, i.e., the case $n=1$. This can be considered as the starting point of our inductive construction of an MDS for $\mathcal{S}_{q}^{1}(\Delta)$, which is given in the next section. In the following, we construct two different MDSs for the spaces $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$, which we denote by $\widetilde{\mathcal{M}}_{Q}$ and $\mathcal{M}_{Q}$, respectively. We first use the set $\widetilde{\mathcal{M}}_{Q}$ to determine the number of degrees of freedom of the smooth splines on $\Delta_{Q}$. For defining this set, we consider the tetrahedra $T_{i}$ of $\Delta_{Q}$ and choose appropriate subsets of $\mathcal{D}_{q, T_{i}}, i=1, \ldots, 6$. The definition of the second set $\mathcal{M}_{Q}$ requires the notation introduced in section 2 since its points are not chosen tetrahedron by tetrahedron. (We want to keep the number of symbols as small as possible, and therefore we describe both sets by using the above notation.) The set $\mathcal{M}_{Q}$ is more complex than $\widetilde{\mathcal{M}}_{Q}$, but at that point we only have to show that $\mathcal{M}_{Q}$ is a DS , since the cardinalities of $\mathcal{M}_{Q}$ and $\widetilde{\mathcal{M}}_{Q}$ coincide. Note that the construction of $\mathcal{M}_{Q}$ is the key of the proof of our main result (see section 5).

In the following, we set $\xi_{\alpha, \beta, \gamma}=\xi_{\alpha, \beta, \gamma}^{Q}, \alpha, \beta, \gamma=0, \ldots, q$, and define $\widetilde{\mathcal{M}}_{Q} \subseteq$ $\mathcal{D}_{q}\left(\Delta_{Q}\right)$. To do this, we consider six auxiliarly sets $\widetilde{\mathcal{M}}_{i}, i=1, \ldots, 6$, which are given as follows:

$$
\begin{aligned}
& \widetilde{\mathcal{M}}_{1}=\left\{\xi_{\alpha, \beta, \gamma}: \gamma \leq \beta \leq \alpha\right\} \\
& \widetilde{\mathcal{M}}_{2}=\left\{\xi_{\alpha, \beta, \gamma}: \beta+2 \leq \gamma \leq \alpha\right\} \\
& \widetilde{\mathcal{M}}_{3}=\left\{\xi_{\alpha, \beta, \gamma}: \beta \leq \alpha \leq \gamma-2\right\} \\
& \widetilde{\mathcal{M}}_{4}=\left\{\xi_{\alpha, \beta, \gamma}: \gamma \leq \alpha \leq \beta-2\right\} \\
& \widetilde{\mathcal{M}}_{5}=\left\{\xi_{\alpha, \beta, \gamma}: \alpha+2 \leq \gamma<\beta\right\} \cup\left\{\xi_{\alpha, \beta, \beta}: \alpha+3 \leq \beta\right\} \\
& \widetilde{\mathcal{M}}_{6}=\left\{\xi_{\alpha, \beta, \gamma}: \alpha+2 \leq \beta \leq \gamma-2\right\}
\end{aligned}
$$

In these definitions as well as in what follows, the indices which are not further specified run over all possible choices from $\{0, \ldots, q\}$. It is easy to see that $\widetilde{\mathcal{M}}_{1}$ is equal to $\mathcal{D}_{q, T_{1}}$, where $T_{1}$ is the tetrahedron of $\Delta_{Q}$ with the vertices $(0,0,0),(1,0,0)$, $(1,1,0)$, and $(1,1,1)$. The set $\widetilde{\mathcal{M}}_{2}$ is obtained from $\mathcal{D}_{q, T_{2}}=\left\{\xi_{\alpha, \beta, \gamma}: \beta \leq \gamma \leq \alpha\right\}$, where $T_{2}$ is the tetrahedron of $\Delta_{Q}$ with the vertices $(0,0,0),(1,0,0),(1,0,1)$, and $(1,1,1)$, by removing the domain points in $\mathcal{D}_{q, T_{2}}$ on the common triangular face of $T_{2}$ and $T_{1}$ as well as the points in $\mathcal{D}_{q, T_{2}}$ associated with coefficients in distance one to
this face. The set $\widetilde{\mathcal{M}}_{4}$ is similar to $\widetilde{\mathcal{M}}_{2}$ : here we remove the analogous points from $\mathcal{D}_{q, T_{4}}=\left\{\xi_{\alpha, \beta, \gamma}: \gamma \leq \alpha \leq \beta\right\}$, where $T_{4}$ is the tetrahedron of $\Delta_{Q}$ with vertex $(0,1,0)$, which has the triangular face with vertices $(0,0,0),(1,1,0)$, and $(1,1,1)$ in common with $T_{1}$. Similarly, the set $\widetilde{\mathcal{M}}_{3}$ is obtained from $\mathcal{D}_{q, T_{3}}=\left\{\xi_{\alpha, \beta, \gamma}: \beta \leq \alpha \leq \gamma\right\}$, where $T_{3}$ is the tetrahedron of $\Delta_{Q}$ with the vertices $(0,0,0),(0,0,1),(1,0,1)$, and $(1,1,1)$, by removing the domain points in $T_{3}$ on the common triangular face of $T_{3}$ and $T_{2}$ as well as the points in $T_{3}$ associated with coefficients in distance one to this face. The sets $\widetilde{\mathcal{M}}_{5}$ and $\widetilde{\mathcal{M}}_{6}$ are subsets of $\mathcal{D}_{q, T_{5}}=\left\{\xi_{\alpha, \beta, \gamma}: \alpha \leq \gamma \leq \beta\right\}$ and $\mathcal{D}_{q, T_{6}}=\left\{\xi_{\alpha, \beta, \gamma}: \alpha \leq \beta \leq \gamma\right\}$, where $T_{5}$ is the tetrahedron of $\Delta_{Q}$ with the vertices $(0,0,0),(0,1,0),(0,1,1)$, and $(1,1,1)$, and $T_{6}$ is the tetrahedron of $\Delta_{Q}$ with the vertices $(0,0,0),(0,0,1),(0,1,1)$, and $(1,1,1)$, respectively: here, we remove similar points as above, and some additional points on their common triangular face with vertices $(0,0,0),(0,1,1)$, and $(1,1,1)$, i.e., the points in distance two to the main diagonal in $Q$.

We set

$$
\widetilde{\mathcal{M}}_{Q}=\bigcup_{i=1}^{6} \widetilde{\mathcal{M}}_{i}
$$

Lemma 4.1. Let $\Delta_{Q}$ be the Freudenthal partition of $Q=Q_{(1,1,1)}$. Then, $\widetilde{\mathcal{M}}_{Q}$ is an $\operatorname{MDS}$ for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$ and the dimension of $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$ is given by $q^{3}+2 q+1$.

Proof. Let arbitrary coefficients $b_{\xi}=b_{\xi}(s), \xi \in \widetilde{\mathcal{M}}_{Q}$ of a spline $s \in \mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$ be given. We have to show that the remaining coefficients of $s$, i.e., the coefficients $b_{\xi}$, where $\xi \in \mathcal{D}_{q}\left(\Delta_{Q}\right) \backslash \widetilde{\mathcal{M}}_{Q}$, are uniquely determined, while the $C^{1}$ smoothness conditions involving the coefficients associated with each choice of four points in (2.5)(2.7) are satisfied. In the following, we use the above notation for the tetrahedra $T_{1}, \ldots, T_{6}$ in $\Delta_{Q}$. First, it is obvious that the choice of $\widetilde{\mathcal{M}}_{1} \subseteq \widetilde{\mathcal{M}}_{Q}$ implies that the polynomial piece $s_{\left.\right|_{1}}$ is uniquely determined. In particular, the coefficients $b_{\xi}$, where $\xi=\xi_{\beta, \alpha, \alpha} \in T_{1}, \alpha \leq \beta$, and $\xi=\xi_{\beta, \alpha+1, \alpha} \in T_{1}, \alpha+1 \leq \beta$, are uniquely determined. In view of (2.5), it follows that the coefficients $b_{\xi}$, where $\xi=\xi_{\beta, \alpha, \alpha+1} \in$ $T_{2}, \alpha+1 \leq \beta$, are uniquely determined. The choice of $\widetilde{\mathcal{M}}_{2}$ therefore implies that $s_{T_{2}}$ is uniquely determined. Similarly, the smoothness conditions in (2.6) for the neighboring polynomial pieces on $T_{2}$ and $T_{3}$ determine the coefficients $b_{\xi}$, where $\xi=$ $\xi_{\alpha, \beta, \alpha+1} \in T_{3}, \beta \leq \alpha$, and it follows that the choice of $\widetilde{\mathcal{M}}_{3}$ uniquely determines $s_{\left.\right|_{T_{3}}}$. Independently, the smoothness conditions in (2.7) for the neighboring polynomial pieces on $T_{1}$ and $T_{4}$ determine the coefficients $b_{\xi}$, where $\xi=\xi_{\alpha, \alpha+1, \beta} \in T_{4}, \beta \leq \alpha$, and hence, the choice of $\widetilde{\mathcal{M}}_{4}$ shows that $s_{\left.\right|_{T_{4}}}$ is uniquely determined. Moreover, the remaining smoothness conditions in (2.6) for the neighboring polynomial pieces on $T_{4}$ and $T_{5}$ determine the coefficients $b_{\xi}$, where $\xi=\xi_{\alpha, \beta, \alpha+1} \in T_{5}, \alpha+1 \leq \beta$, and the remaining smoothness conditions in (2.7) for the neighboring polynomial pieces of $T_{3}$ and $T_{6}$ determine the coefficients $b_{\xi}$, where $\xi=\xi_{\alpha, \alpha+1, \beta} \in T_{6}, \alpha+1 \leq \beta$. Now, we consider the remaining smoothness conditions in (2.5) for the neighboring polynomial pieces on $T_{5}$ and $T_{6}$ in the case $\alpha=\beta+1$, i.e.,

$$
b_{\xi_{\beta, \beta+2, \beta+2}}=b_{\xi_{\beta, \beta+2, \beta+1}}+b_{\xi_{\beta, \beta+1, \beta+2}}-b_{\xi_{\beta, \beta+1, \beta+1}}
$$

It follows from above that the coefficients on the right of this equation are already uniquely determined, and hence $b_{\xi_{\beta, \beta+2, \beta+2}}$ is uniquely determined. The choice of $\widetilde{\mathcal{M}}_{5}$ now uniquely determines $s_{\left.\right|_{T_{5}}}$. Finally, we get that the remaining smoothness


FIG. 4. Illustration of the $\operatorname{MDS} \widetilde{\mathcal{M}}_{Q}$ for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$ in the cases $q=3$ (top) and $q=4$ (bottom).
The points of $\widetilde{\mathcal{M}}_{Q}$ are marked by black symbols, while the white symbols indicate the order of determining the remaining coefficients in the proof of Lemma 4.1.
conditions in (2.5) for the neighboring polynomial pieces on $T_{5}$ and $T_{6}$ and the choice of $\widetilde{\mathcal{M}}_{6}$ imply that $s_{\left.\right|_{T_{6}}}$ is uniquely determined, and therefore all the coefficients $b_{\xi}$ of $s$ are uniquely determined. It is easy to see that the number of points $\widetilde{\mathcal{M}}_{i}$ is equal to $\binom{q+3}{3}=\left(q^{3}+6 q^{2}+11 q+6\right) / 6$ if $i=1,\binom{q+1}{3}=\left(q^{3}-q\right) / 6$ if $i \in\{2,3,4\}$, $\binom{q+1}{3}-(q-1)=\left(q^{3}-7 q+6\right) / 6$ if $i=5$, and $\binom{q-1}{3}=\left(q^{3}-6 q^{2}+11 q-6\right) / 6$ if $i=6$. (Note that we set here and in the following $\binom{j}{k}:=0$ whenever $j<k$.) Therefore, it follows from some elementary computations that the number of points in $\widetilde{\mathcal{M}}_{Q}$ is equal to $q^{3}+2 q+1$. This completes the proof of the lemma. $\quad \square$

Example 4.2. In Figure 4, we show the $\operatorname{MDS} \widetilde{\mathcal{M}}_{Q}$ in the cases $q=3$ (top) and $q=4$ (bottom). The figure illustrates the different layers of domain points within the cube $Q$ in a front to back manner, where the thin lines indicate the intersections with triangular faces in the interior of $Q$. In these examples the set $\widetilde{\mathcal{M}}_{Q}$ contains 34 and 73 points, respectively, which we illustrate by black symbols, i.e., we mark the points from the sets $\widetilde{\mathcal{M}}_{i}, i=1, \ldots, 6$, by $\bullet \boldsymbol{■}, \boldsymbol{\wedge}, \boldsymbol{\nabla}$ and $\boldsymbol{\star}$. In the proof of Lemma 4.1, the coefficients associated with the remaining domain points are determined in the order of the white symbols, i.e., $\bigcirc, \square, \triangle, \nabla, \nless$, and $\diamond$. Note that the coefficients indicated by $\$$ are determined from $\triangle$ and $\nabla$ by using conditions described in (2.5).

We proceed by defining a subset $\mathcal{M}_{Q}$ of $\mathcal{D}_{q}\left(\Delta_{Q}\right)$ different from $\widetilde{\mathcal{M}}_{Q}$ which is also an MDS for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$, but more symmetric. Again, we use the above abbreviations and consider three auxiliary sets $\mathcal{M}_{i}, i=1, \ldots, 3$, which are defined as follows:

$$
\begin{aligned}
& \mathcal{M}_{1}=\left\{\xi_{0,0,0}\right\} \cup\left\{\xi_{0, \alpha, \beta}, \xi_{\alpha, 0, \beta}, \xi_{\alpha, \beta, 0}: \alpha \neq \beta\right\} \\
& \mathcal{M}_{2}=\left\{\xi_{\alpha, \beta, \gamma}, \xi_{\beta, \alpha, \gamma}, \xi_{\beta, \gamma, \alpha}: 1 \leq \alpha \leq q-3, \alpha+1 \leq \beta, \gamma \leq q-1, \beta \neq \gamma\right\} \\
& \mathcal{M}_{3}=\left\{\xi_{q, \alpha, \beta}, \xi_{\alpha, q, \beta}, \xi_{\alpha, \beta, q}: 1 \leq \alpha, \beta \leq q-1, \alpha \neq \beta\right\}
\end{aligned}
$$

The set $\mathcal{M}_{1}$ consists of all domain points contained in the left, front, and bottom face of $Q$ except for those which differ from $\xi_{0,0,0}$ and lie on a diagonal of such a face. The set $\mathcal{M}_{2}$ represents a symmetric constellation of points in the interior of $Q$. Moreover,


Fig. 5. Illustration of the $M D S \mathcal{M}_{Q}$ for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$ in the cases $q=3$ (top) and $q=4$ (bottom). The points from $\mathcal{M}_{Q}$ are marked by black symbols, while the white symbols indicate the order of determining the remaining coefficients in the proof of Theorem 4.3.
$\mathcal{M}_{3}$ includes certain domain points contained in the right, back, and top face of $Q$. This choice of points is illustrated in Figure 5 for the cases $q=3$ (top) and $q=4$ (bottom). Here, we use the symbols $\bullet$, and $\boldsymbol{\triangle}$ for the points in $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$, respectively. The next theorem shows that

$$
\mathcal{M}_{Q}=\bigcup_{i=1}^{3} \mathcal{M}_{i}
$$

is an MDS for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$. We note that the construction of $\mathcal{M}_{Q}$ is the key for showing our main result (see next section). By using Lemma 4.1 its proof is essentially simplified, since it now suffices to show that $\mathcal{M}_{Q}$ contains the right number of points and is a determining set. Following the proof of the next theorem, it can be seen that the coefficients of the splines associated with the remaining domain points indicated as white symbols in Figure 5 are determined in the order $O, \square, \triangle$, and $\nabla$.

THEOREM 4.3. Let $\Delta_{Q}$ be the Freudenthal partition of $Q=Q_{(1,1,1)}$. Then, $\mathcal{M}_{Q}$ is an MDS for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$.

Proof. The number of points in $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$ is equal to $3 q^{2}+1, q^{3}-6 q^{2}+$ $11 q-6$, and $3\left(q^{2}-3 q+2\right)$, respectively. Hence, some elementary computations show that the number of points in $\mathcal{M}_{Q}$ is equal to $q^{3}+2 q+1$. Therefore, in view of Lemma 4.1, it suffices to show that $\mathcal{M}_{Q}$ is a DS. We may assume that $q \geq 2$ and have to show that for any spline $s \in \mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$, with coefficients $b_{\xi}=b_{\xi}(s)=0$, where $\xi \in \mathcal{M}_{Q}$, the remaining coefficients $b_{\xi}(s), \xi \in \mathcal{D}_{q}\left(\Delta_{Q}\right) \backslash \mathcal{M}_{Q}$, are also zero, i.e., $s=0$.

First, we note that it follows from an inductive argument involving the smoothness conditions in (2.5) for the case $\beta=0$ that $b_{\xi}=0$, where $\xi=\xi_{0, \alpha, \alpha}, \alpha=1, \ldots, q$. Analogously, we get $b_{\xi}=0$, where $\xi=\xi_{\alpha, 0, \alpha}$ and $\xi=\xi_{\alpha, \alpha, 0}, \alpha=1, \ldots, q$, by using (2.6) and (2.7), respectively. The choice of $\mathcal{M}_{1}$ therefore implies that $b_{\xi}=0$, where $\xi=\xi_{0, \alpha, \beta}, \xi=\xi_{\alpha, 0, \beta}$, and $\xi=\xi_{\alpha, \beta, 0}, \alpha, \beta=0, \ldots, q$. We now show inductively that for any $m \in\{1, \ldots, q-1\}$, we have $b_{\xi}=0$, where $\xi=\xi_{m, \alpha, \beta}, \xi=\xi_{\alpha, m, \beta}$, and $\xi=\xi_{\alpha, \beta, m}, \alpha, \beta=m, \ldots, q-1$. Let us assume that this has already been shown
for $m-1 \leq q-2$. Then, it follows from induction hypothesis that $b_{\xi}=0$, where $\xi=\xi_{\alpha, \beta, \gamma}$ and $\alpha=m-1$ or $\beta=m-1$ or $\gamma=m-1$. The smoothness conditions in (2.5) for the cases $\alpha=m-1$ and $\beta=m, \ldots, q-1$, now read as follows:

$$
b_{\xi_{\beta, m, m}}=b_{\xi_{\beta, m, m-1}}+b_{\xi_{\beta, m-1, m}}-b_{\xi_{\beta, m-1, m-1}}
$$

and we therefore get $b_{\xi}=0$, where $\xi=\xi_{\beta, m, m}, \beta=m, \ldots, q-1$. Analogously, we get $b_{\xi}=0$, where $\xi=\xi_{m, \beta, m}$ and $\xi=\xi_{m, m, \beta}, \beta=m+1, \ldots, q-1$, by using (2.6) and (2.7), respectively. In particular, $b_{\xi}=0$, where $\xi=\xi_{m, m, m}, \xi=\xi_{m, m+1, m}$, and $\xi=\xi_{m, m, m+1}$. Thus, (2.5) in the case $\alpha=m+1$ and $\beta=m$ gives $b_{\xi}=0$, where $\xi=\xi_{m, m+1, m+1}$. Similarly, $b_{\xi}=0$, where $\xi=\xi_{m+1, m, m+1}$ and $\xi=\xi_{m+1, m+1, m}$. The points $\xi_{m, \alpha, \alpha+1}$ and $\xi_{m, \alpha+1, \alpha}, \alpha=m+1, \ldots, q-2$, are contained in $\mathcal{M}_{2}$, and therefore a similar inductive argument as above involving the smoothness conditions in (2.5) for the case $\beta=m$ now shows that $b_{\xi}=0$, where $\xi=\xi_{m, \alpha, \alpha}, \alpha=m+2, \ldots, q-1$. Similarly, $b_{\xi}=0$, where $\xi=\xi_{\alpha, m, \alpha}$ and $\xi=\xi_{\alpha, \alpha, m}, \alpha=m+2, \ldots, q-1$. The choice of the remaining points in $\mathcal{M}_{2}$ now shows that the assertion holds true for $m$.

We conclude that $b_{\xi}=0$ for all domain points $\xi$ which lie in the interior of $Q$.
It remains to consider the coefficients associated with points on the right, back, and top face of $Q$. By using the conditions in (2.5)-(2.7) in the case $\alpha=0$ and $\beta=q$, we can see that $b_{\xi}=0$, where $\xi=\xi_{q, 1,1}, \quad \xi=\xi_{1, q, 1}$, and $\xi=\xi_{1,1, q}$. The points $\xi_{q, \alpha, \alpha+1}$ and $\xi_{q, \alpha+1, \alpha}, \alpha=1, \ldots, q-2$, are contained in $\mathcal{M}_{3}$, and therefore a similar inductive argument as above involving the smoothness conditions in (2.5) for the case $\beta=q$ now shows that $b_{\xi}=0$, where $\xi=\xi_{q, \alpha, \alpha}, \alpha=1, \ldots, q-1$. Similarly, $b_{\xi}=0$, where $\xi=\xi_{\alpha, q, \alpha}$ and $\xi=\xi_{\alpha, \alpha, q}, \alpha=1, \ldots, q-1$. Now, we consider (2.5) in the cases $\alpha=q-1$ and $\beta=1, \ldots, q-1$, i.e.,

$$
b_{\xi_{\beta, q, q}}=b_{\xi_{\beta, q, q-1}}+b_{\xi_{\beta, q-1, q}}-b_{\xi_{\beta, q-1, q-1}}
$$

As one can see from the above, the coefficients on the right of this equation are zero, and hence we have $b_{\xi}=0$, where $\xi=\xi_{\beta, q, q}, \beta=1, \ldots, q-1$. Similarly, $b_{\xi}=0$, where $\xi=\xi_{q, \beta, q}$ and $\xi=\xi_{q, q, \beta}, \beta=1, \ldots, q-1$. Finally, (2.11) gives

$$
b_{\xi_{q, q, q}}=b_{\xi_{q, q-1, q-1}}+b_{\xi_{q-1, q, q-1}}+b_{\xi_{q-1, q-1, q}}-2 b_{\xi_{q-1, q-1, q-1}}=0
$$

and we conclude that $s=0$. This proves the theorem.
We close this section with an explicit example.
Example 4.4. The space $\mathcal{S}_{2}^{1}\left(\Delta_{Q}\right)$ is 13 -dimensional. In Figure 6 we show the MDS $\mathcal{M}_{Q}$ with coefficients $a_{i}, i=0, \ldots, 12$. The remaining coefficients $b_{i}, i=0, \ldots, 13$, are uniquely determined as follows:

$$
\begin{array}{rlrl}
b_{0} & =-a_{0}+a_{1}+a_{5}, & b_{1} & =a_{0}-a_{1}-a_{5}+a_{7}+a_{8}, \\
b_{2} & =-a_{0}+a_{3}+a_{5}, & b_{3} & =a_{0}-a_{3}-a_{5}+a_{9}+a_{10}, \\
b_{4} & =-a_{0}+a_{1}+a_{3}, & b_{5}=a_{0}-a_{1}-a_{3}+a_{11}+a_{12}, \\
b_{6} & =-2 a_{0}+a_{1}+a_{3}+a_{5}, & b_{7}=-a_{2}+a_{7}+a_{11}, \\
b_{8} & =-a_{4}+a_{10}+a_{12}, & b_{9}=-a_{6}+a_{8}+a_{9}, \\
b_{10} & =2 a_{0}-a_{1}-a_{2}-a_{3}-a_{4}-a_{5}+a_{7}+a_{10}+a_{11}+a_{12}, \\
b_{11} & =2 a_{0}-a_{1}-a_{3}-a_{4}-a_{5}-a_{6}+a_{8}+a_{9}+a_{10}+a_{12} \\
b_{12} & =2 a_{0}-a_{1}-a_{2}-a_{3}-a_{5}-a_{6}+a_{7}+a_{8}+a_{9}+a_{11}, \\
b_{13} & =4 a_{0}-2 a_{1}-a_{2}-2 a_{3}-a_{4}-2 a_{5}-a_{6}+a_{7}+a_{8}+a_{9}+a_{10}+a_{11}+a_{12} .
\end{array}
$$

5. An MDS for $\mathcal{S}_{\boldsymbol{q}}^{\mathbf{1}}(\boldsymbol{\Delta})$ and proof of main result. We construct an $\operatorname{MDS} \mathcal{M}$ for $\mathcal{S}_{q}^{1}(\Delta)$, where $\Delta$ is a Freudenthal partition obtained from $n^{3}$ cubes $Q_{(i, j, k)}, i, j, k=$


Fig. 6. Illustration of the case of quadratic $C^{1}$ splines on $\Delta_{Q}$. The points associated with the coefficients $a_{i}, i=0, \ldots, 12$, are an MDS for this space.
$1, \ldots, n$, (see section 2). To do this, we use the results from the previous section. In particular, we use Theorem 4.3 dealing with the case $n=1$, which shows that $\mathcal{M}_{Q}$ is an MDS for $\mathcal{S}_{q}^{1}\left(\Delta_{Q}\right)$, where $Q=Q_{(1,1,1)}$. In the following, we define $\mathcal{M}$. To do this, we need three auxiliary sets $\mathcal{A}_{(i, j, k)}, \mathcal{B}_{(i, j, k)}, \mathcal{C}_{(i, j, k)}$, which are based on the construction of $\mathcal{M}_{Q}$. For $i, j, k=1, \ldots, n$, we let

$$
\begin{equation*}
\mathcal{M}_{(i, j, k)}=\left\{\xi \in \mathcal{D}_{q, Q_{(i, j, k)}}: \xi-(i-1, j-1, k-1) \in \mathcal{M}_{Q}\right\} \tag{5.1}
\end{equation*}
$$

be the "shifted versions" of the set $\mathcal{M}_{Q}$. Then, we let

$$
\begin{aligned}
\mathcal{A}_{(i, j, k)} & =\left\{\xi_{\alpha, \beta, \gamma} \in \mathcal{M}_{(i, j, k)}: \alpha \geq 2\right\}, \\
\mathcal{B}_{(i, j, k)} & =\left\{\xi_{\alpha, \beta, \gamma} \in \mathcal{M}_{(i, j, k)}: \beta \geq 2\right\}, \\
\mathcal{C}_{(i, j, k)} & =\left\{\xi_{\alpha, \beta, \gamma} \in \mathcal{M}_{(i, j, k)}: \gamma \geq 2\right\},
\end{aligned}
$$

for all $i, j, k=1, \ldots, n$, where here and in the following for simplicity, we set

$$
\xi_{\alpha, \beta, \gamma}:=\xi_{\alpha, \beta, \gamma}^{Q_{(i, j, k)}} \in \mathcal{D}_{q, Q_{(i, j, k)}}, \quad \alpha, \beta, \gamma=0, \ldots, q
$$

Roughly speaking, $\mathcal{A}_{(i, j, k)}$ consists of all domain points in $Q_{(i, j, k)}$, which are not contained or in distance one to the two triangles which form the left square face of $Q_{(i, j, k)}$. Similarly, $\mathcal{B}_{(i, j, k)}$ and $\mathcal{C}_{(i, j, k)}$ consist of all points in $\mathcal{D}_{q, Q_{(i, j, k)}}$, which are not contained or in distance one to the two triangles which form the front and bottom square face of $Q_{(i, j, k)}$, respectively. Now, we define

$$
\begin{aligned}
\mathcal{M}= & \mathcal{M}_{(1,1,1)} \cup \bigcup_{i=2}^{n}\left[\mathcal{A}_{(i, 1,1)} \cup \mathcal{B}_{(1, i, 1)} \cup \mathcal{C}_{(1,1, i)}\right] \\
& \cup \bigcup_{i, j=2}^{n}\left[\left(\mathcal{A}_{(i, j, 1)} \cap \mathcal{B}_{(i, j, 1)}\right) \cup\left(\mathcal{A}_{(i, 1, j)} \cap \mathcal{C}_{(i, 1, j)}\right) \cup\left(\mathcal{B}_{(1, i, j)} \cap \mathcal{C}_{(1, i, j)}\right)\right] \\
& \cup \bigcup_{i, j, k=2}^{n}\left[\mathcal{A}_{(i, j, k)} \cap \mathcal{B}_{(i, j, k)} \cap \mathcal{C}_{(i, j, k)}\right]
\end{aligned}
$$

The next theorem particuarly shows that Theorem 3.1 holds true.

Theorem 5.1. Let $\Delta$ be a Freudenthal partition. Then, $\mathcal{M}$ is an $\operatorname{MDS}$ for $\mathcal{S}_{q}^{1}(\Delta)$ and the cardinality of $\mathcal{M}$ coincides with the number in (3.1).

Proof. Let $q \geq 2$ and arbitrary coefficients $b_{\xi}=b_{\xi}(s), \xi \in \mathcal{M}$, of a spline $s \in \mathcal{S}_{q}^{1}(\Delta)$, be given. We first have to show that the remaining coefficients of $s$, i.e., the coefficients in $\mathcal{D}_{q}(\Delta) \backslash \mathcal{M}$, are uniquely determined, while all $C^{1}$ smoothness conditions described in Lemma 2.2 are satisfied.

Our method of proof is to show inductively that the coefficients $b_{\xi}, \xi \in \mathcal{D}_{q, Q_{(i, j, k)}}$, are uniquely determined for $i, j, k=1, \ldots, n$, where we use Theorem 4.3 and pass through the cubes $Q_{(i, j, k)}$ in an appropriate order. This natural order is as follows. First, we consider $(i, 1,1), i=1, \ldots, n$. Then, we consider $(1, i, 1)$ and $(1,1, i), i=$ $2, \ldots, n$. Here, we have to take the $C^{1}$ continuity across exactly one square face of the cubes into account. We proceed by considering $(i, j, 1),(i, 1, j)$, and $(1, i, j), i, j=$ $2, \ldots, n$. Now, we have to take the $C^{1}$ continuity across exactly two square faces of the cube (which have a common edge) into account. Finally, we consider ( $i, j, k), i, j, k=$ $2, \ldots, n$. This is the most difficult situation, where we have to take the $C^{1}$ continuity across exactly three square faces of the cubes (which have a common point) into account.

Since $\mathcal{M}_{(1,1,1)}=\mathcal{M}_{Q} \subseteq \mathcal{M}$, it follows from Theorem 4.3 that all the coefficients $b_{\xi}$, where $\xi \in \mathcal{D}_{q, Q_{(1,1,1)}}$, are uniquely determined. Now, we consider the cube $Q_{(2,1,1)}$. This cube has exactly one square face in common with $Q_{(1,1,1)}$. This square face contains two triangular faces. Obviously, the coefficients associated with domain points within these triangular faces are uniquely determined. Moreover, since the coefficients $b_{\xi}$, where $\xi \in\left\{\xi_{q-1, \alpha, \beta}, \xi_{q, \alpha, \beta}, \xi_{q, \alpha+1, \beta+1}\right\} \subseteq \mathcal{D}_{q, Q_{(1,1,1)}}$, are uniquely determined, it follows from the smoothness conditions in (2.8) that the coefficients $b_{\xi}$, where $\xi=\xi_{1, \alpha+1, \beta+1} \in \mathcal{D}_{q, Q_{(2,1,1)}}, \alpha, \beta=0, \ldots, q-1$, are determined. Note that an elementary computation shows that the conditions (2.5) for $\beta=1$ and $\alpha=1, \ldots, q-1$ (w.r.t. $\left.Q_{(2,1,1)}\right)$ are automatically satisfied, and therefore the above coefficients are also uniquely determined. In particular, the coefficients $b_{\xi}$, where $\xi=\xi_{1, \beta, 1}$ and $\xi=$ $\xi_{1,1, \beta}, \beta=1, \ldots, q$, are uniquely determined. The smoothness conditions (2.6) and (2.7) for $\alpha=0$ (w.r.t. $Q_{(2,1,1)}$ ) now imply that the coefficients $b_{\xi}$, where $\xi=\xi_{1, \beta, 0}$ and $\xi=\xi_{1,0, \beta}, \beta=1, \ldots, q$, respectively, are uniquely determined. Finally, we use some elementary computations to show that an application of the smoothness condition (2.5) for $\alpha=0$ and $\beta=1$, as well as the smoothness conditions (2.6) and (2.7) for $\alpha=0$ and $\beta=0$, respectively, give the same value for the coefficient $b_{\xi_{1,0,0}}$, which is therefore uniquely determined. The choice of $\mathcal{A}_{(2,1,1)} \subseteq \mathcal{M}$ and an argumentation along the lines of the proof of Theorem 4.3 now show that all the coefficients $b_{\xi}$, where $\xi \in \mathcal{D}_{q, Q_{(2,1,1)}}$ are uniquely determined, while the smoothness conditions (2.8) for $i=1, j=1, k=1$, and (2.5)-(2.7) for $i=2, j=1, k=1$, are satisfied. It now follows from induction, the choice of points in $\mathcal{A}_{(i, 1,1)} \cup \mathcal{B}_{(1, i, 1)} \cup \mathcal{C}_{(1,1, i)} \subseteq \mathcal{M}$, and the same arguments that $b_{\xi}$ is uniquely determined if $\xi \in \mathcal{D}_{q, Q_{(i, 1,1)}} \cup \mathcal{D}_{q, Q_{(1, i, 1)}} \cup \mathcal{D}_{q, Q_{(1,1, i)}}$, where $i=2, \ldots, n$.

Next, we consider the cube $Q_{(2,2,1)}$. According to the above ordering, this cube has exactly two square faces in common with some of the cubes considered before, namely, the cubes $Q_{(1,2,1)}$ and $Q_{(2,1,1)}$. It follows from the above that the coefficients associated with domain points in the triangular faces within these squares are uniquely determined. Moreover, since the coefficients $b_{\xi}$, where $\xi \in\left\{\xi_{q-1, \alpha, \beta}, \xi_{q, \alpha, \beta}, \xi_{q, \alpha+1, \beta+1}\right\} \subseteq$ $\mathcal{D}_{q, Q_{(1,2,1)}}$ and $\xi \in\left\{\xi_{\alpha, q-1, \beta}, \xi_{\alpha, q, \beta}, \quad \xi_{\alpha+1, q, \beta+1}\right\} \subseteq \mathcal{D}_{q, Q_{(2,1,1)}}$, are uniquely determined, it follows from the smoothness conditions in (2.8) and (2.9) that the coefficients $b_{\xi}$, where $\xi \in\left\{\xi_{1, \alpha+1, \beta+1}, \xi_{\alpha+1,1, \beta+1}\right\} \subseteq \mathcal{D}_{q, Q_{(2,2,1)}}, \alpha, \beta=0, \ldots, q-1$, are uniquely determined. In particular, the smoothness conditions (2.5) and (2.6) for
$\beta=1$ and $\alpha=0, \ldots, q-1$ (w.r.t. $\left.Q_{(2,2,1)}\right)$ are automatically satisfied, which can be seen by performing some elementary computations. Moreover, we note that the coefficients of the form $b_{\xi}$, where $\xi=\xi_{1,1, \beta}, \beta=0, \ldots, q$, are uniquely determined, since the spline $s$ and its (three) first partial derivatives are already uniquely determined along the common edge of $Q_{(1,2,1)}$ and $Q_{(2,1,1)}$. An argument as above shows that the coefficients $b_{\xi}$, where $\xi=\xi_{1, \beta, 0}$ and $\xi=\xi_{\beta, 1,0}, \beta=1, \ldots, q$, respectively, are uniquely determined. The choice of $\mathcal{A}_{(2,2,1)} \cap \mathcal{B}_{(2,2,1)} \subseteq \mathcal{M}$ and an argumentation along the lines of the proof of Theorem 4.3 now show that all the coefficients $b_{\xi}$, where $\xi \in \mathcal{D}_{q, Q_{(2,2,1)}}$, are uniquely determined, while the smoothness conditions (2.8) for $i=1, j=2, k=1,(2.9)$ for $i=2, j=1, k=1$, and (2.5)-(2.7) for $i=2, j=2, k=1$ are satisfied. It now follows from induction, the choice of points in $\left(\mathcal{A}_{(i, j, 1)} \cap \mathcal{B}_{(i, j, 1)}\right) \cup\left(\mathcal{A}_{(i, 1, j)} \cap \mathcal{C}_{(i, 1, j)}\right) \cup\left(\mathcal{B}_{(1, i, j)} \cap \mathcal{C}_{(1, i, j)}\right) \subseteq \mathcal{M}$, and the same arguments that $b_{\xi}$ is uniquely determined if $\xi \in \mathcal{D}_{q, Q_{(i, j, 1)}} \cup \mathcal{D}_{q, Q_{(i, 1, j)}} \cup \mathcal{D}_{q, Q_{(1, i, j)}}$, where $i, j=2, \ldots, n$.

Finally, we consider the cube $Q_{(2,2,2)}$. According to the above ordering, this cube has exactly three square faces in common with cubes already considered, namely, the common faces with the cubes $Q_{(1,2,2)}, Q_{(2,1,2)}$, and $Q_{(2,2,1)}$. It follows from the above that the coefficients associated with domain points in the triangular faces within these squares are uniquely determined. Moreover, since the coefficients $b_{\xi}$, where $\xi \in\left\{\xi_{q-1, \alpha, \beta}, \xi_{q, \alpha, \beta}, \xi_{q, \alpha+1, \beta+1}\right\} \subseteq \mathcal{D}_{q, Q_{(1,2,2)}}, \xi \in\left\{\xi_{\alpha, q-1, \beta}, \xi_{\alpha, q, \beta}, \xi_{\alpha+1, q, \beta+1}\right\} \subseteq$ $\mathcal{D}_{q, Q_{(2,1,2)}}$, and $\xi \in\left\{\xi_{\alpha, \beta, q-1}, \quad \xi_{\alpha, \beta, q}, \xi_{\alpha+1, \beta+1, q}\right\} \subseteq \mathcal{D}_{q, Q_{(2,2,1)}}$, are uniquely determined, it follows from the smoothness conditions in (2.8)-(2.10) that the coefficients $b_{\xi}$, where $\xi \in\left\{\xi_{1, \alpha+1, \beta+1}, \xi_{\alpha+1,1, \beta+1}, \xi_{\alpha+1,1, \beta+1}\right\} \subseteq \mathcal{D}_{q, Q_{(2,2,2)}}, \alpha, \beta=0, \ldots, q-1$, are uniquely determined. In particular, the smoothness conditions (2.5)-(2.7) for $\beta=1$ and $\alpha=0, \ldots, q-1$ (w.r.t. $Q_{(2,2,2)}$ ) are automatically satisfied, which can be seen by performing some elementary computations. Moreover, we note that the coefficients of the form $b_{\xi}$, where $\xi \in\left\{\xi_{1,1, \beta}, \xi_{1, \beta, 1}, \xi_{\beta, 1,1}\right\}, \beta=0, \ldots, q$, are uniquely determined, since the spline $s$ and its (three) first partial derivatives are already uniquely determined along the common edge of each pair of the cubes $Q_{(1,2,2)}, Q_{(2,1,2)}$ and $Q_{(2,2,1)}$. The choice of $\mathcal{A}_{(2,2,2)} \cap \mathcal{B}_{(2,2,2)} \cap \mathcal{C}_{(2,2,2)} \subseteq \mathcal{M}$ and an argumentation along the lines of the proof of Theorem 4.3 now show that all the coefficients $b_{\xi}$, where $\xi \in \mathcal{D}_{q, Q_{(2,2,2)}}$, are uniquely determined, while the smoothness conditions (2.8) for $i=1, j=2, k=2,(2.9)$ for $i=2, j=1, k=2,(2.10)$ for $i=2, j=2, k=1$, and (2.5)-(2.7) for $i=2, j=2, k=2$ are satisfied. It now follows from induction, the choice of points in $\mathcal{A}_{(i, j, k)} \cap \mathcal{B}_{(i, j, k)} \cap \mathcal{B}_{(i, j, k)} \subseteq \mathcal{M}$ and the same arguments that $b_{\xi}$ is uniquely determined if $\xi \in \mathcal{D}_{q, Q_{(i, j, k)}}$, where $i, j, k=2, \ldots, n$.

This shows that all the coefficients of $s$ are uniquely determined, while all the $C^{1}$ smoothness conditions described in Lemma 2.2 are satisfied. To complete the proof, we have to count the number of points in $\mathcal{M}$ and have to show that the cardinality of this set coincides with the number in (3.1).

Lemma 4.1 and Theorem 4.3 show that the set $\mathcal{M}_{(1,1,1)}=\mathcal{M}_{Q}$ contains $q^{3}+2 q+1$ domain points, and it is obvious that this is also the number of points in every set $\mathcal{M}_{(i, j, k)}$ defined in (5.1), where $i, j, k=1, \ldots, n$. Since the cardinality of $\mathcal{M}_{(2,1,1)} \backslash$ $\mathcal{A}_{(2,1,1)}$ is $2 q^{2}+2$, it follows that $\mathcal{A}_{(2,1,1)}$ contains $q^{3}-2 q^{2}+2 q-1$ domain points. The same number of points are contained in each of the sets $\mathcal{A}_{(i, 1,1)}, \mathcal{B}_{(1, i, 1)}$, and $\mathcal{C}_{(1,1, i)}, i=2, \ldots, n$. The cardinality of $\mathcal{M}_{(2,2,1)} \backslash\left(\mathcal{A}_{(2,2,1)} \cap \mathcal{B}_{(2,2,1)}\right)$ is $4 q^{2}-3 q+3$, and therefore $q^{3}-4 q^{2}+5 q-2$ domain points are contained in $\mathcal{A}_{(2,1,1)} \cap \mathcal{B}_{(2,2,1)}$. The same number of points are contained in each of the sets $\mathcal{A}_{(i, j, 1)} \cap \mathcal{B}_{(i, j, 1)}, \mathcal{A}_{(i, 1, j)} \cap \mathcal{C}_{(i, 1, j)}$, and $\mathcal{B}_{(1, i, j)} \cap \mathcal{C}_{(1, i, j)}, i, j=2, \ldots, n$. Since the cardinality of $\mathcal{M}_{(2,2,2)} \backslash\left(\mathcal{A}_{(2,2,2)} \cap\right.$


Fig. 7. The $M D S \mathcal{M}$ for $n=2$ in the case $q=3$.
$\left.\mathcal{B}_{(2,2,2)} \cap \mathcal{C}_{(2,2,2)}\right)$ is $6 q^{2}-9 q+7$, it follows that $\mathcal{A}_{(2,2,2)} \cap \mathcal{B}_{(2,2,2)} \cap \mathcal{C}_{(2,2,2)}$ contains $q^{3}-6 q^{2}+11 q-6$ domain points. The same number of points are contained in each of the sets $\mathcal{A}_{(i, j, k)} \cap \mathcal{B}_{(i, j, k)} \cap \mathcal{C}_{(i, j, k)}, i, j, k=2, \ldots, n$. We conclude that the total number of points in $\mathcal{M}$ is equal to

$$
\begin{aligned}
& \left(q^{3}+2 q+1\right)+3(n-1)\left(q^{3}-2 q^{2}+2 q-1\right) \\
& \quad+3(n-1)^{2}\left(q^{3}-4 q^{2}+5 q-2\right)+(n-1)^{3}\left(q^{3}-6 q^{2}+11 q-6\right) .
\end{aligned}
$$

Some elementary computations now show that this is the number in (3.1). The proof is complete. $\quad \square$

Example 5.2. Figures 7 and 8 show examples for the $\operatorname{MDS} \mathcal{M}$ for $n=2$ in the cases $q=3$ and $q=4$, respectively. The figures show the different layers of domain points in a front to back manner, i.e., inside the planes $y=\ell / q, \ell=0, \ldots, 2 q$, organized in a spiral, where the different sizes of the layers indicate the distances to the front. The points from the set $\mathcal{M}$ are marked by black dots, the domain points associated with coefficients which are removed from $\mathcal{M}_{(i, j, k)}$ are marked by grey dots, while the remaining domain points determined by the various smoothness conditions are marked by white dots. The dimension of the spline spaces $\mathcal{S}_{3}^{1}(\Delta)$ and $\mathcal{S}_{4}^{1}(\Delta)$ in these examples are 88 and 250 , respectively. In the proof of Theorem 5.1, the different cubes are considered in the order illustrated by the different symbols: grey, horizontally stripped, vertically stripped, and white.
6. Remarks. We close the paper with some remarks on possible extensions of our approach and discuss the differences to other spline spaces.


Fig. 8. The $M D S \mathcal{M}$ for $n=2$ in the case $q=4$.


FIG. 9. A more general domain $\Omega$, where the inductive arguments of the proof of Theorem 5.1 can be applied.

Remark 6.1. Our main results, Theorem 3.1 and Theorem 5.1, can be extended to more general partitions on different domains. An example for such a uniform cube partition is shown in Figure 9. Other examples of such domains are obtained from rectangular cube partitions, where there are $n_{j}$ cubes with edge lengths 1 in the $j$ th space direction, $j=1,2,3$. In this case, the total number of cubes is equal to $n_{1} n_{2} n_{3}$
and the dimension of the corresponding $C^{1}$ spline space is given by

$$
6\binom{q-1}{3} n_{1} n_{2} n_{3}+4\binom{q-1}{2}\left(n_{1} n_{2}+n_{1} n_{3}+n_{2} n_{3}\right)+3\binom{q-1}{1}\left(n_{1}+n_{2}+n_{3}\right)+4
$$

Moreover, we observe that the spacing in each direction does not need to be uniform, i.e., our arguments still hold when we start from a partition $\diamond$, where $Q_{(i, j, k)}=$ $\left[x_{i-1}, x_{i}\right] \times\left[y_{j-1}, y_{j}\right] \times\left[z_{k-1}, z_{k}\right]$, with $x_{i-1}<x_{i}, i=1, \ldots, n_{1}, y_{j-1}<y_{j}, j=$ $1, \ldots, n_{2}, z_{k-1}<z_{k}, k=1, \ldots, n_{3}$. However, in this case, the smoothness conditions of the spaces can no longer be described by one single formula as in Lemma 2.2. More precisely, one has to distinguish two cases: smoothness conditions across triangular faces for tetrahedra in different boxes involve different weights (barycentric coordinates evaluated at $\tilde{v}_{3}$ ), while smoothness conditions across triangular faces inside a box remain the same. In both cases, the smoothness conditions are still all of bivariate type, and our arguments hold for these more general partitions. However, in order to avoid complicated notations, we consider the uniform case, only. Moreover, we observe that $C^{r}$ splines, $r \geq 2$, on Freudenthal partitions lead to more complex spline spaces, since the smoothness conditions are much more involved.

Remark 6.2. Since the trivariate splines we consider here are defined on a tetrahedral partition of a uniform grid, it is possible to compare them with different spline methods, which require the same grid, namely, approaches based on tensor-product splines and box-splines. First, we observe that the dimension of the trivariate splines is much larger than that of the tensor-product splines of the same total degree. For instance, tensor-product $C^{1}$ splines of lowest possible total degree are quadratic tensorproduct splines (sometimes called triquadratic splines) and form a $n^{3}+12 n^{2}+6 n+8$ dimensional subspace of $\mathcal{S}_{6}^{1}(\Delta)$. Hence, using the full space $\mathcal{S}_{6}^{1}(\Delta)$ instead provides some additional flexibility, since its complete number of degrees of freedom is according to our result $60 n^{3}+120 n^{2}+45 n+4$. More generally, if tensor-product spline spaces exist, i.e., $q$ is divisible by three, then we can understand these spaces as simple subspaces of $\mathcal{S}_{q}^{1}(\Delta)$ possessing a huge number of (unnecessary) supersmoothness conditions. This has also consequences for the approximation order, which for these subspaces is known to be not higher than $q / 3+1 \ll q+1$. A different approach is based on box-splines (see de Boor, Höllig and Riemenschneider [10]). These are piecewise polynomial functions of a certain degree and smoothness on uniform partitions with a local support which are usually defined as in Chui [12]. Most of the papers on these splines deal with the bivariate setting (see, for instance, de Boor and Höllig [9]), and it is known that box-splines may form a subspace or even a linearly dependent set of spline functions (see, for instance, Nürnberger [24]). For (slightly) more nonuniform partitions as described in the previous remark, the box-spline constructions would have to be-at least-adjusted. Moreover, we are not aware of any work on trivariate box-splines which yields explicit results on the dimension of the full trivariate spline space as we develop them here. For instance, Shi and Wang [37] focused on the existence of a trivariate box-spline and particuarly showed this for $\mathcal{S}_{q}^{1}(\Delta)$ iff $q \geq 4$. On the other hand, for defining approximation operators as in Hecklin, Nürnberger, Schumaker and Zeilfelder [17] and Nürnberger, Rössl, Seidel and Zeilfelder [26, 32] (see also Schlosser, Hesser, Zeilfelder, Rössl, Männer, Nürnberger, and Seidel [33]) with advantageous properties for the applications, it is often necessary to know the precise structure of the trivariate spline spaces. We are not aware of a method or a practical test based on the usage of trivariate box-splines which has a comparable algorithmic behavior as it is reported in these trivariate spline methods. Also note that the implementation of the above-mentioned operators does not require an intermediate step of constructing explicitly a basis or a set of locally sup-
ported functions (see also the discussion in [39]) -taking advantage of the piecewise Bernstein-Bézier form the methods can be directly applied to the given data and the methods from computer aided geometric design can be used for the effective further treatment of the reconstructed objects. Finally concerning the development of the above-mentioned operators, our approaches using low-degree trivariate splines provide the flexibility to subdivide (some of) the tetrahedra, and can therefore often be applied to deformed grids and more general tetrahedral partitions, too.

Remark 6.3. Bivariate and trivariate $C^{1}$ splines of lowest possible degree are extremely complex spaces. For instance, it is known that the dimension of quadratic $C^{1}$ bivariate splines on the three-directional mesh essentially coincides with the degrees of freedom of univariate splines, and we particuarly showed here that this property is inherited by $\mathcal{S}_{2}^{1}(\Delta)$. On the other hand, it is still possible to work with quadratic $C^{1}$ splines. We note that the special structure of the Freudenthal partitions $\Delta$ allows to satisfy the necessary geometric constraints described in Worsey and Piper [41] (see also Sorokina and Worsey [38]) to apply the Worsey-Piper split to each tetrahedron of $\Delta$.
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#### Abstract

We prove the solution of the Navier-Stokes equations for one-dimensional compressible heat-conducting fluids with centered rarefaction data of small strength exists globally in time, and moreover, as the viscosity and heat-conductivity coefficients tend to zero, the global solution converges to the centered rarefaction wave solution of the corresponding Euler equations uniformly away from the initial discontinuity.
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1. Introduction and the main result. We study the asymptotic behavior, as the viscosity and heat-conductivity go to zero, of solutions to the Cauchy problem for the Navier-Stokes equations for a one-dimensional (1-d) compressible heat-conducting fluid (in Lagrangian coordinates):

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.1}\\
u_{t}+p_{x}=\epsilon\left(\frac{u_{x}}{v}\right)_{x} \\
\left(e+\frac{u^{2}}{2}\right)_{t}+(u p)_{x}=\left(\kappa \frac{\theta_{x}}{v}+\epsilon \frac{u u_{x}}{v}\right)_{x}
\end{array}\right.
$$

with (discontinuous) initial data

$$
\begin{equation*}
(u, v, e)(x, 0)=\left(u_{0}, v_{0}, e_{0}\right)(x), \quad x \in \mathbb{R}, \tag{1.2}
\end{equation*}
$$

where $v, u, \theta, p=p(e, v)$ and $e$ denote the specific volume, the velocity, the temperature, the pressure, and the internal energy, respectively, and $\epsilon, \kappa$ are the viscosity and heat-conductivity coefficients, respectively. At infinity, the initial data $u_{0}, v_{0}, e_{0}$ are assumed to satisfy

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty}\left(u_{0}, v_{0}, e_{0}\right)(x)=\left(u_{ \pm}, v_{ \pm}, e_{ \pm}\right) \tag{1.3}
\end{equation*}
$$

where $u_{ \pm}, v_{ \pm}$and $e_{ \pm}$are given constant states.
The system (1.1), describing the motion of the fluid, are the conservation laws of mass, momentum, and energy.

[^21]The asymptotic behavior of viscous flows, as the viscosity vanishes, is one of the important topics in the theory of compressible flows. It is expected that a general weak entropy solution to the Euler equations should be a (strong) limit of solutions to the corresponding Navier-Stokes equations with the same initial data as the viscosity and heat-conductivity tend to zero.

For the 1-d compressible isentropic Navier-Stokes equations

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.4}\\
u_{t}+p(v)_{x}=\epsilon\left(\frac{u_{x}}{v}\right)_{x}
\end{array}\right.
$$

and the corresponding inviscid $p$-system

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.5}\\
u_{t}+p(v)_{x}=0
\end{array}\right.
$$

the vanishing viscosity limit for the Cauchy problem has been studied by several researchers. In [7] DiPerna uses the method of compensated compactness and establishes a.e. convergence of admissible solutions $\left(u^{\epsilon}, v^{\epsilon}\right)$ of (1.4) to an admissible solution of (1.5), provided that $\left(u^{\epsilon}, v^{\epsilon}\right)$ is uniformly $L^{\infty}$ bounded and $v^{\epsilon}$ is uniform bounded away from zero. However, this uniform boundedness is difficult to verify in general, and the abstract analysis in [7] gets little information on the qualitative nature of the viscous solutions. In [14] Hoff and Liu investigate the inviscid limit problem for (1.4) in the case that the underlying inviscid flow is a single weak shockwave, and they show that solutions of the compressible Navier-Stokes equations with shock data exist and converge to the inviscid shocks, as viscosity vanishes, uniformly away from the shocks. Based on [9, 14], Xin in [30] shows that the solution to the Cauchy problem for the system (1.4) with weak centered rarefaction wave data exists for all time and converges to the weak centered rarefaction wave solution of the corresponding Euler equations, as the viscosity tends to zero, uniformly away from the initial discontinuity. Moreover, for a given centered rarefaction wave to the Euler equations with finite strength, he constructs a viscous solution to the compressible Navier-Stokes system with initial data depending on the viscosity, such that the viscous solution approaches the centered rarefaction wave as the viscosity goes to zero at the rate $|\ln \epsilon| \epsilon^{1 / 4}$ uniformly for all time away from $t=0$. In the vanishing viscosity limit, the Prandtl boundary layers (characteristic boundaries) are studied for the multidimensional linearized compressible Navier-Stokes equations by using asymptotic analysis in $[31,32,29]$, while the boundary layer stability in the case of noncharacteristic boundaries and one spatial dimension is discussed in [26, 23]. We mention that there is extensive literature on the vanishing artificial viscosity limit for hyperbolic systems of conservation laws; see, for example, $[7,8,6,9,18,17,33,10,25,3,11,12,1]$, also cf. the monographs $[2,5,24]$ and the references therein. We also mention that the convergence of the 1-d Broadwell model and the relaxation limit of a rate-type viscoelastic system to the isentropic Euler equations with centered rarefaction wave initial data are studied in $[28,15]$, respectively.

Our aim in this paper is to study the relation between the solution $\left(u^{\epsilon}, v^{\epsilon}, e^{\epsilon}\right)(x, t)$ of the Navier-Stokes equations for a compressible heat-conducting fluid (1.1) and the solution $(u, v, e)(x, t)$ of the corresponding inviscid Euler equations:

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.6}\\
u_{t}+p_{x}=0 \\
\left(e+\frac{u^{2}}{2}\right)_{t}+(u p)_{x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
(u, v, e)(x, 0)=\left(\tilde{u}_{0}, \tilde{v}_{0}, \tilde{e}_{0}\right)(x), \quad x \in \mathbb{R} \tag{1.7}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty}\left(\tilde{u}_{0}, \tilde{v}_{0}, \tilde{e}_{0}\right)(x)=\left(u_{ \pm}, v_{ \pm}, e_{ \pm}\right) \tag{1.8}
\end{equation*}
$$

with the same constant states $\left(u_{ \pm}, v_{ \pm}, e_{ \pm}\right)$as in (1.3).
It is convenient to work with the equations for the entropy $s$ and the absolute temperature $\theta$. The second law of thermodynamics asserts that

$$
\theta d s=d e+p d v
$$

We assume, as is customary in thermodynamics, that given any two of the thermodynamics variables $\rho, e, \theta, s$, and $p$, we can obtain the remaining three variables. If we choose $(v, \theta)$ as independent variables and write $(p, e, s)=(p, e, s)(v, \theta)$, we deduce that

$$
s_{v}(v, \theta)=p_{\theta}(v, \theta), \quad s_{\theta}(v, \theta)=\frac{e_{\theta}(v, \theta)}{\theta}, \quad e_{v}(v, \theta)=\theta p_{\theta}(v, \theta)-p(v, \theta)
$$

Then, a straightforward calculation gives

$$
\begin{align*}
& s_{t}=\kappa\left(\frac{\theta_{x}}{v \theta}\right)_{x}+\kappa \frac{\theta_{x}^{2}}{v \theta^{2}}+\epsilon \frac{u_{x}^{2}}{v \theta}  \tag{1.9}\\
& \theta_{t}+\frac{\theta p_{\theta}(v, \theta)}{e_{\theta}(v, \theta)} u_{x}=\frac{\kappa}{e_{\theta}(v, \theta)}\left(\frac{\theta_{x}}{v}\right)_{x}+\frac{\epsilon}{e_{\theta}(v, \theta)} \frac{u_{x}^{2}}{v} \tag{1.10}
\end{align*}
$$

We may also choose $(v, s)$ as independent variables and write

$$
p=p(v, s), \quad \theta=\theta(v, s)
$$

Thus, instead of (1.1), we shall study the system $(1.1)_{1},(1.1)_{2}$, and (1.9), or $(1.1)_{1},(1.1)_{2}$, and (1.10). Namely, we shall consider

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.11}\\
u_{t}+p(v, s)_{x}=\epsilon\left(\frac{u_{x}}{v}\right)_{x} \\
s_{t}=\kappa\left(\frac{\theta_{x}}{v \theta}\right)_{x}+\kappa \frac{\theta_{x}^{2}}{v \theta^{2}}+\epsilon \frac{u_{x}^{2}}{v \theta}
\end{array}\right.
$$

with initial data

$$
(u, v, s)(x, 0)=\left(u_{0}, v_{0}, s_{0}\right)(x)= \begin{cases}\left(u_{-}, v_{-}, s_{-}\right), & x<0  \tag{1.12}\\ \left(u_{+}, v_{+}, s_{+}\right), & x>0\end{cases}
$$

where $u_{ \pm}, v_{ \pm}$and $s_{ \pm}$are the constant states. The corresponding inviscid Euler equations read as

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.13}\\
u_{t}+p(v, s)_{x}=0 \\
s_{t}=0
\end{array}\right.
$$

We assume in this paper that the pressure $p$ is a smooth function of its arguments satisfying

$$
\begin{equation*}
p_{v}(v, s)<0<p_{v v}(v, s) \quad \text { for } \quad v>0 \tag{1.14}
\end{equation*}
$$

Notice that the condition (1.14) assures that the system (1.13) has characteristic speeds

$$
\lambda_{1}=-\sqrt{-p_{v}}, \quad \lambda_{2}=0, \quad \lambda_{3}=\sqrt{-p_{v}}
$$

and there are two families of rarefaction waves for the Euler equations (1.13). For illustration, we describe only the 1-rarefaction waves, and thus assume $s^{+}=s_{-} \equiv \bar{s}$. The case for the 3 -rarefaction waves can be dealt with similarly.

Suppose the end states $\left(u_{ \pm}, v_{ \pm}, \bar{s}\right)$ can be connected by 1-rarefaction waves. The centered 1-rarefaction wave connecting $\left(u_{-}, v_{-}, \bar{s}\right)$ to $\left(u_{+}, v_{+}, \bar{s}\right)$ is the self-similar solution $(u, v, s)(x, t)=\left(u^{r}, v^{r}, s^{r}\right)(x / t)$ of (1.13) defined by (see, e.g., [27, 4])
$(1.15)\left\{\begin{array}{l}s^{r}(\xi)=\bar{s}, \\ u^{r}(\xi)=u_{-}+\int_{v_{-}}^{v^{r}(\xi)} \lambda_{1}(z, \bar{s}) d z, \\ \lambda_{1}\left(v^{r}, \bar{s}\right)(x, t) \text { increasing in } x, \quad \lambda_{1}\left(v^{r}, \bar{s}\right)(x, t)=-\sqrt{-p_{v}\left(v^{r}(x / t), \bar{s}\right)},\end{array}\right.$
which is uniquely determined by the system (1.13) and the rarefaction wave initial data

$$
\left.(u, v, s)\right|_{t=0} \equiv\left(u_{0}^{r}, v_{0}^{r}, s_{0}^{r}\right)(x)= \begin{cases}\left(u_{-}, v_{-}, \bar{s}\right), & x<0  \tag{1.16}\\ \left(u_{+}, v_{+}, \bar{s}\right), & x>0\end{cases}
$$

For the internal energy $e(v, \theta)$ and the viscosity and heat-conductivity coefficients $\epsilon, \kappa$, we assume that for some constant $C>0$,

$$
\left\{\begin{array}{l}
e_{\theta}(v, \theta)>0 \quad \text { for } v, \theta>0  \tag{1.17}\\
\kappa=O(\epsilon) \text { as } \epsilon \rightarrow 0, \quad \kappa(\epsilon) / \epsilon \geq C>0 \quad \forall \epsilon>0
\end{array}\right.
$$

From the kinetic theory, the viscosity and heat-conductivity should be in the same order. In this sense, the assumption $\kappa=O(\epsilon)$ in (1.17) is reasonable.

For the sake of convenience, throughout this paper we denote

$$
\alpha=\left|u_{+}-u_{-}\right|+\left|v_{+}-v_{-}\right|
$$

In this paper, we prove that the solution of system (1.11) with the centered rarefaction wave initial data (1.16) of small strength $\alpha$ exists for all time and converges to the centered rarefaction wave of the Euler equation (1.13) as $\epsilon \rightarrow 0$ uniformly away from the initial discontinuity. More precisely, the main result of this paper is stated in the following theorem.

THEOREM 1.1. Let the constant states $\left(u_{ \pm}, v_{ \pm}, \bar{s}\right)$ be connected by a centered 1-rarefaction wave $\left(u^{r}\left(\frac{x}{t}\right), v^{r}\left(\frac{x}{t}\right), s^{r}\left(\frac{x}{t}\right)\right)$ defined by (1.15). Assume that (1.14) and (1.17) hold. Then, for $\alpha$ small enough, the compressible Navier-Stokes equations (1.11) with the rarefaction wave initial data (1.16) have a global piecewise smooth
solution $\left(u^{\epsilon}(x, t), v^{\epsilon}(x, t), s^{\epsilon}(x, t)\right)$, such that the following hold:
(i) $u^{\epsilon}, \theta^{\epsilon}$ are continuous for $t>0, v^{\epsilon}$ and $u_{x}^{\epsilon}, v_{x}^{\epsilon}, \theta_{x}^{\epsilon}$ are uniformly Hölder continuous in the set $x<0, t \geq \tau$ and $x>0, t \geq \tau$ for any $\tau>0 ; u_{t}^{\epsilon}, u_{x x}^{\epsilon}, v_{x t}^{\epsilon}, \theta_{t}^{\epsilon}, \theta_{x x}^{\epsilon}$ are Hölder continuous on compact set $(x, t), x \neq 0, t>0$. Moreover, the jumps in $v^{\epsilon}$ at $x=0$ satisfy

$$
\left|\left[v^{\epsilon}(0, t)\right]\right| \leq C_{1} \exp \left(-C_{2} t / \epsilon\right)
$$

and so the other jumps, where $C_{1}, C_{2}$ are positive constants independent of $t$ and $\epsilon$, and [•] denotes jumps in what follows.
(ii) The solution $\left(u^{\epsilon}, v^{\epsilon}, s^{\epsilon}\right)$ converges to the centered rarefaction wave $\left(u^{r}, v^{r}, s^{r}\right)$ as $\epsilon \rightarrow 0$ uniformly away from $t=0$; i.e., for any positive $h$, we have

$$
\lim _{\epsilon \rightarrow 0} \sup _{x \in \mathbb{R}, t>h}\left|\left(u^{\epsilon}(x, t), v^{\epsilon}(x, t), s^{\epsilon}(x, t)\right)-\left(u^{r}\left(\frac{x}{t}\right), v^{r}\left(\frac{x}{t}\right), s^{r}\left(\frac{x}{t}\right)\right)\right|=0
$$

(iii) For any fixed viscosity $\epsilon>0$, the solution $\left(u^{\epsilon}, v^{\epsilon}, s^{\epsilon}\right)$ approaches the centered rarefaction wave $\left(u^{r}, v^{r}, s^{r}\right)$ uniformly as time goes to infinity; i.e.,

$$
\lim _{t \rightarrow \infty} \sup _{x \in \mathbb{R}^{1}}\left|\left(u^{\epsilon}(x, t), v^{\epsilon}(x, t), s^{\epsilon}(x, t)\right)-\left(u^{r}\left(\frac{x}{t}\right), v^{r}\left(\frac{x}{t}\right), s^{r}\left(\frac{x}{t}\right)\right)\right|=0
$$

Remark 1.1. (i) The exponential decay with respect to $t$ of the jumps in $v^{\epsilon}$ also remains valid for $\left[u_{x}^{\epsilon}\right]$ and $\left[\theta_{x}^{\epsilon}\right]$.
(ii) The smallness of $\alpha$ is needed in (2.11) in section 2 to make $\left\|\varphi_{0 y}\right\|_{ \pm}$small (cf. Remark 2.1).

To prove Theorem 1.1 and to overcome the difficulties induced by nonisentropy of the flow, we shall adapt and modify the arguments in [30, 13, 22]. Namely, we first use a natural scaling argument to reduce the proof to the nonlinear time-asymptotic stability analysis of rarefaction waves for the compressible Navier-Stokes equation (1.11) under nonsmooth initial perturbations. Then, observing that the approximation of the smooth rarefaction waves to the rarefaction wave of Euler equation depends on both the strength and the initial perturbation, we exploit the smoothing property induced by the parabolic parts in (1.12) and the smallness of $\alpha$, and employ delicate energy estimates and carefully control jumps to obtain the theorem.

We point out here that in view of Theorem 1.1, an initial jump discontinuity at $x=0$ can be allowed in (1.2). The evolution of this jump discontinuity is an important aspect in our analysis. It has been shown in [13] that the discontinuity evolution follows a curve $\dot{x}=-[u] /[v]$ in the $x-t$ plane, and the jump discontinuity in $v, u_{x}$ and $\theta_{x}$ decays exponentially in time, while the discontinuity in $u$ and $\theta$ is smoothed out at positive time; see [13] for details. We shall exploit this fact in the proof of Theorem 1.1.

In section 2 we reformulate the problem and give the proof of Theorem 1.1, while section 3 is dedicated to the derivation of a priori estimates used in section 2.

Throughout this paper, we use the following notation:

$$
\begin{aligned}
& \mathbb{R}^{-}:=(-\infty, 0), \quad \mathbb{R}^{+}:=(0, \infty), \quad\|\cdot\| \equiv\|\cdot\|_{L^{2}(\mathbb{R})},\|\cdot\|_{L^{p}} \equiv\|\cdot\|_{L^{p}(\mathbb{R})} \\
& \|\cdot\|_{ \pm}^{2} \equiv\|\cdot\|_{L^{2}\left(\mathbb{R}^{-}\right)}^{2}+\|\cdot\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2}, \quad \int_{ \pm} \cdot d y \equiv \int_{-\infty}^{0} \cdot d y+\int_{0}^{\infty} \cdot d y
\end{aligned}
$$

2. Reformulation and the proof of Theorem 1.1. In this section, we will reduce the proof of Theorem 1.1 to the nonlinear time-asymptotic stability analysis of rarefaction waves for the system (1.11) under nonsmooth perturbations.

First, we derive some necessary estimates on the rarefaction waves of the Euler equations (1.13) based on the inviscid Burgers equation, in particular, we construct an explicit smooth 1-rarefaction wave which well approximates a given centered 1rarefaction wave. We start with the Riemann problem for the Burgers equation:

$$
\left\{\begin{array}{l}
w_{t}+\left(\frac{w^{2}}{2}\right)_{x}=0  \tag{2.1}\\
w(x, 0)=w_{0}^{r}(x)
\end{array}\right.
$$

where $w_{0}^{r}(x)$ is given by

$$
w_{0}^{r}(x)= \begin{cases}w_{-}, & x<0 \\ w_{+}, & x>0\end{cases}
$$

If $w_{-}<w_{+}$, then the problem (2.1) has the centered rarefaction wave solution $w^{r}(x, t)=w^{r}(x / t)$ given by

$$
w^{r}(x, t)= \begin{cases}w_{-}, & x / t \leq w_{-} \\ x / t, & w_{-} \leq x / t \leq w_{+} \\ w_{+}, & x / t \geq w_{+}\end{cases}
$$

To construct a smooth rarefaction wave solution of the Burgers equation which approximates the centered rarefaction wave, we set for $\delta>0$,

$$
w_{\delta}(x)=w(\delta x)=\frac{w_{+}+w_{-}}{2}+\frac{\left(w_{+}-w_{-}\right)}{2} \tanh (\delta x)
$$

and for each $\delta>0$, we solve the following initial value problem:

$$
\left\{\begin{array}{l}
w_{t}+\left(\frac{w^{2}}{2}\right)_{x}=0  \tag{2.2}\\
w(x, 0)=w_{\delta}(x)
\end{array}\right.
$$

Next, we state certain properties that will be used later (see [30, 22] for a proof).
LEMMA 2.1. For each $\delta>0$, the problem (2.2) has a unique global smooth solution $w_{\delta}^{r}(x, t)$, such that the following hold:
(i) $w_{-}<w_{\delta}^{r}(x, t)<w_{+}, \partial_{x} w_{\delta}^{r}(x, t)>0$ for $x \in \mathbb{R}, t \geq 0, \delta>0$.
(ii) For any $1 \leq p \leq \infty$, there is a constant $C(p)$ depending only on $p$, such that

$$
\begin{aligned}
& \left\|\partial_{x} w_{\delta}^{r}(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\left(w_{+}-w_{-}\right) \delta^{1-1 / p},\left(w_{+}-w_{-}\right)^{1 / p} t^{-1+1 / p}\right\} \\
& \left\|\partial_{x}^{2} w_{\delta}^{r}(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\left(w_{+}-w_{-}\right) \delta^{2-1 / p}, \delta^{1-1 / p} \frac{1}{t}\right\} \\
& \left\|\partial_{x}^{3} w_{\delta}^{r}(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\left(w_{+}-w_{-}\right) \delta^{3-1 / p}, \delta^{2-1 / p} \frac{1}{t}\right\}
\end{aligned}
$$

(iii)

$$
\lim _{t \rightarrow+\infty} \sup _{x \in \mathbb{R}}\left|w_{\delta}^{r}(x, t)-w^{r}(x, t)\right|=0
$$

Now, set $w_{ \pm}=\lambda_{1}\left(v_{ \pm}, \bar{s}\right)$, and we define $V(x, t), U(x, t), S(x, t), \Theta(x, t)$, the smooth approximation of $\left(v^{r}, u^{r}, s^{r}, \theta^{r}\right)$, by

$$
\begin{aligned}
& \lambda_{1}(V(x, t), \bar{s})=w_{\delta}^{r}(x, t), \quad U(x, t)=u_{ \pm}+\int_{v_{ \pm}}^{V(x, t)} \sqrt{-p_{v}(z, \bar{s})} d z \\
& S(x, t)=\bar{s}, \quad \Theta(x, t)=\theta(V(x, t), \bar{s})
\end{aligned}
$$

Then, it is not difficult to see that $V(x, t), U(x, t), S(x, t), \Theta(x, t)$ satisfy

$$
\left\{\begin{array}{l}
V_{t}-U_{x}=0  \tag{2.3}\\
U_{t}+p(V, \Theta)_{x}=0 \\
S_{t}(V, \Theta)=0 \\
\Theta_{t}+\frac{\Theta p_{\theta}(V, \Theta)}{e_{\theta}} U_{x}=0
\end{array}\right.
$$

and due to Lemma 2.1, the following lemma holds for $V, U, S, \Theta$.
Lemma 2.2. The functions $V(x, t), U(x, t), S(x, t)$, and $\Theta(x, t)$ constructed above satisfy the following:
(i) $V_{t}=U_{x}>0$ for all $x \in \mathbb{R}, t \geq 0$.
(ii) For any $1 \leq p \leq \infty$, there is a positive constant $C(p)$ depending only on $p$, such that

$$
\begin{aligned}
& \left\|\left(V_{x}, U_{x}, \Theta_{x}\right)(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\alpha \delta^{1-1 / p}, \alpha^{1 / p} t^{-1+1 / p}\right\} \\
& \left\|\left(V_{x x}, U_{x x}, \Theta_{x x}\right)(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\alpha \delta^{2-1 / p}, \delta^{1-1 / p} t^{-1}\right\} \\
& \left\|\left(V_{x x x}, U_{x x x}, \Theta_{x x x}\right)(\cdot, t)\right\|_{L^{p}} \leq C(p) \min \left\{\alpha \delta^{3-1 / p}, \delta^{2-1 / p} t^{-1}\right\}
\end{aligned}
$$

(iii)

$$
\lim _{t \rightarrow \infty} \sup _{x \in \mathbb{R}}\left|(V, U, S, \Theta)(t, x)-\left(v^{r}, u^{r}, s^{r}, \theta^{r}\right)(t, x)\right|=0
$$

(iv)

$$
\left|\left(V_{t}, U_{t}, \Theta_{t}\right)(x, t)\right| \leq C\left|\left(V_{x}, U_{x}, \Theta_{x}\right)(x, t)\right|
$$

Consequently, from Lemmas 2.1 and 2.2, it follows that $(U, V, \Theta)(x, t)$ converges to $\left(u^{r}, v^{r}, \theta^{r}\right)(x, t)$ as $t \rightarrow \infty$.

Now, we reformulate the problem by a natural scaling. Due to the scale invariance of the Riemann problem $(1.13),(1.16)$, we rescale the Cauchy problem $(1.1)_{1},(1.1)_{2}$ and (1.10) by

$$
y=x / \epsilon, \quad \tau=t / \epsilon, \quad \epsilon>0
$$

to obtain

$$
\left\{\begin{array}{l}
v_{\tau}-u_{y}=0  \tag{2.4}\\
u_{\tau}+p_{y}(v, \theta)=\left(\frac{u_{y}}{v}\right)_{y} \\
\theta_{\tau}+\frac{\theta p_{\theta}(v, \theta)}{e_{\theta}(v, \theta)} u_{y}=\frac{\mu}{e_{\theta}(v, \theta)}\left(\frac{\theta_{y}}{v}\right)_{y}+\frac{1}{e_{\theta}(v, \theta)} \frac{u_{y}^{2}}{v}
\end{array}\right.
$$

with initial data

$$
\begin{equation*}
(u, v, \theta)(y, 0)=\left(u_{0}, v_{0}, \theta_{0}\right)(y), \quad y \in \mathbb{R} \tag{2.5}
\end{equation*}
$$

where $\mu=\kappa / \epsilon$ and by virtue of the assumptions (1.17),

$$
\underline{\mu} \leq \mu \leq \bar{\mu} \quad \text { uniformly in } \epsilon>0 \text { for some positive constants } \underline{\mu}, \bar{\mu}
$$

And in the case of the rarefaction wave initial data (1.16), the initial data (2.5) are

$$
\left(u_{0}, v_{0}, \theta_{0}\right)(y)= \begin{cases}\left(u_{-}, v_{-}, \theta_{-}\right), & x<0  \tag{2.6}\\ \left(u_{+}, v_{+}, \theta_{+}\right), & x>0\end{cases}
$$

If there exists a unique global solution $(u, v, \theta)(y, \tau)$ to the problem (2.4), (2.5) with the same regularity as stated in Theorem 1.1, then the solution $\left(u^{\epsilon}, v^{\epsilon}, \theta^{\epsilon}\right)(x, t)$ to the problem $(1.1)_{1},(1.1)_{2},(1.10)$, and (1.12) is given by

$$
\begin{equation*}
\left(u^{\epsilon}, v^{\epsilon}, \theta^{\epsilon}\right)(x, t)=(u, v, \theta)(x / \epsilon, t / \epsilon) \tag{2.7}
\end{equation*}
$$

Hence, it follows that Theorem 1.1 can be proved if one can show

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \sup _{y \in \mathbb{R}}\left|(u, v, \theta)(y, \tau)-\left(u^{r}, v^{r}, \theta^{r}\right)\left(\frac{y}{\tau}\right)\right|=0 \tag{2.8}
\end{equation*}
$$

where $\left(u^{r}, v^{r}, \theta^{r}\right)(y / \tau)=\left(u^{r}, v^{r}, \theta^{r}\right)(x / t)$ is the centered 1-rarefaction wave solution defined by (1.15). Thus, the proof of Theorem 1.1 is reduced to showing that the centered rarefaction wave is a time-asymptotic state for the solution of (2.4) with discontinuous initial data (2.6); this will be a consequence of the following (more general) stability theorem.

THEOREM 2.3. Let $\left(u^{r}, v^{r}, \theta^{r}\right)(y / \tau)$ be the centered 1-rarefaction wave as in Theorem 1.1. Consider the Cauchy problem for (2.4), (2.5), where $\left(u_{0}, v_{0}, \theta_{0}\right)$ and its derivatives are sufficiently smooth away from $y=0$, but up to $y=0$ with a simple jump discontinuity at $y=0$. Assume that

$$
\left(u_{0}-u_{ \pm}, v_{0}-v_{ \pm}, \theta_{0}-\theta_{ \pm}\right) \in L^{2}\left(\mathbb{R}^{ \pm}\right), \quad v_{0 y} \in L^{2}\left(\mathbb{R}^{-}\right) \cap L^{2}\left(\mathbb{R}^{+}\right)
$$

Then, there is a positive constant $\eta_{0}$, such that if

$$
\left\|\left(u_{0}-u_{ \pm}, v_{0}-v_{ \pm}, \theta_{0}-\theta_{ \pm}\right)\right\|_{L^{2}\left(\mathbb{R}^{ \pm}\right)}+\left\|v_{0 y}\right\|_{ \pm}+\alpha \leq \eta_{0}
$$

then the Cauchy problem (2.4), (2.5) has a unique global solution $(u, v, \theta)(y, \tau)$ in the same function class as in Theorem 1.1. Moreover,

$$
\lim _{\tau \rightarrow \infty} \sup _{y \in \mathbb{R}}\left|(u, v, \theta)(y, \tau)-\left(u^{r}, v^{r}, \theta^{r}\right)\left(\frac{y}{\tau}\right)\right|=0
$$

Theorem 2.3 looks like nonlinear stability of centered rarefaction waves for the compressible Navier-Stokes equations; see, e.g., [16, 20, 21, 19, 22]. The main difference is that for the nonlinear stability of centered rarefaction waves, initial perturbation is smooth, while here one has to deal with initial perturbation with discontinuities, the time evolution of which has to be controlled properly. But, some ideas from the study of nonlinear stability can be borrowed here.

The proof of Theorem 2.3 is broken up into several steps. We start with the observation that by making use of the smooth rarefaction wave $(U, V, \Theta)(y, \tau)$ constructed above (e.g., one may take $\delta=1$ ), one can decompose the solution $(u, v, \theta)(y, \tau)$ of (2.4), (2.5) into

$$
(\varphi, \psi, \phi)(y, \tau)=(v-V, u-U, \theta-\Theta)(y, \tau), \quad \xi(y, \tau)=s(y, \tau)-\bar{s}
$$

Substituting the above decomposition into (2.4), (2.5), we obtain the system for the functions $\varphi, \psi, \phi, \xi$ :

$$
\left\{\begin{array}{l}
\varphi_{\tau}-\psi_{y}=0  \tag{2.9}\\
\psi_{\tau}+(p(v, \theta)-p(V, \Theta))_{y}=\left(\frac{u_{y}}{v}\right)_{y} \\
\phi_{\tau}+\frac{\theta p_{\theta}(v, \theta)}{e_{\theta}(v, \theta)} \psi_{y}+\left(\frac{\theta p_{\theta}(v, \theta)}{e_{\theta}(v, \theta)}-\frac{\Theta p_{\theta}(V, \Theta)}{e_{\theta}(V, \Theta)}\right) U_{y}=\frac{1}{e_{\theta}(v, \theta)}\left(\mu\left(\frac{\theta_{y}}{v}\right)_{y}+\frac{u_{y}^{2}}{v}\right), \\
\xi_{\tau}=\mu\left(\frac{\theta_{y}}{v \theta}\right)_{y}+\mu \frac{\theta_{y}^{2}}{v \theta^{2}}+\frac{u_{y}^{2}}{v \theta}
\end{array}\right.
$$

with initial data

$$
\begin{equation*}
(\varphi, \psi, \phi, \xi)(y, 0)=\left(\varphi_{0}, \psi_{0}, \phi_{0}, \xi_{0}\right) \equiv\left(v_{0}-V_{0}, u_{0}-U_{0}, \theta_{0}-\Theta_{0}, s_{0}-\bar{s}\right) \tag{2.10}
\end{equation*}
$$

where $\left(\varphi_{0}, \psi_{0}, \phi_{0}, \xi_{0}\right)$ and its derivatives are sufficiently smooth away from $y=0$ but up to $y=0$, and $\left(\varphi_{0}, \psi_{0}, \phi_{0}, \xi_{0}\right) \in L^{2}(\mathbb{R}), \varphi_{0 y} \in L^{2}\left(\mathbb{R}^{-}\right) \cap L^{2}\left(\mathbb{R}^{+}\right)$.

We shall show that the Cauchy problem (2.9), (2.10) possesses a unique global solution $(\varphi, \psi, \phi, \xi)(y, \tau)$ in the same function class as for $\left(u^{\epsilon}, v^{\epsilon}, \theta^{\epsilon}\right)$ in Theorem 1.1. Moreover, $(\varphi, \psi, \phi)$ goes to zero uniformly as $\tau \rightarrow \infty$. This convergence then yields Theorem 2.3 due to Lemmas 2.1 and 2.2.

Proposition 2.4. There exists a positive constant $\eta_{0}$, such that if

$$
\begin{equation*}
N^{2}(0):=\left\|\left(\varphi_{0}, \psi_{0}, \phi_{0}\right)\right\|^{2}+\left\|\varphi_{0 y}\right\|_{ \pm}^{2}+\alpha \leq \eta_{0} \tag{2.11}
\end{equation*}
$$

then the Cauchy problem (2.9), (2.10) has a unique global solution $(\varphi, \psi, \phi)(y, \tau)$ in the same function class as for $\left(u^{\epsilon}, v^{\epsilon}, \theta^{\epsilon}\right)(x, t)$ in Theorem 1.1, satisfying the following:

$$
\begin{equation*}
\sup _{\tau \geq 0}\left(\|(\varphi, \psi, \phi)(\tau)\|^{2}+\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2}\right)+\int_{0}^{\infty}\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2} d \tau \leq C\left\{N^{2}(0)+\delta^{1 / 4}\right\} \tag{i}
\end{equation*}
$$

(ii) For any $\tau_{0}>0$, there is a constant $C\left(\tau_{0}\right)>0$, such that

$$
\begin{aligned}
\sup _{\tau \geq \tau_{0}}\left(\left\|\left(\psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2}+\left\|\left(\psi_{y y}, \phi_{y y}\right)(\tau)\right\|_{ \pm}^{2}\right) & +\int_{\tau_{0}}^{\infty}\left\|\left(\psi_{y y}, \psi_{y \tau}, \phi_{y y}, \phi_{y \tau}\right)(\tau)\right\|_{ \pm}^{2} d \tau \\
& \leq C\left(\tau_{0}\right)\left\{N^{2}(0)+\delta^{1 / 4}\right\}
\end{aligned}
$$

(iii) The jump discontinuity of $\varphi(y, \tau)$ at $y=0$ is bounded from above by

$$
|[\varphi](\tau)| \leq C_{1} \exp \left\{-C_{2} \tau\right\} \quad \forall \tau \in(0, \infty)
$$

Here $C, C_{1}, C_{2}$ are positive constants independent of $\tau$.

Remark 2.1. It is not difficult to see that for the rarefaction wave initial data (1.16), the smallness of $\left\|\left(\varphi_{0}, \psi_{0}, \phi_{0}\right)\right\|$ in the condition (2.11) is satisfied provided that $\delta$ is appropriately large but without smallness of $\alpha$, while the smallness of $\left\|\varphi_{0 y}\right\|_{ \pm}$ holds provided that for fixed $\delta, \alpha$ is small enough.

Proof. To show Proposition 2.4, we combine the local existence and regularity result in [13] with an a priori energy estimate based on the nature of the underlying rarefaction wave. First, we state the following local existence, the proof of which can be found in [13].

Lemma 2.5 (see Hoff [13]). Suppose that $N(0)$ is suitably small so that there exist two positive constants $\underline{v}$ and $\bar{v}$ with $\underline{v} \leq v_{0}^{1}(y) \leq \bar{v}$ for all $y \in \mathbb{R}$. Then, there is a constant $T>0$, such that the Cauchy problem (2.9), (2.10) has a solution $(\varphi, \psi, \phi)$ on $\mathbb{R} \times[0, T]$ in the same function class as for $\left(u^{\epsilon}, v^{\epsilon}, \theta^{\epsilon}\right)$ in Theorem 1.1. Moreover, $\varphi, \psi, \phi$ satisfies the following:
(i) There exists a positive constant $C$, such that

$$
\sup _{\tau \geq 0}\left(\|(\varphi, \psi, \phi)(\tau)\|^{2}+\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2}\right)+\int_{0}^{T}\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2} d \tau \leq C\left\{N^{2}(0)+\delta^{1 / 4}\right\}
$$

(ii) There is a positive constant $C$, such that

$$
\begin{aligned}
\sup _{0 \leq \tau \leq T}\left(\left\|\left(\psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2}+\left\|\left(\psi_{y y}, \phi_{y y}\right)(\tau)\right\|_{ \pm}^{2}\right) & +\int_{\tau_{0}}^{T}\left\|\left(\psi_{y y}, \psi_{y \tau}, \phi_{y y}, \phi_{y \tau}\right)(\tau)\right\|_{ \pm}^{2} d \tau \\
& \leq C\left\{N^{2}(0)+\delta^{1 / 4}\right\}
\end{aligned}
$$

(iii) There are constants $C_{1}, C_{2}>0$ independent of $T$, such that

$$
|[p(v, e)]|=\left|\left[\frac{u_{y}}{v}\right]\right| \leq C_{1} \exp \left\{-C_{2} \tau\right\}
$$

By virtue of Lemma 2.5 and the continuation in time of the local solution, we see that to complete the proof of Proposition 2.4, it suffices to prove the following a priori estimate, the proof of which will be postponed to the next section.

Proposition 2.6 (a priori estimate). Let the assumptions in Lemma 2.5 be satisfied. Assume that the Cauchy problem (2.9), (2.10) has a solution $(\varphi, \psi, \phi)(y, \tau)$ on $\mathbb{R} \times[0, \tau]$ for some $\tau>0$ in the same function class as in Lemma 2.5. Denote

$$
N^{2}\left(\tau_{0}, \tau\right):=\sup _{\tau_{0} \leq s \leq \tau}\left\{\|(\varphi, \psi, \phi)(\tau)\|^{2}+\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2}\right\}, \quad 0 \leq \tau_{0} \leq \tau
$$

Then, there are positive constants $\eta_{1}$ and $C$ independent of $\tau_{1}$, such that for each fixed $\tau_{0}$, if

$$
N^{2}\left(\tau_{0}, \tau_{1}\right) \leq \eta_{1}
$$

then the following estimates hold:

$$
\begin{gathered}
N^{2}\left(\tau_{0}, \tau_{1}\right)+\int_{\tau_{0}}^{\tau_{1}}\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2} d \tau \leq C\left\{\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\left\|\varphi_{y}\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\delta^{1 / 4}\right\} \\
\sup _{0 \leq \tau \leq T}\left\|\left(\psi_{y}, \phi_{y}\right)(\tau)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau_{1}}\left\|\left(\psi_{y y}, \phi_{y y}\right)\right\|_{ \pm}^{2} d \tau \\
\leq C\left\{\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\delta^{1 / 4}\right\} .
\end{gathered}
$$

Proof of Theorem 2.3. By the systems (2.3) and (2.9), Lemma 2.2, and the Cauchy-Schwarz and Sobolev inequalities, we easily find that

$$
\int_{0}^{\infty}\left\|\left(\varphi_{t}, \psi_{t}, \phi_{t}\right)(\tau)\right\|_{L^{\infty}}^{2} d \tau<\infty
$$

which together with Proposition 2.4 yields $\lim _{\tau \rightarrow \infty} \sup _{y}|(\varphi(y, \tau), \psi(y, \tau), \phi(y, \tau))| \rightarrow$ 0 . Hence, in view of Lemma 2.2, we have proved Theorem 2.3.
3. Uniform a priori estimates. In this section we derive the key a priori estimates given in Proposition 2.6. First, we introduce the normalized entropy $\eta(v, u, s$, $V, U, S$ ) around ( $V, U, S$ ):

$$
\begin{aligned}
\eta(v, u, s, V, U, S):= & \left(e(v, \theta)+\frac{u^{2}}{2}\right)-\left(e(V, \Theta)+\frac{U^{2}}{2}\right) \\
& -\{-p(V, \Theta)(v-V)+U(u-U)+\Theta(s-S)\}
\end{aligned}
$$

where we have used the fact that $e_{v}(v, s)=-p(v, \theta), e_{s}(v, s)=0$.
An easy computation implies that $\eta$ satisfies the following equation:

$$
\begin{align*}
\eta_{\tau}(v, u, s, V, U, S) & +\{(p(v, \theta)-p(V, \Theta) \psi)\}_{y}+\left(\Theta \frac{\psi_{y}^{2}}{v \theta}+\mu \Theta \frac{\phi_{y}^{2}}{v \theta^{2}}\right) \\
& +\left\{p(v, s)-p(V, \bar{s})-p_{v}(V, \bar{s}) \psi-p_{s}(V, \bar{s}) \xi\right\} U_{y} \\
& =\left(\frac{\psi \psi_{y}}{v}+\mu \frac{\phi \phi_{y}}{v \theta}\right)_{y}+\left(-\frac{U_{y} \psi \phi_{y}}{v^{2}}+2 \frac{U_{y} \phi \psi_{y}}{v \theta}-\mu \frac{\Theta \phi \varphi_{y}}{v^{2} \theta}+\mu \frac{\Theta_{y} \phi \phi_{y}}{v \theta^{2}}\right) \\
& +\left(\frac{U_{x} x \psi}{v}+\mu \frac{\Theta_{y y} \phi}{v \theta}\right)+\left(-\frac{V_{y} U_{y} \psi}{v^{2}}+\frac{U_{y}^{2} \phi}{v \theta}-\mu \frac{V_{y} \Theta_{y} \phi}{v^{2} \theta}\right) \tag{3.1}
\end{align*}
$$

Employing (3.1), one has the following lemma.
Lemma 3.1. Suppose that the assumptions of Proposition 2.6 hold. Then,

$$
\begin{align*}
& \|(\varphi, \psi, \phi)(\tau)\|^{2}+\int_{\tau_{0}}^{\tau}\left(\left\|\sqrt{V_{\tau}}(\varphi, \phi)(\hat{\tau})\right\|^{2}+\left\|\left(\psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm}^{2}\right) d \hat{\tau} \\
& \quad \leq C\left\{\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\delta^{1 / 4}+N\left(\tau_{0}, \tau\right)^{2 / 3} \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}\right\} \tag{3.2}
\end{align*}
$$

Proof. Integrating (3.1) with respect to $\tau$ and $y$, we get
$\|(\varphi, \psi, \phi)(\tau)\|^{2}+\int_{\tau_{0}}^{\tau}\left(\left\|\sqrt{V_{\tau}}(\varphi, \phi)\right\|^{2}+\left\|\left(\psi_{y}, \phi_{y}\right)\right\|_{ \pm}^{2}\right)(\hat{\tau}) d \hat{\tau} \leq C\left\{\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\sum_{j=1}^{j=4} R_{j}\right\}$,
where

$$
\begin{aligned}
R_{1} & =\int_{\tau_{0}}^{\tau} \int_{ \pm}\left\{-(p(v, \theta)-p(V, \Theta) \psi)_{y}+\left(\frac{\psi \psi_{y}}{v}+\mu \frac{\phi \phi_{y}}{v \theta}\right)_{y}\right\}(y, \hat{\tau}) d y d \hat{\tau} \\
R_{2} & =\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|\psi U_{y y}\right|+\left|\phi \Theta_{y y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \\
R_{3} & =\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|U_{y} \psi \varphi_{y}\right|+\left|U_{y} \psi_{y} \phi\right|+\left|\Theta_{y} \varphi_{y} \phi\right|+\left|\phi \phi_{y} \Theta_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \\
R_{4} & =\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|V_{y} U_{y} \psi\right|+\left|U_{y}^{2} \phi\right|+\left|\phi \Theta_{y} V_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau}
\end{aligned}
$$

Here we have used the assumption (1.17), the smallness of $N\left(\tau_{0}, \tau\right)$ such that $\underline{v} \leq v \leq \bar{v}$ and $\underline{\theta} \leq \theta \leq \bar{\theta}$ for some positive constants $\underline{v}, \bar{v}, \underline{\theta}, \bar{\theta}$, the convexity of $p(v, s)$ with respect to $v$ and $s$, and the equivalence of $|(\varphi, \psi, \xi)|^{2}$ to $|(\varphi, \psi, \phi)|^{2}$.

Recalling the definition of $N\left(\tau, \tau_{0}\right)$ and applying Lemma 2.2, for given $\alpha, R_{j}$ can be estimated as follows:

$$
\begin{aligned}
R_{1} & =\int_{\tau_{0}}^{\tau}\left\{\left[-p(v, \theta)+p(V, \Theta)+\frac{\psi_{y}}{v}\right] \psi+\left[\frac{\phi \phi_{y}}{v \theta}\right]\right\}(\hat{\tau}) d \hat{\tau}=0 \\
R_{2} \leq & \leq \int_{\tau_{0}}^{\tau}\|(\psi, \phi)(\hat{\tau})\|^{1 / 2}\left\|\left(\psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|^{1 / 2}\left\|U_{y y}(\hat{\tau})\right\|_{L^{1}} d \hat{\tau} \\
\leq & C \int_{\tau_{0}}^{\tau}\left\{N\left(\tau_{0}, \tau\right)\left\|\left(\phi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2}+\left\|U_{y y}(\hat{\tau})\right\|_{L^{1}}^{4 / 3}\right\} d \hat{\tau} \\
\leq & C\left\{N\left(\tau_{0}, \tau\right) \int_{\tau_{0}}^{\tau}\left\|\left(\phi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2} d \hat{\tau}+\delta^{1 / 4}\right\} \\
& R_{4} \leq C \int_{\tau_{0}}^{\tau}\|(\psi, \phi)(\hat{\tau})\|^{1 / 2}\left\|\left(\psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|^{1 / 2}\left\|U_{y}(\hat{\tau})\right\|^{2} d \hat{\tau} \\
& \leq C \int_{\tau_{0}}^{\tau}\left\{N\left(\tau_{0}, \tau\right)\left\|\left(\phi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2}+\left\|U_{y}(\hat{\tau})\right\|^{8 / 3}\right\} d \hat{\tau} \\
& \leq C\left\{N\left(\tau_{0}, \tau\right) \int_{\tau_{0}}^{\tau}\left\|\left(\phi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2} d \hat{\tau}+\delta^{1 / 4}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
R_{3} & \leq C \int_{\tau_{0}}^{\tau}\|(\psi, \phi, \varphi)(\hat{\tau})\|^{1 / 2}\left\|\left(\psi_{y}, \phi_{y}, \varphi_{y}\right)(\hat{\tau})\right\|^{3 / 2}\left\|U_{y}(\hat{\tau})\right\| d \hat{\tau} \\
& \leq C \int_{\tau_{0}}^{\tau}\left\{N\left(\tau_{0}, \tau\right)^{2 / 3}\left\|\left(\phi_{y}, \psi_{y}, \varphi_{y}\right)(\hat{\tau})\right\|^{2}+\left\|U_{y}(\hat{\tau})\right\|^{4}\right\} d \hat{\tau} \\
& \leq C\left\{N\left(\tau_{0}, \tau\right)^{2 / 3} \int_{\tau_{0}}^{\tau}\left\|\left(\phi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2} d \hat{\tau}+\delta^{1 / 4}\right\}
\end{aligned}
$$

where we have used the Sobolev inequality and the following inequality:

$$
\begin{aligned}
\int_{\tau_{0}}^{\tau}\left\|\partial_{x}^{i} U(\hat{\tau})\right\|_{L^{p}}^{a+b} d \hat{\tau} & \leq \sup _{r \in\left[\tau_{0}, \tau\right]}\left\|\partial_{x}^{i} U(\hat{\tau})\right\|_{L^{p}}^{a} \int_{\tau_{0}}^{\tau}\left\|\partial_{x}^{i} U(\hat{\tau})\right\|_{L^{p}}^{b} d \hat{\tau} \\
& \leq C \delta^{(i-1 / p) a} \int_{\tau_{0}}^{\tau}\left\|\partial_{x}^{i} U(\hat{\tau})\right\|_{L^{p}}^{b} d \hat{\tau}
\end{aligned}
$$

Substituting the above estimates for $R_{j}(j=1, \ldots, 4)$ into (3.3), we obtain (3.2). This completes the proof.

We now proceed to derive bounds for the term $\int_{\tau_{0}}^{\tau}\left\|\varphi_{x}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}$, and we have the following lemma.

Lemma 3.2. Suppose that the assumptions of Proposition 2.6 hold. Then,

$$
\begin{align*}
\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2} & +\int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \leq C\left\{\left\|\left(\varphi_{y}, \psi\right)\left(\tau_{0}\right)\right\|^{2}+\|\psi(\tau)\|_{ \pm}^{2}\right. \\
& \left.+\int_{\tau_{0}}^{\tau}\left(\left\|\left(\psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm}^{2}+\left\|\sqrt{V_{\tau}(\hat{\tau})}(\varphi, \phi)(\hat{\tau})\right\|_{ \pm}^{2}\right) d \hat{\tau}+\delta\right\} \tag{3.4}
\end{align*}
$$

Proof. By (2.9), we easily find that

$$
\begin{align*}
\left(\frac{1}{2}\left(\frac{\varphi_{y}}{v}\right)^{2}-\frac{\varphi_{y}}{v} \psi\right)_{\tau} & -p_{v}(v, \theta) \frac{\varphi_{y}^{2}}{v}-\left(\frac{\psi_{y}^{2}}{v}+\frac{p_{\theta} \varphi_{y} \phi_{y}}{v}\right)+\left(\frac{\psi \psi_{y}}{v}\right)_{y} \\
& =\left\{V_{y}\left(p_{v}(v, \theta)-p_{v}(V, \Theta)\right) \frac{\varphi_{y}}{v}+\Theta_{y}\left(p_{\theta}(v, \theta)-p_{\theta}(V, \Theta)\right) \frac{\varphi_{y}}{v}\right. \\
& \left.+\frac{U_{y} \psi \varphi_{y}}{v^{2}-V_{y} \psi \psi_{y} / v^{2}}\right\}+\frac{V_{y} \psi_{y} \varphi_{y}}{v^{3}}-\frac{U_{y y} \varphi_{y}}{v^{2}}+\frac{V_{y} U_{y} \varphi_{y}}{v^{3}} . \tag{3.5}
\end{align*}
$$

Integrating (3.5) with respect to $y, \tau$ over $\left(\tau_{0}, \tau\right) \times \mathbb{R}$, we infer

$$
\begin{align*}
\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \leq & C\left\{\left\|\left(\varphi_{y}, \psi\right)\left(\tau_{0}\right)\right\|^{2}+\|\psi(\tau)\|^{2}\right. \\
& \left.+\int_{\tau_{0}}^{\tau}\left(\left\|\left(\psi_{y}, \phi_{y}\right)\right\|_{ \pm}^{2}+\left\|\sqrt{V_{t}}(\varphi, \phi)\right\|_{ \pm}^{2}\right)(\hat{\tau}) d \hat{\tau}+\sum_{j=5}^{j=7} R_{j}\right\} \tag{3.6}
\end{align*}
$$

with

$$
\begin{aligned}
& R_{5}=-\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\frac{\psi \psi_{y}}{v}\right)_{y} d \hat{\tau}, \quad R_{6}=\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|\psi U_{y} \varphi_{y}\right|+\left|V_{y} \psi \psi_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \\
& R_{7}=\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|\psi_{y} V_{y} \varphi_{y}\right|+\left|U_{y y} \varphi_{y}\right|+\left|U_{y} V_{y} \varphi_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau}
\end{aligned}
$$

where $R_{5}, R_{6}, R_{7}$ can be bounded as follows, using Sobolev's imbedding theorem and Lemma 2.5(iii):

$$
\begin{aligned}
R_{5} & =\int_{\tau_{0}}^{\tau}\left[\frac{\psi \psi_{y}}{v}\right] d \hat{\tau}=\int_{\tau_{0}}^{\tau} \psi\left[\frac{\psi_{y}}{v}\right] d \hat{\tau} \leq \int_{\tau_{0}}^{\tau}\|\psi\|^{1 / 2}\left\|\psi_{y}\right\|_{ \pm}^{1 / 2}\left[\frac{u_{y}}{v}\right] d \hat{\tau} \\
& \leq \frac{1}{4} \int_{\tau_{0}}^{\tau}\left\|\psi_{y}\right\|_{ \pm}^{2} d \hat{\tau}+C \sup _{\tau_{0} \leq s \leq \tau}\|\psi(s)\|^{2 / 3}\left|\left[\varphi\left(\tau_{0}\right)\right]\right|^{4 / 3} \int_{\tau_{0}}^{\tau} \exp \left(-\frac{4}{3} C_{3}\left(\hat{\tau}-\tau_{0}\right)\right) d \hat{\tau} \\
& \leq \frac{1}{4} \int_{\tau_{0}}^{\tau}\left\|\psi_{y}\right\|_{ \pm}^{2} d \hat{\tau}+\frac{1}{3} \sup _{\tau_{0} \leq s \leq \tau}\|\psi(s)\|^{2}+C\left\{\|\left(\varphi\left(\tau_{0}\right)\left\|^{2}+\right\| \varphi_{y}\left(\tau_{0}\right) \|^{2}\right)\right\} \\
R_{6} & \leq C \int_{\tau_{0}}^{\tau}\|\psi(\hat{\tau})\|^{1 / 2}\left\|\psi_{y}(\hat{\tau})\right\|^{1 / 2}\left\|U_{y}(\hat{\tau})\right\|\left\|\left(\varphi_{y}, \psi_{y}\right)(\hat{\tau})\right\| d \hat{\tau} \\
& \leq C\left\{N\left(\tau_{0}, \tau\right)^{2 / 3} \int_{\tau_{0}}^{\tau}\left\|\left(\varphi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2} d \hat{\tau}+\int_{\tau_{0}}^{\tau}\left\|U_{y}(\hat{\tau})\right\|^{4} d \hat{\tau}\right\} \\
& \leq C\left\{N\left(\tau_{0}, \tau\right)^{2 / 3} \int_{\tau_{0}}^{\tau}\left\|\left(\varphi_{y}, \psi_{y}\right)(\hat{\tau})\right\|^{2} d \hat{\tau}+\delta^{1 / 4}\right\} \\
R_{7} & \leq C \alpha \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}\right\|_{ \pm}\left\|\psi_{y}\right\|_{ \pm} d \hat{\tau}+\int_{\tau_{0}}^{\tau}\left(\left\|U_{y y}\right\|\left\|\varphi_{y}\right\|_{ \pm}+\left\|V_{y}\right\|_{L^{4}}\left\|U_{y}\right\|_{L^{4}}\left\|\varphi_{y}\right\|_{ \pm}\right) d \hat{\tau} \\
& \leq \frac{1}{2} \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \int_{\tau_{0}}^{\tau}\left(\left\|\psi_{y}\right\|_{ \pm}^{2}+\left\|U_{y}\right\|_{L^{4}}^{4}+\left\|V_{y}\right\|_{L^{4}}^{4}+\left\|U_{y y}\right\|^{2}\right) d \hat{\tau} \\
& \leq \frac{1}{2} \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|^{2} d \hat{\tau}+C\left\{\int_{\tau_{0}}^{\tau}\left\|\psi_{y}(\hat{\tau})\right\|^{2} d \hat{\tau}+\delta^{1 / 4}\right\} .
\end{aligned}
$$

Inserting the estimates for $R_{j}(j=5,6,7)$ into (3.6), we arrive at

$$
\begin{align*}
\left\|\varphi_{y}(\tau)\right\|_{ \pm}^{2} & +\int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \leq C\left\{\left\|\left(\varphi_{y}, \psi\right)\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\|\psi(\tau)\|^{2}\right. \\
& \left.+\int_{\tau_{0}}^{\tau}\left(\left\|\left(\psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm}^{2}+\left\|\sqrt{V_{\tau}}(\varphi, \phi)(\hat{\tau})\right\|^{2}\right) d \hat{\tau}+\delta^{1 / 4}\right\} \tag{3.7}
\end{align*}
$$

Finally, combining Lemma 3.1 with Lemma 3.2, we conclude that

$$
\begin{align*}
\left\|\left(\varphi, \psi, \phi, \varphi_{y}\right)(\tau)\right\|^{2} & +\int_{\tau_{0}}^{\tau}\left(\left\|\sqrt{V_{\tau}(\hat{\tau})}(\varphi, \phi)(\hat{\tau})\right\|^{2}+\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm}^{2}\right) d \hat{\tau} \\
& \leq C\left(\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\left\|\varphi_{y}\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\delta^{1 / 4}\right) \tag{3.8}
\end{align*}
$$

Comparing with the standard energy estimate for the compressible Navier-Stokes equations, we refer (3.8) to the basic energy estimate.

Next, we proceed to estimate higher order derivatives of $\psi, \phi$ in the space $L^{\infty}\left(\tau_{0}, \tau ; L^{2}\left(\mathbb{R}^{ \pm}\right)\right)$.

Lemma 3.3. Suppose that the assumptions of Proposition 2.6 hold. Then,

$$
\begin{equation*}
\left\|\psi_{y}(\tau)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\tau)\right\|_{ \pm}^{2} d \tau \leq C\left(\left\|\psi_{y}\left(\tau_{0}\right)\right\|_{ \pm}+\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\delta^{1 / 4}\right) \tag{3.9}
\end{equation*}
$$

Proof. Multiplying the second equation of (2.9) by $-\psi_{y y}$, one obtains

$$
\begin{align*}
\left(\frac{\psi_{y}^{2}}{2}\right)_{\tau} & +\frac{\psi_{y y}^{2}}{v}-\left(\psi_{\tau} \psi_{y}\right)_{y}=\left(p_{v}(v, \theta) \varphi_{y}+p_{\theta}(v, \theta) \phi_{y}\right) \psi_{y y}+\frac{\varphi_{y} \psi_{y} \psi_{y y}}{v^{2}} \\
& +V_{y}\left\{p_{v}(v, \theta)-p_{v}(V, \Theta)\right\} \psi_{y y}+\Theta_{y}\left\{p_{\theta}(v, \theta)-p_{\theta}(V, \Theta)\right\} \psi_{x x} \\
& +\frac{V_{y} \psi_{y} \psi_{y y}}{v^{2}}+\frac{U_{y} \varphi_{y} \psi_{y y}}{v^{2}}-\frac{U_{y y} \psi_{y y}}{v}+\frac{V_{y} U_{y} \psi_{y y}}{v^{2}} \tag{3.10}
\end{align*}
$$

which, by integrating with respect to $y$ and $\tau$, leads to

$$
\begin{align*}
& \left\|\psi_{y}(\tau)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \leq\left\|\psi_{y}\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\psi_{\tau} \psi_{y}\right)_{y} d y d \hat{\tau} \\
& +C\left\{\int_{\tau_{0}}^{\tau}\left(\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm}^{2}+\left\|\sqrt{V_{t}}(\varphi, \phi)(\hat{\tau})\right\|^{2}\right) d \hat{\tau}\right. \\
& +\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\left|\varphi_{y} \psi_{y} \psi_{y y}\right|+\left|V_{y} \psi_{y} \psi_{y y}\right|+\left|U_{y} \varphi_{y} \psi_{y y}\right|\right. \\
& \left.\left.+\left|\psi_{y y}\right|\left(\left|U_{y y}\right|+\left|U_{y}^{2}\right|\right)\right) d y d \hat{\tau}\right\} \tag{3.11}
\end{align*}
$$

The terms on the right-hand side of (3.11) can be bounded as follows:

$$
\begin{aligned}
\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\psi_{\tau} \psi_{y}\right)_{y} d y d \hat{\tau} & =\left.\left[\psi \psi_{y}\right]\right|_{\tau_{0}} ^{\tau}-\int_{\tau_{0}}^{\tau} \psi\left[\psi_{y}\right]_{\tau} d \hat{\tau}=\left.\psi\left[\psi_{y}\right]\right|_{\tau_{0}} ^{\tau}-\int_{\tau_{0}}^{\tau} \psi\left[\psi_{y}\right]_{\tau} d \hat{\tau} \\
& \leq \frac{1}{8} \int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \int_{\tau_{0}}^{\tau}\left(\|\varphi\|^{2}+\|\psi\|^{2}+\left\|\psi_{y}\right\|_{ \pm}^{2}\right)(\hat{\tau}) d \hat{\tau}
\end{aligned}
$$

where we have used the fact that the jump [ $u_{y}$ ] decays exponentially in $\tau$ (cf. the estimate of $R_{5}$ in the proof of Lemma 3.2); and

$$
\begin{aligned}
\int_{\tau_{0}}^{\tau} \int_{ \pm}\left|\left(\varphi_{y} \psi_{y} \psi_{y y}\right)(y, \hat{\tau})\right| d x d \hat{\tau} & \leq C \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}\left\|\psi_{y}(\hat{\tau})\right\|_{ \pm}^{1 / 2}\left\|\psi_{y y}(\cdot, \hat{\tau})\right\|_{ \pm}^{3 / 2} d \hat{\tau} \\
& \leq \frac{1}{8} \int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C N\left(\tau_{0}, \tau\right) \int_{\tau_{0}}^{\tau}\left\|\psi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}
\end{aligned}
$$

$$
\begin{aligned}
& \int_{\tau_{0}}^{\tau} \int_{ \pm}\left|\psi_{y y}(y, \hat{\tau})\right|\left(\left|V_{y} \psi_{y}\right|+\left|U_{y} \varphi_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \\
& \quad \leq \frac{1}{8} \int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \delta \int_{\tau_{0}}^{\tau}\left\|\left(\varphi_{y}, \psi_{y}\right)(\hat{\tau})\right\|_{ \pm} d \hat{\tau}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\tau_{0}}^{\tau} & \int_{ \pm}\left|\left(\psi_{y y}(y, \tau)\right)\right|\left(\left|U_{y y}\right|+\left|U_{y}\right|^{2}\right)(y, \tau) d y d \tau \\
& \leq \frac{1}{8} \int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \int_{\tau_{0}}^{\tau}\left(\left\|U_{y y}\right\|^{2}+\left\|U_{y}\right\|_{L^{4}}^{4}\right)(\hat{\tau}) d \hat{\tau} \\
& \leq \frac{1}{8} \int_{\tau_{0}}^{\tau}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \delta^{1 / 4}
\end{aligned}
$$

Substituting the above estimates into (3.10), we obtain (3.9).
Similarly, we can bound the derivatives of $\phi$ as follows.
Lemma 3.4. Assume that the assumptions of Proposition 2.6 hold. Then,

$$
\begin{equation*}
\left\|\phi_{y}(\tau)\right\|_{ \pm}^{2}+\int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \leq C\left(\left\|(\varphi, \psi, \phi)\left(\tau_{0}\right)\right\|^{2}+\left\|\phi_{y}\left(\tau_{0}\right)\right\|_{ \pm}^{2}+\delta^{1 / 4}\right) \tag{3.12}
\end{equation*}
$$

Proof. Multiplying the third equation of (2.9) by $-\phi_{y y}$, then integrating with respect to $y$ and $\tau$, and utilizing (3.7) and (3.8), we deduce that

$$
\begin{align*}
& \left\|\phi_{y}(\tau)\right\|^{2}+\int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|^{2} d \hat{\tau} \leq\left\|\phi_{y}\left(\tau_{0}\right)\right\|^{2}+\int_{\tau_{0}}^{\tau}\left\|\psi_{y}(\hat{\tau})\right\|^{2} d \hat{\tau} \\
& +\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\phi_{\tau} \phi_{y}\right)_{y} d \hat{\tau}+C\left\{\int _ { \tau _ { 0 } } ^ { \tau } \int _ { \pm } \left(\left|\phi_{y y}\right|\left(\left|\varphi_{y} \phi_{y}\right|+\left|\psi_{y}^{2}\right|\right)\right.\right. \\
& +\left|U_{y} \phi_{y y}\right|(|\phi|+|\varphi|)+\left|\phi_{y y}\right|\left(\left|V_{y} \phi_{y}\right|+\left|\Theta_{y} \varphi_{y}\right|\right. \\
& \left.\left.\left.\quad+\left|U_{y} \psi_{x}\right|\right)+\left|\phi_{y y}\right|\left(\left|U_{y y}\right|+\left|U_{y}^{2}\right|\right)\right)(y, \hat{\tau}) d y d \hat{\tau}\right\} \tag{3.13}
\end{align*}
$$

where the right-hand side can be estimated as follows:

$$
\begin{gathered}
\int_{\tau_{0}}^{\tau} \int_{ \pm}\left(\phi_{\tau} \phi_{y}\right)_{y} d y d \hat{\tau}=\left.\left[\phi \phi_{y}\right]\right|_{\tau_{0}} ^{\tau}-\int_{\tau_{0}}^{\tau} \phi\left[\phi_{y}\right]_{\tau}=\left.\phi\left[\phi_{y}\right]\right|_{\tau_{0}} ^{\tau}-\int_{\tau_{0}}^{\tau} \phi\left[\phi_{y}\right]_{\tau} \\
\leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \int_{\tau_{0}}^{\tau}\left(\|\psi\|^{2}+\|\phi\|^{2}+\left\|\phi_{y}\right\|_{ \pm}^{2}\right)(\hat{\tau}) d \hat{\tau} \\
\int_{\tau_{0}}^{\tau} \int_{ \pm}^{\tau}\left|\left(\varphi_{y} \phi_{y} \phi_{y y}\right)(y, \hat{\tau})\right| d y d \hat{\tau} \leq C \int_{\tau_{0}}^{\tau}\left\|\varphi_{y}(\hat{\tau})\right\|_{ \pm}\left\|\phi_{y}(\hat{\tau})\right\|_{ \pm}^{1 / 2}\left\|_{\phi_{y y}}(\hat{\tau})\right\|_{ \pm}^{3 / 2} d \hat{\tau} \\
\leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C N\left(\tau_{0}, \tau\right) \int_{\tau_{0}}^{\tau}\left\|\phi_{y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \\
\int_{\tau_{0}} \int_{ \pm}\left|\left(\psi_{y}^{2} \phi_{y y}\right)(y, \hat{\tau})\right| d y d \hat{\tau} \leq C \int_{\tau_{0}}^{\tau}\left\|\psi_{y}(\hat{\tau})\right\|_{ \pm}^{3 / 2}\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{1 / 2}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm} d \hat{\tau} \\
\leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C N\left(\tau_{0}, \tau\right) \int_{\tau_{0}}^{\tau}\left(\left\|\psi_{y y}(\hat{\tau})\right\|_{ \pm}^{2}+\left\|\psi_{y}(\hat{\tau})\right\|_{ \pm}^{2}\right) d \hat{\tau}
\end{gathered}
$$

$$
\begin{aligned}
\int_{\tau_{0}}^{\tau} \int_{ \pm}\left|U_{y} \phi_{y y}\right|(|\varphi| & +|\phi|)(y, \hat{\tau}) d y d \hat{\tau} \\
& \leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \delta \int_{\tau_{0}}^{\tau}\left\|\sqrt{V_{\tau}}(\varphi, \phi)(\hat{\tau})\right\| d \hat{\tau} \\
\int_{\tau_{0}}^{\tau} \int_{ \pm}\left|\phi_{y y}\right|\left(\left|V_{y} \phi_{y}\right|\right. & \left.+\left|\Theta_{y} \varphi_{y}\right|+\left|U_{y} \psi_{y}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \\
& \leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \delta \int_{\tau_{0}}^{\tau}\left\|\left(\varphi_{y}, \psi_{y}, \phi_{y}\right)(\hat{\tau})\right\|_{ \pm} d \hat{\tau}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\tau_{0}}^{\tau} \int_{ \pm}\left|\phi_{y y}\right|\left(\left|U_{y y}\right|+\left|U_{y}^{2}\right|\right)(y, \hat{\tau}) d y d \hat{\tau} \leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau} \\
& \quad+C \int_{\tau_{0}}^{\tau}\left(\left\|U_{y y}\right\|^{2}+\left\|U_{y}\right\|_{L^{4}}^{4}\right)(\hat{\tau}) d \hat{\tau} \leq \frac{1}{16} \int_{\tau_{0}}^{\tau}\left\|\phi_{y y}(\hat{\tau})\right\|_{ \pm}^{2} d \hat{\tau}+C \delta^{1 / 4}
\end{aligned}
$$

Substitution of the above estimates into (3.13) gives Lemma 3.4 immediately.
Now, combining Lemmas 3.1-3.4, we obtain Proposition 2.6.
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#### Abstract

We study the asymptotic behavior of energies of Ginzburg-Landau type, for maps from $\mathbb{R}^{n+k}$ into $\mathbb{R}^{k}$, and when the growth exponent $p$ is strictly larger than $k$. We prove a compactness and $\Gamma$-convergence result, with respect to a suitable topology on the Jacobians, seen as $n$-dimensional currents. The limit energy is defined on the class of $n$-integral boundaries $M$, and its density involves a family of optimal profile constants depending locally on the multiplicity of $M$.
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1. Introduction. The investigation of phase transition and concentration phenomena from a variational point of view involves functionals of the kind

$$
\begin{equation*}
E_{\varepsilon}(u):=\int_{\Omega}|\nabla u|^{p}+\frac{1}{\varepsilon^{p}} W(u), \quad u \in W^{1, p}\left(\Omega ; \mathbb{R}^{k}\right) \tag{1.1}
\end{equation*}
$$

where $n \geq 0$ and $k \geq 1$ are given integers, $\Omega$ is a bounded regular domain in $\mathbb{R}^{n+k}$, $p>1$ is a real exponent, and $W$ is a nonnegative continuous potential on $\mathbb{R}^{k}$, vanishing only on the unit sphere $S^{k-1}$. A rigorous mathematical analysis of the asymptotic behavior of $E_{\varepsilon}$ as the positive parameter $\varepsilon$ tends to zero began in the 1970s with the celebrated paper by Modica and Mortola [30]. They proved that, taking $p=2$, $n \geq 0$, and $k=1$ (so that $W$ is null at -1 and +1 ), the minima of $E_{\varepsilon}$ on the class of functions with prescribed mean converge to a constant times the area of a minimal surface of dimension $n$. The multiplicative constant is determined by an "optimal profile problem," which selects the 1-dimensional transition of lowest cost between the two wells of the potential. The basic physical motivation was the Cahn-Hilliard model for phase transition of immiscible fluids [8], and the technique adopted to attack the problem was the $\Gamma$-convergence introduced by De Giorgi and Franzoni in [10]. For an outline of the proof of the Modica-Mortola theorem close in spirit to the aims of the present work, and for the numerous later extensions by different authors, we refer the reader to the survey paper [1] and enclosed references. Therein the reader may also find a quick introduction to $\Gamma$-convergence, whose general theory and applications are developed in $[6,9]$.

The analogous problem in the vector-valued case involves in its simplest form the Ginzburg-Landau energies obtained by taking $n=0$ and $k=p=2$ in (1.1) (so that $W$ is null on $S^{1}$ ). In this case, the physical background is related to phase transition models for superconductors [17] or superfluids [18]. A detailed study of the asymptotic behavior of minimizers of Ginzburg-Landau energies on the class of

[^22]functions with prescribed boundary datum $g \in C^{\infty}\left(\partial \Omega ; S^{1}\right)$ has been carried out by Bethuel, Brezis, and Hélein; see the monograph [5]. Roughly, when the degree of $g$ is nonzero, energy concentration occurs near a finite number of isolated points-the so-called Ginzburg-Landau vortices. Moreover, all singularities have degree 1, and they tend to repel each other. These results have been obtained essentially through PDE methods for the Euler-Lagrange equation of $E_{\varepsilon}$, combined with some complex analysis devices.

A more variational approach allows one to deal with energies of the type (1.1) in any space dimensions $n \geq 0$ and $k \geq 2$, and taking $p=k$. The asymptotic behavior as $\varepsilon \rightarrow 0$ of such functionals $E_{\varepsilon}$ has been studied in a recent paper by Alberti, Baldo, and Orlandi [3], and independently (for $k=2$ ) by Jerrard and Soner [26]. When the boundary datum has a topological singularity, the energy of minimizers turns out to be of order $|\log \varepsilon|$ and concentrates near a surface of dimension $n$ in $\Omega$. A good topology which allows for the detection of energy concentration is a suitable flat norm $\mathbb{F}_{\Omega}$ for the Jacobians $J u_{\varepsilon}$ of $u_{\varepsilon}$; indeed, using a suitable Hodge-type operator between $k$-covectors and $n$-vectors, the $k$-forms $J u_{\varepsilon}$ may be identified with generalized oriented $n$-surfaces, or more precisely, with $n$-dimensional integral boundaries $\star J u_{\varepsilon}$ in the sense of currents. So, within the general setting of currents theory, the behavior of $u_{\varepsilon}$ can be described in a rigorous way by means of a compactness and $\Gamma$-convergence result [3, Theorem 1.1]: with a suitable Dirichlet condition, the minima of $E_{\varepsilon}$ converge to a dimensional constant times the area measure of a minimizing $n$-current. We also refer the reader to $[4,7,15,19,20,22,24,27,28,29,31]$ and the references therein for related concentration, compactness, and lower bound results.

In this paper, we study the variational convergence of the functionals $E_{\varepsilon}$ in (1.1) still for arbitrary $n \geq 0$ and $k \geq 2$, but now for $p$ strictly larger than $k$. We stress that, while in the scalar case $k=1$ the choice of $p$ is essentially not relevant for the problem, in the vector case $k \geq 2$ the choice $p=k$ is in some sense "critical." Indeed, for every $p>1$, the $\Gamma$-limit of $E_{\varepsilon}$ in $L^{1}$ is equal to $\int_{\Omega}|\nabla u|^{p}$ for $u \in W^{1, p}\left(\Omega, S^{k-1}\right)$, and $+\infty$ otherwise. Now, the trace operator maps $W^{1, p}\left(\Omega, S^{k-1}\right)$ onto $W^{1-\frac{1}{p}, p}\left(\partial \Omega, S^{k-1}\right)$ if and only if $p<k$ (see, e.g., [21]). Thus, for $p<k$, imposing any Dirichlet boundary datum does not produce energy concentration (i.e., the energy of minimizers remains bounded). On the other hand, in the supercritical case $p>k$, for suitable boundary data the energy of minimizers turns out to be of order $\varepsilon^{k-p}$. In particular, the appropriate sequence of rescaled functionals to be considered in order to determine a meaningful $\Gamma$-limit is obtained by multiplying the functionals $E_{\varepsilon}$ in (1.1) by $\varepsilon^{p-k}$. In this paper, the $\Gamma$-limit of $\varepsilon^{p-k} E_{\varepsilon}$ is determined in the absence of boundary conditions; however, by suitable modifications, our main result (cf. Theorem 1.1 below) can be extended in order to include Dirichlet boundary data; see [11].

Though it seems to have no particular physical interpretation, from a purely mathematical point of view the problem in the case $p>k$ reveals some interesting features, different from the case $p=k$. The main new difficulties concern the influence of the potential $W$ on energy concentration, and the consequent effects on the form of the $\Gamma$-limit. This phenomenon can be observed by looking at the behavior of a so-called recovery sequence, namely, a sequence $\left\{u_{\varepsilon}\right\}$ which satisfies condition (ii) in Theorem 1.1 below when $p>k$ (respectively, the analogous condition (ii) in Theorem 1.1 of [3] when $p=k$ ). Indeed, when $p=k$ we see that a zone carrying a vanishing energy is located between the limit integral boundary $M$ and the set where $E_{\varepsilon}\left(u_{\varepsilon}\right)$ are of order $|\log \varepsilon|$; therefore, the shape of the potential does not modify the $\Gamma$-limit. On the contrary, when $p>k$, there is a whole neighborhood of $M$ where $E_{\varepsilon}\left(u_{\varepsilon}\right)$ are of
order $\varepsilon^{k-p}$. As a consequence, the amount of energy concentration is governed by an auxiliary variational problem, which involves the potential and depends locally on the integer multiplicity of $M$; so we have to deal with a whole family of "optimal profile constants" $\tau_{d}$ for $d$ varying in $\mathbb{Z}$. Their role is in some respect analogous to the one played by the constant $\tau$ which appears in the $\Gamma$-limit of $E_{\varepsilon}$ in the scalar case: in terms of the unscaled energy $\int_{\mathbb{R}^{n}}|\nabla u|^{p}+W(u)$, when $k=1, \tau$ represents the minimal cost for a transition between the two wells of the potential, whereas when $k \geq 2, \tau_{d}$ represents the minimal cost for a singularity of degree $d$. However, though the situation reveals a close resemblance to the scalar case, it is considerably more complicated, not only because $\tau_{d}$ varies with $d$, but also because, for fixed $d$, it is quite delicate to determine the class of admissible functions in the variational problem which defines $\tau_{d}$. Actually, in order to obtain the $\Gamma$-limsup inequality, all the competitors should have the same "trace at infinity," whereas, in order to prove the $\Gamma$-lim inf inequality, they should satisfy the strictly weaker condition of having just the same "degree at infinity." Fortunately this dichotomy, which is one of the most intriguing aspects of the problem, is only apparent: in fact the two involved variational problems turn out to have the same infimum, so that no gap occurs between the $\Gamma$-limsup and the $\Gamma$-liminf.

Our main result reads as follows. For the definition of the constants $\tau_{d}, d \in \mathbb{Z}$, we refer the reader to section 4 ; moreover, we denote by $\alpha_{k}$ the Lebesgue measure of the unit ball in $\mathbb{R}^{k}$.

Theorem 1.1. Let $n \geq 0, k \geq 2$, and $p>k$. For $\varepsilon>0$, let $F_{\varepsilon}:=\varepsilon^{p-k} E_{\varepsilon}, E_{\varepsilon}$ being the functionals defined in (1.1). Assume that the positive continuous potential $W$ vanishes only on $S^{k-1}$ and satisfies the growth conditions

$$
\begin{equation*}
\liminf _{|y| \rightarrow 1} \frac{W(y)}{(1-|y|)^{p /(p-k+1)}}>0 \quad \text { and } \quad \liminf _{|y| \rightarrow+\infty} \frac{W(y)}{|y|^{p}}>0 \tag{1.2}
\end{equation*}
$$

Then the following statements hold:
(i) Compactness and $\Gamma$-liminf inequality. Whenever $\sup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, up to subsequences we have $\mathbb{F}_{\Omega}\left(\star J u_{\varepsilon}-\alpha_{k} M\right) \rightarrow 0$, where $M$ is an $n$-dimensional integral boundary in $\Omega$ with multiplicity $\sigma$, and

$$
\begin{equation*}
\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \int_{M} \tau_{\sigma(x)} d \mathcal{H}^{n}(x) \tag{1.3}
\end{equation*}
$$

(ii) $\Gamma$-limsup inequality. For every $n$-dimensional integral boundary $M$ in $\Omega$ with multiplicity $\sigma$, there exists a sequence $\left\{u_{\varepsilon}\right\} \subset W^{1, p}\left(\Omega ; \mathbb{R}^{k}\right)$ such that $\mathbb{F}_{\Omega}\left(\star J u_{\varepsilon}-\right.$ $\left.\alpha_{k} M\right) \rightarrow 0$ and

$$
\begin{equation*}
\limsup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) \leq \int_{M} \tau_{\sigma(x)} d \mathcal{H}^{n}(x) \tag{1.4}
\end{equation*}
$$

We point out that a deeper understanding of the infimum problems which define the constants $\tau_{d}$ might allow us to clarify whether the dependence of $\tau_{d}$ on $d$ is linear, and hence to establish whether the $\Gamma$-limit given by Theorem 1.1 is a multiple of the area. However, we feel that this is a challenging task. Indeed, while the admissible fields in the variational problems defining $\tau_{d}$ satisfy just a global degree condition, to understand the way the infima $\tau_{d}$ depend on $d$ one should obtain some information on the local degree of minimizing sequences. (Actually, one should know how concentrated or spread out the subsets of $\mathbb{R}^{k}$ where the global degree is attained are.) An adequate technique to derive this local information from a global degree seems to be
somehow missing. Still for $n=0$, one may also try to locate the singularities: it could be of some interest to determine whether their behavior differs in some aspect from that of Ginzburg-Landau vortices for $p=k$.

Let us briefly describe how the contents are organized. Section 2 is conceived so as to make the paper self-contained: we summarize the basic notation and preliminaries, omitting all proofs and details, for which we indicate suitable references. In section 3, we give a proof of the compactness statement in Theorem 1.1 (i), which turns out to be simpler than the corresponding result in [3]; essentially, we use the deformation theorem and the uniform boundedness in mass for a suitably defined notion of projected modified Jacobians. Section 4 is entirely devoted to the study of the optimal profile constants $\tau_{d}$. In particular, we give "weak" and "strong" definitions of $\tau_{d}$, a priori different from each other, and we show that they coincide. In section 5 , we prove the $\Gamma$-liminf inequality, first for $n=0$, by exploiting the weak definition of $\tau_{d}$, and then for $n>0$, by means of a slicing technique. Finally, in section 6 , we prove the $\Gamma$-limsup inequality, using as a key tool an existence result for maps with prescribed singularities given in [2], combined with the strong definition of $\tau_{d}$.

## 2. Preliminaries.

2.1. Notation. Throughout the paper, sets and functions are assumed to be Borel measurable, and, when no ambiguity may arise, we omit the indication of the measure in integrals. We adopt the letters $K$ and $C$ for constants that are, respectively, universal (i.e., depend only on the parameters $p, k$, and $n$ and possibly on the potential $W$ ) and not universal. In general, we do not use indices, so that $K$ and $C$ may take different values even within the same line. Moreover, we adopt the following list of standard symbols.

| $B_{r}^{d}$ $S^{d-1}$ | the open ball in $\mathbb{R}^{d}$ with center the origin and radius $r$ the unit sphere in $\mathbb{R}^{d}$ |
| :---: | :---: |
| $\mathcal{L}^{\text {d }}$ | the Lebesgue measure on $\mathbb{R}^{d}$ |
| $\mathcal{H}^{\text {d }}$ | the $d$-dimensional Hausdorff measure |
| $\delta(P)$ | the Dirac mass at the point $P$ |
| $\mu\llcorner A$ | the restriction of the measure $\mu$ to the set $A$ |
| $\alpha_{d}$ | the Lebesgue measure of $B_{1}^{d}$ |
| $A \subset \subset B$ | the set $A$ is compactly contained into the set $B$ |
| $\begin{aligned} & \chi_{A} \\ & \operatorname{dist}(x, A) \end{aligned}$ | the characteristic function of the set $A$ the distance of the point $x$ from the set $A$ |
| $\sharp A$ | the cardinality of the finite set $A$ |
|  | the Euclidean scalar product |
| \| | | the Euclidean norm |
| $f \ll g$ | $\lim (\|f\| /\|g\|)$ vanishes |
| $\operatorname{osc}(f, E)$ | the oscillation of $f \in C^{0}(A ; B)$ in the set $E \subseteq A$ |
| $\operatorname{Lip}_{(\text {loc })}(A ; B)$ | the space of (locally) Lipschitz functions $f: A \rightarrow B$ |
| $\operatorname{Lip} f$ | the Lipschitz constant of $f \in \operatorname{Lip}(A ; B)$ |
| $\left(L_{(\text {loc })}^{p}(A ; B),\\| \\|_{p, A}\right)$ | the space of (locally) Lebesgue functions $f: A \rightarrow B$ |
| $\left(W_{\text {(loc) }}^{1, p}(A ; B),\\| \\|_{1, p, A}\right)$ | the space of (locally) Sobolev functions $f: A \rightarrow B$ |

From now on, we always assume that $p>k \geq 2$ (while $n \geq 0$ ) and that $\Omega$ is an open bounded domain in $\mathbb{R}^{n+k}$ with a Lipschitz boundary. Given $A \subset \Omega$ and $u \in W^{1, p}\left(A ; \mathbb{R}^{k}\right)$, we set

$$
F_{\varepsilon}(u, A):=\int_{A} e_{\varepsilon}(u), \quad e_{\varepsilon}(u):=\varepsilon^{p-k}|\nabla u|^{p}+\frac{1}{\varepsilon^{k}} W(u) .
$$

Finally, for convenience we fix a positive function $\psi$ on $[0,+\infty)$ which vanishes only at 1 and satisfies $\psi(|y|) \leq W(y)$ for every $y \in \mathbb{R}^{k}$.
2.2. Currents. For every integer $h \in\{0, \ldots, n+k\}$, we denote by $\Lambda_{h}\left(\mathbb{R}^{n+k}\right)$ and $\Lambda^{h}\left(\mathbb{R}^{n+k}\right)$, respectively, the spaces of $h$-vectors and $h$-covectors in $\mathbb{R}^{n+k}$, endowed with the standard notion of duality product $\cdot$, wedge product $\wedge$, and Euclidean norm | |. An $h$-vector or covector is called simple if it can be represented as the wedge product of $h$-vectors. Recalling that an $h$-form on $\Omega$ is a map from $\Omega$ into $\Lambda^{h}\left(\mathbb{R}^{n+k}\right)$, we set $\mathcal{D}^{h}(\Omega)$ as the class of all smooth $h$-forms with compact support in $\Omega$. By the pairing between vectors and covectors, the dual of $\mathcal{D}^{h}(\Omega)$ may be identified with the space $\mathcal{D}_{h}(\Omega)$ of $h$-currents over $\Omega$, namely, distributions with values into $\Lambda_{h}\left(\mathbb{R}^{n+k}\right)$. In particular, when a current $T$ is a (locally) finite measure with values into $\Lambda_{h}\left(\mathbb{R}^{n+k}\right)$, we say that it has (locally) finite mass. In this case, we denote by $|T|$ the variation of the measure $T$, by $\|T\|:=|T|(\Omega)$ the total variation of $T$, and by $\|T\|_{A}=|T|(A)$ the mass of $T$ in the open set $A \subset \Omega$; furthermore, we call sptT the support of the measure $T$.

Let us draw our attention to some special classes of currents with locally finite mass. When $M \subseteq \Omega$ is an oriented $h$-dimensional manifold at least of class $C^{1}$, we denote by $\llbracket M \rrbracket$ the $h$-current which applied to an $h$-form $\omega$ gives its integral over $M$ in the classical sense of differential geometry. More generally, when $M \subseteq$ $\Omega$ is an $h$-rectifiable set (namely, it can be covered by countably many $h$-surfaces of class $C^{1}$ up to an $\mathcal{H}^{h}$-negligible set) endowed with an orientation $\xi$ (namely, a mapping which associates with $\mathcal{H}^{h}$-a.e. $x \in M$ a simple unitary $h$-vector spanning the approximate tangent space to $M$ at $x$ ) and a multiplicity $\sigma$ (namely, a real function locally integrable with respect to $\mathcal{H}^{h}\llcorner M$ ), we set $(M, \xi, \sigma)$ to be the current defined by

$$
\begin{equation*}
(M, \xi, \sigma)(\omega):=\int_{M} \sigma(\omega \cdot \xi) d \mathcal{H}^{h} \quad \forall \omega \in \mathcal{D}^{h}(\Omega) . \tag{2.1}
\end{equation*}
$$

With some abuse of notation, when dealing with a current $(M, \xi, \sigma)$, we often denote it just by $M$. If a current can be represented as in (2.1) for some integer-valued multiplicity $\sigma$, we call it an $h$-rectifiable current. A current $(M, \xi, \sigma)$ is said to be a real polyhedral current if $M$ is a sum of finitely many $h$-simplexes, with $\xi$ and $\sigma$ constant on each of them; in case $\sigma$ is also integer-valued, $M$ is called an integral polyhedral current.

For $h \geq 1$, the boundary of an $h$-current $T$ is the ( $h-1$ )-current defined by the identity $\partial T(\omega):=T(d \omega), d \omega$ being the differential of the $(h-1)$-form $\omega$. In particular, by the Stokes theorem, $\partial \llbracket M \rrbracket=\llbracket \partial M \rrbracket$; notice also that, if $T$ is a boundary, namely, it is the boundary of some current, then $\partial T=0$. A current $T$ is called a normal current if both $T$ and $\partial T$ have locally finite mass and an integral current if both $T$ and $\partial T$ are rectifiable.

We also need to introduce the push forward and the flat norm of currents. Given a linear map $L: \mathbb{R}^{n+k} \rightarrow \mathbb{R}^{m}$, the pull back of an $h$-covector $w \in \Lambda^{h}\left(\mathbb{R}^{m}\right)$ by $L$ is the $h$-covector $L^{\sharp} w \in \Lambda^{h}\left(\mathbb{R}^{n+k}\right)$ defined by $L^{\sharp} w \cdot\left(v_{1} \wedge \cdots \wedge v_{h}\right):=w \cdot\left(L v_{1} \wedge \cdots \wedge L v_{h}\right)$ for every $v_{1}, \ldots, v_{h} \in \mathbb{R}^{n+k}$. Accordingly, if $\Omega^{\prime}$ is an open set of $\mathbb{R}^{m}$, given a smooth map $f: \Omega \rightarrow \Omega^{\prime}$, the pull back of an $h$-form $\omega \in \mathcal{D}^{h}\left(\Omega^{\prime}\right)$ is the $h$-form $f^{\sharp} \omega \in \mathcal{D}^{h}(\Omega)$ defined by $f^{\sharp} \omega(x):=(D f(x))^{\sharp} \omega(f(x))$. The push forward of an $h$-current $T \in \mathcal{D}_{h}(\Omega)$ is the $h$-current $f_{\sharp} T \in \mathcal{D}_{h}\left(\Omega^{\prime}\right)$ defined through the duality $f_{\sharp} T(\omega)=T\left(f^{\sharp} \omega\right)$ for every $\omega \in \mathcal{D}^{h}\left(\Omega^{\prime}\right)$. Whenever $T$ has compact support, the push forward and the boundary operator commute; that is, $\partial\left(f_{\sharp} T\right)=f_{\sharp}(\partial T)$. If in addition $T$ has locally finite mass,
the variation measures of $T$ and $f_{\sharp} T$ are related by the inequality

$$
\begin{equation*}
\left|f_{\sharp} T\right|(A) \leq(\operatorname{Lip} f)^{h}|T|\left(f^{-1}(A)\right) \quad \forall A \text { open } \subset \Omega . \tag{2.2}
\end{equation*}
$$

Given $T \in \mathcal{D}_{h}(\Omega)$, we shall denote by $\mathbb{F}_{\Omega}(T)$ the following flat norm (see [3]):

$$
\mathbb{F}_{\Omega}(T):= \begin{cases}\inf \left\{\|S\|: S \in \mathcal{D}_{h+1}(\Omega), T=\partial S\right\} & \text { if } T \text { is a boundary } \\ +\infty & \text { otherwise }\end{cases}
$$

We point out that $\mathbb{F}_{\Omega}$ is strictly related to the usual flat norm $\mathcal{F}_{\Omega}$ for integral currents, as defined in [13, section 4.1.24]. In particular, if $S_{i} \rightarrow S$ in the flat norm $\mathcal{F}_{\Omega}$, we have $\mathbb{F}_{\Omega}\left(\partial S_{i}-\partial S\right) \rightarrow 0$, which in turn implies $\partial S_{i} \rightarrow \partial S$ in the dual of forms of class $C_{0}^{1}$; see [3] for more details.

For a broader description of the elements of currents theory sketched above, we refer the reader to $[13,16,30]$.
2.3. Jacobians. Given a smooth map $u: \Omega \rightarrow \mathbb{R}^{k}$, its Jacobian is the $k$-form defined on $\Omega$ by

$$
\begin{equation*}
J u:=u^{\sharp}(d y)=d u^{1} \wedge \cdots \wedge d u^{k} \tag{2.3}
\end{equation*}
$$

where $d y=d y_{1} \wedge \cdots \wedge d y_{k}$ is the standard volume form on $\mathbb{R}^{k}$, and the 1 -form $d u^{i}$ is the differential of the $i$ th component of $u$. As long as $u$ is of class $W^{1, k}\left(\Omega ; \mathbb{R}^{k}\right)$, (2.3) makes sense and defines a continuous operator $u \mapsto J u$ from $W^{1, k}\left(\Omega ; \mathbb{R}^{k}\right)$ into $L^{1}\left(\Omega ; \Lambda^{k}\left(\mathbb{R}^{n+k}\right)\right)$. Moreover, $J u$ may be represented as $\sum_{\alpha} \operatorname{det} \nabla_{\alpha} u(x) d x_{\alpha}$, where the sum is extended over all $k$-multi-indices $\alpha=\left(i_{1}, \ldots, i_{k}\right)$ with $1 \leq i_{1}<\cdots<i_{k} \leq n+k$, $\nabla_{\alpha} u$ is the $(k \times k)$-matrix with columns $\nabla_{i_{1}} u, \ldots, \nabla_{i_{k}} u$, and $d x_{\alpha}$ is the $k$-covector $d x_{i_{1}} \wedge \cdots \wedge d x_{i_{k}}$.

For a more geometric interpretation of the Jacobian, it is convenient to consider, instead of the $k$-form $J u$, the $n$-current $\star J u$, obtained via the following identification $\star$ of $k$-vectors and $n$-covectors. Given a multi-index $\alpha$ of order $k, \star d x_{\alpha}$ is the $n$-vector $\operatorname{sgn}(\hat{\alpha}, \alpha) e_{\hat{\alpha}}$, where $\hat{\alpha}=\left(j_{1}, \ldots, j_{n}\right)$ is the set of indices not contained in $\alpha, e_{\hat{\alpha}}$ is the $n$-vector $e_{j_{1}} \wedge \cdots \wedge e_{j_{n}}$, and $\operatorname{sgn}(\hat{\alpha}, \alpha)$ is the sign of the permutation $(\hat{\alpha}, \alpha)$. Then $\star$ extends in a natural way to an operator bringing $k$-forms into $n$-currents. Such an operator transforms differentials into boundaries, as one can check that, for every $\omega \in \mathcal{D}^{k}(\Omega)$, there holds $\star(d \omega)=(-1)^{n} \partial(\star \omega)$. Now observe that

$$
\begin{equation*}
J u=\frac{1}{k} d\left(u^{\sharp} \omega_{0}\right), \tag{2.4}
\end{equation*}
$$

where, denoting by $\widehat{d y_{i}}$ the wedge product of all $d y_{j}$ with $j \neq i, \omega_{0}$ is the $k$-form

$$
\begin{equation*}
\omega_{0}(y):=\sum_{i}(-1)^{i-1} y_{i} \widehat{d y_{i}} . \tag{2.5}
\end{equation*}
$$

In view of (2.4), $J u$ is always a differential, which implies that $\star J u$ is always a boundary. Further, by (2.4) and the definition of flat norm $\mathbb{F}_{\Omega}$ given in section 2.2 , we deduce that

$$
\begin{equation*}
\mathbb{F}_{\Omega}(\star J u) \leq\|u\|_{\infty, \Omega}\|\nabla u\|_{k-1, \Omega}^{k-1} \tag{2.6}
\end{equation*}
$$

Finally, let us stress that (2.4) makes sense (differently from (2.3)) even for functions $u: \Omega \rightarrow \mathbb{R}^{k}$ of class $L_{\text {loc }}^{\infty} \cap W_{\text {loc }}^{1, k-1}$, provided the right-hand side is interpreted as a distribution. Mappings $u$ for which such a distribution turns out to be a measure have been called functions with bounded $k$-variation and were investigated in [25], to which we refer for a more detailed account of the Jacobians theory.
2.4. Degree. Let $u$ be a continuous map between two oriented $h$-manifolds $M$ and $N$ in $\mathbb{R}^{n+k}$, with $h=1, \ldots, n+k, M$ compact, and $\partial N=\emptyset$. Given $y \in N \backslash$ $u(\partial M)$, we denote by $\operatorname{deg}(u, M, N, y)$ the Brouwer degree of $u$ at $y$. For its general definition and main properties, we refer the reader to [14, 22]. Let us just recall that, if $u$ is of class $C^{1}$ and $y$ is a regular value for $u$, then $\operatorname{deg}(u, M, N, y)$ is the algebraic sum of the number of inverse images $x \in u^{-1}(y)$, each one counted with a plus or minus sign according to whether the linear operator $\nabla u(x)$ is orientation-preserving or orientation-reversing. When $\partial M=\emptyset$ and $N$ is connected, $\operatorname{deg}(u, M, N, y)$ turns out to be independent of $y$; in this case, it will be denoted by $\operatorname{deg}(u, M, N)$, or by $\operatorname{deg}(u, M)$ if $h=k-1$ and $N=S^{k-1}$.

We shall heavily exploit the behavior of the degree under continuous homotopy: by Hopf's theorem [22, Chapter 5, Theorem 1.10], two functions $u$ and $v$ from a ( $k-1$ )-dimensional compact manifold $M$ without boundary with values into $S^{k-1}$ are in the same homotopy class if and only if $\operatorname{deg}(u, M)=\operatorname{deg}(v, M)$. Also, we shall use the following remark, whose proof is elementary and may be found, e.g., in $[2$, section 2.10]: if a function $u$ from an open subset $M$ of $\mathbb{R}^{k}$ into $\mathbb{R}^{k}$ maps $\partial M$ into $S^{k-1}$, then $\operatorname{deg}\left(u, M, \mathbb{R}^{k}, y\right)$ equals $\operatorname{deg}(u, \partial M)$ for $y \in B_{1}^{k}$ and 0 for $y \in \mathbb{R}^{k} \backslash \overline{B_{1}^{k}}$.
2.5. Area and coarea formulae. For completeness, we recall the following simple versions of the area and coarea formulae which will be often used in the paper. Let $E \subset \mathbb{R}^{k}$, and $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$. For every function $u \in W^{1, p}\left(E ; \mathbb{R}^{k}\right)(p>k)$ and every Lipschitz function $g: \mathbb{R}^{k} \rightarrow \mathbb{R}$, we have (see, respectively, [16, section 3.1.5] and [12, section 3.4])

$$
\begin{align*}
\int_{E} f(u)|J u(x)| & =\int_{\mathbb{R}^{k}} f(y) \sharp\left\{u^{-1}(y) \cap E\right\} d \mathcal{L}^{k},  \tag{2.7}\\
\int_{E} f(x)|\nabla g(x)| & =\int_{\mathbb{R}} d t \int_{g^{-1}(t) \cap E} f d \mathcal{H}^{k-1} . \tag{2.8}
\end{align*}
$$

3. Compactness. The starting point in proving the compactness statement in Theorem 1.1 (i) is the following key inequality:

$$
\begin{equation*}
F_{\varepsilon}(u, A) \geq K \int_{A} W(u)^{1-k / p}|J u| . \tag{3.1}
\end{equation*}
$$

It is obtained simply by applying first Young's inequality $a+b \geq K a^{\lambda} b^{1-\lambda}$ (with $a=\varepsilon^{p-k}|\nabla u|^{p}, b=\varepsilon^{-k} W(u)$, and $\left.\lambda=k / p\right)$ and then the algebraic inequality $|\nabla u|^{k} \geq$ $|J u|$. Thanks to (3.1), we can gain compactness without using the lower bound proved by Jerrard in [24], which instead is fundamental in the case $p=k$. Actually, given a sequence of functions $\left\{u_{\varepsilon}\right\}$ with equibounded energies, by applying (3.1) we can deduce a uniform bound in mass not for the very Jacobians of $u_{\varepsilon}$ but for suitably defined "modified Jacobians." Let us introduce them, together with some additional tools and notation.
3.1. Modified Jacobians, grids, and projection maps. Let $\rho:[0,+\infty) \rightarrow$ $[0,+\infty)$ be a smooth kernel such that $\rho(t)=0$ for $t \geq 1 / 3$ and $\int_{B_{1 / 3}^{k}} \rho(|y|)=\alpha_{k}$. For every smooth function $u: \Omega \rightarrow \mathbb{R}^{k}$, we call the modified Jacobian of $u$ the current $J^{\prime} u:=u^{\sharp}(\rho(|y|) d y)=\rho(|u|) J u$. Thus, the basic distinguishing feature of $J^{\prime} u$ with respect to $J u$ is that the support of $J^{\prime} u$ does not intersect the set of points $x \in \Omega$ where $|u(x)| \geq 1 / 2$.

Given $l>0$ and $x_{0} \in \mathbb{R}^{n+k}$, we call the grid of step $l$ and center $x_{0}$ the union $\mathcal{G}=\mathcal{G}^{l}\left(x_{0}\right)$ of all closed cubes of the form $x_{0}+l z+[0, l]^{n+k}$ for $z$ varying in $\mathbb{Z}^{n}$.
(We often omit the center or even the step, and we simply write $\mathcal{G}^{l}$ or $\mathcal{G}$.) For $h=1, \ldots, n+k$, we call $h$-cells of $\mathcal{G}$ the $h$-dimensional faces of the cubes of $\mathcal{G}$, and $h$-skeleton of $\mathcal{G}$ their union, which we denote by $R_{h}$. In particular, by saying that an open set $A$ is delimited by $\mathcal{G}$, we mean that $\partial A \subset R_{n+k-1}$. We indicate by $\mathcal{G}^{\prime}$ the dual grid of $\mathcal{G}=\mathcal{G}^{l}\left(x_{0}\right)$, namely, $\mathcal{G}^{\prime}:=\mathcal{G}^{l}\left(x_{0}+(l / 2, \ldots, l / 2)\right)$, and by $R_{h}^{\prime}$ the $h$-skeleton of $\mathcal{G}^{\prime}$. For every $h$-cell $Q$ of $\mathcal{G}$, we denote by $Q^{\prime}$ the unique $(n+k-h)$-cell of $\mathcal{G}^{\prime}$ which intersects $\mathcal{G}$. When dealing with a sequence of grids $\mathcal{G}_{\varepsilon}, R_{\varepsilon, h}$ will denote the corresponding $h$-skeletons.

Let a grid of step $l$ and a bounded open set $V$ in $\mathbb{R}^{n+k}$ be given. We denote by $V_{d}$ the closed $d$-neighborhood of $V$, with $d:=2 \sqrt{n+k} l$ being twice the diameter of the cubes in $\mathcal{G}$. Then a suitable version [3, Lemma 3.8] of the Federer-Fleming deformation theorem [32, section 29] ensures the existence of a locally Lipschitz projection $\operatorname{map} \Phi: \mathbb{R}^{n+k} \backslash R_{k-1} \rightarrow R_{n}^{\prime}$ such that the following retraction property holds: for any $n$-current $T$ in $\mathbb{R}^{n+k}$ with finite mass, such that

$$
\begin{equation*}
\operatorname{spt} T \subset \mathbb{R}^{k} \backslash R_{k-1} \quad \text { and } \quad(\operatorname{spt} \partial T) \cap V_{d}=\emptyset, \tag{3.2}
\end{equation*}
$$

the push forward $\Phi_{\sharp} T$ is a well-defined current in $\mathbb{R}^{n+k}$ satisfying

$$
\begin{align*}
& \operatorname{spt} \Phi_{\sharp} T \subset R_{n}^{\prime} \quad \text { and } \quad \operatorname{spt} \partial\left(\Phi_{\sharp} T\right) \cap V=\emptyset,  \tag{3.3}\\
& \left\|\Phi_{\sharp} T\right\| \leq K\|T\|,  \tag{3.4}\\
& \mathbb{F}_{V}\left(T-\Phi_{\sharp} T\right) \leq K l^{n+1} \int_{V_{d}} \frac{d|T|(x)}{\left.\operatorname{dist}\left(x, R_{k-1}\right)\right]^{n}} . \tag{3.5}
\end{align*}
$$

If in addition $T=\llbracket M \rrbracket$ is the current associated with a smooth $n$-surface $M$, then for every $k$-cell $Q$ of $\mathcal{G}$ such that $M$ is transversal to $Q$ and $Q^{\prime}$ intersects $V$, the multiplicity of $\Phi_{\sharp} T$ on $Q^{\prime}$ is a constant integer. It agrees, up to a sign depending on the orientations of $Q$ and $Q^{\prime}$, with the intersection number of $M$ and $Q$ (see [22, section 5.2]).

Observe now that, if $u$ is a function smooth in a neighborhood $W$ of $V_{d}$, with $|u| \geq 1 / 2$ on $R_{k-1} \cap W$, then the current $T$ obtained by extending $\star J^{\prime} u$ to zero out of $W$ fulfills both assumptions in (3.2). Therefore, its push forward $\Phi_{\sharp} T$ satisfies conditions (3.3), (3.4), and (3.5); in particular, it agrees in $V$ with a real polyhedral boundary. Moreover, applying first the above-mentioned statement on the multiplicity of $\Phi_{\sharp} \llbracket M \rrbracket$ to the currents associated with the level sets of $u$ and then the coarea formula, one may compute the multiplicity of $\Phi_{\sharp}\left(\star J^{\prime} u\right)$ on an $n$-cell $Q^{\prime}$ of $\mathcal{G}^{\prime}$ which intersects $V$. It equals up to a $\operatorname{sign} \alpha_{k} \operatorname{deg}(u /|u|, \partial Q)$ (where $\alpha_{k}$ come out from the integral constraint satisfied by the kernel $\rho$; see [3, Lemma 3.9] for a complete proof).

Proposition 3.1. Let a sequence of smooth maps $\left\{u_{\varepsilon}\right\}$ with $\sup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, and open sets $U, V$, and $W$ with $U \subset \subset V \subset \subset W \subset \subset \Omega$ be given. Then the following statements hold:
(i) Boundedness of modified Jacobians. We have $\sup _{\varepsilon}\left\|\star J^{\prime} u_{\varepsilon}\right\|_{\Omega}<+\infty$.
(ii) Compactness of projected modified Jacobians. We can find a sequence of grids $\mathcal{G}_{\varepsilon}$ of infinitesimal step $l(\varepsilon) \gg \varepsilon$, such that $\left|u_{\varepsilon}\right|$ converge uniformly to 1 on $R_{\varepsilon, k-1} \cap W$; moreover, if $\Phi_{\varepsilon}$ are the retraction maps associated with $\mathcal{G}_{\varepsilon}$ as above, we have $\sup _{\varepsilon}\left\|\left(\Phi_{\varepsilon}\right)_{\sharp}\left(* J^{\prime} u_{\varepsilon}\right)\right\|_{V}<+\infty$, and we can extract a subsequence such that $\mathbb{F}_{U}\left[\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)-\alpha_{k} M\right] \rightarrow 0$, where $M$ is a $n$-dimensional integral boundary with finite mass in $U$.
(iii) Flat asymptotical equivalence. The sequences of currents $\left\{\star J u_{\varepsilon}\right\},\left\{\star J^{\prime} u_{\varepsilon}\right\}$, and $\left\{\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)\right\}$ is asymptotically equivalent in the flat norm over $U$.

From the previous proposition, it is easy to deduce the following.
Proof of the compactness statement in Theorem 1.1 (i). First, we take an open set $\Omega^{\prime} \supset \supset \Omega$, and we extend $u_{\varepsilon}$ to $\tilde{u}_{\varepsilon}$ on $\Omega^{\prime}$ so that the energies remain equibounded, i.e., $\sup _{\varepsilon} F_{\varepsilon}\left(\tilde{u}_{\varepsilon}, \Omega^{\prime}\right)<+\infty$. This can be made by reflection around $\partial \Omega$; cf. Remark 8.2 of [3]. Next we observe that, by density, it is not restrictive to assume that $u_{\varepsilon}$ are smooth. Then, it is enough to apply Proposition 3.1 , with $\Omega$ replaced by $\Omega^{\prime}$ and $U$ replaced by $\Omega$ : by (ii), up to subsequences there exists an $n$-dimensional integral boundary $M$ with finite mass in $\Omega$, such that $\mathbb{F}_{\Omega}\left[\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)-\alpha_{k} M\right] \rightarrow 0$; by (iii), we have also $\mathbb{F}_{\Omega}\left(\star J u_{\varepsilon}-\alpha_{k} M\right) \rightarrow 0$.

The remainder of this section is devoted to the proof of Proposition 3.1. We need two preliminary lemmas, which will be repeatedly used in later sections as well. They are quite close to some technical results presented in [3, section 8].

Lemma 3.2. Given a nonnegative function $v \in L^{1}(\Omega)$, a positive finite measure $\mu$ in $\Omega$, and a positive parameter $l$, we can position a grid $\mathcal{G}$ of step $l$ so that both the following inequalities are satisfied;

$$
\begin{align*}
& l^{n+1} \int_{R_{k-1} \cap \Omega} v \leq K \int_{\Omega} v  \tag{3.6}\\
& l^{n} \int_{\Omega} \frac{d \mu(x)}{\left[\operatorname{dist}\left(x, R_{k-1}\right)\right]^{n}} \leq K \mu(\Omega) \tag{3.7}
\end{align*}
$$

Proof. If the grid $\mathcal{G}^{l}$ is centered at $x_{0}$, the left-hand sides of (3.6) and (3.7) are functions of $x_{0}$, say, respectively, $f_{1}\left(x_{0}\right)$ and $f_{2}\left(x_{0}\right)$. Let us compute the integral means of $f_{i}\left(x_{0}\right)$ over $Q_{l}:=[0, l]^{n+k}$ for $i=1,2$.

We denote by $\mathcal{I}$ the family of all subsets $I$ of $\{1, \ldots, n+k\}$ with $\sharp I=k-1$. For $I \in \mathcal{I}, I=\left\{i_{1}, \ldots, i_{k-1}\right\}$, we let $R_{k-1}(I)$ be the union of the $(k-1)$-cells of $\mathcal{G}^{l}\left(x_{0}\right)$ which are parallel to the space spanned by the subset $\left\{e_{i_{1}}, \ldots, e_{i_{k-1}}\right\}$ of the canonical basis $\left\{e_{1}, \ldots, e_{n+k}\right\}$ of $\mathbb{R}^{n+k}$; also, we let $Q_{l}(I)$ be the set of points $x_{0} \in Q_{l}$ whose coordinates $x_{0 i_{1}}, \ldots, x_{0 i_{k-1}}$ equal zero. We have

$$
\begin{aligned}
f_{Q_{l}} f_{1}\left(x_{0}\right) & =\sum_{I \in \mathcal{I}} f_{Q_{l}} l^{n+1} \int_{R_{k-1}(I) \cap \Omega} v=\sum_{I \in \mathcal{I}} f_{Q_{l}(I)} l^{n+1} \int_{R_{k-1}(I) \cap \Omega} v \\
& =\sum_{I \in \mathcal{I}} \int_{Q_{l}(I)} \int_{R_{k-1}(I) \cap \Omega} v=\binom{n+k}{k-1} \int_{\Omega} v=: K_{1} \int_{\Omega} v
\end{aligned}
$$

Here the second equality holds since, for $I=\left\{i_{1}, \ldots, i_{k-1}\right\}$, the set $R_{k-1}(I) \cap \Omega$ does not depend on the coordinates $x_{0 i_{1}}, \ldots, x_{0 i_{k-1}}$ of $x_{0}$, while the fourth equality follows from Fubini's theorem and the computation of $\sharp \mathcal{I}$.

Denoting by $R$ the $(k-1)$-skeleton of the grid with step 1 centered at the origin, we have

$$
\begin{aligned}
f_{Q_{l}} f_{2}\left(x_{0}\right) & =f_{Q_{l}} l^{n} \int_{\Omega} \frac{d \mu(x)}{\left[l \operatorname{dist}\left(l^{-1}\left(x-x_{0}\right), R\right)\right]^{n}} d \mathcal{L}^{n+k}\left(x_{0}\right) \\
& =\int_{\Omega} f_{Q_{l}} \frac{d \mathcal{L}^{n+k}\left(x_{0}\right)}{\left[\operatorname{dist}\left(l^{-1}\left(x-x_{0}\right), R\right)\right]^{n}} d \mu(x) \\
& =\left[f_{Q_{1}} \frac{d \mathcal{L}^{n+k}(y)}{[\operatorname{dist}(y, R)]^{n}}\right] \mu(\Omega)=: K_{2} \mu(\Omega)
\end{aligned}
$$

where in the last line $K_{2}$ is a universal constant because the integral between square brackets is finite (see, e.g., [3, Lemma 8.3]).

Now, fix $K>K_{1}+K_{2}$, and set $E_{1}:=\left\{x_{0} \in Q_{l}: f_{1}\left(x_{0}\right)>K \int_{\Omega} v\right\}, E_{2}:=\left\{x_{0} \in\right.$ $\left.Q_{l}: f_{2}\left(x_{0}\right)>K \mu(\Omega)\right\}$. Using the above computations, we infer that $\mathcal{L}^{n+k}\left(E_{i}\right) \leq$ $\left(K_{i} / K\right) l^{n+k}$ for $i=1,2$. So $\mathcal{L}^{n+k}\left(E_{1} \cup E_{2}\right)<l^{n+k}$; hence the complement of $E_{1} \cup E_{2}$ in $Q_{l}$ is nonempty.

Lemma 3.3. Let $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{k}\right)$, and let $Q \subset \Omega$ be a $(k-1)$-cell of a grid of step $l$. If $\psi$ is defined as in the end of section 2.1, for every $\varepsilon>0$ there holds

$$
\begin{equation*}
f_{Q} \psi(|u|) \leq K \varepsilon^{k} l^{-k-n}\left\{l^{n+1} \int_{Q} e_{\varepsilon}(u)\right\} . \tag{3.8}
\end{equation*}
$$

Moreover, if we fix $\lambda>(k-1) / p$, and $\Psi$ is a primitive of $\psi^{(1-\lambda) / \lambda p}$, we have

$$
\begin{equation*}
\operatorname{osc}(\Psi(|u|), Q)^{\lambda p} \leq K \varepsilon^{k-\lambda p} l^{\lambda p-k-n}\left\{l^{n+1} \int_{Q} e_{\varepsilon}(u)\right\} \tag{3.9}
\end{equation*}
$$

Proof. Inequality (3.8) is straightforward by taking into account that $\psi(|u|) \leq$ $\varepsilon^{k} e_{\varepsilon}(u)$. To prove (3.9), since $\lambda p>k-1$, we may apply the Morrey-Sobolev embedding theorem to obtain

$$
\begin{equation*}
\operatorname{osc}(\Psi(|u|), Q)^{\lambda p} \leq K l^{\lambda p[1-(k-1) / \lambda p]} \int_{Q}|\nabla(\Psi(|u|))|^{\lambda p} . \tag{3.10}
\end{equation*}
$$

By Young's inequality and the definition of $\Psi$, we also have

$$
\begin{equation*}
\varepsilon^{k-\lambda p} \int_{Q} e_{\varepsilon}(u) \geq K \int_{Q}|\nabla u|^{\lambda p} \psi(|u|)^{1-\lambda} \geq K \int_{Q}|\nabla(\Psi(|u|))|^{\lambda p} \tag{3.11}
\end{equation*}
$$

Combining (3.10) and (3.11), we obtain (3.9).
We are now in a position to give the following proof.
Proof of Proposition 3.1. (i) Let $K>0$ be chosen so that $\psi(t)^{1-k / p} \geq K \rho(t)$ for all $t \in[0,+\infty)$. Then (3.1) yields $F_{\varepsilon}\left(u_{\varepsilon}\right) \geq K\left\|\star J^{\prime} u_{\varepsilon}\right\|_{\Omega}$, and the statement follows from the assumption $\sup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$.
(ii) Let us define $l(\varepsilon):=\varepsilon^{\alpha}$, with $0<\alpha<1 /(n+1)$. By Lemma 3.2, the assumption $\sup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, and assertion (i) is already proved. For every fixed $\varepsilon$ we may position a grid $\mathcal{G}_{\varepsilon}$ of step $l(\varepsilon)$ so that both conditions below hold:

$$
\begin{align*}
& \sup _{\varepsilon}\left\{l(\varepsilon)^{n+1} \int_{R_{\varepsilon, k-1} \cap \Omega} e_{\varepsilon}\left(u_{\varepsilon}\right)\right\}<+\infty  \tag{3.12}\\
& \sup _{\varepsilon}\left\{l(\varepsilon)^{n} \int_{\Omega} \frac{d\left|\star J^{\prime} u_{\varepsilon}\right|(x)}{\left[\operatorname{dist}\left(x, R_{\varepsilon, k-1}\right)\right]^{n}}\right\}<+\infty \tag{3.13}
\end{align*}
$$

We claim that $\left|u_{\varepsilon}\right| \rightarrow 1$ uniformly on $R_{\varepsilon, k-1} \cap W$. To prove such a claim, we choose $\lambda$ and $\Psi$ as in the statement of Lemma 3.3, and we denote by $Q$ a generic $(k-1)$-cell of $R_{\varepsilon, k-1}$ entirely contained in $\Omega$. Since $\psi$ vanishes only at 1 and $\Psi$ is continuous and strictly increasing, it is enough to show that

$$
\begin{equation*}
f_{Q} \psi\left(\left|u_{\varepsilon}\right|\right) \rightarrow 0 \quad \text { and } \quad \operatorname{osc}\left(\Psi\left(\left|u_{\varepsilon}\right|\right), Q\right) \rightarrow 0 \quad \text { uniformly in } Q \tag{3.14}
\end{equation*}
$$

By Lemma 3.3, (3.12), and the choice of $l(\varepsilon)$, we have

$$
\begin{aligned}
& f_{Q} \psi\left(\left|u_{\varepsilon}\right|\right) \leq C \varepsilon^{k} l(\varepsilon)^{-k-n}=C \varepsilon^{k-\alpha(k+n)} \\
& \operatorname{osc}\left(\Psi\left(\left|u_{\varepsilon}\right|\right), Q\right)^{\lambda p} \leq C \varepsilon^{k-\lambda p} l(\varepsilon)^{\lambda p-k-n}=C \varepsilon^{k-\lambda p+\alpha(\lambda p-k-n)}
\end{aligned}
$$

Therefore, the first condition in (3.14) is fulfilled, because $\alpha<k /(k+n)$. As for the second condition in (3.14), it is satisfied provided $\lambda<\left(k+\alpha(\alpha-1)^{-1} n\right) / p$. This latter inequality turns out to be compatible (thanks to the choice $\alpha$ ) with the one already imposed on $\lambda$ (namely, $\lambda>(k-1) / p$ ). Thus (3.14) is proved.

Now, since the functions $u_{\varepsilon}$ are smooth on $W$ with $\left|u_{\varepsilon}\right| \rightarrow 1$ on $R_{\varepsilon, k-1} \cap W$, for $\varepsilon$ small enough the currents obtained by extending to zero $\star J^{\prime} u_{\varepsilon}$ out of $W$ satisfy both conditions in (3.2) (indeed, for $\varepsilon$ small enough, $\left|u_{\varepsilon}\right| \geq 1 / 2$ on $R_{\varepsilon, k-1} \cap W$ and, if $d=2 \sqrt{n+k} l(\varepsilon), V_{d}$ is compactly contained in $W$ ). Therefore, using (3.3), (3.4), and assertion (i) (already proved), we deduce that $\left\{\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)\right\}$ is a sequence of polyhedral boundaries in $V$, with uniformly bounded masses and multiplicities in $\alpha_{k} \mathbb{Z}$ (cf. section 3.1). As $U \subset \subset V$, by an adaptation of the Federer-Fleming closure theorem (see [3, Proposition 2.8]), we can extract a subsequence such that $\mathbb{F}_{U}\left[\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)-\alpha_{k} M\right] \rightarrow 0$, where $M$ is an $n$-dimensional integral boundary with finite mass in $U$.
(iii) The asymptotical equivalence between $\left\{\star J u_{\varepsilon}\right\}$ and $\left\{\star J^{\prime} u_{\varepsilon}\right\}$ follows from the assumption $\sup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, together with the following estimate, holding for all functions $u$ smooth on $U$ :

$$
\begin{equation*}
\mathbb{F}_{U}\left(\star J u-\star J^{\prime} u\right) \leq K \varepsilon F_{\varepsilon}(u, U) \tag{3.15}
\end{equation*}
$$

To show (3.15), observe first that $k \rho(|y|) d y$ is the differential of the $(k-1)$-form $\omega^{\prime}:=\sigma(|y|) \omega_{0}(y)$, where $\sigma(t):=k t^{-k} \int_{0}^{t} \rho(s) s^{k-1} d s$ and $\omega_{0}$ is the $(k-1)$-form defined in (2.5). So there holds

$$
\begin{equation*}
\star J u-\star J^{\prime} u=(-1)^{n} \frac{1}{k} \partial\left[\star u^{\sharp}\left(\omega_{0}-\omega^{\prime}\right)\right] . \tag{3.16}
\end{equation*}
$$

Moreover, the difference between the forms $\omega_{0}$ and $\omega^{\prime}$ satisfies the estimate

$$
\begin{equation*}
\left|\omega_{0}(y)-\omega^{\prime}(y)\right| \leq K|1-\sigma(|y|)||y| \leq K| | y|-1| \leq K W(y)^{(p-k+1) / p} \tag{3.17}
\end{equation*}
$$

where the second inequality follows from the identity $\sigma(t)=t^{-k}$ for $t \geq 1 / 3$, and the third inequality holds due to the growth assumptions (1.2) on $W$.

Now, using the definition of flat norm together with (3.16), estimate (3.17), and Hölder's inequality, we infer

$$
\begin{aligned}
\mathbb{F}_{U}\left(\star J u-\star J^{\prime} u\right) & \leq K\left\|\star u^{\sharp}\left(\omega_{0}-\omega^{\prime}\right)\right\|_{U} \leq K \int_{U}\left|\omega_{0}(u)-\omega^{\prime}(u) \| \nabla u\right|^{k-1} \\
& \leq K \int_{U} W(u)^{(p-k+1) / p}|\nabla u|^{k-1} \\
& \leq K\left\{\int_{U} W(u)\right\}^{(p-k+1) / p}\left\{\int_{U}|\nabla u|^{p}\right\}^{(k-1) / p} \\
& \leq K\left\{\varepsilon^{k} F_{\varepsilon}(u, U)\right\}^{(p-k+1) / p}\left\{\varepsilon^{k-p} F_{\varepsilon}(u, U)\right\}^{(k-1) / p} \\
& =K \varepsilon F_{\varepsilon}(u, U) .
\end{aligned}
$$

Thus (3.15) is proved, and it remains to show the asymptotical equivalence between $\left\{\star J^{\prime} u_{\varepsilon}\right\}$ and $\left\{\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)\right\}$. Since the currents obtained by extending to zero $\star J^{\prime} u_{\varepsilon}$ out of $W$ satisfy (3.5), and the grids $\mathcal{G}_{\varepsilon}$ verify (3.13), we have

$$
\mathbb{F}_{U}\left(\star J^{\prime} u_{\varepsilon}-\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)\right) \leq K l(\varepsilon)\left\{l(\varepsilon)^{n} \int_{\Omega} \frac{d\left|\star J^{\prime} u_{\varepsilon}\right|(x)}{\left[\operatorname{dist}\left(x, R_{\varepsilon, k-1}\right)\right]^{n}}\right\} \rightarrow 0 .
$$

4. Optimal profile constants. Throughout this section, we assume that $n=0$ (so, in particular, all functions in $W^{1, p}\left(\Omega, \mathbb{R}^{k}\right)$ are continuous by the Sobolev embedding theorem). Our goal is to introduce the family of constants $\tau_{d}$ which intervene in Theorem 1.1, and to state their main properties. We proceed according to the following plan. First, we give the strong definition of $\tau_{d}$, prescribing the trace at infinity (cf. Definition 4.1), and we prove that $\tau_{d}$ is strictly positive for all $d \neq 0$. Next, we show that all functions $u$ with finite energy on $\mathbb{R}^{k}$ admit a suitably defined notion of degree at infinity, and we introduce the corresponding relaxed definition of optimal profile constant $\bar{\tau}_{d}$ (cf. Definition 4.8). Finally, we prove that $\tau_{d}$ and $\bar{\tau}_{d}$ coincide and, as a consequence, that $\tau_{d}$ is a subadditive function of $d$.

Definition 4.1. For every $d \in \mathbb{Z}$, let $\phi_{d}$ be a fixed Lipschitz map from the sphere $S^{k-1}$ into itself of degree $d$. We say that a function $u \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ has trace $\phi_{d}$ at infinity, and we write $\operatorname{tr}(u, \infty)=\phi_{d}$ if there exists $\bar{r}>0$ such that $u(x)=\phi_{d}(x /|x|)$ for all $x$ with $|x| \geq \bar{r}$. Then we set

$$
\begin{equation*}
\tau_{d}:=\inf \left\{F_{1}\left(u, \mathbb{R}^{k}\right): u \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right) \text { such that } \operatorname{tr}(u, \infty)=\phi_{d}\right\} \tag{4.1}
\end{equation*}
$$

Remark 4.2. It is straightforward to check that the energy $F_{1}\left(u, \mathbb{R}^{k}\right)$ is finite for all functions $u \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ having trace $\phi_{d}$ at infinity.

Proposition 4.3. There exists a positive constant c, independent of $d$, such that $\tau_{d} \geq c|d|$ for every $d \in \mathbb{Z}$.

Proof. Let $u \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ with $u(x)=\phi_{d}(x /|x|)$ for $|x| \geq \bar{r}$. Using (3.1) and the area formula (2.7), we get

$$
\begin{aligned}
F_{1}\left(u, \mathbb{R}^{k}\right) & \geq K \int_{\mathbb{R}^{k}} W(u)^{1-k / p}|J u| \geq K \int_{B_{\bar{r}}^{k}} W(u)^{1-k / p}|J u| \\
& =K \int_{\mathbb{R}^{k}} W(y)^{1-k / p} \sharp\left\{u^{-1}(y) \cap B_{\bar{r}}^{k}\right\} \\
& \geq K \int_{\mathbb{R}^{k}} W(y)^{1-k / p}\left|\operatorname{deg}\left(u, B_{\bar{r}}^{k}, \mathbb{R}^{k}, y\right)\right|=K|d| \int_{B_{1}^{k}} W(y)^{1-k / p},
\end{aligned}
$$

where the last equality holds because $u\left(\partial B_{\bar{r}}^{k}\right) \subseteq S^{k-1}$ (cf. section 2.4).
DEFINITION 4.4. Let a function $u \in C^{0}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ be given. We say that a value $y \in \mathbb{R}^{k}$ is not attained by $u$ at infinity if there exists $\bar{r}=\bar{r}(y)>0$ such that $y \notin$ $u\left(\mathbb{R}^{k} \backslash B_{\bar{r}}^{k}\right)$. In this case, we can set

$$
\operatorname{deg}(u, \infty, y):=\operatorname{deg}\left(\frac{u-y}{|u-y|}, \partial B_{r}^{k}\right) \quad \forall r \geq \bar{r}(y)
$$

since the right-hand side of the above definition does not depend on $r \geq \bar{r}(y)$.
Lemma 4.5. Let $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$. Then the following hold:
(i) For all $\alpha>0, B_{\alpha}^{k}$ contains some value not attained by $u$ at infinity.
(ii) There exists a sequence of radii $\left\{r_{n}\right\}$, with $\lim _{n} r_{n}=+\infty$, such that

$$
\begin{equation*}
\lim _{n}\left\{r_{n} \int_{\partial B_{r_{n}}^{k}} e_{1}(u)\right\}=0 \quad \text { and } \quad \lim _{n}\left\{\sup _{\partial B_{r_{n}}^{k}}| | u|-1|\right\}=0 . \tag{4.2}
\end{equation*}
$$

(iii) For any two values $y_{1}, y_{2} \in B_{1}^{k}$ not attained by $u$ at infinity, there holds $\operatorname{deg}\left(u, \infty, y_{1}\right)=\operatorname{deg}\left(u, \infty, y_{2}\right)$.

Before proving the above lemma, we add a related definition and remark which will be useful in what follows.

Definition 4.6. Let $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$. Then, we call the degree at infinity of $u$-and denote it by $\operatorname{deg}(u, \infty)$-the quantity $\operatorname{deg}(u, \infty, y)$ for any value $y \in B_{1}^{k}$ not attained by $u$ at infinity. Indeed, such a value exists in view of Lemma 4.5 (i), and it does not depend on the choice of $y \in B_{1}^{k}$ in view of Lemma 4.5 (iii).

Remark 4.7. (i) Let $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$. For every $\delta>0$, we may find a radius $R$ (arbitrarily large) such that

$$
\begin{equation*}
R \int_{\partial B_{R}^{k}} e_{1}(u)<\delta, \quad| | u|-1|<\delta \quad \text { on } \partial B_{R}^{k}, \quad \operatorname{deg}\left(\frac{u}{|u|}, \partial B_{R}^{k}\right)=\operatorname{deg}(u, \infty) \tag{4.3}
\end{equation*}
$$

Indeed, by Lemma 4.5 we can select a value $y \in B_{1-2 \delta}^{k}$ and an arbitrarily large radius $R$ such that $y \notin u\left(\mathbb{R}^{k} \backslash B_{R}\right)$ and the first two conditions in (4.3) are satisfied. Then also the third one is fulfilled, as

$$
\operatorname{deg}\left(\frac{u}{|u|}, \partial B_{R}^{k}\right)=\operatorname{deg}\left(\frac{u-y}{|u-y|}, \partial B_{R}^{k}\right)=\operatorname{deg}(u, \infty, y)=\operatorname{deg}(u, \infty)
$$

(ii) Let $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$, and assume in addition that $|u| \geq 1 / 2$ on $\partial Q_{n}$ for a sequence of cubes $Q_{n}$ centered at the origin, whose sides diverge as $n \rightarrow+\infty$. Then, by arguing in a similar way as in the item (i) above, one obtains that $\operatorname{deg}(u, \infty)=$ $\operatorname{deg}\left(u /|u|, \partial Q_{n}\right)$ for $n$ large enough.

Proof of Lemma 4.5. (i) Let $\alpha>0$. By the assumption $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$ and (3.1), we may choose $r=r(\alpha)$ large enough so that

$$
\begin{equation*}
\int_{\mathbb{R}^{k} \backslash B_{r}^{k}} W(u)^{1-k / p}|J u|<\int_{B_{\alpha}^{k}} W(y)^{1-k / p} \tag{4.4}
\end{equation*}
$$

Since by the area formula (2.7) the left-hand side of (4.4) is larger than or equal to $\int_{B_{\alpha}^{k}}\left[W(y)^{1-k / p} \sharp\left\{u^{-1}(y) \cap\left(\mathbb{R}^{k} \backslash B_{r}^{k}\right)\right\}\right]$, we deduce that $\sharp\left\{u^{-1}(y) \cap\left(\mathbb{R}^{k} \backslash B_{r}^{k}\right)\right\}$ cannot be strictly positive for all $y \in B_{\alpha}^{k}$.
(ii) By the assumption $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$, a contradiction argument readily yields the existence of a sequence of radii $\left\{r_{n}\right\}$, with $\lim _{n} r_{n}=+\infty$, satisfying the first equality in (4.2). Let us show that this sequence also fulfills the second condition in (4.2). Choose $\lambda$ and $\Psi$ as in Lemma 3.4, and notice that such a lemma still holds (with the very same proof) when $u$ belongs to $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ and the $(k-1)$-cell $Q$ of size $l$ is replaced by $\partial B_{l}^{k}$. Then inequalities (3.8) and (3.9), applied with $n=0$ and $\varepsilon=1$, give

$$
\begin{aligned}
& f_{\partial B_{r_{n}}^{k}} \psi(|u|) \leq K r_{n}^{-k}\left\{r_{n} \int_{\partial B_{r_{n}}^{k}} e_{1}(u)\right\} \\
& \operatorname{osc}\left(\Psi(|u|), \partial B_{r_{n}}^{k}\right)^{\lambda p} \leq K r_{n}^{\lambda p-k}\left\{r_{n} \int_{\partial B_{r_{n}}^{k}} e_{1}(u)\right\} .
\end{aligned}
$$

We conclude by taking $\lambda \leq k / p$ and arguing as in the proof of Proposition 3.1.
(iii) Let $y_{1}, y_{2} \in B_{1}^{k}$ be two values not attained by $u$ at infinity, and let $r_{1}, r_{2}$ be the corresponding radii such that $y_{i} \notin u\left(\mathbb{R}^{k} \backslash B_{r_{i}}^{k}\right)$ for $i=1,2$. Since $\left|y_{i}\right|<1$, by assertion (ii) (already proved), we may find a radius $\bar{r}>\max \left\{r_{1}, r_{2}\right\}$ such that
$|u(x)|>\max \left\{\left|y_{1}\right|,\left|y_{2}\right|\right\}$ for all $x \in \partial B_{\bar{r}}^{k}$. Therefore,

$$
\begin{aligned}
\operatorname{deg}\left(u, \infty, y_{1}\right) & =\operatorname{deg}\left(\frac{u(x)-y_{1}}{\left|u(x)-y_{1}\right|}, \partial B_{\bar{r}}^{k}\right)=\operatorname{deg}\left(\frac{u(x)-y_{2}}{\left|u(x)-y_{2}\right|}, \partial B_{\bar{r}}^{k}\right) \\
& =\operatorname{deg}\left(u, \infty, y_{2}\right) .
\end{aligned}
$$

Definition 4.8. For every $d \in \mathbb{Z}$, we set

$$
\begin{equation*}
\bar{\tau}_{d}:=\inf \left\{F_{1}\left(u, \mathbb{R}^{k}\right): u \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right) \text { such that } \operatorname{deg}(u, \infty)=d\right\} \tag{4.5}
\end{equation*}
$$

Proposition 4.9. For every $d \in \mathbb{Z}$, the constants $\tau_{d}$ and $\bar{\tau}_{d}$ defined, respectively, by (4.1) and (4.5) coincide. In particular, $\tau_{d}$ equals $\tau_{-d}$, and it is independent of the choice of $\phi_{d}$.

Proof. We introduce an auxiliary quantity $\tau_{d}^{\prime}$ defined by

$$
\begin{align*}
& \tau_{d}^{\prime}:=\inf \{ F_{1}\left(u, \mathbb{R}^{k}\right): u \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right) \text { such that } \exists \bar{r}>0 \text { with }  \tag{4.6}\\
&\left.|u(x)|=1 \text { on } \mathbb{R}^{k} \backslash B_{r}^{k} \text { and } \operatorname{deg}\left(u, \partial B_{r}^{k}\right)=d \forall r \geq \bar{r}\right\}
\end{align*}
$$

Denoting, respectively, by $\mathcal{A}_{d}, \mathcal{A}_{d}^{\prime}$, and $\overline{\mathcal{A}}_{d}$ the classes of admissible functions in the right-hand sides of (4.1), (4.6), and (4.5), there holds $\mathcal{A}_{d} \subset \mathcal{A}_{d}^{\prime} \subset \overline{\mathcal{A}}_{d}$. Therefore, $\tau_{d} \geq \tau_{d}^{\prime} \geq \bar{\tau}_{d}$. We can then achieve the proof in two steps by showing first that $\tau_{d} \leq \tau_{d}^{\prime}$ and then that $\tau_{d}^{\prime} \leq \bar{\tau}_{d}$.

Step 1. To prove that $\tau_{d} \leq \tau_{d}^{\prime}$, let us show that, for any given $u \in \mathcal{A}_{d}^{\prime}$ with $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$ and for any $\varepsilon>0$, there exists $v \in \mathcal{A}_{d}$ such that

$$
\begin{equation*}
F_{1}\left(v, \mathbb{R}^{k}\right) \leq F_{1}\left(u, \mathbb{R}^{k}\right)+\varepsilon \tag{4.7}
\end{equation*}
$$

Let $\bar{r}>0$ be such that $|u(x)|=1$ on $\mathbb{R}^{k} \backslash B_{r}^{k}$ and $\operatorname{deg}\left(u, \partial B_{r}^{k}\right)=d$ for all $r \geq \bar{r}$. For any $r_{1} \geq \bar{r}$, the continuous mapping $g_{r_{1}}: S^{k-1} \rightarrow S^{k-1}$ defined by $g_{r_{1}}(y):=u\left(r_{1} y\right)$ has degree $d$. Therefore, we may find a Lipschitz homotopy $\varphi: S^{k-1} \times[0,1] \rightarrow S^{k-1}$ such that $\varphi(\cdot, 0)=g_{r_{1}}(\cdot)$ and $\varphi(\cdot, 1)=\phi_{d}(\cdot)$. For $r_{2}>r_{1}$, let $\lambda:\left[r_{1}, r_{2}\right] \rightarrow[0,1]$ be an affine function with $\lambda\left(r_{1}\right)=0$ and $\lambda\left(r_{2}\right)=1$. We set

$$
v(x):= \begin{cases}u(x) & \text { if }|x| \leq r_{1} \\ \varphi\left(\frac{x}{|x|}, \lambda(|x|)\right) & \text { if } r_{1} \leq|x| \leq r_{2} \\ \phi_{d}\left(\frac{x}{|x|}\right) & \text { if }|x| \geq r_{2}\end{cases}
$$

Clearly, $v \in \mathcal{A}_{d}$, and we claim that (4.7) is fulfilled provided $r_{1}$ and $r_{2}$ are suitably chosen. Indeed, we have

$$
F_{1}\left(v, \mathbb{R}^{k}\right)-F_{1}\left(u, \mathbb{R}^{k}\right)=\underbrace{F_{1}\left(v, \mathbb{R}^{k} \backslash B_{r_{2}}^{k}\right)}_{\mathrm{I}}+\underbrace{F_{1}\left(v, B_{r_{2}}^{k} \backslash B_{r_{1}}^{k}\right)}_{\mathrm{II}}-\underbrace{F_{1}\left(u, \mathbb{R}^{k} \backslash B_{r_{1}}^{k}\right)}_{\mathrm{III}}
$$

Term I is infinitesimal when $r_{2} \rightarrow+\infty$, as $F_{1}\left(v, \mathbb{R}^{k}\right)<+\infty$ (cf. Remark 4.2). Similarly, term III is infinitesimal when $r_{1} \rightarrow+\infty$ by the assumption $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$. As for term II, we have $\mathrm{II}=\int_{B_{r_{2}}^{k} \backslash B_{r_{1}}^{k}}|\nabla v|^{p}$, and

$$
|\nabla v(x)| \leq\left\{\sup _{S^{k-1} \times[0,1]}|\nabla \varphi|\right\}\left\{\frac{(k-1)^{1 / 2}}{|x|}+\frac{1}{r_{2}-r_{1}}\right\} \quad \forall x \in B_{r_{2}}^{k} \backslash B_{r_{1}}^{k}
$$

Then, if we choose $r_{2}=r_{1}\left(1+r_{1}^{-\alpha}\right)$, with $0<\alpha<(p-k) /(p-1)$, term II turns out to be infinitesimal when $r_{1} \rightarrow+\infty$, because

$$
\begin{aligned}
& \int_{B_{r_{2}}^{k} \backslash B_{r_{1}}^{k}} \frac{1}{|x|^{p}}=K r_{1}^{k-p}\left[1-\left(1+r_{1}^{-\alpha}\right)^{k-p}\right] \sim r_{1}^{k-p-\alpha} \\
& \int_{B_{r_{2}}^{k} \backslash B_{r_{1}}^{k}} \frac{1}{\left(r_{2}-r_{1}\right)^{p}}=K r_{1}^{k+(\alpha-1) p}\left[\left(1+r_{1}^{-\alpha}\right)^{k}-1\right] \sim r_{1}^{k-p+\alpha(p-1)}
\end{aligned}
$$

Step 2. To prove that $\tau_{d}^{\prime} \leq \bar{\tau}_{d}$, let us show that, for any given $u \in \overline{\mathcal{A}}_{d}$ with $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$, and for any $\varepsilon>0$, there exists $v \in \mathcal{A}_{d}^{\prime}$ such that (4.7) holds. For a fixed $\delta>0$, we can choose $R>0$ arbitrarily large such that conditions (4.3) in Remark 4.7 (i) hold. Let $\alpha: S^{k-1} \times[R,+\infty) \rightarrow \mathbb{R}$ be defined by

$$
\alpha(y, t):= \begin{cases}1+(t-R) \operatorname{sgn}(1-|u(R y)|) & \text { if } 0 \leq t-R \leq\left||u(R y)|^{-1}-1\right| \\ |u(R y)|^{-1} & \text { if } t-R \geq\left||u(R y)|^{-1}-1\right|\end{cases}
$$

and set

$$
v(x):= \begin{cases}u(x) & \text { if }|x| \leq R \\ \alpha\left(\frac{x}{|x|},|x|\right) u\left(R \frac{x}{|x|}\right) & \text { if }|x| \geq R\end{cases}
$$

Notice that $v(x)=|u(R x /|x|)|^{-1} u(R x /|x|)$ for all $x$ with $|x| \geq R^{\prime}:=R+\sup _{y \in S^{k-1}}$ $\left||u(R y)|^{-1}-1\right|$, and hence $v \in \mathcal{A}_{d}^{\prime}$. We claim that $v$ fulfills (4.7) provided $\delta$ and $R$ are chosen, respectively, sufficiently small and sufficiently large. Indeed, we have

$$
F_{1}\left(v, \mathbb{R}^{k}\right)-F_{1}\left(u, \mathbb{R}^{k}\right)=\underbrace{\int_{\mathbb{R}^{k} \backslash B_{R}^{k}}|\nabla v|^{p}}_{\mathrm{I}}+\underbrace{\int_{B_{R^{\prime}}^{k} \backslash B_{R}^{k}} W(v)}_{\mathrm{II}}-\underbrace{F_{1}\left(u, \mathbb{R}^{k} \backslash B_{R}^{k}\right)}_{\mathrm{III}}
$$

Term III is infinitesimal as $R \rightarrow+\infty$ since $F_{1}\left(u, \mathbb{R}^{k}\right)<+\infty$. Term II is infinitesimal as $\delta \rightarrow 0$. Indeed, by the second condition in (4.3) the difference $\left(R^{\prime}-R\right)$ becomes arbitrarily small as $\delta \rightarrow 0$, so that the measure of the integration domain in II is infinitesimal with $\delta$ (and clearly the integrand remains bounded, because $|v(x)| \leq$ $\left(1+R^{\prime}-R\right)(1+\delta)$ for all $\left.x \in B_{R^{\prime}}^{k} \backslash B_{R}^{k}\right)$. Concerning term I, for $|x| \geq R$ we have

$$
\begin{equation*}
|\nabla v(x)| \leq K\left\{|\alpha||\nabla u| \frac{R}{|x|}+|u|\left|\alpha_{y}\right| \frac{1}{|x|}+|u|\left|\alpha_{t}\right|\right\} \tag{4.8}
\end{equation*}
$$

here and below, $\alpha$ and its derivatives are computed at $(x /|x|,|x|)$, while $u$ and its gradient are computed at $R x /|x|$. Now, for a suitable constant $C_{\delta}$ which depends on $\delta$ but remains bounded as $\delta \rightarrow 0$, there holds

$$
\begin{equation*}
|\alpha| \leq C_{\delta}, \quad|u| \leq C_{\delta}, \quad\left|\alpha_{y}\right| \leq C_{\delta} R|\nabla u| \tag{4.9}
\end{equation*}
$$

From (4.8) and (4.9), we infer that

$$
|\nabla v| \leq C_{\delta}\left\{|\nabla u| \frac{R}{|x|}+\left|\alpha_{t}\right|\right\}
$$

Taking into account that $\alpha_{t}(y, t)$ vanishes for $t \geq R^{\prime}$, and that, by the first condition in (4.3),

$$
\int_{\mathbb{R}^{k} \backslash B_{R}^{k}}\left|\nabla u\left(R \frac{x}{|x|}\right)\right|^{p} \frac{R^{p}}{|x|^{p}}=K R \int_{\partial B_{R}^{k}}|\nabla u|^{p} \leq K \delta,
$$

we deduce that term I is infinitesimal as $\delta \rightarrow 0$.
Finally, the last assertion in the statement follows immediately from the definition of $\bar{\tau}_{d}$.

Proposition 4.10. The function $\mathbb{Z} \ni d \mapsto \tau_{d} \in[0,+\infty)$ is subadditive.
Proof. By Proposition 4.9, it is enough to prove that, for fixed integers $d_{1}$ and $d_{2}, \bar{\tau}_{d_{1}+d_{2}} \leq \tau_{d_{1}}+\tau_{d_{2}}$. Moreover, by the same proposition we know that $\tau_{d_{i}}$ are independent of the choice of the trace functions $\phi_{d_{i}}$. Hence, we may assume with no loss of generality that there exists a fixed vector $y_{0} \in S^{k-1}$ such that $\phi_{d_{1}}(y)=y_{0}$ for $y$ in the hemisphere $S^{k-1} \cap\left\{y_{k} \geq 0\right\}$ and $\phi_{d_{2}}(y)=y_{0}$ for $y$ in the hemisphere $S^{k-1} \cap\left\{y_{k} \leq 0\right\}$ (here and in the remainder of the proof, we denote by $y_{k}$ the $k$ th component of a vector $\left.y \in \mathbb{R}^{k}\right)$. Then, if $\mathcal{A}_{d}$ and $\overline{\mathcal{A}}_{d}$ denote, respectively, the classes of admissible functions in (4.1) and (4.5), it suffices to construct, for any given pair $\left(u_{1}, u_{2}\right) \in \mathcal{A}_{d_{1}} \times \mathcal{A}_{d_{2}}$ with $F_{1}\left(u_{i}, \mathbb{R}^{k}\right)<+\infty$, a function $v \in \overline{\mathcal{A}}_{d_{1}+d_{2}}$ such that $F_{1}\left(v, \mathbb{R}^{k}\right)=F_{1}\left(u_{1}, \mathbb{R}^{k}\right)+F_{1}\left(u_{2}, \mathbb{R}^{k}\right)$. Choose $r>\max \left\{r_{1}, r_{2}\right\}$, with $r_{i}$ satisfying $u_{i}(x)=\phi_{d_{i}}(x /|x|)$ when $|x| \geq r_{i}$. Then set $P_{r}:=(0, \ldots, 0, r)$, and define $v$ by

$$
v(x):= \begin{cases}u_{1}\left(x+P_{r}\right) & \text { if } x_{k} \leq 0 \\ u_{2}\left(x-P_{r}\right) & \text { if } x_{k}>0\end{cases}
$$

Since $u_{1}(x)=y_{0}$ on $\left\{x_{k} \geq r\right\}$ and $u_{2}(x)=y_{0}$ on $\left\{x_{k} \leq-r\right\}$, it is straightforward that $F_{1}\left(v, \mathbb{R}^{k}\right)=F_{1}\left(u_{1}, \mathbb{R}^{k}\right)+F_{1}\left(u_{2}, \mathbb{R}^{k}\right)$. It remains to check that $v \in \overline{\mathcal{A}}_{d_{1}+d_{2}}$. By construction, there holds

$$
v(x)= \begin{cases}\phi_{d_{1}}\left(\frac{x+P_{r}}{\left|x+P_{r}\right|}\right) & \text { on }\left\{\left|x+P_{r}\right| \geq r_{1}\right\} \cap\left\{x_{k} \leq 0\right\}, \\ \phi_{d_{2}}\left(\frac{x-P_{r}}{\left|x-P_{r}\right|}\right) & \text { on }\left\{\left|x-P_{r}\right| \geq r_{2}\right\} \cap\left\{x_{k}>0\right\}\end{cases}
$$

(in particular, $v(x)=y_{0}$ on $\left\{\left|x+P_{r}\right| \geq r_{1}\right\} \cap\left\{\left|x-P_{r}\right| \geq r_{2}\right\} \cap\left\{\left|x_{k}\right| \leq r\right\}$ ). So, if we consider a cube $Q$ centered at the origin, with sides larger than $4 r$, we have $|v|=1$ on $\partial Q$ and $\operatorname{deg}(v, \partial Q)=d_{1}+d_{2}$. In view of Remark 4.7 (ii), we conclude that $\operatorname{deg}(v, \infty)=d_{1}+d_{2}$.

## 5. $\Gamma$-lim inf inequality.

5.1. Case $\boldsymbol{n}=\mathbf{0}$. The reason why we first deal with such a case relies basically on the following scaling property, enjoyed by the functionals $F_{\varepsilon}$ for $n=0$, as it is easily checked by a change of variables:

$$
\begin{equation*}
F_{1}\left(u(\varepsilon x), \frac{A}{\varepsilon}\right)=F_{\varepsilon}(u(x), A) \tag{5.1}
\end{equation*}
$$

Thanks to (5.1), we can exploit the family of optimal profile constants introduced in section 4 in order to prove the following version of the $\Gamma$-liminf inequality in Theorem 1.1 (i). Until otherwise specified, we keep the assumption $n=0$ without any further mention.

THEOREM 5.1. Let $\left\{u_{\varepsilon}\right\} \subset W^{1, p}\left(\Omega ; \mathbb{R}^{k}\right)$ be a sequence such that $\mathbb{F}_{\Omega}\left(\star J u_{\varepsilon}-\right.$ $\left.\alpha_{k} M\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$, where $M=\sum_{i=1}^{m} \sigma^{i} \delta\left(x^{i}\right)$ is a 0-dimensional integral boundary (with $\sigma^{i} \in \mathbb{Z}$ and $x^{i} \in \Omega$ ). Then $\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \sum_{i=1}^{m} \tau_{\sigma^{i}}$.

The proof of Theorem 5.1 given below may be outlined as follows. We consider the sequence of grids $\mathcal{G}_{\varepsilon}$ of step $l(\varepsilon) \gg \varepsilon$ constructed in Proposition 3.1, and we use (5.1) in order to scale the functionals $F_{\varepsilon}$ over those cubes of the grids where the degree is located. Then, since the size of the scaled cubes diverges as $\varepsilon \rightarrow 0$, we need as a
fundamental ingredient the following estimate for the energy $F_{1}$ over enlarging cubes, whose proof is postponed.

Proposition 5.2. Let $Q_{r}:=[-r, r]^{k}$, and let $u_{r} \in W^{1, p}\left(Q_{r} ; \mathbb{R}^{k}\right)$ satisfy the following assumptions:

$$
\begin{align*}
& \sup _{r} F_{1}\left(u_{r}, Q_{r}\right)<+\infty  \tag{5.2}\\
& \sup _{r}\left\{r \int_{\partial Q_{r}} e_{1}\left(u_{r}\right)\right\}<+\infty  \tag{5.3}\\
& \left|u_{r}\right| \geq 1 / 2 \text { on } \partial Q_{r}  \tag{5.4}\\
& \operatorname{deg}\left(\frac{u_{r}}{\left|u_{r}\right|}, \partial Q_{r}\right)=d \tag{5.5}
\end{align*}
$$

Then $\liminf _{r \rightarrow+\infty} F_{1}\left(u_{r}, Q_{r}\right) \geq \tau_{d}$.
Proof of Theorem 5.1. We may assume with no loss of generality that $u_{\varepsilon}$ are smooth and that $\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)=\lim _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$. Given open sets $U, V$, and $W$, with $U \subset \subset V \subset \subset W \subset \subset \Omega$, we take a sequence of grids $\mathcal{G}_{\varepsilon}$ as in Proposition 3.1, and we denote by $Q_{\varepsilon}^{j}$ for $j=1, \ldots, N(\varepsilon)$ those cubes of $\mathcal{G}_{\varepsilon}$ whose centers $x_{\varepsilon}^{j}$ belong to $U$; for $\varepsilon$ small enough, such cubes are entirely contained in $\Omega$. If we equip $Q_{\varepsilon}^{j}$ with the canonical orientation inherited by $\mathbb{R}^{k}$, the restrictions of the currents $\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)$ to $U$ may be written in the form

$$
\begin{equation*}
\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)\left\llcorner U=\alpha_{k} \sum_{j=1}^{N(\varepsilon)} \sigma_{\varepsilon}^{j} \delta\left(x_{\varepsilon}^{j}\right),\right. \tag{5.6}
\end{equation*}
$$

where $\sigma_{\varepsilon}^{j}=\operatorname{deg}\left(u_{\varepsilon} /\left|u_{\varepsilon}\right|, \partial Q_{\varepsilon}^{j}\right)$. Since the currents $\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)$ are uniformly bounded in mass over $U$, and the coefficients $\sigma_{\varepsilon}^{j}$ are integers, we deduce that the sum in (5.6) can be actually extended over $j \in\{1, \ldots, N\}$ for some $N$ independent of $\varepsilon$; moreover, up to subsequences there exist integers $\sigma_{0}^{1}, \ldots, \sigma_{0}^{N}$ such that $\sigma_{\varepsilon}^{j} \equiv \sigma_{0}^{j}$ for $\varepsilon$ small enough. Using (5.1), we have

$$
\begin{equation*}
\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \sum_{j=1}^{N} \liminf _{\varepsilon} F_{1}\left(u_{\varepsilon}\left(\varepsilon x+x_{\varepsilon}^{j}\right), \frac{Q_{\varepsilon}^{j}}{\varepsilon}-x_{\varepsilon}^{j}\right) \tag{5.7}
\end{equation*}
$$

Set $r=r(\varepsilon):=l(\varepsilon) / \varepsilon$ (so that $\{r(\varepsilon)\}$ diverges as $\varepsilon \rightarrow 0$ because $l(\varepsilon) \gg \varepsilon$ ), and fix an index $j \in\{1, \ldots, N\}$. We have $\left(Q_{\varepsilon}^{j} / \varepsilon\right)-x_{\varepsilon}^{j}=[-r, r]^{k}$, and we claim that the sequence $u_{r}(x):=u_{\varepsilon}\left(\varepsilon x+x_{\varepsilon}^{j}\right)$ satisfies all the hypotheses of Proposition 5.2. Indeed, (5.2) holds by (5.7) and the assumption $\lim _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$. By the initial choice of the grid, (5.3) is satisfied (due to (3.12) in the proof of Proposition 3.1), and (5.4) holds for $r$ large enough. Moreover, still for $r$ large enough, we know that $\operatorname{deg}\left(u_{r} /\left|u_{r}\right|, \partial Q_{r}\right)=\sigma_{0}^{j}$. Thus, we may invoke Proposition 5.2 to obtain

$$
\begin{equation*}
\sum_{j=1}^{N} \liminf _{\varepsilon} F_{1}\left(u_{\varepsilon}\left(\varepsilon x+x_{\varepsilon}^{j}\right), \frac{Q_{\varepsilon}^{j}}{\varepsilon}-x_{\varepsilon}^{j}\right) \geq \sum_{j=1}^{N} \tau_{\sigma_{0}^{j}} \tag{5.8}
\end{equation*}
$$

Now observe that, since $\bar{U}$ is compact, up to subsequences there exist points $x_{0}^{1}, \ldots$, $x_{0}^{N} \in \bar{U}$ such that $\lim _{\varepsilon} x_{\varepsilon}^{j}=x_{0}^{j}$ for $j=1, \ldots, N$. Let $\left\{x^{1}, \ldots, x^{h}\right\}:=\left\{x^{1}, \ldots, x^{m}\right\} \cap \bar{U}$ (with $h \leq m$ ). Since by Proposition 3.1 (iii) $\mathbb{F}_{U}\left(\left(\Phi_{\varepsilon}\right)_{\sharp}\left(\star J^{\prime} u_{\varepsilon}\right)-\alpha_{k} M\right) \rightarrow 0$, we necessarily have $x_{0}^{j} \in\left\{x^{1}, \ldots, x^{h}\right\}$ for all $j=1, \ldots, N$, and, setting $\mathcal{J}_{i}:=\{j \in\{1, \ldots, N\}$ :
$\left.x_{0}^{j}=x^{i}\right\}$, there holds $\sum_{j \in \mathcal{J}_{i}} \sigma_{0}^{j}=\sigma^{i}$ for all $i=1, \ldots, h$. Then Proposition 4.10 yields

$$
\begin{equation*}
\sum_{j=1}^{N} \tau_{\sigma_{0}^{j}}=\sum_{i=1}^{h} \sum_{j \in \mathcal{J}_{i}} \tau_{\sigma_{0}^{j}} \geq \sum_{i=1}^{h} \tau \sum_{j \in \mathcal{J}_{i}} \sigma_{0}^{j}=\sum_{i=1}^{h} \tau_{\sigma^{i}} \tag{5.9}
\end{equation*}
$$

The thesis follows from (5.7), (5.8), and (5.9) by taking into account the arbitrariness of $U$.

We now turn to the proof of Proposition 5.2. What makes it delicate is the lack of compactness of condition (5.5), as the boundary of $Q_{r}$, where the degree is prescribed, is moving to infinity. To overcome this difficulty, we first need to suitably extend $u_{r}$ on a cube $Q_{\eta}$ larger than $Q_{r}$ (for technical reasons which will be clear in the proof of Proposition 5.2); then, we build a sequence of grids, of fixed step $\rho$ independent of $r$, such that the functions $u_{r}$ remain in modulus sufficiently far from zero on their $(k-1)$-skeletons; see Lemma 5.3 below. These grids play a crucial role in the proof of Proposition 5.2, since they allow one to individuate for every $r$ a finite number of cubes which carry the degree. Such cubes can be gathered into some separate "clusters," which possibly go to infinity with $r$ but move away from each other. The scope is "catching" such clusters one by one, in order to recover a condition of prescribed degree at infinity. The concluding argument will be again the subadditivity of $\tau_{d}$ proved in section 4 .

Lemma 5.3. Let $Q_{r}=[-r, r]^{k}$, and let $u_{r} \in W^{1, p}\left(Q_{r} ; \mathbb{R}^{k}\right)$ satisfy assumptions (5.2), (5.3), and (5.4). For every $r$, choose $\eta=\eta(r)$ so that $\eta(r)>r$, and $\eta(r) / r \rightarrow 1$ as $r \rightarrow+\infty$. Then we may construct extensions $u_{\eta}$ of $u_{r}$ to $Q_{\eta}=[-\eta, \eta]^{k}$ with the following properties:

$$
\begin{align*}
& \left|u_{\eta}\right| \geq \frac{1}{2} \quad \text { on } \partial Q_{\eta}  \tag{5.10}\\
& \lim _{r \rightarrow+\infty} F_{1}\left(u_{\eta}, Q_{\eta} \backslash Q_{r}\right)=0 \tag{5.11}
\end{align*}
$$

Further, if $\rho>0$ is sufficiently large, we may position a sequence of grids $\mathcal{G}_{r}^{\rho}$ of fixed step $\rho$ (independent of $r$ ) such that

$$
\begin{align*}
& \left|u_{\eta}\right| \geq 1 / 2 \text { on } R_{r, k-1} \cap Q_{\eta},  \tag{5.12}\\
& \operatorname{deg}\left(\frac{u_{\eta}}{\left|u_{\eta}\right|}, \partial\left(Q_{r}^{i} \cap\left(Q_{\eta} \backslash Q_{r}\right)\right)\right)=0 \quad \text { for } r \text { large enough, }  \tag{5.13}\\
& \sup _{r} \sum_{i}\left|\operatorname{deg}\left(\frac{u_{\eta}}{\left|u_{\eta}\right|}, \partial\left(Q_{r}^{i} \cap Q_{\eta}\right)\right)\right|<+\infty \tag{5.14}
\end{align*}
$$

where in (5.12) $R_{r, k-1}$ denotes the $(k-1)$-skeleton of $\mathcal{G}_{r}^{\rho}$, in (5.13) $Q_{r}^{i}$ is any cube of $\mathcal{G}_{r}^{\rho}$ which intersects $Q_{\eta} \backslash Q_{r}$, and in (5.14) the sum is extended over all the cubes $Q_{r}^{i}$ of $\mathcal{G}_{r}^{\rho}$ which intersect $Q_{\eta}$.

Proof. Thanks to assumptions (5.3) and (5.4) and to the hypothesis on the asymptotic behavior of $\eta(r)$ for $r \rightarrow+\infty$, extensions $u_{\eta}$ of $u_{r}$ to $Q_{\eta}$ satisfying (5.10) and (5.11) can be constructed essentially by projection on $\partial Q_{r}$ (we omit the explicit computations which are tedious but not difficult).

If $u_{r}$ satisfy in addition assumption (5.2), due to property (5.11) we also have $\sup _{r} F_{1}\left(u_{\eta}, Q_{\eta}\right)<+\infty$. Then, by inequality (3.6) in Lemma 3.2 (applied with $n=0$ ), for any $\rho>0$ we may position a sequence of grids $\mathcal{G}_{r}^{\rho}$ of step $\rho$ so that $\rho \int_{R_{r, k-1} \cap Q_{\eta}} e_{1}\left(u_{\eta}\right)$ $\leq C$, where $C$ is a positive constant independent of $r$ and $\rho$. We claim that if $\rho$ is
large enough, such a sequence of grids fulfills (5.12), (5.13), and (5.14). To obtain (5.12) it is enough to show that, for $\lambda$ and $\Psi$ as in Lemma 3.3, and denoting by $Q$ a generic $(k-1)$-cell of $R_{r, k-1}$, the functions $u_{\eta}$ satisfy

$$
\lim _{\rho \rightarrow+\infty} f_{Q \cap Q_{\eta}} \psi\left(\left|u_{\eta}\right|\right)=0 \quad \text { and } \quad \lim _{\rho \rightarrow+\infty} \operatorname{OSc}\left(\Psi\left(\left|u_{\eta}\right|\right), Q \cap Q_{\eta}\right)=0
$$

(uniformly in $r$ and $Q$ ).
These equalities can be verified (provided $\lambda<k / p$ ), in a similar way as already done in Proposition 3.1 and Lemma 4.5. So we avoid repeating the proof, and we pass to show (5.13) and (5.14). Since $\lim _{r} F_{1}\left(u_{\eta}, Q_{\eta} \backslash Q_{r}\right)=0$ and $\sup _{r} F_{1}\left(u_{\eta}, Q_{\eta}\right)<+\infty$, it suffices to prove that

$$
\begin{align*}
& \sum_{i}\left|\operatorname{deg}\left(\frac{u_{\eta}}{\left|u_{\eta}\right|}, \partial\left(Q_{r}^{i} \cap\left(Q_{\eta} \backslash Q_{r}\right)\right)\right)\right| \leq K F_{1}\left(u_{\eta}, Q_{\eta} \backslash Q_{r}\right)  \tag{5.15}\\
& \sum_{i}\left|\operatorname{deg}\left(\frac{u_{\eta}}{\left|u_{\eta}\right|}, \partial\left(Q_{r}^{i} \cap Q_{\eta}\right)\right)\right| \leq K F_{1}\left(u_{\eta}, Q_{\eta}\right) \tag{5.16}
\end{align*}
$$

where the sums are extended, respectively, over the indices $i$ such that $Q_{r}^{i}$ intersects $Q_{\eta} \backslash Q_{r}$ and $Q_{\eta}$. (We stress that the degrees in the left-hand sides of (5.15) and (5.16) are well defined by (5.4), (5.10), and (5.12).) We prove only (5.15), omitting the proof of (5.16) which runs in the exact same way. Set for brevity $P_{r}^{i}:=Q_{r}^{i} \cap\left(Q_{\eta} \backslash Q_{r}\right)$ whenever such a set is nonempty. Using (3.1) and the area formula (2.7), we get

$$
\begin{align*}
\int_{Q_{\eta} \backslash Q_{r}} e_{1}\left(u_{\eta}\right) & \geq K \int_{Q_{\eta} \backslash Q_{r}} W^{1-k / p}\left(u_{\eta}\right)\left|J u_{\eta}\right| \\
& =K \sum_{i} \int_{P_{r}^{i}} W^{1-k / p}\left(u_{\eta}\right)\left|J u_{\eta}\right| \\
& =K \sum_{i} \int_{\mathbb{R}^{k}} W^{1-k / p}(y) \sharp\left\{u_{\eta}^{-1}(y) \cap P_{r}^{i}\right\}  \tag{5.17}\\
& \geq K \sum_{i} \int_{B_{1 / 2}^{k}} W^{1-k / p}(y)\left|\operatorname{deg}\left(u_{\eta}, P_{r}^{i}, \mathbb{R}^{k}, y\right)\right| .
\end{align*}
$$

For every $i$, since $u_{\eta} \in C^{0}\left(\bar{P}_{r}^{i} ; \mathbb{R}^{k}\right)$ and $\left|u_{\eta}\right| \geq 1 / 2$ on $\partial P_{r}^{i}$, we may find a continuous homotopy $\varphi(x, t): \bar{P}_{r}^{i} \times[0,1] \rightarrow \mathbb{R}^{k}$ such that $\varphi(\cdot, 0)=u_{\eta}(\cdot), \varphi(\cdot, 1)=w_{\eta}(\cdot)$ with $w_{\eta}=u_{\eta} /\left|u_{\eta}\right|$ on $\partial P_{r}^{i}$, and $\varphi(\cdot, t) \geq 1 / 2$ on $\partial P_{r}^{i}$ for all $t \in[0,1]$. Therefore, for all $y \in B_{1 / 2}^{k}$, we have

$$
\operatorname{deg}\left(u_{\eta}, P_{r}^{i}, \mathbb{R}^{k}, y\right)=\operatorname{deg}\left(w_{\eta}, P_{r}^{i}, \mathbb{R}^{k}, y\right)=\operatorname{deg}\left(w_{\eta}, \partial P_{r}^{i}\right)=\operatorname{deg}\left(u_{\eta} /\left|u_{\eta}\right|, \partial P_{r}^{i}\right)
$$

where the first equality is due to the homotopy invariance of the degree (cf. [14, Theorem 2.3]) and the second equality holds because $w_{\eta}\left(\partial P_{r}^{i}\right) \subseteq S^{k-1}$ (cf. section 2.4). Replacing the above identity in the last line of (5.17), we get (5.15).

Proof of Proposition 5.2. Let $\eta=\eta(r)$ satisfy the assumptions of Lemma 5.3 and the additional condition $\lim _{r \rightarrow+\infty}(\eta(r)-r)=+\infty$. For such $\eta(r)$, let $u_{\eta}$ and $\mathcal{G}_{r}^{\rho}$ be, respectively, extensions of $u_{r}$ to $Q_{\eta}$ and grids of step $\rho$ as in the statement of Lemma 5.3. By (5.11), it is enough to show that $\lim \inf F_{1}\left(u_{\eta}, Q_{\eta}\right) \geq \tau_{d}$.

For any cube $Q_{r}^{i}$ of $\mathcal{G}_{r}^{\rho}$ which intersects $Q_{\eta}$, we set $d_{r}^{i}:=\operatorname{deg}\left(u_{\eta} /\left|u_{\eta}\right|, \partial\left(Q_{r}^{i} \cap Q_{\eta}\right)\right)$. By (5.14), there exists a finite number $N$ (independent of $r$ ) of cubes $Q_{r}^{i}$ such that $d_{r}^{i} \neq 0$, and we have $\sup _{r} \sum_{i=1}^{N}\left|d_{r}^{i}\right|<+\infty$. Hence, up to subsequences, $d_{r}^{i} \equiv d^{i}$, with $d^{i}$ independent of $r$ for $i=1, \ldots, N$.

By (5.13), for all $i=1, \ldots, N$ and $r$ large enough, it must be $Q_{r}^{i} \cap Q_{r} \neq \emptyset$, $Q_{r}^{i} \subset Q_{\eta}$, and $d^{i}=\operatorname{deg}\left(u_{r} /\left|u_{r}\right|, \partial\left(Q_{r}^{i} \cap Q_{r}\right)\right)$. Then, by (5.5), we have $\sum_{i=1}^{N} d^{i}=d$.

Now, in order to "follow" the location of the cubes $Q_{r}^{i}$ as $r \rightarrow+\infty$, let us introduce an equivalence relation on the set of indices $\{1, \ldots, N\}$. For $i=1, \ldots, N$, let $x_{r}^{i}$ denote the center of $Q_{r}^{i}$. We say that $i$ is equivalent to $j$ if $\sup _{r}\left|x_{r}^{i}-x_{r}^{j}\right|<+\infty$. Possibly passing to subsequences, we may assume that, whenever $i$ and $j$ are not equivalent, there holds $\lim _{r}\left|x_{r}^{i}-x_{r}^{j}\right|=+\infty$. Then, we can associate to each equivalence class $[i]$ a sequence of sets $E_{r}^{[i]}$, each one contained in $Q_{\eta}$ and delimited by $\mathcal{G}_{r}^{\rho}$, enjoying the following properties:

$$
\begin{align*}
& \text { for every } r, E_{r}^{[i]} \cap E_{r}^{[j]}=\emptyset \text { whenever }[i] \neq[j] ;  \tag{5.18}\\
& \text { for every } r, E_{r}^{[i]} \text { contains } Q_{r}^{j} \text { if and only if } j \in[i] \text {; }  \tag{5.19}\\
& \text { for any } j \in[i] \text {, there holds } \bigcup_{r}\left(E_{r}^{[i]}-x_{r}^{j}\right)=\mathbb{R}^{k} \text {. } \tag{5.20}
\end{align*}
$$

Notice in particular that it is possible to satisfy (5.20) thanks to the assumption $\lim _{r \rightarrow+\infty}(\eta(r)-r)=+\infty$, which ensures that $\lim _{r \rightarrow+\infty} \operatorname{dist}\left(x_{r}^{j}, \partial Q_{\eta}\right)=+\infty$.

Notice also that if $d_{r}^{[i]}$ denotes the degree of $u_{\eta} /\left|u_{\eta}\right|$ on $\partial E_{r}^{[i]}$, by (5.19) $d_{r}^{[i]}$ is just the sum of all the $d^{j}$ such that $j \in[i]$. In particular, $d_{r}^{[i]}=: d^{[i]}$ is independent of $r$, and we have

$$
\begin{equation*}
\sum_{[i]} d^{[i]}=\sum_{[i]}\left(\sum_{j \in[i]} d^{j}\right)=\sum_{j=1}^{N} d^{j}=d . \tag{5.21}
\end{equation*}
$$

We can now begin to estimate the energy of $u_{\eta}$ on $Q_{\eta}$. By (5.18), we have

$$
\underset{r}{\liminf } F_{1}\left(u_{\eta}, Q_{\eta}\right) \geq \sum_{[i]} \lim _{r} \inf F_{1}\left(u_{\eta}, E_{r}^{[i]}\right)=\sum_{[i]} \liminf _{r} F_{1}\left(u_{\eta}\left(x+x_{r}^{i}\right), E_{r}^{[i]}-x_{r}^{i}\right),
$$

where for every class $[i]$ we have chosen a representative $i$, which will stay fixed in the remainder of the proof. Taking (5.20) into account, we infer that, up to subsequences, there exist functions $u^{i} \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ such that $u_{\eta}\left(x+x_{r}^{i}\right) \rightarrow u^{i}(x)$ weakly in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$, and strongly in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{k}, \mathbb{R}^{k}\right)$. Since, for any open set $A, F_{1}(\cdot, A)$ is weakly lower semicontinuous on $W^{1, p}\left(A ; \mathbb{R}^{k}\right)$, we have

$$
\liminf _{r} F_{1}\left(u_{\eta}\left(x+x_{r}^{i}\right), E_{r}^{[i]}-x_{r}^{i}\right) \geq \sup _{A \subset \subset \mathbb{R}^{k}} \liminf _{r} F_{1}\left(u_{\eta}\left(x+x_{r}^{i}\right), A\right) \geq F_{1}\left(u^{i}, \mathbb{R}^{k}\right) .
$$

Hence, $\liminf _{r} F_{1}\left(u_{\eta}, Q_{\eta}\right) \geq \sum_{[i]} F_{1}\left(u^{i}, \mathbb{R}^{k}\right)$. Suppose for a moment that we know that $\operatorname{deg}\left(u^{i}, \infty\right)=d^{[i]}$. Then, using Definition 4.8, Propositions 4.9 and 4.10, and (5.21), we get

$$
\sum_{[i]} F_{1}\left(u^{i}, \mathbb{R}^{k}\right) \geq \sum_{[i]} \bar{\tau}_{d^{[i]}}=\sum_{[i]} \tau_{d^{[i]}} \geq \tau_{[i]} d^{[i]}=\tau_{d},
$$

and Proposition 5.2 is proved.

In order to compute $\operatorname{deg}\left(u^{i}, \infty\right)$, we first observe that $\mathcal{G}_{r}^{\rho}-x_{r}^{i}$ is a grid independent of $r$ that we may denote by $\mathcal{G}^{\rho}$ (indeed, it has fixed step $\rho$ and it is centered at the origin). In view of (5.19), we may find a fixed cube $Q^{[i]}$, independent of $r$, centered at the origin and delimited by $\mathcal{G}^{\rho}$, with the following crucial property: for every $r, Q^{[i]}$ contains $\left(Q_{r}^{j}-x_{r}^{i}\right)$ if and only if $j \in[i]$. Then, we take a sequence of cubes $Q_{n}^{[i]}$, whose sides diverge as $n \rightarrow+\infty$, all centered at the origin, delimited by $\mathcal{G}^{\rho}$, and containing $Q^{[i]}$. For fixed $n$ and $r$ large enough, we have $Q_{n}^{[i]} \subseteq E_{r}^{[i]}-x_{r}^{i}$; hence $Q_{n}^{[i]}$ contains $\left(Q_{r}^{j}-x_{r}^{i}\right)$ if and only if $j \in[i]$, which implies $\operatorname{deg}\left(u_{\eta}\left(x+x_{r}^{i}\right) /\left|u_{\eta}\left(x+x_{r}^{i}\right)\right|, \partial Q_{n}^{[i]}\right)=$ $d^{[i]}$. Passing to the limit as $r \rightarrow+\infty$ gives $\operatorname{deg}\left(u^{i}, \partial Q_{n}^{[i]}\right)=d^{[i]}$. Finally, letting $n \rightarrow+\infty$ and recalling Remark 4.7 (ii), we obtain $\operatorname{deg}\left(u^{i}, \infty\right)=d^{[i]}$ as required.
5.2. Case $\boldsymbol{n}>\mathbf{0}$. In order to obtain the proof of the $\Gamma$-liminf inequality in Theorem 1.1 (i) when $n>0$, we may exploit Theorem 5.1 by using a slicing technique. For this purpose, we need to recall some basic facts about the slices of currents by projections: they are collected in section 5.3 below. For more details on these topics and their proofs, we refer the reader to [13, sections 4.3.1 and 4.3.2] or [16, section 2.2.5].
5.3. Slicing currents by projections. Fix an arbitrary orthonormal basis $\left\{e_{1}, \ldots, e_{n}, e_{n+1}, \ldots, e_{n+k}\right\}$ for $\mathbb{R}^{n+k}$. We set $\mathbb{R}_{y}^{n}:=\operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$ and $\mathbb{R}_{z}^{k}:=$ $\operatorname{span}\left\{e_{n+1}, \ldots, e_{n+k}\right\}$. Given any point $x \in \mathbb{R}^{n+k}$, we identify it with a pair $(y, z) \in$ $\mathbb{R}_{y}^{n} \times \mathbb{R}_{z}^{k}$, by writing $y_{i}=x \cdot e_{i}$ for $1 \leq i \leq n$ and $z_{i}=x \cdot e_{i}$ for $n+1 \leq i \leq n+k$. We let $d y=d y_{1} \wedge \ldots d y_{n}$ be the standard volume form on $\mathbb{R}_{y}^{n}$, and we denote by $P^{\sharp}(d y)$ its pull back by the orthogonal projection $P: \mathbb{R}^{n+k} \rightarrow \mathbb{R}_{y}^{n}$.

If $T$ is a normal $m$-current on $\mathbb{R}^{n+k}$, with $m \geq n$, we denote by $T\left\llcorner P^{\sharp}(d y)\right.$ the $(m-n)$-current defined by the identity $T\left\llcorner P^{\sharp}(d y)(\omega):=T\left(P^{\sharp}(d y) \wedge \omega\right)\right.$ for all $\omega \in \mathcal{D}^{m-n}\left(\mathbb{R}^{n+k}\right)$. Then, for $y \in \mathbb{R}_{y}^{n}$, the slices of $T$ by $P$ in $y$ are $(m-n)$-currents $\{\langle T, P, y\rangle\}_{y}$ characterized by the following integral representation identity:

$$
\begin{equation*}
T\left\llcorner P^{\sharp}(d y)(\omega)=\int_{\mathbb{R}_{y}^{n}}\langle T, P, y\rangle(\omega) d \mathcal{H}^{n}(y) \quad \forall \omega \in \mathcal{D}^{m-n}\left(\mathbb{R}^{n+k}\right) .\right. \tag{5.22}
\end{equation*}
$$

In case $T$ is rectifiable with integer multiplicity, the same holds for $\langle T, P, y\rangle$ for $\mathcal{H}^{n}$ a.e. $y \in \mathbb{R}_{y}^{n}$. Moreover, the support, the boundary, and the mass of $\langle T, P, y\rangle$ satisfy, respectively,

$$
\begin{align*}
& \operatorname{spt}\langle T, P, y\rangle \subset P^{-1}(y) \cap \operatorname{sptT},  \tag{5.23}\\
& \partial\langle T, P, y\rangle=(-1)^{n}\langle\partial T, P, y\rangle \quad(\text { if } m>n),  \tag{5.24}\\
& \int_{\mathbb{R}_{y}^{n}}\|\langle T, P, y\rangle\| d \mathcal{H}^{n}(y) \leq\|T\| . \tag{5.25}
\end{align*}
$$

Finally let us stress that, in the case $m=n$ with which we shall be mainly concerned, $T\left\llcorner P^{\sharp}(d y)\right.$ is just a signed measure. In particular, the slices $\{\langle T, P, y\rangle\}_{y}$ may be seen through (5.22) as the disintegration of the measure $T\left\llcorner P^{\sharp}(d y)\right.$ with respect to $\mathcal{H}^{n}\left\llcorner\mathbb{R}_{y}^{n}\right.$ (see, e.g., [16, section 1.1.5]).

We can now proceed to establish some features about the behavior under the slicing of the Jacobians and of the flat norm. In the next two lemmas, we keep the notation adopted above, decomposing $\mathbb{R}^{n+k}$ as $\mathbb{R}_{y}^{n} \times \mathbb{R}_{z}^{k}$, and indicating by $P$ the projector from $\mathbb{R}^{n+k}$ onto $\mathbb{R}_{y}^{n}$.

LEMMA 5.4. Let a cube $Q=Q^{\prime} \times Q^{\prime \prime} \subset \mathbb{R}_{y}^{n} \times \mathbb{R}_{z}^{k}$ and a smooth function $u: Q \rightarrow \mathbb{R}^{k}$ be given. For $y \in Q^{\prime}$, define $u^{y}: Q^{\prime \prime} \rightarrow \mathbb{R}^{k}$ by $u^{y}(z):=u(y, z)$. Then, for every test function $\omega \in \mathcal{D}(Q)$, there holds

$$
\begin{equation*}
\langle\star J u, P, y\rangle(\omega)=\star J u^{y}(\omega(y, \cdot)) \quad \text { for } \mathcal{H}^{n} \text {-a.e. } y \in Q^{\prime} \tag{5.26}
\end{equation*}
$$

Proof. Recall that, by definition, $\star J u^{y}$ is the absolutely continuous measure on $Q^{\prime \prime}$ with density det $\nabla_{z} u(y, z)$, where $\nabla_{z}$ denotes partial differentiation with respect to the components $z_{n+1}, \ldots, z_{n+k}$ of $x$. On the other hand, we have $\star J u=\sum_{\alpha} \operatorname{det} \nabla_{\alpha} u(x) \star$ $d x_{\alpha}$, where the sum is extended over all $k$-multi-indices $\alpha=\left(i_{1}, \ldots, i_{k}\right)$ with $1 \leq i_{1}<$ $\cdots<i_{k} \leq n+k, \nabla_{\alpha} u$ is the $(k \times k)$-matrix with columns $\nabla_{i_{1}} u, \ldots, \nabla_{i_{k}} u$, and $d x_{\alpha}$ is the $k$-covector $d x_{i_{1}} \wedge \cdots \wedge d x_{i_{k}}$. In particular, we observe that $\star d x_{\alpha} \cdot P^{\sharp}(d y)$ equals 1 if $\alpha=(n+1, \ldots, n+k)$, and 0 otherwise. Therefore, for every test function $\omega \in \mathcal{D}(Q)$, we have

$$
\begin{aligned}
\left(\star J u\left\llcorner P^{\sharp}(d y)\right)(\omega)\right. & =\star J u\left(\omega P^{\sharp}(d y)\right)=\sum_{\alpha} \int_{Q} \omega(x) \operatorname{det} \nabla_{\alpha} u(x) \star d x_{\alpha} \cdot P^{\sharp}(d y) \\
& =\int_{Q} \omega(y, z) \operatorname{det} \nabla_{z} u(y, z)=\int_{Q^{\prime}} \star J u^{y}(\omega(y, \cdot)) d \mathcal{H}^{n}(y),
\end{aligned}
$$

where in the last equality we have applied Fubini's theorem. Hence, recalling the disintegration identity (5.22), we deduce the validity of (5.26).

LEMMA 5.5. Let $\left\{T_{\varepsilon}\right\}$ be a sequence of boundaries in $\mathcal{D}_{n}(\Omega)$, with $\mathbb{F}_{\Omega}\left(T_{\varepsilon}\right) \rightarrow 0$. Then, possibly passing to a subsequence, there holds

$$
\mathbb{F}_{P^{-1}(y) \cap \Omega}\left(\left\langle T_{\varepsilon}, P, y\right\rangle\right) \rightarrow 0 \quad \text { for } \mathcal{H}^{n} \text {-a.e. } y .
$$

Proof. By the definition of flat norm, there exists a sequence of currents $\left\{S_{\varepsilon}\right\} \subset$ $\mathcal{D}_{n+1}(\Omega)$ such that $T_{\varepsilon}=\partial S_{\varepsilon}$, and $\left\|S_{\varepsilon}\right\| \leq \mathbb{F}_{\Omega}\left(T_{\varepsilon}\right)+\varepsilon$. By (5.24), it holds that $\partial\left\langle S_{\varepsilon}, P, y\right\rangle=(-1)^{n}\left\langle T_{\varepsilon}, P, y\right\rangle$ for $\mathcal{H}^{n}$-a.e. $y$. Recalling (5.23) and applying again the definition of a flat norm, we infer that

$$
\mathbb{F}_{P^{-1}(y) \cap \Omega}\left(\left\langle T_{\varepsilon}, P, y\right\rangle\right) \leq\left\|\left\langle S_{\varepsilon}, P, y\right\rangle\right\| \quad \text { for } \mathcal{H}^{n} \text {-a.e. } y .
$$

Since $\left\|S_{\varepsilon}\right\| \rightarrow 0$, by (5.25) we can pass to a subsequence (not relabeled) such that $\left\|\left\langle S_{\varepsilon}, P, y\right\rangle\right\| \rightarrow 0$ for $\mathcal{H}^{n}$-a.e. $y$, and the statement follows.

Given an $n$-dimensional integral current $M=(M, \xi, \sigma)$, let $\widehat{M}$ be the current obtained by just changing the multiplicity of $M$ from $\sigma(x)$ into $\tau_{\sigma(x)}$, namely,

$$
\begin{equation*}
M=(M, \xi, \sigma) \Rightarrow \widehat{M}:=\left(M, \xi, \tau_{\sigma}\right) \tag{5.27}
\end{equation*}
$$

We are ready to give the following proof.
Proof of the $\Gamma$-lim inf inequality in Theorem 1.1 (i). Let $\left\{u_{\varepsilon}\right\}$ and $M=(M, \xi, \sigma)$ be as in the assumptions; it is not restrictive to suppose in addition that $u_{\varepsilon}$ are smooth. With the notation introduced at the beginning of this section, decompose $\mathbb{R}^{n+k}$ as $\mathbb{R}_{y}^{n} \times \mathbb{R}_{z}^{k}$, and let $P$ denote the orthogonal projection from $\mathbb{R}^{n+k}$ onto $\mathbb{R}_{y}^{n}$. Then, for the $n$-current $\widehat{M}$ defined according to (5.27), consider the signed measure $\widehat{M}\left\llcorner P^{\sharp}(d y)\right.$. Also, let $Q$ be a closed cube contained into $\Omega$. We claim that the following inequality holds true and implies (1.3):

$$
\begin{equation*}
\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q\right) \geq \mid \widehat{M}\left\llcorner P^{\sharp}(d y) \mid(Q) .\right. \tag{5.28}
\end{equation*}
$$

Let us first show how (1.3) follows from (5.28) and then turn back to the proof of (5.28). Assume that (5.28) is satisfied. Then, it continues to hold if the cube $Q$ is replaced by an arbitrary open set $A \subset \subset \Omega$. Indeed, by the Vitali covering theorem, we can find a collection $\left\{Q_{i}\right\}$ of pairwise disjoint closed cubes which cover $A$ up to a $\mid \widehat{M}\left\llcorner P^{\sharp}(d y) \mid\right.$-negligible set. We then have

$$
\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, A\right) \geq \sum_{i} \liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q_{i}\right) \geq \sum_{i} \mid \widehat{M}\left\llcornerP ^ { \sharp } ( d y ) | ( Q _ { i } ) = | \widehat { M } \left\llcorner P^{\sharp}(d y) \mid(A) .\right.\right.
$$

Recalling that the basis $\left\{e_{1}, \ldots, e_{n+k}\right\}$ chosen at the beginning of this section was arbitrary, we infer that, for any simple unit $w \in \Lambda^{n}\left(\mathbb{R}^{n+k}\right)$, there holds

$$
\begin{equation*}
\underset{\varepsilon}{\liminf } F_{\varepsilon}\left(u_{\varepsilon}, A\right) \geq \int_{A \cap M} \tau_{\sigma(x)} w \cdot \xi(x) d \mathcal{H}^{n}(x) \tag{5.29}
\end{equation*}
$$

Applying (5.29) to finitely many pairwise disjoint open sets $A_{i} \subset \subset \Omega$ and simple unit $n$-covectors $w_{i}$, and then summing over $i$, we get

$$
\begin{equation*}
\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \sum_{i} \int_{A_{i} \cap M} \tau_{\sigma(x)} w_{i} \cdot \xi(x) d \mathcal{H}^{n}(x) \tag{5.30}
\end{equation*}
$$

Finally, the supremum of the right-hand side of (5.30) over all possible choices of $A_{i}$ and $w_{i}$ furnishes the total mass of the variation measure $|\widehat{M}|$, that is, $\int_{M} \tau_{\sigma(x)} d \mathcal{H}^{n}(x)$. We have thus obtained (1.3). It remains to prove (5.28).

We write $Q$ as $Q^{\prime} \times Q^{\prime \prime} \subset \mathbb{R}_{y}^{n} \times \mathbb{R}_{z}^{k}$. For $y \in Q^{\prime}$, similarly as in Lemma 5.4, we define $u_{\varepsilon}^{y}$ on $Q^{\prime \prime}$ by $u_{\varepsilon}^{y}(z):=u_{\varepsilon}(y, z)$. We pass to a subsequence (not relabeled) such that $\liminf _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q\right)=\lim _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q\right)$ and, using Lemma 5.5,

$$
\begin{equation*}
\mathbb{F}_{P^{-1}(y) \cap \Omega}\left(\left\langle\star J u_{\varepsilon}, P, y\right\rangle-\langle M, P, y\rangle\right) \rightarrow 0 \quad \text { for } \mathcal{H}^{n} \text {-a.e. } y \tag{5.31}
\end{equation*}
$$

For the sake of clarity, in the remainder of the proof we denote by $G_{\varepsilon}$ the functionals $F_{\varepsilon}$ when $n=0$. We have

$$
\begin{equation*}
\lim _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q\right) \geq \liminf _{\varepsilon} \int_{Q^{\prime}} G_{\varepsilon}\left(u_{\varepsilon}^{y}, Q^{\prime \prime}\right) d \mathcal{H}^{n} \geq \int_{Q^{\prime}} \liminf _{\varepsilon} G_{\varepsilon}\left(u_{\varepsilon}^{y}, Q^{\prime \prime}\right) d \mathcal{H}^{n} \tag{5.32}
\end{equation*}
$$

where the first inequality holds since $\left|\nabla u_{\varepsilon}^{y}(z)\right| \leq\left|\nabla u_{\varepsilon}(y, z)\right|$, and the second one is just the Fatou lemma. Now, we want to apply Theorem 5.1 in order to estimate from below the last integral in (5.32). For $\mathcal{H}^{n}$-a.e. $y \in Q^{\prime}$, we may identify $\star J u_{\varepsilon}^{y}$ with $\left\langle\star J u_{\varepsilon}, P, y\right\rangle$ according to (5.26) in Lemma 5.4. Hence, writing the slices $\langle M, P, y\rangle$ under the form $\sum_{i} \sigma\left(y, z_{i}\right) \delta\left(y, z_{i}\right)$, we deduce from (5.31) that $\mathbb{F}_{Q^{\prime \prime}}\left(\star J u_{\varepsilon}^{y}-\sum_{i} \sigma\left(y, z_{i}\right) \delta\left(y, z_{i}\right)\right) \rightarrow 0$ (for a finite collection of points $z_{i}=z_{i}(y) \in Q^{\prime \prime}$ ). Then Theorem 5.1 yields

$$
\begin{equation*}
\liminf _{\varepsilon} G_{\varepsilon}\left(u_{\varepsilon}^{y}, Q^{\prime \prime}\right) \geq \sum_{i} \tau_{\sigma\left(y, z_{i}\right)}=\langle\widehat{M}, P, y\rangle\left(Q^{\prime \prime}\right) \quad \text { for } \mathcal{H}^{n} \text {-a.e. } y \in Q^{\prime} \tag{5.33}
\end{equation*}
$$

Integrating (5.33) over $Q^{\prime}$, it follows from (5.32) that

$$
\lim _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}, Q\right) \geq \int_{Q^{\prime}}\langle\widehat{M}, P, y\rangle\left(Q^{\prime \prime}\right) d \mathcal{H}^{n}(y)=\mid \widehat{M}\left\llcorner P^{\sharp}(d y) \mid(Q)\right.
$$

6. $\Gamma$-lim sup inequality. The proof of the $\Gamma$-lim sup inequality in Theorem 1.1 will be achieved in two steps. The first one consists in reducing our attention to proving the statement when the limit boundary $M$ is polyhedral. This goal is obtained by means of the ad hoc density result stated in Proposition 6.1 below (which is an adaptation of Proposition 8.6 in [3]), combined with a standard diagonal argument. For convenience, given an $n$-dimensional integral current $M=(M, \xi, \sigma)$, and an $\mathcal{H}^{n}$ measurable set $A$ in $\mathbb{R}^{n+k}$, we consider the modified current $\widehat{M}$ defined by (5.27), and we introduce the energy $\mathcal{E}(M, A)$ given by

$$
\mathcal{E}(M, A):=|\widehat{M}|(A)=\int_{M \cap A} \tau_{\sigma(x)} d \mathcal{H}^{n}(x)
$$

Proposition 6.1. For every $n$-dimensional integral boundary $M$ in $\Omega$, there exists a sequence $\left\{M_{i}\right\}$ of n-dimensional polyhedral boundaries in $\Omega$ such that $\left|M_{i}\right|(\partial \Omega)=$ $0, \mathbb{F}_{\Omega}\left(M_{i}-M\right) \rightarrow 0$, and $\mathcal{E}\left(M_{i}, \Omega\right) \rightarrow \mathcal{E}(M, \Omega)$.

Proof. First, we remark that $M$ agrees in $\Omega$ with the boundary of an integral $(n+1)$-current $N$, with compact support $K$, such that $|\partial N|(\partial \Omega)=0$; see Proposition 8.6 (i) in [3]. This implies, in particular, that $\mathcal{E}(M, \partial \Omega)=0$ (indeed, by Proposition $4.10, \mathcal{E}(M, A)$ is controlled by the total variation of $M$ over $A$; namely, there exists a positive constant $C$, independent of $M$ and $A$, such that $\mathcal{E}(M, A) \leq C|M|(A))$. By the strong approximation theorem (see, e.g., [13, sections 4.2.20 and 4.2.21]), for every $\varepsilon>0$, there exist an integral polyhedral current $P$ and a diffeomorphism $f: \mathbb{R}^{n+k} \rightarrow \mathbb{R}^{n+k}$ such that

$$
\begin{align*}
& |f(x)-x|<\varepsilon \quad \forall x \in \mathbb{R}^{n+k}, \quad \operatorname{Lip}(f)<1+\varepsilon, \quad \operatorname{Lip}\left(f^{-1}\right)<1+\varepsilon,  \tag{6.1}\\
& \left\|P-f_{\sharp} N\right\|+\left\|\partial P-\partial f_{\sharp} N\right\|<\varepsilon,  \tag{6.2}\\
& \mathcal{F}_{K}(P-N)<o(1), \tag{6.3}
\end{align*}
$$

where $\mathcal{F}_{K}$ is the usual flat norm for integral currents over the compact set $K$ [32, section 31], and $o(1)$ denotes an infinitesimal as $\varepsilon \rightarrow 0$. We deduce that

$$
\begin{equation*}
\mathcal{E}\left(\partial P-f_{\sharp} M, \Omega\right) \leq C\left|\partial P-f_{\sharp} M\right|(\Omega)<\varepsilon, \tag{6.4}
\end{equation*}
$$

where the first inequality follows from the definition of $\mathcal{E}$ using Proposition 4.10, while the second one is a consequence of (6.2). On the other hand, if $\Omega_{\varepsilon}$ denotes the $\varepsilon$-neighborhood of $\Omega$, we have

$$
\begin{equation*}
\mathcal{E}\left(f_{\sharp} M, \Omega\right) \leq(\operatorname{Lip} f)^{n} \mathcal{E}\left(M, f^{-1}(\Omega)\right) \leq(1+\varepsilon)^{n} \mathcal{E}\left(M, \Omega_{\varepsilon}\right)=\mathcal{E}(M, \Omega)+o(1), \tag{6.5}
\end{equation*}
$$

where the first inequality follows from (2.2) and the identity $\widehat{f_{\sharp} M}=f_{\sharp} \widehat{M}$; in the second inequality we have used (6.1), while the third equality is consequence of the null energy condition on the boundary $\mathcal{E}(M, \partial \Omega)=0$. In a similar way, one has

$$
\begin{equation*}
\mathcal{E}(M, \Omega) \leq \mathcal{E}\left(f_{\sharp} M, \Omega\right)+o(1) . \tag{6.6}
\end{equation*}
$$

By (6.3), (6.4), (6.5), and (6.6), we may find a sequence $\left\{P_{i}\right\}$ of integral polyhedral currents such that $\mathbb{F}_{\Omega}\left(\partial P_{i}-M\right) \rightarrow 0$ and $\mathcal{E}\left(\partial P_{i}, \Omega\right) \rightarrow \mathcal{E}(M, \Omega)$. The proof is then achieved by setting $M_{i}=\partial P_{i}$, after possibly translating the currents $P_{i}$ so that they also satisfy the additional condition $\left|\partial P_{i}\right|(\partial \Omega)=0$ (which can always be done thanks to Fubini's theorem).

Let us turn to the second and main step in the proof of the $\Gamma$-lim sup inequality. We assume from now on that $M$ agrees in $\Omega$ with the boundary of a polyhedral
$(n+1)$-current $N$, with $|\partial N|(\partial \Omega)=0$. Our goal is to exhibit a recovery sequence $\left\{u_{\varepsilon}\right\}$ satisfying (1.4). We denote by $S$ the union of all $(n-1)$-simplexes of $N$. Moreover, given an $n$-face $F$ of $\partial N$, we identify the $n$-plane spanned by $F$ with $\mathbb{R}^{n}$, and we write $x \in \mathbb{R}^{n+k}$ as $x=(y, z) \in \mathbb{R}^{n} \times \mathbb{R}^{k}$; then, for $\delta, \gamma>0$, we set

$$
U(F, \delta, \gamma):=\{x=(y, z): y \in F \text { and }|z|<\min \{\delta, \gamma \operatorname{dist}(y, \partial F)\}\}
$$

A crucial ingredient in the construction of the sequence $\left\{u_{\varepsilon}\right\}$ is the following existence result for $S^{k-1}$-valued functions with prescribed singularities proved in [2]: one can construct a map $u \in W_{\text {loc }}^{1, k-1}\left(\mathbb{R}^{n+k} ; S^{k-1}\right) \cap \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n+k} \backslash(M \cup S) ; \mathbb{R}^{k}\right)$ such that $\star J u=\alpha_{k} M$, and

$$
\begin{equation*}
|\nabla u(x)| \leq \frac{C}{\operatorname{dist}(x, M \cup S)} \tag{6.7}
\end{equation*}
$$

Moreover, one can ask that, for every $n$-face $F$ of $\partial N$, and for some $\delta, \gamma>0$,

$$
\begin{equation*}
u(x)=\phi_{\sigma}\left(\frac{z}{|z|}\right) \quad \forall x=(y, z) \in U(F, \delta, \gamma) \tag{6.8}
\end{equation*}
$$

where $\sigma$ is the multiplicity of $\partial N$ on $F$, and $\phi_{\sigma}: S^{k-1} \rightarrow S^{k-1}$ is a prescribed map of degree $\sigma$. Condition (6.8) leads in a natural way to Definition 4.1 of the constant $\tau_{\sigma}$. So, we fix $h \in \mathbb{N}$ and, according to (4.1), we consider for every $\sigma \in \mathbb{Z}$ a function $\psi_{\sigma} \in W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{k} ; \mathbb{R}^{k}\right)$ with

$$
\begin{equation*}
\operatorname{tr}\left(\psi_{\sigma}, \infty\right)=\phi_{\sigma} \quad \text { and } \quad F_{1}\left(\psi_{\sigma}, \mathbb{R}^{k}\right)<\tau_{\sigma}+\frac{1}{h} \tag{6.9}
\end{equation*}
$$

The idea is to glue together the trace conditions in (6.8) and (6.9), and to this aim we need a careful choice of some parameters. Precisely, we take $\delta=\delta(\varepsilon)$ and a fixed $\gamma>0$ such that (6.8) holds and $\varepsilon \ll \delta(\varepsilon) \ll \varepsilon^{k /(k+1)}$. Moreover, we put $r=r(\varepsilon):=\delta(\varepsilon) \sqrt{1+\gamma^{-2}}$. Then we set $S_{\varepsilon}:=\left\{x \in \mathbb{R}^{n+k}: \operatorname{dist}(x, S)<r(\varepsilon)\right\}$, and $U_{\varepsilon}:=\bigcup_{i} U\left(F_{i}, \delta, \gamma\right)$, where the union is extended over all the $n$-faces $F_{i}$ of $\partial N$ (with the convention that, whenever $i \neq j, F_{i} \cap F_{j}$ is either empty or a common face between $F_{i}$ and $F_{j}$ ).

We are now ready to construct a recovery sequence $\left\{u_{\varepsilon}\right\}$, whose energy concentrates in a transition zone near $M$, precisely in $\Omega \cap\left(U_{\varepsilon} \backslash S_{\varepsilon}\right)$. This kind of qualitative behavior is shared with the scalar case $p>k=1$, and it is in contrast with the Ginzburg-Landau case $p=k>1$, when the set of energy concentration around $M$ has a "circular crown" shaped section (compare the proof of Proposition 6.2 below, respectively, with section 3.5 in [1] and with Lemma 4.2 in [3]).

Proposition 6.2. Assume that $M$ is the restriction to $\Omega$ of a polyhedral boundary $\partial N$, with $|\partial N|(\partial \Omega)=0$, and adopt the notation fixed above. Set

$$
v_{\varepsilon}(x)= \begin{cases}u(x) & \text { if } x \notin U_{\varepsilon} \\ \psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right) & \text { if } x=(y, z) \in U\left(F_{i}, \delta, \gamma\right)\end{cases}
$$

where $\sigma_{i}$ is the multiplicity of $\partial N$ on $F_{i}$, and $g_{i}(y):=\min \left\{\delta, \gamma \operatorname{dist}\left(y, \partial F_{i}\right)\right\}$.
Then, if $u_{\varepsilon}(x):=\min \{\operatorname{dist}(x, S) / r, 1\} v_{\varepsilon}(x)$, we have $\mathbb{F}_{\Omega}\left(\star J u_{\varepsilon}-\alpha_{k} M\right) \rightarrow 0$, and the $\Gamma$-limsup inequality (1.4) is satisfied.

Proof. First we observe that, by (6.8), (6.9), and the assumption $\varepsilon \ll \delta(\varepsilon)$, for $\varepsilon$ small enough both $u(x)$ and $\psi_{\sigma_{i}}\left(\delta z / \varepsilon g_{i}(y)\right)$ equal $\phi_{\sigma_{i}}(z /|z|)$ for $x=(y, z) \in$
$\partial U\left(F_{i}, \delta, \gamma\right)$. Notice also that $u_{\varepsilon}$ are equibounded in $L^{\infty}\left(\Omega ; \mathbb{R}^{k}\right)$; therefore, by the choice of $u$ and inequality (2.6), we have $\mathbb{F}_{\Omega}\left(* J u_{\varepsilon}-\alpha_{k} M\right) \rightarrow 0$ provided $\int_{\Omega} \mid \nabla u_{\varepsilon}-$ $\left.\nabla u\right|^{k-1} \rightarrow 0$. Let us introduce the following subdomains of $\Omega$ :

$$
\begin{array}{ll}
V_{\varepsilon}^{1}=\Omega \cap\left(U_{\varepsilon} \backslash S_{\varepsilon}\right), & V_{\varepsilon}^{2}=\Omega \backslash\left(S_{\varepsilon} \cup U_{\varepsilon}\right), \\
V_{\varepsilon}^{3}=\Omega \cap\left(S_{\varepsilon} \backslash U_{\varepsilon}\right), & V_{\varepsilon}^{4}=\Omega \cap S_{\varepsilon} \cap U_{\varepsilon} .
\end{array}
$$

For $i=1, \ldots, 4$, we are going to estimate separately on each $V_{\varepsilon}^{i}$ the energy amount of $u_{\varepsilon}$ and their $W^{1, k-1}$-convergence.

- On $V_{\varepsilon}^{1}, u_{\varepsilon}(x)$ equals $\psi_{\sigma_{i}}(z / \varepsilon)$ for all $x=(y, z) \in U\left(F_{i}, \delta, \gamma\right)$. Moreover, the projection of $V_{\varepsilon}^{1} \cap U\left(F_{i}, \delta, \gamma\right)$ on the affine plane spanned by $F_{i}$ is contained into $F_{i} \cap \Omega_{\delta}, \Omega_{\delta}$ being the closed $\delta$-neighborhood of $\Omega$. Below, for the sake of clarity, we indicate by $G_{\varepsilon}$ (respectively, $G_{1}$ ) the functionals $F_{\varepsilon}$ (respectively, $F_{1}$ ) when $n=0$.

Energy estimate. Using (5.1) and (6.9), we get

$$
\begin{aligned}
F_{\varepsilon}\left(u_{\varepsilon}, V_{\varepsilon}^{1}\right) & =\sum_{i} F_{\varepsilon}\left(\psi_{\sigma_{i}}\left(\frac{z}{\varepsilon}\right), \Omega \cap\left(U\left(F_{i}, \delta, \gamma\right) \backslash S_{\varepsilon}\right)\right) \\
& \leq \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right) G_{\varepsilon}\left(\psi_{\sigma_{i}}\left(\frac{z}{\varepsilon}\right),|z|<\delta\right) \\
& =\sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right) G_{1}\left(\psi_{\sigma_{i}}(z),|z|<\frac{\delta}{\varepsilon}\right) \\
& \leq \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right)\left(\tau_{\sigma_{i}}+1 / h\right) .
\end{aligned}
$$

$W^{1, k-1}$-convergence. By the Hölder inequality and the assumption $\delta(\varepsilon) \ll \varepsilon^{k /(k+1)}$, we have

$$
\begin{aligned}
\int_{V_{\varepsilon}^{1}}\left|\nabla u_{\varepsilon}\right|^{k-1} & \leq \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right) \int_{|z|<\delta} \varepsilon^{-k+1}\left|\nabla \psi_{\sigma_{i}}\left(\frac{z}{\varepsilon}\right)\right|^{k-1} d \mathcal{H}^{k}(z) \\
& =\sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right) \int_{|z|<\delta / \varepsilon} \varepsilon\left|\nabla \psi_{\sigma_{i}}(z)\right|^{k-1} d \mathcal{H}^{k}(z) \\
& \leq C \varepsilon\left(\frac{\delta}{\varepsilon}\right)^{k\left(1-\frac{k-1}{p}\right)} \ll C \varepsilon^{1-\frac{k(p-k+1)}{(k+1) p}} \rightarrow 0 .
\end{aligned}
$$

- On $V_{\varepsilon}^{2}, u_{\varepsilon}(x)=u(x)$. We remark that there exists some positive constant $C$ independent of $\varepsilon$ such that outside $U_{\varepsilon}$ (so in particular for $x \in V_{\varepsilon}^{2}$ ), there holds

$$
\begin{equation*}
\operatorname{dist}(x, M \cup S) \geq C \operatorname{dist}(x, S) \tag{6.10}
\end{equation*}
$$

Energy estimate. Recalling that $u$ takes values into $S^{k-1}$, and using (6.7), (6.10), the coarea formula (2.8) (with $D:=\sup \{\operatorname{dist}(x, S): x \in \Omega\}$ ), and the assumption $r(\varepsilon) \sim \delta(\varepsilon) \gg \varepsilon$, we get

$$
\begin{aligned}
F_{\varepsilon}\left(u_{\varepsilon}, V_{\varepsilon}^{2}\right) & =\varepsilon^{p-k} \int_{V_{\varepsilon}^{2}}|\nabla u|^{p} \leq C \varepsilon^{p-k} \int_{\Omega \backslash S_{\varepsilon}} \frac{1}{\operatorname{dist}(x, S)^{p}} \\
& \leq C \varepsilon^{p-k} \int_{r}^{D} \frac{1}{t^{p}} \mathcal{H}^{n+k-1}\left(\left\{x \in \mathbb{R}^{n+k}: \operatorname{dist}(x, S)=t\right\}\right) d t \\
& \leq C \varepsilon^{p-k}\left(D^{-p+k+1}-r^{-p+k+1}\right) \rightarrow 0 .
\end{aligned}
$$

$W^{1, k-1}$-convergence. We trivially have $\int_{V_{\varepsilon}^{2}}\left|\nabla u_{\varepsilon}-\nabla u\right|^{k-1} \equiv 0$.

- On $V_{\varepsilon}^{3}, u_{\varepsilon}(x)=r^{-1} \operatorname{dist}(x, S) u(x)$. Then, since (6.10) holds on $V_{\varepsilon}^{3}$, we have

$$
\begin{equation*}
\left|\nabla u_{\varepsilon}(x)\right| \leq C r^{-1} \quad \forall x \in V_{\varepsilon}^{3} \tag{6.11}
\end{equation*}
$$

Energy estimate. We have $F_{\varepsilon}\left(u_{\varepsilon}, V_{\varepsilon}^{3}\right)=\mathrm{I}+\mathrm{II}$, where, using inequality (6.11) and the assumption $r(\varepsilon) \sim \delta(\varepsilon)$, with $\varepsilon \ll \delta(\varepsilon) \ll \varepsilon^{k / k+1}$,

$$
\begin{aligned}
\mathrm{I} & =\varepsilon^{p-k} \int_{V_{\varepsilon}^{3}}\left|\nabla u_{\varepsilon}\right|^{p} \leq C \varepsilon^{p-k} r^{-p+k+1} \rightarrow 0 \\
\mathrm{II} & =\varepsilon^{-k} \int_{V_{\varepsilon}^{3}} W\left(r^{-1} \operatorname{dist}(x, S) u\right) \leq C \varepsilon^{-k} r^{k+1} \rightarrow 0
\end{aligned}
$$

$W^{1, k-1}$-convergence. Again by (6.11), we obtain $\int_{V_{\varepsilon}^{3}}\left|\nabla u_{\varepsilon}\right|^{k-1} \leq C r^{2} \rightarrow 0$.

- On $V_{\varepsilon}^{4}, u_{\varepsilon}(x)=r^{-1} \operatorname{dist}(x, S) \psi_{\sigma_{i}}\left(\delta z / \varepsilon g_{i}(y)\right)$ for all $x=(y, z) \in U\left(F_{i}, \delta, \gamma\right)$. For $x=(y, z) \in V_{\varepsilon}^{4}$, one can check that $\operatorname{dist}(x, S) \leq C \operatorname{dist}(y, S)$, and

$$
\left|\nabla\left(\psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right)\right)\right| \leq \frac{C \delta}{\varepsilon g_{i}(y)}\left|\nabla \psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right)\right| \quad \text { if } x=(y, z) \in U\left(F_{i}, \delta, \gamma\right)
$$

It follows that, on $V_{\varepsilon}^{4} \cap U\left(F_{i}, \delta, \gamma\right),\left|\nabla u_{\varepsilon}\right|$ satisfy the inequality

$$
\begin{equation*}
\left|\nabla u_{\varepsilon}(x)\right| \leq C\left\{\frac{1}{r}+\frac{\operatorname{dist}(y, S)}{r} \frac{\delta}{\varepsilon g_{i}(y)}\left|\nabla \psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right)\right|\right\} \tag{6.12}
\end{equation*}
$$

Energy estimate. Using (6.12), we have $F_{\varepsilon}\left(u_{\varepsilon}, V_{\varepsilon}^{4}\right) \leq C(\mathrm{I}+\mathrm{II})+$ III, with

$$
\begin{aligned}
\mathrm{I} & =\int_{V_{\varepsilon}^{4}} \varepsilon^{p-k} r^{-p} \leq C \varepsilon^{p-k} r^{-p+k+1} \rightarrow 0 \\
\mathrm{II} & =\sum_{i} \int_{U\left(F_{i}, \delta, \gamma\right) \cap S_{\varepsilon} \cap \Omega} \varepsilon^{p-k} r^{-p} \operatorname{dist}(y, S)^{p}\left(\frac{\delta}{\varepsilon g_{i}(y)}\right)^{p}\left|\nabla \psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right)\right|^{p} \\
& \leq \sum_{i}\left\{\int_{\mathbb{R}^{k}}\left|\nabla \psi_{\sigma_{i}}\right|^{p}\right\} \int_{F_{i} \cap S_{\varepsilon} \cap \Omega_{\delta}} \varepsilon^{p-k} r^{-p} \operatorname{dist}(y, S)^{p}\left(\frac{\delta}{\varepsilon g_{i}(y)}\right)^{p-k} d \mathcal{H}^{n}(y) \\
& \leq C \sum_{i} \int_{F_{i} \cap S_{\varepsilon} \cap \Omega_{\delta}} \frac{\operatorname{dist}(y, S)^{p} \delta^{-k}}{g_{i}(y)^{p-k}} d \mathcal{H}^{n}(y) \leq C \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap S_{\varepsilon} \cap \Omega_{\delta}\right) \rightarrow 0 \\
\mathrm{III} & =\int_{V_{\varepsilon}^{4}} \varepsilon^{-k} W\left(u_{\varepsilon}\right) \leq C \varepsilon^{-k} r^{k+1} \rightarrow 0 .
\end{aligned}
$$

$W^{1, k-1}$-convergence. Using again (6.12), we have $\int_{V_{\varepsilon}^{4}}\left|\nabla u_{\varepsilon}\right|^{k-1} \leq C(\mathrm{I}+\mathrm{II})$, with

$$
\begin{aligned}
\mathrm{I} & =\int_{V_{\varepsilon}^{4}} r^{-k+1} \leq C r^{2} \rightarrow 0 \\
\mathrm{II} & =\sum_{i} \int_{U\left(F_{i}, \delta, \gamma\right) \cap S_{\varepsilon} \cap \Omega} r^{-k+1} \operatorname{dist}(y, S)^{k-1}\left(\frac{\delta}{\varepsilon g_{i}(y)}\right)^{k-1}\left|\nabla \psi_{\sigma_{i}}\left(\frac{\delta z}{\varepsilon g_{i}(y)}\right)\right|^{k-1} \\
& \leq C \sum_{i}\left\{\int_{|z|<\delta / \varepsilon}\left|\nabla \psi_{\sigma_{i}}\right|^{k-1}\right\} \int_{F_{i} \cap S_{\varepsilon} \cap \Omega_{\delta}} r^{-k+1} \operatorname{dist}(y, S)^{k-1} \frac{\varepsilon g_{i}(y)}{\delta} d \mathcal{H}^{n}(y) \\
& \leq C \varepsilon\left(\frac{\delta}{\varepsilon}\right)^{k\left(1-\frac{k-1}{p}\right)} \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap S_{\varepsilon} \cap \Omega_{\delta}\right) \ll C \varepsilon^{1-\frac{k(p-k+1)}{(k+1) p}} \rightarrow 0 .
\end{aligned}
$$

By the estimates obtained on $V_{\varepsilon}^{i}$ for $i=1, \ldots, 4$, one has $\int_{\Omega}\left|\nabla u_{\varepsilon}-\nabla u\right|^{k-1} \rightarrow 0$, and

$$
\begin{aligned}
\limsup _{\varepsilon} F_{\varepsilon}\left(u_{\varepsilon}\right) & \leq \limsup _{\varepsilon} \sum_{i} \mathcal{H}^{n}\left(F_{i} \cap \Omega_{\delta}\right)\left(\tau_{\sigma_{i}}+1 / h\right) \\
& =\limsup _{\varepsilon}\left\{\int_{\partial N \cap \Omega_{\delta}} \tau_{\sigma(x)} d \mathcal{H}^{n}(x)+(1 / h) \mathcal{H}^{n}\left(\partial N \cap \Omega_{\delta}\right)\right\} \\
& =\int_{M \cap \bar{\Omega}} \tau_{\sigma(x)} d \mathcal{H}^{n}(x)+C / h
\end{aligned}
$$

The statement follows from the assumption $|M|(\partial \Omega)=0$, and letting $h \rightarrow+\infty$.
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#### Abstract

We give results for the $\Gamma$-limit of a scaled elastic energy of a film as the thickness $h>0$ converges to zero. The elastic energy density models materials with multiple phases or variants and is thus nonconvex. The model includes an interfacial energy that allows sharp interfaces between the phases and variants and is proportional to the total variation of the deformation gradient.
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1. Introduction. Thin films of martensitic crystals are the subject of increasing scientific and technological interest [6, 14, 20]. Dimensionally reduced models that replace the three-dimensional (3-D) bulk energy with a two-dimensional (2-D) thin film energy can make the design of applications more tractable and the computation of the deformation more efficient. New challenges arise in the derivation of thin film energies for martensitic crystals since the presence of multiple phases and variants requires that the elastic energy density be nonconvex [4, 23, 27] and since an interfacial energy that allows sharp interfaces is often useful for accurate modeling [10, 11, 12]. Related work on the general problem of rigorously deriving dimensionally reduced energy functionals has been given in $[1,3,6,15,17,25,28]$.

We present results for the $\Gamma$-limit [7,24] of the scaled elastic energy of a thin film with deformation $\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}$ defined on a reference domain of thickness $h>0$ given by $\Omega_{h}=S \times(-h / 2, h / 2)$ for $S \subset \mathbb{R}^{2}$ and subject to boundary conditions

$$
\begin{equation*}
\tilde{u}\left(x_{1}, x_{2}, x_{3}\right)=y_{0}\left(x_{1}, x_{2}\right)+b_{0}\left(x_{1}, x_{2}\right) x_{3} \quad \text { for }\left(x_{1}, x_{2}, x_{3}\right) \in \gamma \times(-h / 2, h / 2) \tag{1.1}
\end{equation*}
$$

so the film adheres on a part of its lateral boundary given by

$$
\gamma \times(-h / 2, h / 2) \subset \partial S \times(-h / 2, h / 2)
$$

The elastic energy of the film is given by

$$
\begin{equation*}
\mathcal{E}_{h}(\tilde{u})=\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x \tag{1.2}
\end{equation*}
$$

where the term $\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|$ for $\kappa>0$ models the interfacial energy between phases and variants (the total variation of the deformation gradient is precisely defined in section 2), and the term $\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x$ models the elastic energy of the film.

[^23]Since we are interested in modeling and computing the deformation of thin films that undergo structural phase transformation, the energy density, $\phi(F, x)$, is generally a nonconvex function of the deformation gradient, $F \in \mathbb{R}^{3 \times 3}$. The explicit dependence of the energy density, $\phi(F, x)$, on $x \in \Omega_{h}$ allows the modeling of alloys with compositional fluctuation [11, 12, 14, 19]. We rescale the deformations $\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}$ to deformations on a fixed domain of thickness one, $u: \Omega_{1} \rightarrow \mathbb{R}^{3}$, by

$$
u\left(z_{1}, z_{2}, z_{3}\right)=\tilde{u}\left(z_{1}, z_{2}, h z_{3}\right) \quad \text { for } z=\left(z_{1}, z_{2}, z_{3}\right) \in \Omega_{1}
$$

and we determine and analyze the $\Gamma$-limit of the rescaled energy

$$
\mathcal{E}_{1}^{(h)}(u)=\frac{1}{h} \mathcal{E}_{h}(\tilde{u})
$$

subject to rescaled boundary conditions

$$
\begin{equation*}
u\left(z_{1}, z_{2}, z_{3}\right)=y_{0}\left(z_{1}, z_{2}\right)+b_{0}\left(z_{1}, z_{2}\right) h z_{3} \quad \text { for }\left(z_{1}, z_{2}, z_{3}\right) \in \gamma \times(-1 / 2,1 / 2) \tag{1.3}
\end{equation*}
$$

We analyze the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}(u)$ with respect to two related definitions of convergence for deformations. For the first definition, we prove that the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}(u)$ is given by

$$
\begin{equation*}
\mathcal{E}^{(0)}(y, b)=\kappa\left[\int_{S}|D(\nabla y \mid \sqrt{2} b)|+\sqrt{2} \int_{\gamma}\left|b-b_{0}\right|\right]+\int_{S} \phi(\nabla y(\hat{z}) \mid b(\hat{z}), \hat{z}, 0) d \hat{z} \tag{1.4}
\end{equation*}
$$

for $y: S \rightarrow \mathbb{R}^{3}$ such that $y=y_{0}$ on $\gamma \subset \partial S$ and $b: S \rightarrow \mathbb{R}^{3}$. The matrix-valued function $(\nabla y \mid b): S \rightarrow \mathbb{R}^{3 \times 3}$ in the thin film limit (1.4) models the thin film deformation gradient. We also identify $(\hat{z}, 0) \in \mathbb{R}^{3}$ with $\hat{z} \in S$. For the second definition, we prove that the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}(u)$ is given by

$$
\mathcal{E}_{1}^{(0)}(u)=\left\{\begin{array}{cl}
\min _{b} \mathcal{E}^{(0)}\left(u_{M}, b\right) & \text { if } u_{, 3}=0 \text { a.e. in } \Omega_{1} \\
+\infty & \text { otherwise }
\end{array}\right.
$$

where $u_{M}$ is the deformation of the midplane, $u_{M}\left(z_{1}, z_{2}\right)=u\left(z_{1}, z_{2}, 0\right)$. For both definitions of convergence of deformations, we give compactness results and show that the uniform coerciveness of the energy functionals $\mathcal{E}_{1}^{(h)}(u)$ allows us to prove that subsequences of energy-minimizing deformations of $\mathcal{E}_{1}^{(h)}(u)$ converge to minimizers of the $\Gamma$-limit as $h \rightarrow 0$.

We have used the thin film energy (1.4) to compute the quasi-static evolution of a martensitic thin film subject to a varying temperature field [8, 9]. In these computations, we use continuation methods for which the film need only be in a local minimum. We think that the results in this paper, especially the $\Gamma$-convergence described in Theorem 5.3, justify the use of the thin film energy (1.4) in this context because the result (5.10) guarantees that any admissible $(y, b)$ defined on $S$ can be used to construct an admissible $\tilde{u}_{h}$ defined on $\Omega_{h}$ that is a "smoothed" version of the deformation

$$
y\left(x_{1}, x_{2}\right)+b\left(x_{1}, x_{2}\right) x_{3} \quad \text { for }\left(x_{1}, x_{2}, x_{3}\right) \in \Omega_{h},
$$

such that $\mathcal{E}^{(0)}(y, b)$ is approximated by $\frac{1}{h} \mathcal{E}_{h}\left(\tilde{u}_{h}\right)$.
The energy density, $\phi(F, x)$, in models for crystals which undergo a structural phase transformation is not quasi-convex $[4,5,21,22,23,26,27]$. The $\Gamma$-limit with
respect to weak $W^{1, p}$ convergence of a scaled elastic energy that does not include interfacial energy will generally thus involve the quasi-convexification of the elastic energy density $[7,15]$. However, the interfacial energy $\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|$ in our model allows us to obtain sequences of deformations with gradients that converge strongly and use the strong continuity of the scaled elastic energy $h^{-1} \int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x$. A related result has been obtained in [6] for a diffuse interfacial energy $\kappa \int_{\Omega_{h}}\left|\nabla^{2} \tilde{u}\right|^{2} d x$.

The loading of a martensitic thin film can be computed by using the $\Gamma$-limit of the energy

$$
\begin{align*}
\hat{\mathcal{E}}_{h}(\tilde{u}) & =\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x-\int_{\partial \Omega_{h}}(T n) \cdot \tilde{u}  \tag{1.5}\\
& =\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x-\int_{\Omega_{h}} T \cdot \nabla \tilde{u}
\end{align*}
$$

where the dead load is $T n$ for a constant $T \in \mathbb{R}^{3 \times 3}$ at points on the boundary $\partial \Omega_{h}$ with unit exterior normal vector $n$. The $\Gamma$-limit is shown in this paper to be

$$
\hat{\mathcal{E}}_{1}^{(0)}(u)=\left\{\begin{array}{cl}
\min _{b} \hat{\mathcal{E}}^{(0)}\left(u_{M}, b\right) & \text { if } u_{, 3}=0 \text { a.e. in } \Omega_{1} \\
+\infty & \text { otherwise }
\end{array}\right.
$$

with

$$
\hat{\mathcal{E}}^{(0)}(y, b)=\kappa \int_{S}|D(\nabla y \mid \sqrt{2} b)|+\int_{S} \phi(\nabla y(\hat{z}) \mid b(\hat{z}), \hat{z}, 0) d \hat{z}-\int_{S} T \cdot(\nabla y \mid b)
$$

In section 2, we recall the total variation of functions of bounded variation and give a few needed properties. In section 3, we describe the assumed properties of the elastic energy density, and in section 4 we recall the definition of $\Gamma$-convergence. The main results and analysis for the $\Gamma$-limit of the film model with Dirichlet boundary conditions are given in section 5 , and the main results and analysis for the $\Gamma$-limit of the film model with loading boundary conditions are given in section 6.

Our results in this paper extend the analysis given in [10] by proving the $\Gamma$ convergence of the scaled energy functional for the adhering boundary condition (1.1). We also extend the class of energy densities, $\phi(F, x)$, to allow compositional variation, and we extend the class of boundary conditions that can be analyzed by giving results for the $\Gamma$-limit of the scaled energy functional with dead loads (1.5).
2. Functions of bounded variation. We will assume that $S \subset \mathbb{R}^{2}$ is a bounded domain with a Lipschitz continuous boundary, $\partial S$, and denote the reference undistorted configuration of the thin film of the martensitic material by $\Omega_{h}, 0<h \leq 1$, where

$$
\Omega_{h}=S \times(-h / 2, h / 2)
$$

The deformations of the thin film are given by functions $\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}$ with gradient $\nabla \tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3 \times 3}$. We use the notation $\tilde{u}_{i, j}=\partial \tilde{u}_{i} / \partial x_{j}$, and we denote the columns of $\nabla \tilde{u}$ by $\tilde{u}_{, i}, i=1,2,3$. The "planar" gradient of $\tilde{u}$, denoted by $\nabla_{P} \tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3 \times 2}$, has columns given by $\tilde{u}_{, 1}$ and $\tilde{u}_{, 2}$.

Given an open set $\Omega \subset \mathbb{R}^{3}$ and a function $v \in L^{1}(\Omega ; \mathbb{R})$, we define the total
variation of $v[16,18]$ by

$$
\begin{aligned}
\int_{\Omega}|D v|=\sup \{ & \int_{\Omega} \sum_{k=1,2,3} v(x) \psi_{k, k}(x) d x: \\
& \left.\psi \in \mathcal{C}_{0}^{\infty}\left(\Omega ; \mathbb{R}^{3}\right),|\psi(x)| \leq 1 \text { for all } x \in \Omega\right\}
\end{aligned}
$$

and say $v \in B V(\Omega)$ if $\int_{\Omega}|D v|<+\infty$. We recall that $\mathcal{C}_{0}^{\infty}\left(\Omega ; \mathbb{R}^{3}\right)$ denotes the space of infinitely differentiable functions compactly supported in $\Omega$, whose range is $\mathbb{R}^{3}$, and we note that $|\psi(x)|$ denotes the usual Euclidean norm, that is, the square root of the sum of the squares of all the components of $\psi(x)$.

For a matrix-valued function $v \in L^{1}\left(\Omega ; \mathbb{R}^{m \times p}\right)$, we define

$$
\left.\begin{array}{rl}
\int_{\Omega}|D v|=\sup \left\{\sum_{\substack{i=1, \ldots, m \\
j=1, \ldots, p \\
k=1,2,3}} \int_{\Omega} v_{i j}(x) \psi_{i j k, k}(x) d x\right. \tag{2.1}
\end{array}\right\}
$$

and say $v \in B V(\Omega)$ if $\int_{\Omega}|D v|<+\infty$. We again assume that $|\psi(x)|$ denotes the square root of the sum of the squares of all the components of $\psi(x)$, which is often called the Frobenius norm. Finally, we define the "planar" variation

$$
\begin{aligned}
& \int_{\Omega}\left|D_{P} v\right|=\sup \left\{\sum_{\substack{i=1, \ldots, m \\
j=1, \ldots, p \\
k=1,2}} \int_{\Omega} v_{i j}(x) \psi_{i j k, k}(x) d x:\right. \\
&\left.\psi \in \mathcal{C}_{0}^{\infty}\left(\Omega ; \mathbb{R}^{m \times p \times 2}\right),|\psi(x)| \leq 1 \text { for all } x \in \Omega\right\} .
\end{aligned}
$$

For a matrix-valued function $v \in L^{1}\left(S ; \mathbb{R}^{m \times p}\right)$ we similarly define

$$
\begin{aligned}
\int_{S}|D v|=\sup \{ & \sum_{\substack{i=1, \ldots, m \\
j=1, \ldots, p \\
k=1,2}} \int_{S} v_{i j}(x) \psi_{i j k, k}(x) d x \\
& \left.\psi \in \mathcal{C}_{0}^{\infty}\left(S ; \mathbb{R}^{m \times p \times 2}\right),|\psi(x)| \leq 1 \text { for all } x \in S\right\}
\end{aligned}
$$

We remark that if $v \in B V\left(\Omega_{1}\right)$ is independent of $z_{3}$, then, abusing the notation slightly, we have

$$
\int_{\Omega_{1}}|D v|=\int_{\Omega_{1}}\left|D_{P} v\right|=\int_{S}|D v|
$$

The notation $B V_{q}(\Omega)$ will denote the space $B V(\Omega) \cap L^{q}(\Omega)$.
For $A \in \mathbb{R}^{m \times p}$ and $B \in \mathbb{R}^{m \times q}$, we denote by $(A \mid B) \in \mathbb{R}^{m \times(p+q)}$ the matrix whose first $p$ columns are those of $A$ and whose last $q$ columns are those of $B$. For
$v \in L^{1}\left(\Omega_{1} ; \mathbb{R}^{m \times p}\right)$ and $b \in L^{1}\left(\Omega_{1} ; \mathbb{R}^{m}\right)$, we will use the identity

$$
\begin{equation*}
\int_{\Omega_{1}}|D(v \mid \sqrt{2} b)|=\int_{\Omega_{1}}|D(v|b| b)| \tag{2.2}
\end{equation*}
$$

We will use the following extension of the classical result on the lower semicontinuity of the $B V$ seminorm $[16,18]$ to functions with fixed trace [10].

THEOREM 2.1. If $w_{j}, b_{j} \in B V\left(\Omega_{1}\right)$ for $j \in \mathbb{N}$ and $w, b \in B V\left(\Omega_{1}\right)$ satisfy

$$
\lim _{j \rightarrow \infty}\left\|w_{j}-w\right\|_{L^{1}\left(\Omega_{1}\right)}=0 \quad \text { and } \quad \lim _{j \rightarrow \infty}\left\|b_{j}-b\right\|_{L^{1}\left(\Omega_{1}\right)}=0
$$

and $b_{j}=b_{0}$ on $\Gamma_{1}=\gamma \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ for fixed $b_{0} \in B V\left(\Omega_{1}\right)$, then

$$
\int_{\Omega_{1}}\left|D_{P}(w \mid \sqrt{2} b)\right|+\sqrt{2} \int_{\Gamma_{1}}\left|b-b_{0}\right| \leq \liminf _{j \rightarrow \infty} \int_{\Omega_{1}}\left|D_{P}\left(w_{j} \mid \sqrt{2} b_{j}\right)\right|
$$

We will also use the following extension of the classical result on the approximation by smooth functions in the $B V$ seminorm $[16,18]$ to functions with fixed trace [10].

Theorem 2.2. Let $1 \leq q<+\infty$, let $b_{0} \in W^{1, q}(S)$ be such that $\nabla b_{0} \in B V(S)$, let $b \in B V_{q}(S)$, and let $w \in B V(S)$. Then there exists a family $\left\{b_{\varepsilon}: \varepsilon>0\right\} \subset W^{1, q}(S)$ with $\nabla b_{\varepsilon} \in B V(S)$ such that $b_{\varepsilon}=b_{0}$ on $\gamma$ for every $\varepsilon>0$, and

$$
\begin{gathered}
\lim _{\varepsilon \rightarrow 0}\left\|b_{\varepsilon}-b\right\|_{L^{q}(S)}=0 \\
\lim _{\varepsilon \rightarrow 0} \int_{S}\left|D\left(w \mid \sqrt{2} b_{\varepsilon}\right)\right|=\int_{S}|D(w \mid \sqrt{2} b)|+\sqrt{2} \int_{\gamma}\left|b-b_{0}\right|
\end{gathered}
$$

3. The elastic energy density $\phi$. We will assume that the energy density $\phi: \mathbb{R}^{3 \times 3} \times \Omega_{1} \rightarrow \mathbb{R}$ satisfies the Carathéodory condition [24]:
4. $\phi\left(F, \hat{z}, z_{3}\right)$ is continuous in $\left(F, z_{3}\right) \in \mathbb{R}^{3 \times 3} \times(-1 / 2,1 / 2)$ for almost every $\hat{z} \in S$,
5. $\phi\left(F, \hat{z}, z_{3}\right)$ is measurable in $\hat{z} \in S$ for every $\left(F, z_{3}\right) \in \mathbb{R}^{3 \times 3} \times(-1 / 2,1 / 2)$, and satisfies the growth condition

$$
\begin{equation*}
c_{1}|F|^{p}-c_{2} \leq \phi(F, z) \leq c_{3}\left(|F|^{p}+1\right) \quad \text { for all } F \in \mathbb{R}^{3 \times 3} \text { and } z \in \Omega_{1} \tag{3.1}
\end{equation*}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are fixed positive constants and $3<p<+\infty$.
We can obtain this energy density $\phi$ from a free energy density $\hat{\phi}(F, \theta, c)$, where $\theta(z)$ is a given temperature and $c(z)$ is a given order parameter such as alloy composition, by $\phi(F, z)=\hat{\phi}(F, \theta(z), c(z))$. In what follows, we will usually not denote the explicit dependence of $\phi$ on $z$. Notice that $\phi$ is bounded below and its absolute value satisfies the growth property

$$
|\phi(F, z)| \leq c_{3}|F|^{p}+\max \left\{c_{2}, c_{3}\right\} \quad \text { for all } F \in \mathbb{R}^{3 \times 3} \text { and } z \in \Omega_{1}
$$

4. The $\underset{\tilde{\mathcal{A}}}{\boldsymbol{\Gamma}}$-limit. We now give a definition of $\Gamma$-convergence $[3,7,24]$ that allows the domain $\tilde{\mathcal{A}}$ of the approximating functionals $\mathcal{F}_{h}$ to be different than the domain $\mathcal{A}$ of the $\Gamma$-limit $\mathcal{F}$.

Definition 4.1. Let $\mathcal{A}$ and $\tilde{A}$ be spaces such that the convergence of elements of $\tilde{\mathcal{A}}$ to an element of $\mathcal{A}$ is defined. We say that the family of functionals $\left\{\mathcal{F}_{h}: \tilde{\mathcal{A}} \rightarrow\right.$ $\mathbb{R} \cup\{+\infty\}$ for $h>0\} \Gamma$-converges to $\mathcal{F}: \mathcal{A} \rightarrow \mathbb{R} \cup\{+\infty\}$ as $h \rightarrow 0$ if the following
two conditions are satisfied:
Lower bound: given any $u \in \mathcal{A}$ and any family $\left\{u_{h} \in \tilde{\mathcal{A}}: h>0\right\}$ such that $u_{h} \rightarrow u$ as $h \rightarrow 0$, we have

$$
\mathcal{F}(u) \leq \liminf _{h \rightarrow 0} \mathcal{F}_{h}\left(u_{h}\right) ;
$$

Upper bound: given any $u \in \mathcal{A}$, there exists a family $\left\{u_{h} \in \tilde{\mathcal{A}}: h>0\right\}$ such that $u_{h} \rightarrow u$ as $h \rightarrow 0$ and

$$
\mathcal{F}(u) \geq \limsup _{h \rightarrow 0} \mathcal{F}_{h}\left(u_{h}\right)
$$

or equivalently, in view of the lower bound above,

$$
\mathcal{F}(u)=\lim _{h \rightarrow 0} \mathcal{F}_{h}\left(u_{h}\right)
$$

We note that the first condition above (Lower bound) guarantees that $\mathcal{F}$ is below the $\Gamma$-limit (if it exists), and the second condition (Upper bound) guarantees that $\mathcal{F}$ is above the $\Gamma$-limit (if it exists). If $\mathcal{F}$ satisfies both conditions, then $\mathcal{F}$ is the $\Gamma$-limit.
5. $\Gamma$-limit of the film model with Dirichlet boundary conditions. In this section, we assume that the film adheres to a rigid material on its lateral surface

$$
\Gamma_{h}=\gamma \times(-h / 2, h / 2)
$$

where we assume that $\gamma \neq \emptyset$ is a finite union of connected $\mathcal{C}^{1,1}$ open subsets of $\partial S$. Let $y_{0}, b_{0} \in W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ be such that $\nabla y_{0}, \nabla b_{0} \in B V(S)$ and define the boundary condition

$$
\begin{equation*}
\tilde{u}_{0}\left(x_{1}, x_{2}, x_{3}\right)=y_{0}\left(x_{1}, x_{2}\right)+b_{0}\left(x_{1}, x_{2}\right) x_{3} \quad \text { for }\left(x_{1}, x_{2}, x_{3}\right) \in \Omega_{h} \tag{5.1}
\end{equation*}
$$

We then define the space $\mathcal{A}_{h}$ of admissible deformations of the domain $\Omega_{h}$ by

$$
\mathcal{A}_{h}=\left\{\tilde{u} \in W^{1, p}\left(\Omega_{h} ; \mathbb{R}^{3}\right): \nabla \tilde{u} \in B V\left(\Omega_{h}\right), \tilde{u}=\tilde{u}_{0} \text { on } \Gamma_{h}\right\}
$$

We note that due to the growth condition (3.1), we have that

$$
\mathcal{A}_{h}=\left\{\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}: \mathcal{E}_{h}(\tilde{u})<+\infty, \tilde{u}=\tilde{u}_{0} \text { on } \Gamma_{h}\right\}
$$

Also, since $p>3$, it follows from the Sobolev embedding theorem [2] that $\mathcal{A}_{h} \subset \mathcal{C}\left(\bar{\Omega}_{h}\right)$. This ensures that there is no tear in the deformed configurations $\tilde{u}\left(\Omega_{h}\right)$ for $\tilde{u} \in \mathcal{A}_{h}$.

We are interested in studying the thin film limit of the energies

$$
\begin{equation*}
\mathcal{E}_{h}(\tilde{u})=\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x, \quad \tilde{u} \in \mathcal{A}_{h} \tag{5.2}
\end{equation*}
$$

where the constant $\kappa>0$ is a measure of interfacial energy per unit area. We rescale the deformations $\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}$ to deformations on a fixed domain of thickness one, $u: \Omega_{1} \rightarrow \mathbb{R}^{3}$, via

$$
\begin{equation*}
u\left(z_{1}, z_{2}, z_{3}\right)=\tilde{u}\left(z_{1}, z_{2}, h z_{3}\right) \quad \text { for } z=\left(z_{1}, z_{2}, z_{3}\right) \in \Omega_{1} \tag{5.3}
\end{equation*}
$$

and we then study the $\Gamma$-convergence as $h \rightarrow 0$ of the rescaled energy

$$
\begin{equation*}
\mathcal{E}_{1}^{(h)}(u)=\frac{1}{h} \mathcal{E}_{h}(\tilde{u}) \tag{5.4}
\end{equation*}
$$

for $u$ defined in the space of admissible deformations

$$
\mathcal{A}_{1}=\left\{u \in W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right): \nabla u \in B V\left(\Omega_{1}\right), u=u_{0} \text { on } \Gamma_{1}\right\}
$$

where $u_{0}$ is defined by (5.1) and (5.3) to be

$$
u_{0}\left(z_{1}, z_{2}, z_{3}\right)=y_{0}\left(z_{1}, z_{2}\right)+b_{0}\left(z_{1}, z_{2}\right) h z_{3} \quad \text { for }\left(z_{1}, z_{2}, z_{3}\right) \in \Omega_{1}
$$

We will first define a topology for the convergence of $u_{h} \in \mathcal{A}_{1}$ to $(y, b) \in \mathcal{A}_{0}$, where

$$
\begin{equation*}
\mathcal{A}_{0}=\left\{(y, b) \in W^{1, p}\left(S ; \mathbb{R}^{3}\right) \times L^{p}\left(S ; \mathbb{R}^{3}\right): \nabla y, b \in B V(S), y=y_{0} \text { on } \gamma\right\} \tag{5.5}
\end{equation*}
$$

and we will then show that the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}$ is given by $\mathcal{E}^{(0)}$, where

$$
\begin{equation*}
\mathcal{E}^{(0)}(y, b)=\kappa\left[\int_{S}|D(\nabla y \mid \sqrt{2} b)|+\sqrt{2} \int_{\gamma}\left|b-b_{0}\right|\right]+\int_{S} \phi(\nabla y(\hat{z}) \mid b(\hat{z}), \hat{z}, 0) d \hat{z} \tag{5.6}
\end{equation*}
$$

Here we use Definition 4.1 with $\mathcal{A}=\mathcal{A}_{1}$ and $\tilde{\mathcal{A}}=\mathcal{A}_{0}$. We note that above and in what follows we will often use the notation

$$
\int_{S} \phi(\nabla y \mid b)=\int_{S} \phi(\nabla y(\hat{z}) \mid b(\hat{z}), \hat{z}, 0) d \hat{z}
$$

In a second approach, we will set $\mathcal{A}=\tilde{\mathcal{A}}=\mathcal{A}_{1}$ with the topology on the space $\mathcal{A}_{1}$ given by weak $W^{1, p}$ convergence, and we will prove that a related functional $\mathcal{E}_{1}^{(0)}$ is the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}$ as $h \rightarrow 0$. The relation between $\mathcal{E}^{(0)}$ and $\mathcal{E}_{1}^{(0)}$ will become clear.

We now consider the $\Gamma$-convergence of $\mathcal{E}_{1}^{(h)}$ to $\mathcal{E}^{(0)}$ as $h \rightarrow 0$. We start by introducing a notion of the convergence of 3-D deformations $\left\{u_{h}\right\} \subset \mathcal{A}_{1}$ to a 2-D deformation $(y, b) \in \mathcal{A}_{0}$ as $h \rightarrow 0$.

Definition 5.1. We shall say that a family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ converges to $(y, b) \in \mathcal{A}_{0}$ if the following conditions are satisfied for $\hat{y}\left(z_{1}, z_{2}, z_{3}\right)=y\left(z_{1}, z_{2}\right)$ and $\hat{b}\left(z_{1}, z_{2}, z_{3}\right)=b\left(z_{1}, z_{2}\right):$

$$
\left.\begin{array}{lllll}
u_{h} \rightharpoonup \hat{y} & \text { in } W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h^{-1} u_{h, 3} \rightharpoonup \hat{b} & \text { in } L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) \\
u_{h} \rightarrow \hat{y} & \text { in } W^{1,1}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h^{-1} u_{h, 3} \rightarrow \hat{b} & \text { in } L^{1}\left(\Omega_{1} ; \mathbb{R}^{3}\right)
\end{array}\right\} \quad \text { as } h \rightarrow 0 .
$$

We shall use this definition of convergence when proving the $\Gamma$-convergence of the functionals $\mathcal{E}_{1}^{(h)}$ to $\mathcal{E}^{(0)}$ since it allows the compactness property of Lemma 5.2 for sequences of deformations

$$
\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots, \text { and } h_{n} \rightarrow 0 \text { as } n \rightarrow \infty\right\}
$$

with uniformly bounded energy $\mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$. This compactness property can then be used with the $\Gamma$-convergence of the functionals $\mathcal{E}_{1}^{(h)}$ to $\mathcal{E}^{(0)}$ to give a proof of the convergence of minimizers of $\mathcal{E}_{1}^{(h)}$ to minimizers of the $\Gamma$-limit $\mathcal{E}^{(0)}$ (see Corollary 5.4 following the proof of Theorem 5.3 ). We will see from the proof of Theorem 5.3 that $\mathcal{E}^{(0)}$ is also the $\Gamma$-limit of $\mathcal{E}_{1}^{(h)}$ if we use the strong convergence

$$
u_{h} \rightarrow \hat{y} \quad \text { in } W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) \quad \text { and } \quad h^{-1} u_{h, 3} \rightarrow \hat{b} \quad \text { in } L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)
$$

in Definition 5.1, but we do not have a compactness property for this topology since $B V\left(\Omega_{1}\right)$ is not compactly embedded in $L^{p}\left(\Omega_{1}\right)$ if $p \geq \frac{3}{2}$ [18].

LEMMA 5.2. Suppose that $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$ is a sequence of deformations with uniformly bounded energy $\mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$. Then there exists a further subsequence, also denoted by $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right\}$, and $(y, b) \in \mathcal{A}_{0}$ such that $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right\}$ converges to $(y, b) \in \mathcal{A}_{0}$ in the sense of Definition 5.1. We may take a further subsequence such that the convergence is also almost everywhere in $\Omega_{1}$.

Proof. We have from the definition of the total variation for matrix valued functions (2.1) that

$$
\begin{align*}
& \frac{1}{h_{n}} \int_{\Omega_{h_{n}}}\left|D\left(\nabla \tilde{u}_{h_{n}}\right)\right| \\
& \quad=\sup \left\{\sum_{\substack{i=1,2,3 \\
j, k=1,2}} \int_{\Omega_{1}}\left(u_{h_{n}}\right)_{i, j} \psi_{i j k, k}+\sum_{\substack{i=1,2,3 \\
j=1,2}} \int_{\Omega_{1}} h_{n}^{-1}\left(u_{h_{n}}\right)_{i, j} \psi_{i j 3,3}\right.  \tag{5.7}\\
& \\
& \quad+\sum_{\substack{i=1,2,3 \\
k=1,2}} \int_{\Omega_{1}}{h_{n}}^{-1}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 3 k, k}+\sum_{i=1,2,3} \int_{\Omega_{1}}{h_{n}}^{-2}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 33,3}: \\
& \\
& \left.\psi \in \mathcal{C}_{0}^{\infty}\left(\Omega_{1}\right),|\psi(z)| \leq 1 \text { for all } z \in \Omega_{1}\right\} .
\end{align*}
$$

Since $\mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$, we have by the growth condition (3.1) that

$$
\begin{equation*}
\left\|u_{h_{n}}\right\|_{W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)} \leq C, \quad\left\|h_{n}^{-1} u_{h_{n}, 3}\right\|_{L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)} \leq C \tag{5.8}
\end{equation*}
$$

and we have by (5.7) that

$$
\begin{align*}
& \int_{\Omega_{1}}\left|D\left(\nabla u_{h_{n}}\right)\right| \leq C, \quad \int_{\Omega_{1}}\left|D\left(h_{n}^{-1} u_{h_{n}, 3}\right)\right| \leq C \\
& \sup \left\{\sum_{i=1,2,3} \int_{\Omega_{1}} h_{n}^{-2}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 33,3}:\right.  \tag{5.9}\\
& \left.\quad \psi \in \mathcal{C}_{0}^{\infty}\left(\Omega_{1}\right),|\psi(z)| \leq 1 \text { for all } z \in \Omega_{1}\right\} \leq C
\end{align*}
$$

for all $n \geq 1$. It then follows from the compactness of the $B V$ spaces [18] and the trace theorem [2] that there exists $\hat{u} \in W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ such that $\nabla \hat{u} \in B V\left(\Omega_{1}\right)$ and $\hat{u}=y_{0}$ on $\gamma \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ and that there exists $\hat{b} \in B V_{p}\left(\Omega_{1}\right)$ such that for a further subsequence of $\left\{u_{h_{n}}\right\}$, not relabeled, we have that

$$
\left.\begin{array}{lllll}
u_{h_{n}} \rightharpoonup \hat{u} & \text { in } W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h_{n}^{-1} u_{h_{n}, 3} \rightharpoonup \hat{b} & \text { in } L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) \\
u_{h_{n}} \rightarrow \hat{u} & \text { in } W^{1,1}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h_{n}^{-1} u_{h_{n}, 3} \rightarrow \hat{b} & \text { in } L^{1}\left(\Omega_{1} ; \mathbb{R}^{3}\right)
\end{array}\right\} \quad \text { as } n \rightarrow \infty
$$

and the convergence is also almost everywhere in $\Omega_{1}$. In addition, from (5.8) and (5.9) it follows that $\hat{u}$ and $\hat{b}$ are independent of $z_{3}$, so we can set $y\left(z_{1}, z_{2}\right)=\hat{u}\left(z_{1}, z_{2}, z_{3}\right)$ and $b\left(z_{1}, z_{2}\right)=\hat{b}\left(z_{1}, z_{2}, z_{3}\right)$ to prove the lemma.

We have the following $\Gamma$-convergence theorem.

Theorem 5.3. The functional $\mathcal{E}^{(0)}: \mathcal{A}_{0} \rightarrow \mathbb{R}$ is the $\Gamma$-limit of the functionals $\mathcal{E}_{1}^{(h)}: \mathcal{A}_{1} \rightarrow \mathbb{R}$ with respect to the convergence from Definition 5.1; that is,
Lower bound: given any $(y, b) \in \mathcal{A}_{0}$ and any family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ that converges to $(y, b)$, we have

$$
\mathcal{E}^{(0)}(y, b) \leq \liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

Upper bound: given any $(y, b) \in \mathcal{A}_{0}$, there exists a family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ that converges to $(y, b)$ such that

$$
\mathcal{E}^{(0)}(y, b) \geq \limsup _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right),
$$

or equivalently, in view of the lower bound above,

$$
\begin{equation*}
\mathcal{E}^{(0)}(y, b)=\lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) \tag{5.10}
\end{equation*}
$$

Proof (lower bound). To prove the lower bound, let $(y, b) \in \mathcal{A}_{0}$ and let $\left\{u_{h} \in\right.$ $\left.\mathcal{A}_{1}: h>0\right\}$ converge to $(y, b)$ in the sense of Definition 5.1. Consider a subsequence $\left\{u_{h_{n}}\right\}_{n=1}^{\infty}$ such that

$$
\lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

and such that $\nabla_{P} u_{h_{n}} \rightarrow \nabla_{P} \hat{y}$ and $h_{n}^{-1} u_{h_{n}, 3} \rightarrow \hat{b}$ almost everywhere in $\Omega_{1}$ as $n \rightarrow \infty$. It follows from the identity (2.2) and

$$
\int_{\Omega} v_{i, j} \psi_{i j 3,3}=\int_{\Omega} v_{i, 3} \psi_{i j 3, j} \quad \text { for all } v \in W^{1,1}\left(\Omega ; \mathbb{R}^{3}\right) \text { and } \psi_{i j 3} \in \mathcal{C}_{0}^{\infty}(\Omega)
$$

that

$$
\begin{aligned}
& \int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} u_{h_{n}} \mid \sqrt{2} h_{n}^{-1} u_{h_{n}, 3}\right)\right| \\
& \quad=\int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} u_{h_{n}}\left|h_{n}^{-1} u_{h_{n}, 3}\right| h_{n}^{-1} u_{h_{n}, 3}\right)\right| \\
& = \\
& \quad \sup \left\{\sum_{\substack{i=1,2,3 \\
j, k=1,2}} \int_{\Omega_{1}}\left(u_{h_{n}}\right)_{i, j} \psi_{i j k, k}+\sum_{\substack{i=1,2,3 \\
j=1,2}} \int_{\Omega_{1}} h_{n}^{-1}\left(u_{h_{n}}\right)_{i, 3} \psi_{i j 3, j}\right. \\
& \quad+\sum_{\substack{i=1,2,3 \\
k=1,2}} \int_{\Omega_{1}} h_{n}^{-1}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 3 k, k}: \\
& \leq
\end{aligned}
$$

$$
\begin{align*}
& \quad+\sum_{\substack{i=1,2,3 \\
k=1,2}} \int_{\Omega_{1}} h_{n}^{-1}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 3 k, k}+\sum_{i=1,2,3} \int_{\Omega_{1}} h_{n}^{-2}\left(u_{h_{n}}\right)_{i, 3} \psi_{i 33,3}: \\
& \left.\psi \in \mathcal{C}_{0}^{\infty}\left(\Omega_{1}\right),|\psi(z)| \leq 1 \text { for all } z \in \Omega_{1}\right\}  \tag{5.11}\\
& =\frac{1}{h_{n}} \int_{\Omega_{h_{n}}}\left|D\left(\nabla \tilde{u}_{h_{n}}\right)\right| .
\end{align*}
$$

So, by using Theorem 2.1 on (5.11) and Fatou's lemma to control the $\phi$ term, we obtain that

$$
\begin{aligned}
\mathcal{E}^{(0)}(y, b) & =\kappa\left[\int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} \hat{y} \mid \sqrt{2} \hat{b}\right)\right|+\sqrt{2} \int_{\Gamma_{1}}\left|\hat{b}-b_{0}\right|\right]+\int_{\Omega_{1}} \phi\left(\nabla_{P} \hat{y} \mid \hat{b}, \hat{z}, 0\right) d z \\
& \leq \liminf _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right),
\end{aligned}
$$

and this establishes the first part of the theorem. We note that above and in what follows we use the convention $z=\left(\hat{z}, z_{3}\right)$ for $\hat{z} \in S$ and $z_{3} \in(-1 / 2,1 / 2)$.

Upper bound. To prove the upper bound, we would like to consider deformations of the form $y\left(z_{1}, z_{2}\right)+h z_{3} b\left(z_{1}, z_{2}\right)$; however, such deformations do not belong to $\mathcal{A}_{1}$ because $b$ does not belong to $W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ and $\nabla b$ does not belong to $B V(S)$. We can overcome this problem by using Theorem 2.2: since $b_{0} \in W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ and $\nabla b_{0} \in B V(S)$, there exists a family of functions $b_{\varepsilon} \in W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ with $\nabla b_{\varepsilon} \in B V(S)$ such that $b_{\varepsilon}=b_{0}$ on $\gamma$ for every $\varepsilon>0, b_{\varepsilon} \rightarrow b$ almost everywhere in $S$ and in $L^{p}(S)$ as $\varepsilon \rightarrow 0$, and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{S}\left|D\left(\nabla y \mid \sqrt{2} b_{\varepsilon}\right)\right|=\int_{S}|D(\nabla y \mid \sqrt{2} b)|+\sqrt{2} \int_{\gamma}\left|b-b_{0}\right| . \tag{5.12}
\end{equation*}
$$

We construct the functions

$$
u_{h}^{\varepsilon}\left(z_{1}, z_{2}, z_{3}\right)=y\left(z_{1}, z_{2}\right)+h z_{3} b_{\varepsilon}\left(z_{1}, z_{2}\right) \in \mathcal{A}_{1} \quad \text { for } 0<h \leq 1 .
$$

Now $\nabla_{P} u_{h}^{\varepsilon}=\nabla_{P} y+h z_{3} \nabla_{P} b_{\varepsilon} \rightarrow \nabla_{P} y$ in $L^{p}\left(\Omega_{1}\right)$ and almost everywhere in $\Omega_{1}$ as $h \rightarrow 0$, so we can obtain by using the growth condition (3.1) for $\phi$, the Carathéodory property of $\phi$ given in section 3, and the dominated convergence theorem that

$$
\begin{aligned}
& \frac{1}{h} \int_{\Omega_{h}} \phi\left(\nabla \tilde{u}_{h}^{\varepsilon}(x), x\right) d x=\int_{\Omega_{1}} \phi\left(\nabla_{P} u_{h}^{\varepsilon} \mid h^{-1} u_{h, 3}^{\varepsilon}, \hat{z}, h z_{3}\right) d z \\
& \quad=\int_{\Omega_{1}} \phi\left(\nabla_{P} u_{h}^{\varepsilon} \mid b_{\varepsilon}, \hat{z}, h z_{3}\right) d z \rightarrow \int_{\Omega_{1}} \phi\left(\nabla_{P} y \mid b_{\varepsilon}, \hat{z}, 0\right) d z
\end{aligned}
$$

as $h \rightarrow 0$. By the same argument,

$$
\int_{\Omega_{1}} \phi\left(\nabla_{P} y \mid b_{\varepsilon}, \hat{z}, 0\right) d z=\int_{S} \phi\left(\nabla y \mid b_{\varepsilon}\right) \rightarrow \int_{S} \phi(\nabla y \mid b) \quad \text { as } \varepsilon \rightarrow 0,
$$

so

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \lim _{h \rightarrow 0} \frac{1}{h} \int_{\Omega_{h}} \phi\left(\nabla \tilde{u}_{h}^{\varepsilon}(x), x\right) d x=\int_{S} \phi(\nabla y \mid b) . \tag{5.13}
\end{equation*}
$$

We now have since $b_{\varepsilon}$ is independent of $z_{3}$ that

$$
\left.\begin{array}{l}
\frac{1}{h} \int_{\Omega_{h}}\left|D\left(\tilde{u}_{h}^{\varepsilon}\right)\right| \\
=\sup \left\{\sum_{\substack{i=1,2,3 \\
j, k=1,2}} \int_{\Omega_{1}}\left(u_{h}^{\varepsilon}\right)_{i, j} \psi_{i j k, k}+\sum_{\substack{i=1,2,3 \\
j=1,2}} \int_{\Omega_{1}} h^{-1}\left(u_{h}^{\varepsilon}\right)_{i, 3} \psi_{i j 3, j}\right. \\
\quad+\sum_{\substack{i=1,2,3 \\
k=1,2}} \int_{\Omega_{1}} h^{-1}\left(u_{h}^{\varepsilon}\right)_{i, 3} \psi_{i 3 k, k}+\sum_{i=1,2,3} \int_{\Omega_{1}} h^{-2}\left(u_{h}^{\varepsilon}\right)_{i, 3} \psi_{i 33,3}: \\
=  \tag{5.14}\\
\quad \sup \left\{\sum_{\substack{i=1,2,3 \\
j, k=1,2}} \int_{\Omega_{1}}\left(u_{h}^{\varepsilon}\right)_{i, j}^{\infty} \psi_{i j k, k}+\sum_{\substack{i=1,2,3 \\
j=1,2}} \int_{\Omega_{1}} b_{\varepsilon} \psi_{i j 3, j}\right. \\
\left.\quad+\sum_{\substack{i=1,2,3 \\
k=1,2}} \int_{\Omega_{1}} b_{\varepsilon} \psi_{i 3 k, k}: \psi \in \mathcal{C}_{0}^{\infty}\left(\Omega_{1}\right),|\psi(z)| \leq 1 \text { for all } z \in \Omega_{1}\right\}
\end{array}\right\}
$$

Since $\nabla b_{\varepsilon} \in B V(S)$ and $y$ and $b_{\varepsilon}$ are independent of $z_{3}$, we have that

$$
\begin{align*}
\lim _{h \rightarrow 0} \int_{\Omega_{1}} & \left|D_{P}\left(\nabla_{P} u_{h}^{\varepsilon} \mid \sqrt{2} b_{\varepsilon}\right)\right| \\
& =\lim _{h \rightarrow 0} \int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P}\left(y+h z_{3} b_{\varepsilon}\right) \mid \sqrt{2} b_{\varepsilon}\right)\right|=\int_{S}\left|D\left(\nabla y \mid \sqrt{2} b_{\varepsilon}\right)\right| \tag{5.15}
\end{align*}
$$

It then follows from (5.14), (5.15), and (5.12) that

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0} \lim _{h \rightarrow 0} \frac{1}{h} \int_{\Omega_{h}}\left|D\left(\tilde{u}_{h}^{\varepsilon}\right)\right|=\lim _{\varepsilon \rightarrow 0} \lim _{h \rightarrow 0} \int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} u_{h}^{\varepsilon} \mid \sqrt{2} b_{\varepsilon}\right)\right|  \tag{5.16}\\
=\int_{S}|D(\nabla y \mid \sqrt{2} b)|+\sqrt{2} \int_{\gamma}\left|b-b_{0}\right|
\end{gather*}
$$

We can then conclude from (5.13) and (5.16) that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}^{\varepsilon}\right)=\mathcal{E}^{(0)}(y, b) \tag{5.17}
\end{equation*}
$$

We note that in view of (5.17), it is clear that for any $\eta>0$ there exists $\varepsilon>0$ and $h_{0}>0$ such that

$$
\left|\mathcal{E}_{1}^{(h)}\left(u_{h}^{\varepsilon}\right)-\mathcal{E}^{(0)}(y, b)\right|<\eta \quad \text { for all } 0<h \leq h_{0}
$$

Corollary 5.4. For every sequence $\left\{u_{h} \in \mathcal{A}_{1}: h \rightarrow 0\right\}$ of minimizers of $\mathcal{E}_{1}^{(h)}$, there exists a subsequence $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$ and a minimizer $(y, b) \in \mathcal{A}_{0}$ of $\mathcal{E}^{(0)}$ such that $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right\}$ converges to $(y, b) \in \mathcal{A}_{0}$ in the sense of Definition 5.1.

Proof. We first note that $\mathcal{E}_{1}^{(h)}\left(u_{0}\right)$ is bounded independent of $h>0$. We can thus prove the existence of minimizers, $u_{h} \in \mathcal{A}_{1}$, of the functional $\mathcal{E}_{1}^{(h)}$ for fixed $h>0$ by using the bounds (5.8) and (5.9), the compactness and lower-semicontinuity of the BV spaces [18], and Fatou's lemma.

Since $\mathcal{E}_{1}^{(h)}\left(u_{0}\right)$ is bounded independent of $h>0$, we have the uniform bound

$$
\mathcal{E}_{1}^{(h)}\left(u_{h}\right) \leq \mathcal{E}_{1}^{(h)}\left(u_{0}\right) \leq C
$$

We let $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$ be a subsequence such that

$$
\lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

We can conclude from Lemma 5.2 that there exists a further subsequence (not relabeled), $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$, and $(y, b) \in \mathcal{A}_{0}$ such that $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right\}$ converges to $(y, b) \in \mathcal{A}_{0}$ in the sense of Definition 5.1. It follows from the lower bound in Theorem 5.3 that

$$
\mathcal{E}^{(0)}(y, b) \leq \lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

Since $u_{h} \in \mathcal{A}_{1}$ are minimizers of $\mathcal{E}_{1}^{(h)}$, we can conclude from the upper bound in Theorem 5.3 that $\lim \sup _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) \leq \mathcal{E}^{(0)}(y, b)$, so $\lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)$ exists and

$$
\mathcal{E}^{(0)}(y, b)=\lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

We can now conclude from the upper bound in Theorem 5.3 that $(y, b) \in \mathcal{A}_{0}$ is a minimizer of $\mathcal{E}^{(0)}$.

We next address the question of $\Gamma$-convergence of $\mathcal{E}_{1}^{(h)}$ with respect to the weak convergence in $\mathcal{A}_{1}$. We start by considering the problem of minimizing $\mathcal{E}^{(0)}(y, b)$ with respect to $b$.

Lemma 5.5. Let $y \in W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ be such that $\nabla y \in B V(S)$ and $y=y_{0}$ on $\gamma$. Then

$$
\begin{equation*}
\inf _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \mathcal{E}^{(0)}(y, b)=\inf _{\substack{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right) \\ b=b_{0} \text { on } \gamma}} \mathcal{E}^{(0)}(y, b) \tag{5.18}
\end{equation*}
$$

Proof. It is clear that the left-hand side is less than or equal to the right-hand side since the infimum is taken over a larger space.

To show the opposite inequality, it is enough to show that for any $b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ the energy $\mathcal{E}^{(0)}(y, b)$ can be arbitrarily closely approximated by energies $\mathcal{E}^{(0)}(y, b)$ with $b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ such that $b=b_{0}$ on $\gamma$. However, this follows by applying Theorem 2.2 with $q=p$ and showing that the elastic energy term $\int_{S} \phi\left(\nabla y \mid b_{\varepsilon}\right)$ again converges to $\int_{S} \phi(\nabla y \mid b)$ as in the proof of the second part of Theorem 5.3.

We next have that the infimum on the left-hand side of (5.18) in Lemma 5.5 is attained for any $y$.

LEMMA 5.6. Let $y \in W_{\tilde{b}}^{1, p}\left(S ; \mathbb{R}^{3}\right)$ be such that $\nabla y \in B V(S)$ and $y=y_{0}$ on $\gamma$. Then there exists a function $\tilde{b} \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ such that

$$
\mathcal{E}^{(0)}(y, \tilde{b})=\inf _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \mathcal{E}^{(0)}(y, b)
$$

Proof. Since $\mathcal{E}^{(0)}$ is bounded below, we can consider a minimizing sequence $\left\{b_{j}\right\}_{j=1}^{\infty} \subset B V_{p}\left(S ; \mathbb{R}^{3}\right)$; in view of Lemma 5.5 , we can also assume that $b_{j}=b_{0}$ on $\gamma$ for all $j \in \mathbb{N}$. Since the variations of the $b_{j}$ and their $L^{p}$-norms (and thus also the $L^{1}$ norms) lie in a compact subset of $\mathbb{R}$, we can use the compactness of $B V\left(S ; \mathbb{R}^{3}\right)[18]$ and retrieve a subsequence, not relabeled, which converges to a function $\tilde{b} \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ strongly in $L^{1}\left(S ; \mathbb{R}^{3}\right)$, weakly in $L^{p}\left(S ; \mathbb{R}^{3}\right)$, and almost everywhere in $S$. In addition, by applying Theorem 2.1, we have

$$
\int_{S}|D(\nabla y \mid \sqrt{2} \tilde{b})|+\sqrt{2} \int_{\gamma}\left|\tilde{b}-b_{0}\right| \leq \liminf _{j \rightarrow \infty} \int_{S}\left|D\left(\nabla y \mid \sqrt{2} b_{j}\right)\right|
$$

Similarly, applying Fatou's lemma to $\phi\left(\nabla y \mid b_{j}\right)$ gives

$$
\int_{S} \phi(\nabla y \mid \tilde{b}) \leq \liminf _{j \rightarrow \infty} \int_{S} \phi\left(\nabla y \mid b_{j}\right)
$$

and therefore

$$
\begin{aligned}
\mathcal{E}^{(0)}(y, \tilde{b}) & \leq \liminf _{j \rightarrow \infty} \mathcal{E}^{(0)}\left(y, b_{j}\right) \\
& =\inf _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \mathcal{E}^{(0)}(y, b)
\end{aligned}
$$

We are now in the position to find the $\Gamma$-limit of the functionals $\mathcal{E}_{1}^{(h)}=\frac{1}{h} \mathcal{E}_{h}(\tilde{u})$. Given a continuous $u \in \mathcal{A}_{1}$, we can define the deformation of the midplane

$$
u_{M}\left(z_{1}, z_{2}\right)=u\left(z_{1}, z_{2}, 0\right)
$$

and a functional

$$
\mathcal{E}_{1}^{(0)}(u)=\left\{\begin{array}{cl}
\min _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \mathcal{E}^{(0)}\left(u_{M}, b\right) & \text { if } u_{, 3}=0 \text { a.e. in } \Omega_{1}, \\
+\infty & \text { otherwise. }
\end{array}\right.
$$

In what follows, $C$ will denote a generic positive constant independent of $h$, which can change from line to line.

THEOREM 5.7. The functional $\mathcal{E}_{1}^{(0)}: \mathcal{A}_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ is the $\Gamma$-limit of the functionals $\mathcal{E}_{1}^{(h)}: \mathcal{A}_{1} \rightarrow \mathbb{R}$ as $h \rightarrow 0$ with respect to the weak $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ convergence in $\mathcal{A}_{1}$; that is,
Lower bound: given any $u \in \mathcal{A}_{1}$ and any family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ such that $u_{h} \rightharpoonup u$ in $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ as $h \rightarrow 0$, we have

$$
\mathcal{E}_{1}^{(0)}(u) \leq \liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) ;
$$

Upper bound: given any $u \in \mathcal{A}_{1}$, there exists a family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ such that $u_{h} \rightharpoonup u$ in $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ as $h \rightarrow 0$ and

$$
\mathcal{E}_{1}^{(0)}(u) \geq \limsup _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

or equivalently, in view of the lower bound above,

$$
\mathcal{E}_{1}^{(0)}(u)=\lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) .
$$

Proof (lower bound). Let $u \in \mathcal{A}_{1}$ and let $\left\{u_{h}: h>0\right\} \subset \mathcal{A}_{1}$ be such that $u_{h} \rightharpoonup u$ in $W^{1, p}\left(\Omega_{1}\right)$ as $h \rightarrow 0$. If $\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)=+\infty$, then

$$
\mathcal{E}_{1}^{(0)}(u) \leq \liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

is trivially satisfied.
On the other hand, if $\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)<+\infty$, then we can first consider a subsequence $\left\{u_{h_{n}}\right\}_{n=1}^{\infty}$ such that

$$
\lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

Since then $\mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$, we have by Lemma 5.2 that there exists $b \in B V_{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ such that for a further subsequence of $\left\{u_{h_{n}}\right\}$, not relabeled, we have that

$$
\left.\begin{array}{lllll}
u_{h_{n}} \rightharpoonup u & \text { in } W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h_{n}^{-1} u_{h_{n}, 3} \rightharpoonup b & \text { in } L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) \\
u_{h_{n}} \rightarrow u & \text { in } W^{1,1}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h_{n}^{-1} u_{h_{n}, 3} \rightarrow b & \text { in } L^{1}\left(\Omega_{1} ; \mathbb{R}^{3}\right)
\end{array}\right\} \quad \text { as } n \rightarrow \infty
$$

and the convergence is also almost everywhere in $\Omega_{1}$. It also follows from Lemma 5.2 that $u$ and $b$ are independent of $z_{3}$. Therefore, by the definition of $\mathcal{E}_{1}^{(0)}(u)$, we have for $u_{M}\left(z_{1}, z_{2}\right)=u\left(z_{1}, z_{2}, 0\right)$ and $b_{M}\left(z_{1}, z_{2}\right)=b\left(z_{1}, z_{2}, 0\right)$ that

$$
\begin{equation*}
\mathcal{E}_{1}^{(0)}(u) \leq \mathcal{E}^{(0)}\left(u_{M}, b_{M}\right) \tag{5.19}
\end{equation*}
$$

Using (5.11), Theorem 2.1, and Fatou's lemma to control the $\phi$ term, we have that

$$
\begin{aligned}
\mathcal{E}^{(0)}\left(u_{M}, b_{M}\right) & =\kappa\left[\int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} u \mid \sqrt{2} b\right)\right|+\sqrt{2} \int_{\Gamma_{1}}\left|b-b_{0}\right|\right]+\int_{\Omega_{1}} \phi\left(\nabla_{P} u \mid b, \hat{z}, 0\right) d \hat{z} \\
& \leq \liminf _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\lim _{n \rightarrow \infty} \mathcal{E}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\liminf _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) .
\end{aligned}
$$

Combining the above result with (5.19) completes the first part of the proof.
Upper bound. If $u \in \mathcal{A}_{1}$ is not independent of $z_{3}$, then $\mathcal{E}_{1}^{(0)}(u)=+\infty$ and

$$
\mathcal{E}_{1}^{(0)}(u) \geq \limsup _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right)
$$

holds for any family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ such that $u_{h} \rightharpoonup u$ in $W^{1, p}\left(\Omega_{1}\right)$ as $h \rightarrow 0$.
On the other hand, if $u_{, 3}=0$ a.e. in $\Omega_{1}$, then by Lemma 5.6 there exists $\tilde{b} \in$ $B V_{p}\left(S ; \mathbb{R}^{3}\right)$ such that $\mathcal{E}_{1}^{(0)}(u)=\mathcal{E}^{(0)}\left(u_{M}, \tilde{b}\right)$. Using the upper bound of Theorem 5.3, there exists a family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ such that

$$
u_{h} \rightharpoonup u \quad \text { in } W^{1, p}\left(\Omega_{1}\right) \text { as } h \rightarrow 0
$$

and

$$
\begin{aligned}
\lim _{h \rightarrow 0} \mathcal{E}_{1}^{(h)}\left(u_{h}\right) & =\mathcal{E}^{(0)}\left(u_{M}, \tilde{b}\right) \\
& =\mathcal{E}_{1}^{(0)}(u)
\end{aligned}
$$

We note that the family $\left\{u_{h} \in \mathcal{A}_{1}: h>0\right\}$ constructed for the upper bound in Theorem 5.7 actually converges strongly; that is, $u_{h} \rightarrow u$ in $W^{1, p}\left(\Omega_{1}\right)$ as $h \rightarrow 0$. We thus have that the functional $\mathcal{E}_{1}^{(0)}: \mathcal{A}_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ is also the $\Gamma$-limit of the functionals $\mathcal{E}_{1}^{(h)}: \mathcal{A}_{1} \rightarrow \mathbb{R}$ as $h \rightarrow 0$ with respect to the strong $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ convergence in $\mathcal{A}_{1}$.

We can obtain the following result on the convergence of minimizers of $\mathcal{E}_{1}^{(h)}$ to minimizers of $\mathcal{E}_{1}^{(0)}$ by an argument analogous to that of Corollary 5.4.

Corollary 5.8. For every sequence $\left\{u_{h} \in \mathcal{A}_{1}: h \rightarrow 0\right\}$ of minimizers of $\mathcal{E}_{1}^{(h)}$, there exists a subsequence $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$ and a minimizer $u \in \mathcal{A}_{1}$ of $\mathcal{E}_{1}^{(0)}$ such that $\left\{u_{h_{n}} \in \mathcal{A}_{1}: n=1, \ldots\right\}$ converges to $u \in \mathcal{A}_{1}$ with respect to weak $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ convergence in $\mathcal{A}_{1}$.
6. $\Gamma$-limit of the dead-loaded film model. We now assume that the film is subject to a dead load $T n$ on its boundary, $\partial \Omega_{h}$, with unit exterior normal $n$, where $T \in \mathbb{R}^{3 \times 3}$ is independent of $x \in \Omega_{h}$. In this case, the energy of the three-dimensional thin film is given by

$$
\begin{aligned}
\hat{\mathcal{E}}_{h}(\tilde{u}) & =\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x-\int_{\partial \Omega_{h}}(T n) \cdot \tilde{u} \\
& =\kappa \int_{\Omega_{h}}|D(\nabla \tilde{u})|+\int_{\Omega_{h}} \phi(\nabla \tilde{u}(x), x) d x-\int_{\Omega_{h}} T \cdot \nabla \tilde{u} .
\end{aligned}
$$

If the elastic energy density $\phi$ satisfies the growth condition (3.1), then we can define

$$
\hat{\phi}(F, x)=\phi(F, x)-T \cdot F
$$

and $\hat{\phi}$ still satisfies (3.1) for some different positive constants, which we still denote by $c_{1}, c_{2}$, and $c_{3}$.

In this case, we define the space $\hat{\mathcal{A}}_{h}$ of admissible deformations of the domain $\Omega_{h}$ by

$$
\hat{\mathcal{A}}_{h}=\left\{\tilde{u} \in W^{1, p}\left(\Omega_{h} ; \mathbb{R}^{3}\right): \nabla \tilde{u} \in B V\left(\Omega_{h}\right), \int_{\Omega_{h}} \tilde{u}=0\right\} .
$$

The energies of the deformations $\tilde{u} \in \hat{\mathcal{A}}_{h}$ of films are again given by (5.2) with $\phi(F)$ replaced by $\phi(F)-T \cdot F$. As before, due to the growth condition (3.1), we have

$$
\hat{\mathcal{A}}_{h}=\left\{\tilde{u}: \Omega_{h} \rightarrow \mathbb{R}^{3}: \hat{\mathcal{E}}_{h}(\tilde{u})<+\infty, \int_{\Omega_{h}} \tilde{u}=0\right\} \subset \mathcal{C}\left(\hat{\Omega}_{h}\right)
$$

The proof of the convergence to a $\Gamma$-limit for the problem of the dead-loaded film is similar to the proof for the film constrained on part of the boundary. We start with the rescaled energy $\hat{\mathcal{E}}_{1}^{(h)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R}$ (defined by (5.2)-(5.4)), where the space of admissible deformations, $\hat{\mathcal{A}}_{1}$, is defined by

$$
\hat{\mathcal{A}}_{1}=\left\{u \in W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right): \nabla u \in B V\left(\Omega_{1}\right), \int_{\Omega_{1}} u=0\right\} .
$$

We then show that the $\Gamma$-limit of $\hat{\mathcal{E}}_{1}^{(h)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R}$ is given by
$\hat{\mathcal{E}}^{(0)}(y, b)=\kappa \int_{S}|D(\nabla y \mid \sqrt{2} b)|+\int_{S} \phi(\nabla y(\hat{z}) \mid b(\hat{z}), \hat{z}, 0) d \hat{z}-\int_{S} T \cdot(\nabla y \mid b) \quad$ for $(y, b) \in \hat{\mathcal{A}}_{0}$,
where the space of admissible deformations is given by

$$
\hat{\mathcal{A}}_{0}=\left\{(y, b) \in W^{1, p}\left(S ; \mathbb{R}^{3}\right) \times L^{p}\left(S ; \mathbb{R}^{3}\right): \nabla y, b \in B V(S), \int_{S} y=0\right\}
$$

The proof of the following compactness result for sequences

$$
\left\{u_{h_{n}} \in \hat{\mathcal{A}}_{1}: n=1, \ldots \text { and } h_{n} \rightarrow 0 \text { as } n \rightarrow \infty\right\}
$$

is analogous to that of Lemma 5.2.
LEMMA 6.1. Suppose that $\left\{u_{h_{n}} \in \hat{\mathcal{A}}_{1}: n=1, \ldots\right.$ and $h_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right\}$ is a sequence of deformations with uniformly bounded energy $\hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$. Then there exists a further subsequence, also denoted by $\left\{u_{h_{n}} \in \hat{\mathcal{A}}_{1}: n=1, \ldots\right\}$, and $(y, b) \in \hat{\mathcal{A}}_{0}$ such that $\left\{u_{h_{n}} \in \hat{\mathcal{A}}_{1}: n=1, \ldots\right\}$ converges to $(y, b) \in \hat{\mathcal{A}}_{0}$ in the sense of Definition 5.1 (with the spaces $\mathcal{A}_{1}$ and $\mathcal{A}_{0}$ replaced by $\hat{\mathcal{A}}_{1}$ and $\hat{\mathcal{A}}_{0}$, respectively). We may take a further subsequence such that the convergence is also almost everywhere in $\Omega_{1}$.

We have the following $\Gamma$-convergence theorem.
THEOREM 6.2. The functional $\hat{\mathcal{E}}^{(0)}: \hat{\mathcal{A}}_{0} \rightarrow \mathbb{R}$ is the $\Gamma$-limit of the functionals $\hat{\mathcal{E}}_{1}^{(h)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R}$ with respect to the convergence from Definition 5.1.

Proof (lower bound). Let $(y, b) \in \hat{\mathcal{A}}_{0}$ and let $\left\{u_{h} \in \hat{\mathcal{A}}_{1}: h>0\right\}$ converge to $(y, b)$ in the sense of Definition 5.1. Consider a subsequence $\left\{u_{h_{n}}\right\}_{n=1}^{\infty}$ such that

$$
\lim _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right)
$$

and such that $\nabla_{P} u_{h_{n}} \rightarrow \nabla_{P} \hat{y}$ and $h_{n}^{-1} u_{h_{n}, 3} \rightarrow \hat{b}$ almost everywhere in $\Omega_{1}$ as $n \rightarrow \infty$. Using (5.11), the lower semicontinuity of the total variation, and Fatou's lemma to control the $\phi$ term, we have that

$$
\begin{aligned}
\hat{\mathcal{E}}^{(0)}(y, b) & =\kappa \int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} \hat{y} \mid \sqrt{2} \hat{b}\right)\right|+\int_{\Omega_{1}} \phi\left(\nabla_{P} \hat{y} \mid \hat{b}, \hat{z}, 0\right) d z-\int_{S} T \cdot\left(\nabla_{P} \hat{y} \mid \hat{b}\right) \\
& \leq \liminf _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\lim _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\liminf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right),
\end{aligned}
$$

which establishes the first part of the theorem.
Upper bound. To prove the upper bound, one should again consider deformations of the form $y\left(z_{1}, z_{2}\right)+h z_{3} b\left(z_{1}, z_{2}\right)$; as before, such deformations do not belong to $\hat{\mathcal{A}}_{1}$, because $b$ does not belong to $W^{1, p}\left(S ; \mathbb{R}^{3}\right)$. However, we can find a family of functions $b_{\varepsilon} \in \mathcal{C}^{\infty}\left(\hat{S} ; \mathbb{R}^{3}\right) \subset W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ such that $b_{\varepsilon} \rightarrow b$ almost everywhere in $S$ and in $L^{p}(S)$ as $\varepsilon \rightarrow 0$ [13], and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{S}\left|D\left(\nabla y \mid \sqrt{2} b_{\varepsilon}\right)\right|=\int_{S}|D(\nabla y \mid \sqrt{2} b)| \tag{6.1}
\end{equation*}
$$

Consider now the functions

$$
w_{h}^{\varepsilon}\left(z_{1}, z_{2}, z_{3}\right)=y\left(z_{1}, z_{2}\right)+h z_{3} b_{\varepsilon}\left(z_{1}, z_{2}\right) h z_{3} \in \mathcal{A}_{1} \quad \text { for } 0<h \leq 1
$$

and their mean-zero translations

$$
u_{h}^{\varepsilon}=w_{h}^{\varepsilon}-\frac{1}{\left|\Omega_{1}\right|} \int_{\Omega_{1}} w_{h}^{\varepsilon} d z \in \hat{\mathcal{A}}_{1}
$$

We can now apply the same argument as in the proof of the upper bound in Theorem 5.3 to conclude that

$$
\lim _{\varepsilon \rightarrow 0} \lim _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}^{\varepsilon}\right)=\hat{\mathcal{E}}^{(0)}(y, b)
$$

from which it is clear that for any $\eta>0$ there exist $\varepsilon>0$ and $h_{0}>0$ such that

$$
\left|\hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}^{\varepsilon}\right)-\hat{\mathcal{E}}^{(0)}(y, b)\right|<\eta \quad \text { for all } 0<h \leq h_{0}
$$

We can obtain a result on the convergence of minimizers of $\mathcal{E}_{1}^{(h)}(u)$ to minimizers of $\mathcal{E}^{(0)}(y, b)$ by an argument analogous to that of Corollary 5.8.

The $\Gamma$-limit of $\hat{\mathcal{E}}_{1}^{(h)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R}$ can again be obtained by minimizing out $b$ in the energy $\hat{\mathcal{E}}^{(0)}(y, b)$. The existence of a minimizing $\tilde{b}$ can be shown by using the direct method of the calculus of variations as in Lemma 5.6.

Lemma 6.3. Let $y \in W^{1, p}\left(S ; \mathbb{R}^{3}\right)$ be such that $\nabla y \in B V(S)$ and $\int_{S} y=0$. Then there exists a function $\tilde{b} \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ such that

$$
\hat{\mathcal{E}}^{(0)}(y, \tilde{b})=\inf _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \hat{\mathcal{E}}^{(0)}(y, b)
$$

Proof. Since $\hat{\mathcal{E}}^{(0)}$ is bounded below, we can consider a minimizing sequence $\left\{b_{j}\right\}_{j=1}^{\infty} \subset B V_{p}\left(S ; \mathbb{R}^{3}\right)$. Since the variations of the $b_{j}$ and their $L^{p}$-norms (and thus also the $L^{1}$-norms) lie in a compact subset of $\mathbb{R}$, we can use the compactness of $B V\left(S ; \mathbb{R}^{3}\right)$ and retrieve a subsequence, not relabeled, which converges to a function $\tilde{b} \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ strongly in $L^{1}\left(S ; \mathbb{R}^{3}\right)$, weakly in $L^{p}\left(S ; \mathbb{R}^{3}\right)$, and almost everywhere in $S$. From the lower semicontinuity of the total variation, we have

$$
\int_{S} \mid D\left(\nabla y|\sqrt{2} \tilde{b}| \leq \liminf _{j \rightarrow \infty} \int_{S} \mid D\left(\nabla y\left|\sqrt{2} b_{j}\right|\right.\right.
$$

Similarly, applying Fatou's lemma to $\phi\left(\nabla y \mid b_{j}\right)$ gives

$$
\int_{S}[\phi(\nabla y \mid \tilde{b})-T \cdot(\nabla y \mid \tilde{b})] \leq \liminf _{j \rightarrow \infty} \int_{S}\left[\phi\left(\nabla y \mid b_{j}\right)-T \cdot\left(\nabla y \mid b_{j}\right)\right]
$$

and therefore

$$
\begin{aligned}
\hat{\mathcal{E}}^{(0)}(y, \tilde{b}) & \leq \liminf _{j \rightarrow \infty} \hat{\mathcal{E}}^{(0)}\left(y, b_{j}\right) \\
& =\inf _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \hat{\mathcal{E}}^{(0)}(y, \tilde{b}) .
\end{aligned}
$$

Next, we define a functional

$$
\hat{\mathcal{E}}_{1}^{(0)}(u)=\left\{\begin{array}{cl}
\min _{b \in B V_{p}\left(S ; \mathbb{R}^{3}\right)} \hat{\mathcal{E}}^{(0)}\left(u_{M}, b\right) & \text { if } u_{, 3}=0 \text { a.e. in } \Omega_{1} \\
+\infty & \text { otherwise. }
\end{array}\right.
$$

Theorem 6.4. The functional $\hat{\mathcal{E}}_{1}^{(0)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R} \cup\{+\infty\}$ is the $\Gamma$-limit of the functionals $\hat{\mathcal{E}}_{1}^{(h)}: \hat{\mathcal{A}}_{1} \rightarrow \mathbb{R}$ as $h \rightarrow 0$ with respect to the weak $W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ convergence in $\hat{\mathcal{A}}_{1}$.

Proof (lower bound). The proof is similar to the proof of Theorem 5.7. Let $u \in \hat{\mathcal{A}}_{1}$ and let $\left\{u_{h}: h>0\right\} \subset \hat{\mathcal{A}}_{1}$ be such that $u_{h} \rightharpoonup u$ in $W^{1, p}\left(\Omega_{1}\right)$ as $h \rightarrow 0$. If $\lim \inf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right)=+\infty$, then

$$
\hat{\mathcal{E}}_{1}^{(0)}(u) \leq \liminf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right)
$$

is trivially satisfied.
On the other hand, if $\lim _{\inf }{ }_{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right)<+\infty$, then we can first consider a subsequence $\left\{u_{h_{n}}\right\}_{n=1}^{\infty} \subset \hat{\mathcal{A}}_{1}$ such that

$$
\lim _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right)=\liminf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right) .
$$

Since then $\hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \leq C$ for all $n \geq 1$, we have by Lemma 6.1 that there exists $b \in B V_{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)$ such that for a further subsequence of $\left\{u_{h_{n}}\right\}$, not relabeled, we have that

$$
\left.\begin{array}{llll}
u_{h_{n}}-u & \text { in } W^{1, p}\left(\Omega_{1} ; \mathbb{R}^{3}\right) & \text { and } & h_{n}^{-1} u_{h_{n}, 3} \rightharpoonup b
\end{array} \quad \text { in } L^{p}\left(\Omega_{1} ; \mathbb{R}^{3}\right)\right\} \text {, }
$$

and the convergence is also almost everywhere in $\Omega_{1}$. It also follows from Lemma 6.1 that $u$ and $b$ are independent of $z_{3}$. Therefore, we have for $u_{M}\left(z_{1}, z_{2}\right)=u\left(z_{1}, z_{2}, 0\right)$ and $b_{M}\left(z_{1}, z_{2}\right)=b\left(z_{1}, z_{2}, 0\right)$ that

$$
\begin{equation*}
\hat{\mathcal{E}}_{1}^{(0)}(u) \leq \hat{\mathcal{E}}^{(0)}\left(u_{M}, b_{M}\right) . \tag{6.2}
\end{equation*}
$$

Using (5.11), the lower semicontinuity of the total variation, and Fatou's lemma to control the $\phi$ term, we have that

$$
\begin{aligned}
\hat{\mathcal{E}}^{(0)}\left(u_{M}, b_{M}\right) & =\kappa \int_{\Omega_{1}}\left|D_{P}\left(\nabla_{P} u \mid \sqrt{2} b\right)\right|+\int_{\Omega_{1}} \phi\left(\nabla_{P} u \mid b, \hat{z}, 0\right) d z-\int_{\Omega_{1}} T \cdot\left(\nabla_{P} u \mid b\right) \\
& \leq \liminf _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\lim _{n \rightarrow \infty} \hat{\mathcal{E}}_{1}^{\left(h_{n}\right)}\left(u_{h_{n}}\right) \\
& =\liminf _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right) .
\end{aligned}
$$

Combining the above result with (6.2) completes the first part of the proof.
Upper bound. If $u \in \hat{\mathcal{A}}_{1}$ is not independent of $z_{3}$, then $\hat{\mathcal{E}}_{1}^{(0)}(u)=+\infty$; taking $u_{h}=u$ for all $h>0$ produces a family in $\hat{\mathcal{A}}_{1}$ such that $\lim _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right)=\hat{\mathcal{E}}_{1}^{(0)}(u)=$ $+\infty$.

On the other hand, if $u, 3=0$ almost everywhere in $\Omega_{1}$, then by Lemma 6.3 there exists $\tilde{b} \in B V_{p}\left(S ; \mathbb{R}^{3}\right)$ such that $\hat{\mathcal{E}}_{1}^{(0)}(u)=\hat{\mathcal{E}}^{(0)}\left(u_{M}, \tilde{b}\right)$. Using the upper bound of Theorem 6.2, there exists a family $\left\{u_{h} \in \hat{\mathcal{A}}_{1}: h>0\right\}$ such that

$$
u_{h} \rightharpoonup u \quad \text { in } W^{1, p}\left(\Omega_{1}\right) \text { as } h \rightarrow 0
$$

and

$$
\begin{aligned}
\lim _{h \rightarrow 0} \hat{\mathcal{E}}_{1}^{(h)}\left(u_{h}\right) & =\hat{\mathcal{E}}^{(0)}\left(u_{M}, \tilde{b}\right) \\
& =\hat{\mathcal{E}}_{1}^{(0)}(u)
\end{aligned}
$$

We note that we can obtain a result on the convergence of minimizers of $\mathcal{E}_{1}^{(h)}$ to minimizers of $\mathcal{E}_{1}^{(0)}$ by an argument analogous to that of Corollary 5.8.
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#### Abstract

We deal with the inverse scattering problem of determining the surface impedance of a partially coated obstacle. We prove a stability estimate of logarithmic type for the impedance term by the far field measurements.
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1. Introduction. We consider the scattering of an acoustic incident time-harmonic plane wave, at a given wave number $k>0$ and at a given incident direction $\omega \in \mathbb{S}^{2}$, by an obstacle $D \subset \mathbb{R}^{3}$ partially coated by a material with surface impedance $\lambda$. Such a problem is modeled by the following mixed boundary value problem for the Helmholtz equation:

$$
\begin{cases}\Delta u+k^{2} u=0 & \text { in } \mathbb{R}^{3} \backslash \bar{D}  \tag{1.1}\\ u=0 & \text { on } \Gamma_{D} \\ \frac{\partial u}{\partial \nu}+i \lambda(x) u=0 & \text { on } \Gamma_{I},\end{cases}
$$

where $u=u^{s}+\exp (i k x \cdot \omega)$ is the total field, which is given as the sum of the scattered wave $u^{s}$ and the incident plane waves $\exp (i k x \cdot \omega)$, and where $\Gamma_{I}, \Gamma_{D}$ are two open and connected portions of the boundary $\partial D$ such that $\partial D=\overline{\Gamma_{I} \cup \Gamma_{D}}$.

Moreover, the scattered field $u^{s}$ is required to satisfy the so-called Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0, \quad r=\|x\| \tag{1.2}
\end{equation*}
$$

It is well known that the scattered field $u^{s}$ has the following asymptotic behavior:

$$
\begin{equation*}
u^{s}(x)=\frac{\exp (i k r)}{r}\left\{u_{\infty}(\hat{x})+O\left(\frac{1}{r}\right)\right\} \tag{1.3}
\end{equation*}
$$

as $r$ tends to $\infty$, uniformly with respect to $\hat{x}=\frac{x}{\|x\|}$ and where $u_{\infty}$ is the so-called far field pattern of the scattered wave (see, for instance, [11]).

The inverse scattering problem that we examine here consists in the determination of the surface impedance $\lambda(x)$ by the knowledge of the far field pattern, provided some suitable a priori assumptions on the impedance are made.

Such a problem, in two dimensions, has been recently studied by Cakoni and Colton in [7]. The authors have provided a variational method for the determination of the essential supremum of the surface impedance when the far field data are available.

[^24]In this paper, we shall deal with the stability issue; namely, we will prove a stability estimate of logarithmic type for the surface impedance by the far field measurements under some a priori mild assumptions on the impedance itself.

Let us point out that a stability result for this type of problem has been proved in [15] by Labreuche under the assumption of an analytic boundary. The new feature of the present paper consists in a reduced assumption on the regularity of the boundary; namely, we shall assume that $\Gamma_{I}$ is a $C^{1,1}$ portion of $\partial D$. Thus it turns out that the argument of analytic extension used in [15] cannot be applied.

The stable recovering of the surface impedance needs some a priori mild assumptions on the impedance itself. The additional a priori information that we require on the unknown surface impedance $\lambda$ is an a priori bound on its Lipschitz continuity; that is, we assume that for a given positive constant $\Lambda$, the following holds:

$$
\begin{equation*}
\|\lambda\|_{C^{0,1}\left(\Gamma_{I}\right)} \leqslant \Lambda \tag{1.4}
\end{equation*}
$$

Moreover, we prescribe the following uniform lower bound:

$$
\begin{equation*}
\lambda(x) \geqslant \lambda_{0} \text { for every } x \in \Gamma_{I}, \tag{1.5}
\end{equation*}
$$

where $\lambda_{0}$ is a given positive constant.
In order to treat the inverse scattering problem we first need to analyze the direct one. In section 3, indeed, following the arguments of potential theory developed in [8], we observe that the direct scattering problem is well posed (see Lemma 3.1). The proof relies on the fact that the mixed boundary value problem (1.1) can be reformulated as a system of boundary integral equations. Moreover, we prove (see Theorem 3.2) that the solution and its first order derivatives are Hölder continuous in a neighborhood of the portion $\Gamma_{I}$, where the impedance takes place. The proof is based on Moser's iteration technique. Finally in Corollary 3.3, we obtain a uniform lower bound for the total field $u$ on sets away from the obstacle.

In section 4, we deal with the inverse scattering problem. The underlying ideas and the main tools that lead to the stability result can be outlined as follows:
(i) As the first step we evaluate how much the error on the far field can affect the values of the field near the scatterer.
(ii) In the second step we are concerned with a stability estimate of the field at the boundary in terms of the near field.
(iii) Finally, as the last step, we obtain a stability result for the impedance $\lambda$ by the estimate of the field at the boundary.
Let us start the analysis of section 4 by illustrating the arguments introduced in step (iii) of the above list.

By the impedance condition in (1.1) we can formally compute $\lambda$ as

$$
\begin{equation*}
\lambda(x)=\frac{i}{u(x)} \frac{\partial u(x)}{\partial \nu(x)} \tag{1.6}
\end{equation*}
$$

Since $u$ may vanish in some points of $\Gamma_{I}$, it follows that the quotient in (1.6) may be undetermined. In this respect, we found it necessary to evaluate the local vanishing rate of the solution on the boundary. To establish such a control we shall make use of quantitative estimates of unique continuation. We first obtain, in Lemma 4.5, a volume doubling inequality at the boundary, namely

$$
\begin{equation*}
\int_{\Gamma_{I, 2 \rho}\left(x_{0}\right)}|u|^{2} \leqslant \text { const. } \int_{\Gamma_{I, \rho}\left(x_{0}\right)}|u|^{2} \tag{1.7}
\end{equation*}
$$

where $\Gamma_{I, \rho}\left(x_{0}\right)$ and $\Gamma_{I, 2 \rho}\left(x_{0}\right)$ are the portions of the balls centered at the boundary point $x_{0}$ of radius $\rho$ and $2 \rho$, respectively, contained in $\mathbb{R}^{3} \backslash \bar{D}$ (see (2.10) for a precise definition).

In order to obtain the formula in (1.7), we have adapted the arguments developed in [2] for the more general setting of complex valued solutions which is required by the boundary value problem (1.1).

A further difficulty in dealing with such arguments is due to the fact that the techniques used in [2] apply to a homogeneous Neumann boundary condition. We overcome such a difficulty by performing a suitable change of the independent variable (see Proposition 4.3) that fits our problem under the assumptions required in [2]. Moreover, well-known stability estimates for the Cauchy problem [18] allow us to reformulate the volume doubling inequality at the boundary, deriving in Theorem 4.6 a new one on the boundary, that is, a surface doubling inequality

$$
\begin{equation*}
\int_{\Delta_{I, 2 \rho}\left(x_{0}\right)}|u|^{2} \leqslant \text { const. } \int_{\Delta_{I, \rho}\left(x_{0}\right)}|u|^{2} \tag{1.8}
\end{equation*}
$$

where $\Delta_{I, \rho}\left(x_{0}\right)$ and $\Delta_{I, 2 \rho}\left(x_{0}\right)$ are the portions of the boundary of $\Gamma_{I, \rho}\left(x_{0}\right)$ and $\Gamma_{I, 2 \rho}\left(x_{0}\right)$, respectively, which have nonempty intersection with $\partial D$ (see (2.11) for a precise definition).

The surface doubling inequality allows us to apply the theory of Muckenhoupt weights [9], which, in particular, implies the existence of some exponent $p>1$ such that $|u|^{-\frac{2}{p-1}}$ is integrable on an inner portion of $\Gamma_{I}$; see Corollary 4.7. This integrability property, as well as the Hölder continuity of the normal derivative, justifies the computation made in (1.6) in the $L^{\frac{2}{p-1}}$ sense.

Let us carry over our analysis by discussing the evaluation introduced in step (i). Such an evaluation, introduced by Isakov [13, 14] and then developed by Bushuyev [6], concerns a stability estimate for the near field in terms of the measurements of the far field (see Lemma 4.1). It means that if $u_{1}$ and $u_{2}$ are two acoustic fields corresponding to impedances $\lambda_{1}$ and $\lambda_{2}$ such that their scattering amplitudes, $u_{1, \infty}$ and $u_{2, \infty}$, respectively, are close, i.e.,

$$
\begin{equation*}
\left\|u_{1, \infty}-u_{2, \infty}\right\|_{L^{2}\left(\partial B_{1}(0)\right)} \leqslant \varepsilon, \tag{1.9}
\end{equation*}
$$

then $u_{1}$ and $u_{2}$ satisfy

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{L^{2}\left(B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)\right)} \leqslant \operatorname{const} . \varepsilon^{\alpha(\varepsilon)} \tag{1.10}
\end{equation*}
$$

where $R_{1}>0$ is a suitable radius such that $B_{R_{1}}(0) \supset \bar{D}$ and $\alpha(\varepsilon)$ is the function introduced in (4.2).

As the last step of this treatment we provide the stability estimate introduced in (ii). The proof is based on arguments of quantitative unique continuation, as the three spheres inequality, and leads to the following estimate:

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{C^{1}\left(\Gamma_{I}^{\rho}\right)} \leqslant \mathrm{const} .\left|\log \left(\left\|u_{1}-u_{2}\right\|_{L^{2}\left(B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)\right)}^{-1}\right)\right|^{-2 \theta} \tag{1.11}
\end{equation*}
$$

where $\theta>0$ and $\Gamma_{I}^{\rho}$ is a given inner portion of $\Gamma_{I}$ (see (2.9) for a precise definition).
By combining the stability estimates listed in (i) and (ii), we obtain a stability result for the total field at the boundary in terms of the measurements of the far field (see Theorem 4.2).

Finally, as a consequence of Theorem 4.2 and Corollary 4.7, let us formulate the main result of the present paper, which consists in a stability estimate of the surface impedance by the far field measurements (see Theorem 2.1). Assuming that (1.9) holds, we have shown that the impedances $\lambda_{1}, \lambda_{2}$ agree up to an error

$$
\begin{equation*}
|\log (\varepsilon)|^{-\theta} \tag{1.12}
\end{equation*}
$$

## 2. Main assumptions and results.

### 2.1. Main hypothesis and notation. Assumptions on the domain.

We shall assume throughout that $D$ is a bounded domain in $\mathbb{R}^{3}$, such that diam $D \leqslant d$, with Lipschitz boundary $\partial D$ with constants $r_{0}, M$. More precisely, for every $x_{0} \in \partial D$, there exists a rigid transformation of coordinates under which

$$
\begin{equation*}
D \cap B_{r_{0}}\left(x_{0}\right)=\left\{\left(x^{\prime}, x_{3}\right): x_{3}>\gamma\left(x^{\prime}\right)\right\}, \tag{2.1}
\end{equation*}
$$

where $x \in \mathbb{R}^{3}$, and $x=\left(x^{\prime}, x_{3}\right)$, with $x^{\prime} \in \mathbb{R}^{2}, x_{3} \in \mathbb{R}$, and

$$
\gamma: B_{r_{0}}^{\prime}\left(x_{0}\right) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}
$$

satisfying $\gamma(0)=0$ and

$$
\|\gamma\|_{C^{0,1}\left(B_{r_{0}}^{\prime}\left(x_{0}\right)\right)} \leqslant M r_{0}
$$

where for every integer $k \geqslant 1$ and for every multi-index $0 \leqslant|\beta| \leqslant k$ we denote

$$
\begin{align*}
\|\gamma\|_{C^{k, 1}\left(B_{r_{0}}^{\prime}\left(z_{0}\right)\right)}= & \sum_{j=0}^{k} r_{0}{ }^{j} \sum_{|\beta|=j}\left\|D^{\beta} \gamma\right\|_{L^{\infty}\left(B_{r_{0}}^{\prime}\left(z_{0}\right)\right)}  \tag{2.2}\\
& +r_{0}{ }^{k+1} \sum_{|\beta|=k} \sup _{\substack{x, y \in B_{r_{0}}^{\prime}\left(z_{0}\right) \\
x \neq y}} \frac{\left|D^{\beta} \gamma(x)-D^{\beta} \gamma(y)\right|}{|x-y|}
\end{align*}
$$

and $B_{r_{0}}^{\prime}\left(x_{0}\right)$ denotes a ball in $\mathbb{R}^{2}$. Moreover, we assume that the portion of the boundary $\Gamma_{I}$ is contained in a surface $S_{I}$, which is $C^{1,1}$ smooth with constants $r_{0}, M$. More precisely, for any $x_{0} \in S_{I}$, we have that up to a rigid change of coordinates,

$$
\begin{equation*}
S_{I} \cap B_{r_{0}}\left(x_{0}\right)=\left\{\left(x^{\prime}, x_{3}\right): x_{3}=\varphi_{I}\left(x^{\prime}\right)\right\} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{I}: B_{r_{0}}^{\prime}\left(z_{0}\right) \subset \mathbb{R}^{2} \rightarrow \mathbb{R} \tag{2.4}
\end{equation*}
$$

is a $C^{1,1}$ function satisfying $\varphi_{I}(0)=\left|\nabla \varphi_{I}(0)\right|=0$ and

$$
\begin{equation*}
\left\|\varphi_{I}\right\|_{C^{1,1}\left(B_{r_{0}}^{\prime}\left(z_{0}\right)\right)} \leqslant M r_{0} \tag{2.5}
\end{equation*}
$$

For the sake of simplicity we shall assume that $0 \in D$.
Fixing $R>d, \rho \in\left(0, r_{0}\right)$, and $x_{0} \in \Gamma_{I}$, let us define the following sets:

$$
\begin{align*}
& D^{+}=\mathbb{R}^{3} \backslash \bar{D}  \tag{2.6}\\
& D_{R}^{+}=B_{R}(0) \cap D^{+}  \tag{2.7}\\
& D_{R, \rho}^{+}=\left\{x \in \overline{D_{R}^{+}}: \operatorname{dist}\left(x, \Gamma_{D}\right)>\rho\right\}  \tag{2.8}\\
& \Gamma_{I}^{\rho}=\partial D_{R, \rho}^{+} \cap \Gamma_{I}  \tag{2.9}\\
& \Gamma_{I, \rho}\left(x_{0}\right)=B_{\rho}\left(x_{0}\right) \backslash \bar{D}  \tag{2.10}\\
& \Delta_{I, \rho}\left(x_{0}\right)=\overline{\Gamma_{I, \rho}\left(x_{0}\right)} \cap \partial D \tag{2.11}
\end{align*}
$$

A priori information on the impedance term. We assume that the impedance coefficient $\lambda$ belongs to $C^{0,1}\left(\Gamma_{I}, \mathbb{R}\right)$ and is such that (1.5) and (1.4) hold for given positive constants $\lambda_{0}, \Lambda$.

From now on we shall refer to the a priori data as the following set of quantities: $d, r_{0}, M, \lambda_{0}, \Lambda, k, \omega$.

In what follows we shall denote with $\eta(t)$ a positive increasing function defined on $(0,+\infty)$, which satisfies

$$
\begin{equation*}
\eta(t) \leqslant C|\log (t)|^{-\theta} \quad \text { for every } \quad 0<t<1 \tag{2.12}
\end{equation*}
$$

where $C>0, \theta>0$ are constants depending on the a priori data only.

### 2.2. The main result.

ThEOREM 2.1 (stability for $\lambda$ ). Let $u_{i}, i=1,2$, be the weak solutions to the problem (1.1) with $\lambda=\lambda_{i}$ and $u_{\infty}=u_{i, \infty}$, respectively. There exists a constant $\varepsilon_{0}>0$ depending on the a priori data only, such that if for some $\varepsilon, 0<\varepsilon<\varepsilon_{0}$, we have

$$
\begin{equation*}
\left\|u_{1, \infty}-u_{2, \infty}\right\|_{L^{2}\left(\partial B_{1}(0)\right)} \leqslant \varepsilon \tag{2.13}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{\infty}\left(\Gamma_{I}^{r_{0}}\right)} \leqslant \eta(\varepsilon) \tag{2.14}
\end{equation*}
$$

3. The direct scattering problem. Let us introduce the space
$H_{\mathrm{loc}}^{1}\left(D^{+}\right)=\left\{v \in D^{*}\left(D^{+}\right):\left.v\right|_{D_{R}^{+}} \in H^{1}\left(D_{R}^{+}\right) \quad\right.$ for every $R>0$ such that $\left.\bar{D} \subset B_{R}(0)\right\}$,
where $D^{*}\left(D^{+}\right)$is the space of distribution on $D^{+}$.
A weak solution to the problem (1.1) is a function $u=\exp (i k \omega \cdot x)+u^{s}$, where $u^{s} \in H_{\mathrm{loc}}^{1}\left(D^{+}\right)$is a weak solution to the problem

$$
\begin{cases}\Delta u^{s}+k^{2} u^{s}=0 & \text { in } D^{+}  \tag{3.1}\\ u^{s}=-\exp (i k \omega \cdot x) & \text { on } \Gamma_{D} \\ \frac{\partial u^{s}}{\partial \nu}+i \lambda(x) u^{s}=-\frac{\partial}{\partial \nu} \exp (i k \omega \cdot x)-i \lambda(x) \exp (i k \omega \cdot x) & \text { on } \Gamma_{I}, \\ \lim _{r \rightarrow \infty^{r}}\left(\frac{\partial u^{s}}{\partial r}(r \hat{x})-i k u^{s}(r \hat{x})\right)=0 & \text { uniformly in } \hat{x},\end{cases}
$$

where $\nu$ is the inward unit normal to $D$.
Lemma 3.1 (well-posedness). The problem (3.1) has one and only one weak solution $u^{s}$. Moreover, for every $R>d$, there exists a constant $C_{R}>0$ depending on the a priori data and $R$ only, such that the following holds:

$$
\begin{equation*}
\left\|u^{s}\right\|_{H^{1}\left(D_{R}^{+}\right)} \leqslant C_{R} \tag{3.2}
\end{equation*}
$$

Proof. For the proof we refer to [8, Theorem 2.5], in which the authors show, among various results, that the exterior mixed boundary value problem (3.1) can be reformulated as a $2 \times 2$ system of boundary integral equations. In [8], Theorem 2.5 has been proved in two dimensions for a constant $\lambda$; however, it can be verified that the same techniques can be carried over in three dimensions (see, for instance, [10]) and with $\lambda=\lambda(x) \in C^{0,1}\left(\Gamma_{I}\right)$.

Theorem 3.2 ( $C^{1, \alpha}$ regularity at the boundary). Let $u$ be the weak solution to (1.1); then there exists a constant $\alpha, 0<\alpha<1$, such that for every $R>d$ and $\rho \in\left(0, r_{0}\right), u \in C^{1, \alpha}\left(D_{R, \rho}^{+}\right)$. Moreover, there exists a constant $C_{R, \rho}>0$ depending on the a priori data, $R$, and $\rho$ only, such that

$$
\begin{equation*}
\|u\|_{C^{1, \alpha}\left(D_{R, \rho}^{+}\right)} \leqslant C_{R, \rho} \tag{3.3}
\end{equation*}
$$

Proof. The proof mainly relies on the standard iteration techniques due to Moser (see, for instance, [12]) as well as well-known regularity bounds for the Neumann problem (see, for instance, [3, p. 667]). For the details of the proof we refer the reader to [17].

Corollary 3.3 (lower bound). Let $u$ be the weak solution to (1.1); then there exists a radius $R_{0}>0$ depending on the a priori data only, such that

$$
\begin{equation*}
|u(x)|>\frac{1}{2} \text { for every } x,|x|>R_{0} \tag{3.4}
\end{equation*}
$$

Proof. Let us choose $R=4 d+4 r_{0}$. By Theorem 3.2 it follows that there exists a constant $C>0$ depending on the a priori data only, such that

$$
\begin{equation*}
\|u\|_{C^{1, \alpha}\left(D_{2 R, \frac{r_{0}}{2}}^{+}\right)} \leqslant C \tag{3.5}
\end{equation*}
$$

By Green's formula for the scattered wave $u^{s}$ (see, for instance, [11, p. 18]), we have that

$$
\begin{equation*}
u^{s}(x)=\int_{\partial B_{R}(0)}\left(u^{s}(y) \frac{\partial \phi(x, y)}{\partial \nu(y)}-\frac{\partial u^{s}(y)}{\partial \nu(y)} \phi(x, y)\right) \mathrm{d} s(y), \quad|x|>R \tag{3.6}
\end{equation*}
$$

where

$$
\phi(x, y)=\frac{1}{4 \pi} \frac{\exp (i k|x-y|)}{|x-y|}, \quad x \neq y
$$

is the fundamental solution to the Helmholtz equation in $\mathbb{R}^{3}$.
Thus, by (3.6) and by (3.5) it follows that

$$
\begin{equation*}
\left|u^{s}\right|<\frac{1}{2} \quad \text { for every } x,|x|>R_{0} \tag{3.7}
\end{equation*}
$$

with $R_{0}=(k+1) 8 R^{3} C+2 R$. The thesis follows, observing that $|u| \geqslant 1-\left|u^{s}\right|$.

## 4. The inverse scattering problem.

Lemma 4.1 (from the far field to the near field). Let $u_{i}, u_{i, \infty}, i=1,2$, be as in Theorem 2.1. Suppose that for some $\varepsilon, 0<\varepsilon<1$, (2.13) holds; then there exist a radius $R_{1}>0$ and a constant $C>0$, depending on the a priori data only, such that

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{L^{2}\left(B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)\right)} \leqslant C \varepsilon^{\alpha(\varepsilon)} \tag{4.1}
\end{equation*}
$$

where $\alpha(\varepsilon)$ is defined as

$$
\begin{equation*}
\alpha(\varepsilon)=\frac{1}{1+\log \left(\log \left(\varepsilon^{-1}\right)+e\right)} \tag{4.2}
\end{equation*}
$$

Proof. Let us choose $R=4 d+4 r_{0}$ and let us denote by $u_{i}^{s}, i=1,2$, the scattered wave of the problem (1.1) with $\lambda=\lambda_{i}$, respectively. By (3.5) it follows that

$$
\begin{equation*}
\left\|u_{1}^{s}-u_{2}^{s}\right\|_{L^{2}\left(\partial B_{R}(0)\right)} \leqslant C \tag{4.3}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.

Hence choosing $R_{1}=16 d+16 r_{0}$, the thesis follows by the argument in [14] (see also [6]).

Theorem 4.2 (stability at the boundary). Let $u_{i}, u_{i, \infty}, i=1,2$, be as in Theorem 2.1. We have that there exists $\varepsilon_{0}>0$ depending on the a priori data only, such that if for some $\varepsilon, 0<\varepsilon<\varepsilon_{0}$, (2.13) holds, then for every $\rho \in\left(0, r_{0}\right)$ we have

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{C^{1}\left(\Gamma_{I}^{\rho}\right)} \leqslant \eta(\varepsilon) \tag{4.4}
\end{equation*}
$$

where $\eta$ is given by (2.12), with a constant $C>0$ depending on the a priori data and $\rho$ only.

Proof. By the Lipschitz regularity of the boundary $\partial D$, it follows that for every point $Q \in \partial D$, there exists a rigid transformation of coordinates under which we have $Q=0$ and the finite cone

$$
\mathcal{C}=\left\{x:|x|<r_{0}, \frac{x \cdot \xi}{|x|}>\cos \theta\right\}
$$

with axis in the direction $\xi$ and width $2 \theta$, where $\theta=\arctan \frac{1}{M}$, is such that $\mathcal{C} \subset D^{+}$.
Let $Q$ be a point such that $Q \in \Gamma_{I}^{r_{0}}$ and let $Q_{0}$ be a point lying on the axis $\xi$ of the cone with vertex in $Q=0$ such that $d_{0}=\operatorname{dist}\left(Q_{0}, 0\right)<\frac{r_{0}}{2}$.

Let us define $R_{2}=2 R_{1}+2$, where $R_{1}$ is the radius introduced in the statement of Lemma 4.1. Proceeding as in Lieberman [16], we consider a regularized distance $\tilde{d}$ from the boundary of $\partial D$ such that $\tilde{d} \in C^{2}\left(D_{R_{2}}^{+}\right) \cap C^{0,1}\left(\overline{D_{R_{2}}^{+}}\right)$(see also [4, Lemma 5.2]).

Let us define for every $\rho>0$

$$
\begin{align*}
D^{\rho} & =\left\{x \in D_{R_{2}}^{+}: \operatorname{dist}(x, \partial D)>\rho\right\}  \tag{4.5}\\
\tilde{D}^{\rho} & =\left\{x \in D_{R_{2}}^{+}: \tilde{d}(x)>\rho\right\} \tag{4.6}
\end{align*}
$$

It follows that there exists $a, 0<a \leqslant 1$, depending on $M$ only such that for every $\rho$, $0<\rho \leqslant a r_{0}, \tilde{D}^{\rho}$ is connected with boundary of class $C^{1}$ and

$$
\begin{equation*}
\tilde{c}_{1} \rho \leqslant \operatorname{dist}(x, \partial D) \leqslant \tilde{c}_{2} \rho \quad \text { for every } \quad x \in \partial \tilde{D}^{\rho} \tag{4.7}
\end{equation*}
$$

where $\tilde{c}_{1}, \tilde{c}_{2}$ are positive constants depending on $M$ only. By (4.7) we deduce that

$$
D^{\tilde{c}_{2} \rho} \subset \tilde{D}^{\rho} \subset D^{\tilde{c}_{1} \rho}
$$

Let us now define $\rho_{0}=\min \left\{\frac{1}{16}, \frac{r_{0}}{4} \sin \theta\right\}$ and let $P$ be a point in the annulus $B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)$, such that $B_{4 \rho_{0}}(P) \subset B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)$. Furthermore, let $\gamma$ be a path in $\tilde{D}^{\frac{\rho_{0}}{\tilde{c}_{1}}}$ joining $P$ to $Q_{0}$ and let us define $\left\{y_{i}\right\}, i=0, \ldots, s$, as follows: $y_{0}=Q_{0}$, $y_{i+1}=\gamma\left(t_{i}\right)$, where $t_{i}=\max \left\{t\right.$ such that $\left.\left|\gamma(t)-y_{i}\right|=2 \rho_{0}\right\}$ if $\left|P-y_{i}\right|>2 \rho_{0}$; otherwise let $i=s$ and stop the process.

Let us introduce the function $U \in H_{\mathrm{loc}}^{1}\left(D^{+}\right)$defined as

$$
\begin{equation*}
U(x)=u_{1}(x)-u_{2}(x) . \tag{4.8}
\end{equation*}
$$

Thus, by the three spheres inequality for elliptic systems with Laplacian principal part (see [5, Theorem 3.1]), we infer that

$$
\begin{equation*}
\int_{B_{3 \rho_{0}}\left(y_{0}\right)}|U|^{2} \leqslant C\left(\int_{B_{\rho_{0}\left(y_{0}\right)}}|U|^{2}\right)^{\tau} \cdot\left(\int_{B_{4 \rho_{0}\left(y_{0}\right)}}|U|^{2}\right)^{1-\tau} \tag{4.9}
\end{equation*}
$$

where $C>0,0<\tau<1$ are constants depending on the a priori data only.

Let us observe that $B_{4 \rho_{0}}\left(y_{0}\right) \subset D_{R_{2}}^{+}$and $B_{\rho_{0}}\left(y_{0}\right) \subset B_{3 \rho_{0}}\left(y_{1}\right)$. Thus by (4.9) and by Lemma 3.1 we deduce that

$$
\int_{B_{\rho_{0}}\left(y_{0}\right)}|U|^{2} \leqslant C\left(\int_{B_{3 \rho_{0}}\left(y_{1}\right)}|U|^{2}\right)^{\tau} \cdot C^{1-\tau}
$$

An iterated application of the three spheres inequality leads to

$$
\int_{B_{\rho_{0}\left(y_{0}\right)}}|U|^{2} \leqslant\left(\int_{B_{\rho_{0}}\left(y_{s}\right)}|U|^{2}\right)^{\tau^{s}} \cdot C^{1-\tau^{s}}
$$

Finally, since $B_{\rho}\left(y_{s}\right) \subset B_{R_{1}+1}(0) \backslash B_{R_{1}}(0)$, by (4.1) we obtain that

$$
\int_{B_{\rho_{0}\left(y_{0}\right)}}|U|^{2} \leqslant C\left\{\varepsilon^{\alpha(\varepsilon)}\right\}^{\tau^{s}}
$$

We shall construct a chain of balls $B_{\rho_{k}}\left(Q_{k}\right)$ centered on the axis of the cone, pairwise tangent to one another and all contained in the cone

$$
\mathcal{C}^{\prime}=\left\{x:|x|<r_{0}, \frac{x \cdot \xi}{|x|}>\cos \theta^{\prime}\right\},
$$

where $\theta^{\prime}=\arcsin \left(\frac{\rho_{0}}{d_{0}}\right)$. Let $B_{\rho_{0}}\left(Q_{0}\right)$ be the first of them; the rest are defined by induction such that

$$
\begin{aligned}
Q_{k+1} & =Q_{k}-(1+\mu) \rho_{k} \xi \\
\rho_{k+1} & =\mu \rho_{k} \\
d_{k+1} & =\mu d_{k} \\
\mu & =\frac{1-\sin \theta^{\prime}}{1+\sin \theta^{\prime}}
\end{aligned}
$$

Hence, with this choice, we have $\rho_{k}=\mu^{k} \rho_{0}$ and $B_{\rho_{k+1}}\left(Q_{k+1}\right) \subset B_{3 \rho_{k}}\left(Q_{k}\right)$.
Considering the following estimate obtained by a repeated application of the three spheres inequality, we have that

$$
\begin{align*}
\|U\|_{L^{2}\left(B_{\rho_{k}}\left(Q_{k}\right)\right)} & \left.\leqslant\|U\|_{L^{2}\left(B_{\rho_{k-1}}\left(Q_{k-1}\right)\right)}^{\tau}\|U\|_{L^{2}\left(B_{4 \rho_{l-1}}\right.}^{1-\tau}\left(Q_{k-1}\right)\right) \\
& \leqslant C\|U\|_{L^{2}\left(B_{\rho_{0}}\left(Q_{0}\right)\right)}^{\tau^{k}} \leqslant C\left\{\left[\varepsilon^{\alpha(\varepsilon)}\right]^{\tau^{s}}\right\}^{\tau^{k}} . \tag{4.10}
\end{align*}
$$

For every $r, 0<r<d_{0}$, let $k(r)$ be the smallest positive integer such that $d_{k} \leqslant r$; then, since $d_{k}=\mu^{k} d_{0}$, it follows that

$$
\begin{equation*}
\frac{\left|\log \left(\frac{r}{d_{0}}\right)\right|}{\log \mu} \leqslant k(r) \leqslant \frac{\left|\log \left(\frac{r}{d_{0}}\right)\right|}{\log \mu}+1, \tag{4.11}
\end{equation*}
$$

and by (4.10) we deduce that

$$
\begin{equation*}
\|U\|_{L^{2}\left(B_{\rho_{k}(r)}\left(Q_{k}(r)\right)\right)} \leqslant C\left\{\left[\varepsilon^{\alpha(\varepsilon)}\right]^{\tau^{s}}\right\}^{\tau^{k(r)}} \tag{4.12}
\end{equation*}
$$

Let $\bar{x} \in \Gamma_{I}^{\frac{\rho}{2}}$ with $\rho \in\left(0, r_{0}\right)$ and let $x \in B_{\frac{\rho_{k(r)-1}}{2}}\left(Q_{k(r)-1}\right)$. By Theorem 3.2 it follows that

$$
|U(\bar{x})| \leqslant|U(x)|+C_{\rho}|x-\bar{x}|^{\alpha} \leqslant|U(x)|+C_{\rho}\left(\frac{2}{\mu} r\right)^{\alpha}
$$

where $C_{\rho}>0$ is a constant depending on the a priori data and $\rho$ only.
Integrating this inequality over $B \frac{\rho_{k(r)-1}}{2}\left(Q_{k(r)-1}\right)$, we have that

$$
\begin{equation*}
|U(\bar{x})|^{2} \leqslant \frac{2}{\omega_{3}\left(\frac{\rho_{k-1}}{2}\right)^{3}} \int_{\frac{B \frac{\rho_{k(r)-1}}{2}}{}\left(Q_{k(r)-1}\right)}|U(x)|^{2} \mathrm{~d} x+2 C_{\rho}^{2}\left(\frac{4 r^{2}}{\mu^{2}}\right)^{\alpha} \tag{4.13}
\end{equation*}
$$

Since $k(r)$ is the smallest integer such that $d_{k} \leqslant r$, then $d_{k-1}>r$ and thus (4.13) yields

$$
|U(\bar{x})|^{2} \leqslant \frac{C}{\left(r \sin \theta^{\prime}\right)^{3}} \int_{B_{\rho_{k(r)-1}}\left(Q_{k(r)-1}\right)}|U(x)|^{2} \mathrm{~d} x+C_{\rho} r^{2 \alpha} .
$$

By (4.12) we deduce that

$$
\begin{equation*}
|U(\bar{x})|^{2} \leqslant \frac{C}{r^{3}}\left\{\left[\varepsilon^{\alpha(\varepsilon)}\right]^{\tau^{s}}\right\}^{\tau^{k(r)-1}}+C_{\rho} r^{2 \alpha} . \tag{4.14}
\end{equation*}
$$

Moreover, Theorem 3.2 also provides that

$$
\left|\frac{\partial U(\bar{x})}{\partial \nu}\right| \leqslant\left|\frac{\partial U(x)}{\partial \nu}\right|+C_{\rho}\left(\frac{2}{\mu} r\right)^{\alpha}
$$

The Caccioppoli inequality and the same arguments that lead to (4.14) yield

$$
\begin{equation*}
\left|\frac{\partial U(\bar{x})}{\partial \nu}\right|^{2} \leqslant \frac{C}{r^{5}}\left\{\left[\varepsilon^{\alpha(\varepsilon)}\right]^{\tau^{s}}\right\}^{\tau^{k(r)-1}}+C_{\rho} r^{2 \alpha} \tag{4.15}
\end{equation*}
$$

The choice in (4.11) guarantees that

$$
\begin{equation*}
\tau^{k(r)-1} \geqslant\left(\frac{r}{d_{0}}\right)^{\nu} \tag{4.16}
\end{equation*}
$$

where $\nu=-\log \left(\frac{1}{\mu}\right) \log \tau$. Hence inserting (4.16) into (4.14) and (4.15) and minimizing their right-hand sides with respect to $r$, we deduce that

$$
\begin{align*}
& \|U(\bar{x})\|_{L^{\infty}\left(\Gamma_{I}^{\frac{\rho}{2}}\right)} \leqslant C_{\rho}\left(\log \left(\varepsilon^{-\alpha(\varepsilon)}\right)\right)^{-\frac{2 \alpha}{\nu+2}}  \tag{4.17}\\
& \left\|\frac{\partial U(\bar{x})}{\partial \nu}\right\|_{L^{\infty}\left(\Gamma_{I}^{\frac{\rho}{2}}\right)} \leqslant C_{\rho}\left(\log \left(\varepsilon^{-\alpha(\varepsilon)}\right)\right)^{-\frac{2 \alpha}{\nu+2}} \tag{4.18}
\end{align*}
$$

where $C_{\rho}>0$ is a constant depending on the a priori data and $\rho$ only.
By an interpolation inequality and (3.2) we have

$$
\left\|\nabla_{t}(U)\right\|_{L^{\infty}\left(\Gamma_{1, \rho}\right)} \leqslant c_{\rho}\|U\|_{L^{\infty}\left(\Gamma_{1, \frac{\rho}{2}}\right)}^{\beta} C_{\rho}{ }^{1-\beta}
$$

where $\beta=\frac{\alpha}{\alpha+1}$ and $c_{\rho}>0$ depends on the a priori data and $\rho$ only. After straightforward calculations and by a possible replacing of $\varepsilon_{0}$ with a smaller one depending on the a priori data only, we have that

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{C^{1}\left(\Gamma_{1, \rho}\right)} \leq C_{\rho}|\log (\varepsilon)|^{-\frac{2 \alpha \beta}{\nu+2}} \quad \text { for every } \varepsilon, 0<\varepsilon<\varepsilon_{0} \tag{4.19}
\end{equation*}
$$

Thus the thesis follows, replacing in (2.12) $C$ with $C_{\rho}$ and $\theta$ with $\frac{2 \alpha \beta}{\nu+2} . \quad \square$
Proposition 4.3. There exists a radius $r_{1}>0$ depending on the a priori data only, such that for every $x_{0} \in \Gamma_{I}^{r_{0}}$, the problem

$$
\begin{cases}\Delta \psi+k^{2} \psi=0 & \text { in } \Gamma_{I, r_{1}}\left(x_{0}\right)  \tag{4.20}\\ \frac{\partial \psi}{\partial \nu}+i \lambda(x) \psi=0 & \text { on } \Delta_{I, r_{1}}\left(x_{0}\right)\end{cases}
$$

admits a solution $\psi \in H^{1}\left(\Gamma_{I, r_{1}}\left(x_{0}\right)\right)$ satisfying

$$
\begin{equation*}
|\psi(x)| \geqslant 1 \text { for every } x \in \Gamma_{I, r_{1}}\left(x_{0}\right) \tag{4.21}
\end{equation*}
$$

Moreover, there exists a constant $\bar{\psi}>0$ depending on the a priori data only, such that for every $x_{0} \in \Gamma_{I}^{r_{0}}$,

$$
\begin{equation*}
\|\psi\|_{C^{1}\left(\Gamma_{I, r_{1}}\left(x_{0}\right)\right)} \leqslant \bar{\psi} \tag{4.22}
\end{equation*}
$$

Proof. Let us consider a point $x_{0} \in \Gamma_{I}^{r_{0}}$. After a translation we may assume that $x_{0}=0$ and, fixing local coordinates, we can represent the boundary as a graph of a $C^{1,1}$ function. Namely, we have that

$$
\begin{equation*}
D^{+} \cap B_{r_{0}}(0)=\left\{\left(x^{\prime}, x_{3}\right) \in B_{r_{0}}(0): x_{3}<\varphi_{I}\left(x^{\prime}\right)\right\} \tag{4.23}
\end{equation*}
$$

where $\varphi_{I}$ is the $C^{1,1}$ function satisfying (2.4) and (2.5).
Let $\Phi \in C^{1,1}\left(B_{\frac{r_{0}}{4 M}}, \mathbb{R}^{3}\right)$ be the map defined as

$$
\begin{equation*}
\Phi\left(y^{\prime}, y_{3}\right)=\left(y^{\prime}, y_{3}+\varphi_{I}\left(y^{\prime}\right)\right) \tag{4.24}
\end{equation*}
$$

We have that there exist $\theta_{1}, \theta_{2}, \theta_{1}>1>\theta_{2}>0$, constants depending on $M$ and $r_{0}$ only, such that for every $r \in\left(0, \frac{r_{0}}{4 M}\right)$, it follows that

$$
\begin{equation*}
\Gamma_{I, \theta_{2} r}(0) \subset \Phi\left(B_{r}^{-}(0)\right) \subset \Gamma_{I, \theta_{1} r}(0), \tag{4.25}
\end{equation*}
$$

where $B_{r}^{-}(0)=\left\{y \in \mathbb{R}^{3}:|y|<r, y_{3}<0\right\}$, and furthermore we have

$$
\begin{equation*}
|\operatorname{det} D \Phi|=1 \tag{4.26}
\end{equation*}
$$

The inverse map $\Phi^{-1} \in C^{1,1}\left(\Gamma_{I, r_{0}}(0), \mathbb{R}^{3}\right)$ and is defined by

$$
\begin{equation*}
\Phi^{-1}\left(x^{\prime}, x_{3}\right)=\left(x^{\prime}, x_{3}-\varphi_{I}\left(x^{\prime}\right)\right) \tag{4.27}
\end{equation*}
$$

Denoting

$$
\begin{gather*}
\sigma(y)=\left(\sigma_{i, j}(y)\right)_{i, j=1}^{3}=\left(D \Phi^{-1}\right)(\Phi(y)) \cdot\left(D \Phi^{-1}\right)^{T}(\Phi(y))  \tag{4.28}\\
\lambda^{\prime}(y)=\lambda(\Phi(y)) \tag{4.29}
\end{gather*}
$$

$$
\begin{equation*}
\lambda_{0}{ }^{\prime}=\lambda^{\prime}(0), \tag{4.30}
\end{equation*}
$$

where $\lambda$ is the function introduced in (1.5), we have that

$$
\begin{gather*}
\sigma(0)=\mathrm{I},  \tag{4.31}\\
\left\|\sigma_{i, j}\right\|_{C^{0,1}\left(\Gamma_{l, r_{0}}\right)} \leqslant \Sigma \text { for } i, j=1,2,3,  \tag{4.32}\\
\frac{1}{2}|\xi|^{2} \leqslant \sigma(y) \xi \cdot \xi \leqslant C_{1}|\xi|^{2} \text { for every } y \in B_{\left(\frac{r_{0}}{4 M}\right)}^{-\quad}(0) \text { and every } \xi \in \mathbb{R}^{3},  \tag{4.33}\\
\left.\left\|\lambda^{\prime}\right\|_{C^{0,1}\left(B^{\prime} \frac{r_{0}}{4 M}\right.}(0)\right) \leqslant \Lambda^{\prime}, \tag{4.34}
\end{gather*}
$$

where $\Sigma>0, C_{1}>0$, and $\Lambda^{\prime}>0$ are constants depending on $M, r_{0}$, and $\Lambda$ only.
Claim 4.4. There exist a radius $r_{2}, 0<r_{2}<\frac{r_{0}}{4 M}$, and a solution $\psi^{\prime} \in$ $H^{1}\left(B_{r_{2}}^{-}(0)\right)$ to the problem

$$
\left\{\begin{array}{lll}
\operatorname{div}\left(\sigma \nabla \psi^{\prime}\right)+k^{2} \psi^{\prime}=0 & \text { in } & B_{r_{2}}^{-}(0),  \tag{4.35}\\
\sigma \nabla \psi^{\prime} \cdot \nu^{\prime}+i \lambda^{\prime} \psi^{\prime}=0 & \text { on } & B_{r_{2}}^{\prime}(0),
\end{array}\right.
$$

where $\nu^{\prime}=(0,0,1)$ such that $\left|\psi^{\prime}\right| \geqslant 1$ in $B_{r_{2}}^{-}(0)$.
Proof of Claim 4.4. We look for a radius $r_{2}>0$ and for a solution of the form $\psi^{\prime}=\psi_{0}-s$ such that $\psi_{0} \in H^{1}\left(B_{r_{2}}^{-}(0)\right)$ is a weak solution to the problem

$$
\left\{\begin{array}{lll}
\Delta \psi_{0}+k^{2} \psi_{0}=0 & \text { in } & B_{r_{2}}^{-}(0),  \tag{4.36}\\
\frac{\partial \psi_{0}}{\partial \nu}+i \lambda_{0}{ }^{\prime} \psi_{0}=0 & \text { on } & B_{r_{2}}^{\prime}(0),
\end{array}\right.
$$

satisfying $\left|\psi_{0}\right| \geqslant 2$ in $B_{r_{2}}^{-}(0)$.
Furthermore, $s \in H^{1}\left(B_{r_{2}}^{-}(0)\right)$ is a weak solution to the problem

$$
\left\{\begin{array}{lll}
\operatorname{div}(\sigma \nabla s)+k^{2} s=\operatorname{div}\left((\sigma-I) \nabla \psi_{0}\right) & \text { in } & B_{r_{2}}^{-}(0),  \tag{4.37}\\
\sigma \nabla s \cdot \nu+i \lambda^{\prime} s=(\sigma-I) \nabla \psi_{0} \cdot \nu+i\left(\lambda^{\prime}-\lambda_{0}^{\prime}\right) \psi_{0} & \text { on } \quad B_{r_{2}}^{\prime}(0), \\
s=0 & \text { on } & |y|=r_{2},
\end{array}\right.
$$

such that $s(y)=O\left(|y|^{2}\right)$ near the origin.
We can construct $\psi_{0}$ explicitly as follows:

$$
\begin{aligned}
& \psi_{0}\left(y_{1}, y_{2}, y_{3}\right)=8 \cosh \left(\left|\lambda_{0}{ }^{\prime 2}-k^{2}\right|^{\frac{1}{2}} y_{1}\right)\left[\sin \left(\lambda_{0}{ }^{\prime} y_{3}\right)+i \cos \left(\lambda_{0}{ }^{\prime} y_{3}\right)\right] \text { if } k^{2}<\lambda_{0}{ }^{\prime 2}, \\
& \psi_{0}\left(y_{1}, y_{2}, y_{3}\right)=8 \cos \left(\left|k^{2}-\lambda_{0}{ }^{\prime 2}\right|^{\frac{1}{2}} y_{1}\right)\left[\sin \left(\lambda_{0}{ }^{\prime} y_{3}\right)+i \cos \left(\lambda_{0}{ }^{\prime} y_{3}\right)\right] \text { if } k^{2}>\lambda_{0}{ }^{\prime 2}, \\
& \psi_{0}\left(y_{1}, y_{2}, y_{3}\right)=8 \sin \left(\lambda_{0}{ }^{\prime} y_{3}\right)+i 8 \cos \left(\lambda_{0}{ }^{\prime} y_{3}\right) \text { if } k^{2}=\lambda_{0}{ }^{\prime 2} .
\end{aligned}
$$

Denoting $\tilde{r}=\frac{\pi}{4} \min \left\{\left|k^{2}-\lambda_{0}{ }^{\prime 2}\right|^{-\frac{1}{2}},\left(\lambda_{0}\right)^{-1}\right\}$, it follows, by straightforward calculations, that $\psi_{0} \in H^{1}\left(B_{\tilde{r}}^{-}(0)\right)$ is a weak solution of (4.36) with $r_{2}=\tilde{r}$ and $\left|\psi_{0}\right| \geqslant 2$ in $B_{\tilde{r}}^{-}(0)$.

Let us now look for a solution $s$ to the problem (4.37).
Fixing $r \in\left(0, \frac{r_{0}}{8 M}\right)$, let us define the space

$$
\begin{equation*}
H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right)=\left\{\eta \in H^{1}\left(B_{r}^{-}(0)\right) \text { such that } \eta(y)=0 \text { on }|y|=r\right\}, \tag{4.38}
\end{equation*}
$$

endowed with the usual $\|\cdot\|_{H_{0}^{1}\left(B_{r}^{-}(0)\right)}$ norm. Let us introduce the bilinear form

$$
\begin{equation*}
A: H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right) \times H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right) \rightarrow \mathbb{C} \tag{4.39}
\end{equation*}
$$

such that

$$
\begin{equation*}
A\left(\eta_{1}, \eta_{2}\right)=\int_{B_{r}^{-}(0)} \sigma \nabla \eta_{1} \cdot \nabla \overline{\eta_{2}}-\int_{B_{r}^{-}(0)} k^{2} \eta_{1} \overline{\eta_{2}}-\int_{B_{r}^{\prime}(0)} i \lambda^{\prime} \eta_{1} \overline{\eta_{2}} \tag{4.40}
\end{equation*}
$$

and the functional

$$
\begin{equation*}
F: H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right) \rightarrow \mathbb{C} \tag{4.41}
\end{equation*}
$$

such that

$$
\begin{equation*}
F(\eta)=\int_{B_{r}^{-}(0)}(\sigma-I) \nabla \psi_{0} \cdot \nabla \bar{\eta}+i \int_{B_{r}^{\prime}(0)}\left(\lambda^{\prime}-\lambda_{0}{ }^{\prime}\right) \psi_{0} \bar{\eta} \tag{4.42}
\end{equation*}
$$

It immediately follows that $A$ and $F$ are continuous on $H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right)$ as a bilinear form and a functional, respectively.

Moreover, by standard arguments we can infer that there exists a radius $r_{3}>0$, depending on the a priori data only, such that for every $r \in\left(0, r_{3}\right)$, the bilinear form $A$ is coercive on $H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right)$. Hence by the Lax-Milgram theorem we deduce that for every $r \in\left(0, r_{3}\right)$, there exists a unique solution $s \in H_{0^{-}}^{1}\left(B_{r}^{-}(0)\right)$ to the problem (4.37).

By the coercitivity of $A$, we have that

$$
\begin{equation*}
\frac{1}{4} \int_{B_{r}^{-}(0)}|\nabla s|^{2} \leqslant\left|\int_{B_{r}^{-}(0)}(\sigma-I) \nabla \psi_{0} \cdot \nabla \bar{s}\right|+\left|\int_{B_{r}^{\prime}(0)}\left(\lambda^{\prime}-\lambda_{0}^{\prime}\right) \psi_{0} \bar{s}\right| \tag{4.43}
\end{equation*}
$$

By the Schwartz inequality, (4.31), and (4.32), we have that

$$
\begin{equation*}
\left|\int_{B_{r}^{-}(0)}(\sigma-I) \nabla \psi_{0} \cdot \nabla \bar{s}\right| \leqslant 16 \Sigma r^{2} \int_{B_{r}^{-}(0)}\left|\nabla \psi_{0}\right|^{2}+\frac{1}{16} \int_{B_{r}^{-}(0)}|\nabla s|^{2} \tag{4.44}
\end{equation*}
$$

By (4.30), (4.34), and a trace inequality it follows that

$$
\begin{equation*}
\left|\int_{B_{r}^{\prime}(0)}\left(\lambda^{\prime}-\lambda_{0}{ }^{\prime}\right) \psi_{0} \bar{s}\right| \leqslant c_{2}^{2} r^{4} 16 \Lambda^{\prime} \int_{B_{r}^{-}(0)}\left|\nabla \psi_{0}\right|^{2}+\frac{1}{16} r \int_{B_{r}^{-}(0)}|\nabla s|^{2} \tag{4.45}
\end{equation*}
$$

Hence inserting (4.44) and (4.45) into (4.43) we obtain that

$$
\begin{equation*}
\frac{1}{8} \int_{B_{r}^{-}(0)}|\nabla s|^{2} \leqslant\left(16 \Sigma+c_{2}^{2} 16 \Lambda^{\prime}\right) r^{2} \int_{B_{r}^{-}(0)}\left|\nabla \psi_{0}\right|^{2} \tag{4.46}
\end{equation*}
$$

We have that

$$
\begin{equation*}
\frac{1}{8} \int_{B_{r}^{-}(0)}|\nabla s|^{2} \leqslant \frac{4}{3} \pi\left(16 \Sigma+c_{1}^{2} 16 \Lambda^{\prime}\right) r^{5} Q \tag{4.47}
\end{equation*}
$$

where $Q=\sup _{B_{\frac{r_{0}}{8 M}(0)}^{8 M}}\left|\nabla \psi_{0}\right|^{2}$. By standard estimates for solutions of elliptic equations (see, for instance, [12, Chap. 8]) and observing that $Q>0$ depends on the a priori data only, we can infer that for every $r \in\left(0, \frac{r_{3}}{2}\right)$

$$
\|s\|_{L^{\infty}\left(B_{r}^{-}(0)\right)} \leqslant c_{4} r^{2}
$$

where $c_{4}>0$ is a constant depending on the a priori data only.

Hence the claim follows, choosing $r_{2}=\min \left\{\tilde{r}, \frac{r_{3}}{2}, \frac{1}{\sqrt{c_{4}}}\right\}$.
Let us notice that choosing $r_{1}=\theta_{2} r_{2}$ and $\psi\left(x^{\prime}, x_{3}\right)=\psi^{\prime}\left(\Phi^{-1}\left(x^{\prime}, x_{3}\right)\right)$, we have that $\psi \in H^{1}\left(\Gamma_{I, r_{1}}(0)\right)$ is a weak solution to the problem (4.20) and is such that $|\psi| \geqslant 1$ in $\Gamma_{I, r_{1}}(0)$. We conclude the proof observing that (4.22) follows with the same argument as in Theorem 3.2.

LEMMA 4.5 (volume doubling inequality). Let $u$ be the solution to the problem (1.1); then there exists a radius $\bar{r}>0$, such that for every $x_{0} \in \Gamma_{I}^{r_{0}}$ the following holds:

$$
\begin{equation*}
\int_{\Gamma_{I, \beta r}}|u|^{2} \leqslant C \beta^{K} \int_{\Gamma_{I, r}}|u|^{2} \tag{4.48}
\end{equation*}
$$

for every $r, \beta$ such that $\beta>1$ and $0<\beta r<\bar{r}$, where $C>0, K>0$ are constants depending on the a priori data only.

Proof. Let $x_{0} \in \Gamma_{I}^{r_{0}}$ and let $r_{1}$ and $\psi$ be, respectively, the radius and the function, introduced in Proposition 4.3. Denoting

$$
\begin{equation*}
z=\frac{u}{\psi} \tag{4.49}
\end{equation*}
$$

it follows that $z \in H^{1}\left(\Gamma_{I, r_{1}}\left(x_{0}\right)\right)$ is a weak solution to the problem

$$
\begin{cases}\Delta z+2 \frac{\nabla \psi}{\psi} \cdot \nabla z=0 & \text { in } \Gamma_{I, r_{1}}\left(x_{0}\right)  \tag{4.50}\\ \frac{\partial z}{\partial \nu}=0 & \text { on } \Delta_{I, r_{1}}\left(x_{0}\right)\end{cases}
$$

Proceeding as in Proposition 4.3, we may assume that, up to a rigid transformation of coordinates, $x_{0}=0$ and, by local coordinates, we can locally represent the boundary as a graph of a $C^{1,1}$ function as in (4.23).

Following [2, Theorem 0.8] (see also [4, Proposition 3.5]), we have that there exists a map $\Psi \in C^{1,1}\left(B_{\rho_{2}}(0), \mathbb{R}^{3}\right)$ such that

$$
\begin{gather*}
\Psi\left(B_{\rho_{2}}(0)\right) \subset B_{\rho_{1}}(0)  \tag{4.51}\\
\Psi\left(y^{\prime}, 0\right)=\left(y^{\prime}, \varphi_{I}\left(y^{\prime}\right)\right) \quad \text { for every } y^{\prime} \in B_{\rho_{2}}^{\prime}(0),  \tag{4.52}\\
\Gamma_{I, \frac{\rho}{2}} \subset \Psi\left(B_{\rho}^{-}(0)\right) \subset \Gamma_{I, c_{1} \rho} \text { for every } \rho \in\left(0, \rho_{2}\right),  \tag{4.53}\\
\frac{1}{8} \leqslant|\operatorname{det} D \Psi| \leqslant c_{2} \tag{4.54}
\end{gather*}
$$

where $\rho_{1}, 0<\rho_{1}<r_{0}, \rho_{2}>0, c_{1}>0$, and $c_{2}>0$ are constants depending on $r_{0}, M$, and $\Lambda$ only. Denoting

$$
\begin{gather*}
A(y)=|\operatorname{det} D \Psi(y)|\left(D \Psi^{-1}\right)(\Psi(y))\left(D \Psi^{-1}\right)^{T}(\Psi(y))  \tag{4.55}\\
B(y)=2|\operatorname{det} D \Psi(y)|\left(D \Psi^{-1}\right)(\Psi(y)) \frac{\nabla \psi(\Psi(y))}{\psi(\Psi(y))} \tag{4.56}
\end{gather*}
$$

it follows that $v(y)=z(\Psi(y)) \in H^{1}\left(B_{\rho_{2}}^{-}(0)\right)$ is a weak solution to the problem

$$
\begin{cases}\operatorname{div}(A \nabla v)+B \nabla v=0 & \text { in } B_{\rho_{2}}^{-}(0),  \tag{4.57}\\ A\left(y^{\prime}, 0\right) \nabla v \cdot \nu^{\prime}=0 & \text { on } B_{\rho_{2}}^{\prime}(0) .\end{cases}
$$

Hence we are under the assumptions of Theorem 1.3 in [2] and thus we can infer that there exists a radius $\rho_{3}, 0<\rho_{3}<\rho_{2}$, depending on the a priori data only, such that

$$
\begin{equation*}
\int_{B_{\beta \rho}^{-}(0)}|v|^{2} \leqslant c \beta^{K} \int_{B_{\rho}^{-}(0)}|v|^{2} \tag{4.58}
\end{equation*}
$$

for every $\rho, \beta$ such that $\beta>1$ and $0<\beta \rho \leqslant \rho_{3}$, where $c>0$ is constant depending on the a priori data only, and $K>0$ depends on the a priori data and increasingly on

$$
\begin{equation*}
N\left(\rho_{3}\right)=\frac{\int_{B_{\rho_{3}}^{-}(0)} \rho_{3}^{2}|\nabla v|^{2}+|v|^{2}}{\int_{B_{\rho_{3}}^{-}(0)}|v|^{2}} . \tag{4.59}
\end{equation*}
$$

By (4.53) and (4.58), it follows that for every $r$ and $\beta>1$ such that $0<r<$ $\beta r<\frac{\rho_{3}}{2}$,

$$
\begin{equation*}
\int_{\Gamma_{I, \beta r}}|z|^{2} \leqslant C\left(2 \beta c_{1}\right)^{K} \int_{\Gamma_{I, r}(0)}|z|^{2} \tag{4.60}
\end{equation*}
$$

Finally the last inequality, (4.21), and (4.22) imply that

$$
\begin{equation*}
\int_{\Gamma_{I, \beta r}}|u|^{2} \leqslant C(\beta)^{K} \int_{\Gamma_{I, r}(0)}|u|^{2} \tag{4.61}
\end{equation*}
$$

where $C>0, K>0$ are constants depending on a priori data and on $N\left(\rho_{3}\right)$ only. Thus the lemma follows with

$$
\begin{equation*}
\bar{r}=\frac{\rho_{3}}{2} . \tag{4.62}
\end{equation*}
$$

It remains only to majorize the quantity (4.59) by a constant depending on the a priori data only. Let us observe that by (4.53), (4.21), (4.22), and (3.3), we have

$$
\begin{equation*}
\int_{B_{\rho_{3}}^{-}(0)}|\nabla v|^{2}+|v|^{2} \leqslant C \tag{4.63}
\end{equation*}
$$

where $C>0$ is a constant depending on a priori data only.
On the other hand, we have that, choosing $P_{0}=\frac{M}{8 \sqrt{1+M^{2}} \rho_{3}} \nu$ and $\rho_{4}=\frac{1}{32} \frac{M}{\sqrt{1+M^{2}}} \rho_{3}$,
where $\nu$ is the outer unit normal to $D$ at 0 , it follows that $B_{\rho_{4}}\left(P_{0}\right) \subset \Gamma_{I, \frac{\rho_{3}}{2}}(0)$.
Thus, by (4.53) and (4.22) it follows that

$$
\begin{equation*}
\int_{B_{\rho_{3}}^{-}(0)}|v|^{2} \geqslant C \int_{\Gamma_{I, \frac{\rho_{3}}{2}}(0)}|u|^{2} \geqslant C \int_{B_{\rho_{4}\left(P_{0}\right)}}|u|^{2} \tag{4.64}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Let us consider a point $Q \in \mathbb{R}^{3} \backslash D_{2 R_{0}}^{+}$such that

$$
\begin{equation*}
B_{4 \rho_{4}}(Q) \subset \mathbb{R}^{3} \backslash \bar{D}_{2 R_{0}}^{+} \tag{4.65}
\end{equation*}
$$

where $R_{0}$ is the radius introduced in Corollary 3.3. Proceeding as in the proof of Theorem 4.2, we cover a path joining $P_{0}$ to $Q$ by a chain of balls of radius $\rho_{4}$ pairwise tangent to each other. Hence, by an iterated use of the three spheres inequality, we have that the following holds:

$$
\begin{equation*}
\|u\|_{L^{2}\left(B_{\rho_{4}\left(P_{0}\right)}\right)} \geqslant C \tag{4.66}
\end{equation*}
$$

where $C>0$ is a constant depending on a priori data only. Hence, by (4.63) and (4.66), we can majorize $N\left(\rho_{3}\right)$ by a constant depending on the a priori data only and thus the lemma follows.

Theorem 4.6 (surface doubling inequality). Let $u$ be the solution to the problem (1.1); then there exists a constant $C>0$ depending on the a priori data only, such that for every $x_{0} \in \Gamma_{I}^{r_{0}}$ and for every $r \in\left(0, \frac{\bar{r}}{4}\right)$, the following holds:

$$
\begin{equation*}
\int_{\Delta_{I, 2 r}\left(x_{0}\right)}|u|^{2} d \sigma \leqslant C \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{2} d \sigma . \tag{4.67}
\end{equation*}
$$

Proof. Let $x_{0} \in \Gamma_{I}^{r_{0}}$ and let $z \in H^{1}\left(\Gamma_{I, r_{1}}\left(x_{0}\right)\right)$ and $\bar{r}$ be, respectively, the solution to the problem (4.50) defined by (4.49) and the radius introduced in (4.62). By a regularity estimate at the boundary (see, for instance, [4, p. 777]), we have that, for any $r \in(0, \bar{r})$, the following holds:

$$
\begin{equation*}
\int_{\Delta_{I, r}\left(x_{0}\right)}\left|\nabla_{t} z\right|^{2} \leqslant C\left(\frac{1}{r} \int_{\Gamma_{I, 2 r}\left(x_{0}\right)}|\nabla z|^{2}\right)^{1-\gamma}\left(\frac{1}{r^{2}} \int_{\Delta_{I, r}\left(x_{0}\right)}|z|^{2}\right)^{\gamma} \tag{4.68}
\end{equation*}
$$

where $C>0$ and $0<\gamma<1$ are constants depending on the a priori data only and $\nabla_{\mathrm{t}} z$ represents the tangential gradient.

Moreover, by a well-known estimate of stability for the Cauchy problem (see, for instance, [18]), we have that

$$
\begin{align*}
\int_{\Gamma_{I, \frac{r}{2}}\left(x_{0}\right)}|z|^{2} \leqslant & C r\left(\int_{\Delta_{I, r}\left(x_{0}\right)}|z|^{2}+r^{2} \int_{\Delta_{I, r}\left(x_{0}\right)}\left|\nabla_{t} z\right|^{2}\right)^{1-\delta}  \tag{4.69}\\
& \cdot\left(\int_{\Delta_{I, r}\left(x_{0}\right)}|z|^{2}+r^{2} \int_{\Delta_{I, r}\left(x_{0}\right)}\left|\nabla_{t} z\right|^{2}+r \int_{\Gamma_{I, r}\left(x_{0}\right)}|\nabla z|^{2}\right)^{\delta}
\end{align*}
$$

where $C>0$ and $0<\delta<1$ are constants depending on the a priori data only.
Hence by the Young inequality, (4.68), and (4.69), we obtain

$$
\int_{\Gamma_{I, \frac{r}{2}}\left(x_{0}\right)}|z|^{2} \leqslant \frac{C r}{\varepsilon^{\frac{\gamma^{2}+1-\gamma}{\gamma(1-\gamma)}}} \int_{\Delta_{I, r}\left(x_{0}\right)}|z|^{2}+C \varepsilon r^{2} \int_{\Gamma_{I, 2 r}\left(x_{0}\right)}|\nabla z|^{2}
$$

where $C>0$ is a constant depending on the a priori data only. By the Caccioppoli inequality, (4.21), and (4.22) we can infer that

$$
\int_{\Gamma_{I, \frac{r}{2}}\left(x_{0}\right)}|u|^{2} \leqslant \frac{C r}{\varepsilon^{\frac{\gamma^{2}+1-\gamma}{\gamma(1-\gamma)}}} \int_{\Delta_{I, 2 r}\left(x_{0}\right)}|u|^{2}+C \varepsilon \int_{\Gamma_{I, 8 r}\left(x_{0}\right)}|u|^{2}
$$

where $C>0$ is a constant depending on the a priori data only.

By (4.48) it follows that

$$
\begin{equation*}
\int_{\Gamma_{I, \frac{r}{2}}\left(x_{0}\right)}|u|^{2} \leqslant \frac{C r}{\varepsilon^{\frac{\gamma^{2}+1-\gamma}{\gamma(1-\gamma)}}} \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{2}+C(8)^{K} \varepsilon \int_{\Gamma_{I, \frac{r}{2}}\left(x_{0}\right)}|u|^{2} \tag{4.70}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Hence, choosing $\varepsilon$ in (4.70) such that $\varepsilon=\frac{1}{2 C(8)^{K}}$ and applying again (4.48) on the left-hand side of (4.70), we obtain that

$$
\begin{equation*}
\int_{\Gamma_{I, 2 r}\left(x_{0}\right)}|u|^{2} \leqslant C r \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{2} \tag{4.71}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Moreover, by a standard Dirichlet trace inequality, we have that

$$
\begin{equation*}
\int_{\Delta_{I, 2 r}\left(x_{0}\right)}|u|^{2} \leqslant C \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{2} \tag{4.72}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Corollary 4.7 ( $A_{p}$ property on the boundary). Let $u$ be the solution to the problem (1.1); then there exist constants $p>1, A>0$ depending on the a priori data only, such that for every $x_{0} \in \Gamma_{I}^{r_{0}}$ and every $r \in\left(0, \frac{\bar{r}}{4}\right)$, the following holds:

$$
\begin{equation*}
\left(\frac{1}{\left|\Delta_{I, r}\left(x_{0}\right)\right|} \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{2} d \sigma\right)\left(\frac{1}{\left|\Delta_{I, r}\left(x_{0}\right)\right|} \int_{\Delta_{I, r}\left(x_{0}\right)}|u|^{-\frac{2}{p-1}} d \sigma\right)^{p-1} \leqslant A \tag{4.73}
\end{equation*}
$$

Proof. Let $x_{0} \in \Gamma_{I}^{r_{0}}$ and let $r \in\left(0, \frac{\bar{r}}{4}\right)$; then by a trace inequality (see, for instance, [1, Chap. 5]), it follows that

$$
\begin{equation*}
\|u\|_{L^{4}\left(\Delta_{I, r}\left(x_{0}\right)\right)} \leqslant C\|u\|_{H^{1}\left(\Gamma_{I, r}\left(x_{0}\right)\right)}, \tag{4.74}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only. By the Caccioppoli inequality and the doubling inequality (4.48) we deduce that

$$
\begin{equation*}
\|u\|_{L^{4}\left(\Delta_{I, r}\left(x_{0}\right)\right)} \leqslant \frac{C}{r}\|u\|_{L^{2}\left(\Gamma_{I, r}\left(x_{0}\right)\right)} \tag{4.75}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only. Combining (4.71) and (4.75) we have that

$$
\begin{equation*}
\|u\|_{L^{4}\left(\Delta_{I, r}\left(x_{0}\right)\right)} \leqslant \frac{C}{\sqrt{r}}\|u\|_{L^{2}\left(\Delta_{I, 2 r}\left(x_{0}\right)\right)} \tag{4.76}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only. Thus by the doubling inequality (4.67) we have that

$$
\begin{equation*}
\|u\|_{L^{4}\left(\Delta_{I, r}\left(x_{0}\right)\right)} \leqslant \frac{C}{\sqrt{r}}\|u\|_{L^{2}\left(\Delta_{I, r}\left(x_{0}\right)\right)} \tag{4.77}
\end{equation*}
$$

Hence, we infer that for every $r \in\left(0, \frac{\bar{r}}{4}\right)$ and every $x_{0} \in \Gamma_{I}^{r_{0}}$, the following holds:

$$
\left(\frac{1}{r^{2}} \int_{\Delta_{I, r}}|u|^{4}\right)^{\frac{1}{4}} \leqslant\left(\frac{C}{r^{2}} \int_{\Delta_{I, r}}|u|^{2}\right)^{\frac{1}{2}}
$$

obtaining a reverse Hölder inequality.

The result in [9] assures the existence of some $p>1$ and $A>0$ depending on the a priori data only such that (4.73) holds.

Proof of Theorem 2.1. Let $x_{0}$ be a point in $\Gamma_{I}^{r_{0}}$. Let us pick $r=\frac{\bar{r}}{8}$, where $\bar{r}$ is the radius introduced in (4.62). Thus by (4.71) with $u=u_{2}$ it follows that

$$
\begin{equation*}
\int_{\Delta_{I, \overline{\bar{r}}}^{8}\left(x_{0}\right)}\left|u_{2}\right|^{2} \mathrm{~d} \sigma \geqslant C \int_{\Gamma_{I, \frac{\bar{r}}{16}\left(x_{0}\right)}}\left|u_{2}\right|^{2} \mathrm{~d} x \tag{4.78}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Let $P_{0}$ and $\rho_{4}>0$ be, respectively a point and a radius, such that $B_{\rho_{4}}\left(P_{0}\right) \subset$ $\Gamma_{I, \frac{\bar{r}}{16}\left(x_{0}\right)}$. By rephrasing the argument leading to (4.66) we deduce by (4.78) that

$$
\begin{equation*}
\left.\int_{\Delta_{I, \overline{\bar{r}}}^{8}} \mid x_{0}\right)\left|u_{2}\right|^{2} \mathrm{~d} \sigma \geqslant C \tag{4.79}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Combining (4.73) and (4.79), we have that for every $x_{0} \in \Gamma_{I}^{r_{0}}$ the following holds:

$$
\begin{equation*}
\left(\int_{\Delta_{I, \overline{\bar{y}}}^{8}\left(x_{0}\right)}\left|u_{2}\right|^{-\frac{2}{p-1}} \mathrm{~d} \sigma\right)^{p-1} \leqslant C \tag{4.80}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only.
Let us now consider $x \in \Delta_{I, \frac{\bar{r}}{8}}\left(x_{0}\right)$; then by Theorem 4.2 and (1.4) we have that if $0<\varepsilon<\varepsilon_{0}$, the following holds:

$$
\begin{equation*}
\left|\lambda_{1}(x)-\lambda_{2}(x)\right| \leqslant(\Lambda+1) \eta(\varepsilon) \frac{1}{\left|u_{2}(x)\right|} \tag{4.81}
\end{equation*}
$$

Hence denoting $\delta=\frac{2}{p-1}$ and combining (4.81) and (4.80), we deduce that

By the a priori bound (1.4), we can infer that

$$
\begin{equation*}
\left\|\lambda_{1}(x)-\lambda_{2}(x)\right\|_{L^{2}\left(\Delta_{I, \frac{\bar{r}}{8}\left(x_{0}\right)}\right)} \leqslant(2 \Lambda)^{1-\frac{\delta}{2}}\left(\int_{\Delta_{I, \frac{\bar{r}}{8}\left(x_{0}\right)}}\left|\lambda_{1}(x)-\lambda_{2}(x)\right|^{\delta}\right)^{\frac{1}{2}} \tag{4.83}
\end{equation*}
$$

Hence, by a possible further replacement of the constants $C, \theta$ in (2.12), we can infer that the last inequality and (4.82) yield

$$
\begin{equation*}
\left\|\lambda_{1}(x)-\lambda_{2}(x)\right\|_{L^{2}\left(\Delta_{I, \frac{\bar{r}}{8}\left(x_{0}\right)}\right)} \leqslant \eta(\varepsilon) \tag{4.84}
\end{equation*}
$$

By an interpolation inequality (see, for instance, [4, p. 777]), we have that

$$
\begin{equation*}
\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{\infty}\left(\Delta_{I, \frac{\bar{\gamma}}{8}\left(x_{0}\right)}\right)} \leqslant C\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{2}\left(\Delta_{I, \frac{\bar{\gamma}}{8}\left(x_{0}\right)}\right.}^{\frac{1}{2}}\left\|\lambda_{1}-\lambda_{2}\right\|_{C^{0,1}\left(\Delta_{I, \frac{\bar{\gamma}}{8}\left(x_{0}\right)}\right)}^{\frac{1}{2}} \tag{4.85}
\end{equation*}
$$

where $C>0$ is a constant depending on the a priori data only. Hence by (1.4) and combining (4.84) with (4.85), we obtain, by a possible further replacement of the constants $C, \theta$ in (2.12), that

$$
\begin{equation*}
\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{\infty}\left(\Delta_{I, \frac{\tilde{r}}{8}\left(x_{0}\right)}\right)} \leqslant \eta(\varepsilon) \tag{4.86}
\end{equation*}
$$

Let us cover $\Gamma_{I}^{r_{0}}$ with the sets $\Delta_{I, \frac{\bar{r}}{8}}\left(x_{j}\right), j=1, \ldots, J$, with $x_{j} \in \Gamma_{I}^{r_{0}}$. Let $i$ be an index such that

$$
\begin{equation*}
\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{\infty}\left(\Delta_{I, \overline{\tilde{\delta}}\left(x_{i}\right)}\right)}=\left\|\lambda_{1}-\lambda_{2}\right\|_{L^{\infty}\left(\Gamma_{I}^{r_{0}}\right)} \tag{4.87}
\end{equation*}
$$

Thus, by a further possible replacement of the constant $C, \theta$ in (2.12), we deduce (2.14) from (4.87) and (4.86) with $x_{0}=x_{i}$.
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#### Abstract

The purpose of this paper is to study the solutions to the Signorini problem with Coulomb friction (the so-called Coulomb problem). Some optimal a priori estimates are given, and a uniqueness criterion is exhibited. Recently, nonuniqueness examples have been presented in the continuous framework. It is proved, here, that if a solution satisfies a certain hypothesis on the tangential displacement and if the friction coefficient is small enough, it is the unique solution to the problem. In particular, this result can be useful for the search of multisolutions to the Coulomb problem because it eliminates a lot of uniqueness situations.
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Introduction. The so-called Signorini problem with Coulomb friction (or simply the Coulomb problem) has been introduced by Duvaut and Lions [4]. It does not exactly represent the equilibrium of a solid which encounters an obstacle because when the equilibrium is reached (or any steady state solution) the friction condition is no longer an irregular law. The aim of this problem is in fact to be very close to a time semidiscretization of an evolutionary problem by an implicit scheme. The fact that several solutions could coexist in an implicit scheme (independently of the size of the time step) may be an indication that the evolutionary problem has a dynamical bifurcation.

The first existence results for this problem were obtained by Nečas, Jarušek, and Haslinger in [15] for a two-dimensional elastic strip, assuming that the coefficient of friction is small enough and using a shifting technique previously introduced by Fichera and later applied to more general domains by Jarušek [11]. Eck and Jarušek [5] give a different proof using a penalization method. We emphasize that most results on existence for frictional problems involve a condition of smallness for the friction coefficient (and a compact support on $\Gamma_{C}$ ).

Recently, examples of nonunique solutions have been given by Hild in [7] and [8] for a large friction coefficient. As far as we know, for a fixed geometry, it is still an open question whether or not there is uniqueness of the solution for a sufficiently small friction coefficient. In the finite element approximation framework, the presence of bifurcation has been studied in [9].

The present paper gives the first (partial) result of uniqueness of a solution to the Coulomb problem. The summary is the following. Section 1 introduces strong and weak formulations of the Coulomb problem. Section 2 gives optimal estimates on the solutions. In particular, a comparison is made with the solution to the frictionless contact problem. Section 3 gives an additional estimate for the Tresca problem, i.e., the problem with a given friction threshold. And finally, section 4 gives the partial
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Fig. 1. Elastic body $\Omega$ in frictional contact.
uniqueness result. It is proved in Proposition 5 for bidimensional problems and a friction coefficient less than one that there is no multisolution with one of the solutions having a tangential displacement with a constant sign. The major result is given by Proposition 6 using the notion of a multiplier in a pair of Sobolev spaces.

1. The Signorini problem with Coulomb friction. Let $\Omega \subset \mathbb{R}^{d}(d=2$ or 3$)$ be a bounded Lipschitz domain representing the reference configuration of a linearly elastic body.

It is assumed that this body is submitted to a Neumann condition on a part of its boundary $\Gamma_{N}$, to a Dirichlet condition on another part $\Gamma_{D}$, and to a unilateral contact with static Coulomb friction condition on the rest of the boundary $\Gamma_{C}$ between the body and a flat rigid foundation (see Figure 1). This latter part $\Gamma_{C}$ is supposed to be of nonzero interior in the boundary $\partial \Omega$ of $\Omega$. The problem consists in finding the displacement field $u(t, x)$ satisfying

$$
\begin{array}{r}
-\operatorname{div} \sigma(u)=f \text { in } \Omega, \\
\sigma(u)=\mathcal{A} \varepsilon(u) \text { in } \Omega, \\
\sigma(u) \mathrm{n}=F \text { on } \Gamma_{N}, \\
u=0 \text { on } \Gamma_{D}, \tag{4}
\end{array}
$$

where $\sigma(u)$ is the stress tensor, $\varepsilon(u)$ is the linearized strain tensor, n is the outward unit normal to $\Omega$ on $\partial \Omega, F$ and $f$ are the given external loads, and $\mathcal{A}$ is the elastic coefficient tensor which satisfies classical conditions of symmetry and ellipticity.

On $\Gamma_{C}$, it is usual to decompose the displacement and the stress vector in normal and tangential components as follows:

$$
\begin{gathered}
u_{N}=u \cdot \mathrm{n}, \quad u_{T}=u-u_{N} \mathrm{n} \\
\sigma_{N}(u)=(\sigma(u) \mathrm{n}) \cdot \mathrm{n}, \quad \sigma_{T}(u)=\sigma(u) \mathrm{n}-\sigma_{N}(u) \mathrm{n}
\end{gathered}
$$

To give a clear sense to this decomposition, we assume $\Gamma_{C}$ to have the $\mathcal{C}^{1}$ regularity. The unilateral contact condition is expressed by the following complementary condition:

$$
\begin{equation*}
u_{N} \leq g, \quad \sigma_{N}(u) \leq 0, \quad\left(u_{N}-g\right) \sigma_{N}(u)=0 \tag{5}
\end{equation*}
$$

where $g$ is the normal gap between the elastic solid and the rigid foundation in reference configuration (see Figure 2).


FIG. 2. Normal gap between the elastic solid $\Omega$ and the rigid foundation.

Denoting by $\mathcal{F} \geq 0$ the friction coefficient, the static Coulomb friction condition reads as follows:

$$
\begin{align*}
& \text { if } u_{T}=0 \text {, then }\left|\sigma_{T}(u)\right| \leq-\mathcal{F} \sigma_{N}(u),  \tag{6}\\
& \text { if } u_{T} \neq 0 \text {, then } \sigma_{T}(u)=\mathcal{F} \sigma_{N}(u) \frac{u_{T}}{\left|u_{T}\right|} \tag{7}
\end{align*}
$$

The friction force satisfies the so-called maximum dissipation principle

$$
\begin{equation*}
-\sigma_{T}(u) \cdot u_{T}=\sup _{\substack{\mu_{T} \in \mathbb{R}^{d-1} \\\left|\mu_{T}\right| \leq-\mathcal{F} \sigma_{N}(u)}}\left(-\mu_{T} \cdot u_{T}\right) \tag{8}
\end{equation*}
$$

1.1. Classical weak formulation. We present here the classical weak formulation proposed by Duvaut [3] and Duvaut and Lions [4]. Let us introduce the Hilbert spaces

$$
\begin{gathered}
V=\left\{v \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right), v=0 \text { on } \Gamma_{D}\right\}, \\
X=\left\{v_{\Gamma_{C}}: v \in V\right\} \subset H^{1 / 2}\left(\Gamma_{C} ; \mathbb{R}^{d}\right), \\
X_{N}=\left\{v_{\left.N\right|_{\Gamma_{C}}}: v \in V\right\}, \quad X_{T}=\left\{v_{\left.T\right|_{\Gamma_{C}}}: v \in V\right\},
\end{gathered}
$$

and their topological dual spaces $V^{\prime}, X^{\prime}, X_{N}^{\prime}$, and $X_{T}^{\prime}$. It is assumed that $\Gamma_{C}$ is sufficiently smooth such that $X_{N} \subset H^{1 / 2}\left(\Gamma_{C}\right), X_{T} \subset H^{1 / 2}\left(\Gamma_{C} ; \mathbb{R}^{d-1}\right), X_{N}^{\prime} \subset H^{-1 / 2}\left(\Gamma_{C}\right)$, and $X_{T}^{\prime} \subset H^{-1 / 2}\left(\Gamma_{C} ; \mathbb{R}^{d-1}\right)$.

Classically, $H^{1 / 2}\left(\Gamma_{C}\right)$ is the space of the restriction on $\Gamma_{C}$ of traces on $\partial \Omega$ of functions of $H^{1}(\Omega)$, and $H^{-1 / 2}\left(\Gamma_{C}\right)$ is the dual space of $H_{00}^{1 / 2}\left(\Gamma_{C}\right)$, which is the space of the restrictions on $\Gamma_{C}$ of functions of $H^{1 / 2}(\partial \Omega)$ vanishing outside $\Gamma_{C}$. We refer to [1] and [12] for a detailed presentation of trace operators.

Now, the set of admissible displacements is defined as

$$
\begin{equation*}
K=\left\{v \in V, v_{N} \leq g \quad \text { a.e. on } \Gamma_{C}\right\} \tag{9}
\end{equation*}
$$

The maps

$$
\begin{gathered}
a(u, v)=\int_{\Omega} \mathcal{A} \varepsilon(u): \varepsilon(v) d x \\
l(v)=\int_{\Omega} f \cdot v d x+\int_{\Gamma_{N}} F \cdot v d \Gamma \\
j\left(\mathcal{F} \lambda_{N}, v_{T}\right)=-\left\langle\mathcal{F} \lambda_{N},\right| v_{T}| \rangle_{X_{N}^{\prime}, X_{N}}
\end{gathered}
$$

represent the virtual work of elastic forces, the external load, and the "virtual work" of friction forces, respectively. Standard hypotheses are as follows:
(10) $a(\cdot, \cdot)$ is a bilinear symmetric V-elliptic and continuous form on $V \times V$ : $\exists \alpha>0, \exists M>0, a(u, u) \geq \alpha\|u\|_{V}^{2}, a(u, v) \leq M\|u\|_{V}\|v\|_{V} \forall u, v \in V$,
(11) $l(\cdot)$ is a linear continuous form on $V$; i.e., $\exists L>0,|l(v)| \leq L\|v\|_{V} \forall v \in V$,
(12) $g \in X_{N}$,
(13) $\mathcal{F} \in M X_{N}$ is a nonnegative multiplier in $X_{N}$.

The latter condition ensures that $j\left(\mathcal{F} \lambda_{N}, v_{T}\right)$ is linear continuous on $\lambda_{N}$ and convex lower semicontinuous on $v_{T}$ when $\lambda_{N}$ is a nonpositive element of $X_{N}^{\prime}$ (see, for instance, [2]). To satisfy condition (10), it is necessary that $\Gamma_{D}$ is of nonzero interior in the boundary of $\Omega$ and that the elastic coefficient tensor is uniformly elliptic (see [4]).

We refer to Maz'ya and Shaposhnikova [14] for the theory of multipliers. The set $M X_{N}$ denotes the space of multipliers from $X_{N}$ into $X_{N}$, i.e., the space of function $f: \Gamma_{C} \longrightarrow \mathbb{R}$ of finite norm

$$
\|f\|_{M X_{N}}=\sup _{\substack{v_{N_{N}} \in X_{N} \\ v_{N} \neq 0}} \frac{\left\|f v_{N}\right\|_{X_{N}}}{\left\|v_{N}\right\|_{X_{N}}}
$$

This is the norm of the linear mapping $X_{N} \ni v \quad \longmapsto \quad(f v) \in X_{N}$. Of course, if $\mathcal{F}$ is a constant on $\Gamma_{C}$, one has $\|\mathcal{F}\|_{M X_{N}}=\mathcal{F}$. From the fact that $\Omega$ is supposed to be a bounded Lipschitz domain and $\Gamma_{C}$ is supposed to have the $\mathcal{C}^{1}$ regularity, it is possible to deduce that for $d=2$ the space $H^{1 / 2+\varepsilon}\left(\Gamma_{C}\right)$ is continuously included in $M X_{N}$ for any $\varepsilon>0$, and for $d=3$ the space $H^{1}\left(\Gamma_{C}\right) \cap L^{\infty}\left(\Gamma_{C}\right)$ is included in $M X_{N}$, continuously for the norm $\|f\|_{H^{1}\left(\Gamma_{C}\right)}+\|f\|_{L^{\infty}\left(\Gamma_{C}\right)}$ (see [14]). In particular, the space of Lipschitz continuous functions is continuously included in $M X_{N}$.

Condition (10) implies in particular that $a(\cdot, \cdot)$ is a scalar product on $V$ and that the associated norm

$$
\|v\|_{a}=(a(v, v))^{1 / 2}
$$

is equivalent to the usual norm of $V$ :

$$
\sqrt{\alpha}\|v\|_{V} \leq\|v\|_{a} \leq \sqrt{M}\|v\|_{V} \quad \forall v \in V .
$$

The continuity constant of $l(\cdot)$ can also be given with respect to: $\|\cdot\|_{a}$ :

$$
\exists L_{a}>0,|l(v)| \leq L_{a}\|v\|_{a} \forall v \in V
$$

Constants $L$ and $L_{a}$ can be chosen such that

$$
\sqrt{\alpha} L_{a} \leq L \leq \sqrt{M} L_{a}
$$

The classical weak formulation of problem (1)-(7) is given by

$$
\left\{\begin{array}{l}
\text { Find } u \in K \text { satisfying }  \tag{14}\\
a(u, v-u)+j\left(\mathcal{F} \sigma_{N}(u), v_{T}\right)-j\left(\mathcal{F} \sigma_{N}(u), u_{T}\right) \geq l(v-u) \forall v \in K .
\end{array}\right.
$$

The major difficulty about (14) is due to the coupling between the friction threshold and the contact pressure $\sigma_{N}(u)$. The consequence is that this problem does not represent a variational inequality, in the sense that it cannot be derived from an optimization problem.
1.2. Neumann to Dirichlet operator. In this section, the Neumann to Dirichlet operator on $\Gamma_{C}$ is introduced together with its basic properties. This will allow to restrict the contact and friction problem to $\Gamma_{C}$ and obtain useful estimates.

Let $\lambda=\left(\lambda_{N}, \lambda_{T}\right) \in X^{\prime}$; then, under hypotheses (10) and (11), the solution $u$ to

$$
\left\{\begin{array}{l}
\text { Find } u \in V \text { satisfying }  \tag{15}\\
a(u, v)=l(v)+\langle\lambda, v\rangle_{X^{\prime}, X} \quad \forall v \in V
\end{array}\right.
$$

is unique (see [4]). So it is possible to define the operator

$$
\begin{aligned}
\mathbb{E}: X^{\prime} & \longrightarrow X \\
\lambda & \longmapsto u_{\left.\right|_{\Gamma_{C}}} .
\end{aligned}
$$

This operator is affine and continuous. Moreover, it is invertible and its inverse is continuous. It is possible to express $\mathbb{E}^{-1}$ as follows: For $w \in X$, let $u$ be the solution to the Dirichlet problem

$$
\left\{\begin{array}{l}
\text { Find } u \in V \text { satisfying } u_{\left.\right|_{\Gamma_{C}}}=w \text { and }  \tag{16}\\
a(u, v)=l(v) \quad \forall v \in V, v_{\left.\right|_{\Gamma_{C}}}=0
\end{array}\right.
$$

then $\mathbb{E}^{-1}(w)$ is equal to $\lambda \in X^{\prime}$ defined by

$$
\langle\lambda, v\rangle_{X^{\prime}, X}=a(u, v)-l(v) \quad \forall v \in V .
$$

In a weak sense, one has the relation $\mathbb{E}^{-1}(u)=\sigma(u) \mathrm{n}$ on $\Gamma_{C}$. Now, under hypotheses (10) and (11) one has

$$
\begin{equation*}
\left\|\mathbb{E}\left(\lambda^{1}\right)-\mathbb{E}\left(\lambda^{2}\right)\right\|_{X} \leq \frac{C_{1}^{2}}{\alpha}\left\|\lambda^{1}-\lambda^{2}\right\|_{X^{\prime}} \tag{17}
\end{equation*}
$$

where $C_{1}$ is the continuity constant of the trace operator on $\Gamma_{C}$ and $\alpha$ is the coercivity constant of the bilinear form $a(\cdot, \cdot)$. One can verify it as follows. Let $\lambda^{1}$ and $\lambda^{2}$ be given in $X_{T}^{\prime}$ and let $u^{1}, u^{2}$ be the corresponding solutions to (15); then

$$
\begin{align*}
\alpha\left\|u^{1}-u^{2}\right\|_{V}^{2} & \leq a\left(u^{1}-u^{2}, u^{1}-u^{2}\right)=\left\langle\lambda^{1}-\lambda^{2}, u^{1}-u^{2}\right\rangle_{X^{\prime}, X} \\
& \leq C_{1}\left\|\lambda^{1}-\lambda^{2}\right\|_{X^{\prime}}\left\|u^{1}-u^{2}\right\|_{V} \tag{18}
\end{align*}
$$

and, consequently,

$$
\begin{equation*}
\left\|u^{1}-u^{2}\right\|_{V} \leq \frac{C_{1}}{\alpha}\left\|\lambda^{1}-\lambda^{2}\right\|_{X^{\prime}} \tag{19}
\end{equation*}
$$

Conversely, one has

$$
\begin{equation*}
\left\|\mathbb{E}^{-1}\left(u^{1}\right)-\mathbb{E}^{-1}\left(u^{2}\right)\right\|_{X^{\prime}} \leq M C_{2}^{2}\left\|u^{1}-u^{2}\right\|_{X} \tag{20}
\end{equation*}
$$

where $M$ is the continuity constant of $a(\cdot, \cdot)$ and $C_{2}>0$ is the continuity constant of the homogeneous Dirichlet problem corresponding to (16) (i.e., with $l(v) \equiv 0$ and
$C_{2}=\sup _{\substack{v \in X \\ v \neq 0}} \frac{\|w\|_{V}}{\|v\|_{X}}$, where $w_{\left.\right|_{\Gamma_{C}}}=v$ and $\left.a(w, z)=0 \quad \forall z \in V\right)$. This latter estimate can be performed as follows:

$$
\begin{align*}
\left\|\mathbb{E}^{-1}\left(u^{1}\right)-\mathbb{E}^{-1}\left(u^{2}\right)\right\|_{X^{\prime}} & =\sup _{\substack{v \in X \\
v \neq 0}} \frac{\left\langle\mathbb{E}^{-1}\left(u^{1}\right)-\mathbb{E}^{-1}\left(u^{2}\right), v\right\rangle_{X^{\prime}, X}}{\|v\|_{X}} \\
& =\sup _{\substack{v \in X \\
v \neq 0}}\left(\inf _{\substack{ \\
\left\{w \in V:\left.w\right|_{\Gamma_{C}} \\
=v\right\}}} \frac{a\left(u^{1}-u^{2}, w\right)}{\|v\|_{X}}\right) \\
& \leq M \gamma\left\|u^{1}-u^{2}\right\|_{V} \tag{21}
\end{align*}
$$

where $\gamma=\sup _{\substack{v \in X \\ v \neq 0}} \inf \left\{_{\left\{w \in V:\left.w\right|_{\Gamma_{C}}=v\right\}} \frac{\|w\|_{V}}{\|v\|_{X}}\right.$ is the continuity constant of the homogeneous Poisson problem with respect to a Dirichlet condition on $\Gamma_{C}$. Using $\gamma \leq C_{2}$, this gives (20).

It is also possible to define the following norms on $\Gamma_{C}$ relative to $a(\cdot, \cdot)$ :

$$
\begin{gathered}
\|v\|_{a, \Gamma_{C}}=\inf _{w \in V,\left.w\right|_{\Gamma_{C}}=v}\|w\|_{a} \\
\|\lambda\|_{-a, \Gamma_{C}}=\sup _{\substack{v \in X \\
v \neq 0}} \frac{\langle\lambda, v\rangle_{X^{\prime}, X}}{\|v\|_{a, \Gamma_{C}}}=\sup _{\substack{v \in V \\
v \neq 0}} \frac{\langle\lambda, v\rangle_{X^{\prime}, X}}{\|v\|_{a}} .
\end{gathered}
$$

These are equivalent, respectively, to the norms in $X$ and $X^{\prime}$ :

$$
\begin{gathered}
\frac{\sqrt{\alpha}}{C_{1}}\|v\|_{X} \leq\|v\|_{a, \Gamma_{C}} \leq \sqrt{M} \gamma\|v\|_{X} \\
\frac{1}{\sqrt{M} \gamma}\|\lambda\|_{X^{\prime}} \leq\|\lambda\|_{-a, \Gamma_{C}} \leq \frac{C_{1}}{\sqrt{\alpha}}\|\lambda\|_{X^{\prime}}
\end{gathered}
$$

With these norms, the estimates are straightforward since the following lemma holds.
Lemma 1. Let $\lambda^{1}$ and $\lambda^{2}$ be two elements of $X^{\prime}$ and let $u^{1}=\mathbb{E}\left(\lambda^{1}\right), u^{2}=\mathbb{E}\left(\lambda^{2}\right)$; then under hypotheses (10) and (11) one has

$$
\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}}=\left\|u^{1}-u^{2}\right\|_{a}=\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}}
$$

Proof. On the one hand, one has

$$
\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}}^{2}=\inf _{\substack{\left.w \in V \\ w\right|_{\Gamma_{c}}=u^{1}-u^{2}}}\|w\|_{a}^{2}=\left\|u^{1}-u^{2}\right\|_{a}^{2}
$$

because $u^{1}-u^{2}$ is the minimum of $\frac{1}{2}\|w\|_{a}^{2}$ under the constraint $w_{\Gamma_{C}}=u^{1}-u^{2}$. This implies

$$
\begin{aligned}
\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}}^{2} & =a\left(u^{1}-u^{2}, u^{1}-u^{2}\right)=\left\langle\lambda^{1}-\lambda^{2}, u^{1}-u^{2}\right\rangle_{X^{\prime}, X} \\
& \leq\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}}\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}}
\end{aligned}
$$

and finally

$$
\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}} \leq\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}}
$$

On the other hand, one has

$$
\begin{aligned}
\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}} & =\sup _{\substack{v \in X \\
v \neq 0}} \frac{\left\langle\lambda^{1}-\lambda^{2}, v\right\rangle_{X^{\prime}, X}}{\|v\|_{a, \Gamma_{C}}}=\sup _{\substack{v \in X \\
v \neq 0}} \inf _{\substack{\left.w \in V \\
w\right|_{\Gamma_{C}}=v}} \frac{a\left(u^{1}-u^{2}, w\right)}{\|v\|_{a, \Gamma_{C}}}, \\
& \leq \sup _{\substack{v \in X \\
v \neq 0}} \inf _{\substack{\left.w \in V \\
w\right|_{\Gamma_{C}}}} \frac{\left\|u^{1}-u^{2}\right\|_{a}\|w\|_{a}}{\|v\|_{a, \Gamma_{C}}}=\left\|u^{1}-u^{2}\right\|_{a}=\left\|u^{1}-u^{2}\right\|_{a, \Gamma_{C}},
\end{aligned}
$$

which ends the proof of the lemma.
1.3. Direct weak inclusion formulation. Let

$$
K_{N}=\left\{v_{N} \in X_{N}: v_{N} \leq 0 \text { a.e. on } \Gamma_{C}\right\}
$$

be the (translated) set of admissible normal displacements on $\Gamma_{C}$. The normal cone in $X_{N}^{\prime}$ to $K_{N}$ at $v_{N} \in X_{N}$ is defined as

$$
N_{K_{N}}\left(v_{N}\right)=\left\{\mu_{N} \in X_{N}^{\prime}:\left\langle\mu_{N}, w_{N}-v_{N}\right\rangle_{X_{N}^{\prime}, X_{N}} \leq 0 \forall w_{N} \in K_{N}\right\}
$$

In particular, $N_{K_{N}}\left(v_{N}\right)=\emptyset$ if $v_{N} \notin K_{N}$. The subgradient of $j\left(\mathcal{F} \lambda_{N}, u_{T}\right)$ with respect to the second variable is given by

$$
\begin{aligned}
\partial_{2} j\left(\mathcal{F} \lambda_{N}, u_{T}\right)=\{ & \mu_{T} \in X_{T}^{\prime}: j\left(\mathcal{F} \lambda_{N}, v_{T}\right) \\
& \left.\geq j\left(\mathcal{F} \lambda_{N}, u_{T}\right)+\left\langle\mu_{T}, v_{T}-u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall v_{T} \in X_{T}\right\} .
\end{aligned}
$$

With this notation, problem (14) is equivalent to the following problem:

$$
\left\{\begin{array}{l}
\text { Find } u \in V, \lambda_{N} \in X_{N}^{\prime}, \text { and } \lambda_{T} \in X_{T}^{\prime} \text { satisfying }  \tag{22}\\
\left(u_{N}, u_{T}\right)=\mathbb{E}\left(\lambda_{N}, \lambda_{T}\right), \\
-\lambda_{N} \in N_{K_{N}}\left(u_{N}-g\right) \quad \text { in } X_{N}^{\prime} \\
-\lambda_{T} \in \partial_{2} j\left(\mathcal{F} \lambda_{N}, u_{T}\right) \quad \text { in } X_{T}^{\prime}
\end{array}\right.
$$

More details on this equivalence can be found in [13].
Remark 1. Inclusion $-\lambda_{N} \in N_{K_{N}}\left(u_{N}-g\right)$ is equivalent to the complementarity relations

$$
u_{N} \leq g, \quad\left\langle\lambda_{N}, v_{N}\right\rangle_{x_{N}^{\prime}, x_{N}} \geq 0 \quad \forall v_{N} \in K_{N}, \quad\left\langle\lambda_{N}, u_{N}-g\right\rangle_{X_{N}^{\prime}, x_{N}}=0
$$

which is the weak formulation of the strong complementarity relations (5) for the contact conditions. Similarly, the second inclusion $-\lambda_{T} \in \partial_{2} j\left(\mathcal{F} \lambda_{N}, u_{T}\right)$ represents the friction condition.
1.4. Hybrid weak inclusion formulation. We will now consider the sets of admissible stresses. The set of admissible normal stresses on $\Gamma_{C}$ can be defined as

$$
\Lambda_{N}=\left\{\lambda_{N} \in X_{N}^{\prime}:\left\langle\lambda_{N}, v_{N}\right\rangle_{X_{N}^{\prime}, x_{N}} \geq 0 \quad \forall v_{N} \in K_{N}\right\} .
$$

This is the opposite of $K_{N}^{*}$, the polar cone to $K_{N}$. The set of admissible tangential stresses on $\Gamma_{C}$ can be defined as

$$
\Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)=\left\{\lambda_{T} \in X_{T}^{\prime}:-\left\langle\lambda_{T}, w_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}+\left\langle\mathcal{F} \lambda_{N},\right| w_{T}| \rangle_{x_{N}^{\prime}, x_{N}} \leq 0 \quad \forall w_{T} \in X_{T}\right\}
$$

With this, problem (14) is equivalent to the following problem:

$$
\left\{\begin{array}{l}
\text { Find } u \in V, \lambda_{N} \in X_{N}^{\prime}, \text { and } \lambda_{T} \in X_{T}^{\prime} \text { satisfying }  \tag{23}\\
\left(u_{N}, u_{T}\right)=\mathbb{E}\left(\lambda_{N}, \lambda_{T}\right), \\
-\left(u_{N}-g\right) \in N_{\Lambda_{N}}\left(\lambda_{N}\right) \quad \text { in } X_{N} \\
-u_{T} \in N_{\Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)}\left(\lambda_{T}\right) \quad \text { in } X_{T}
\end{array}\right.
$$

where the two inclusions can be replaced by inequalities as follows:

$$
\left\{\begin{array}{l}
\text { Find } u \in V, \lambda_{N} \in X_{N}^{\prime}, \text { and } \lambda_{T} \in X_{T}^{\prime} \text { satisfying }  \tag{24}\\
\left(u_{N}, u_{T}\right)=\mathbb{E}\left(\lambda_{N}, \lambda_{T}\right), \\
\lambda_{N} \in \Lambda_{N}, \quad\left\langle\mu_{N}-\lambda_{N}, u_{N}-g\right\rangle_{X_{N}^{\prime}, X_{N}} \geq 0 \quad \forall \mu_{N} \in \Lambda_{N} \\
\lambda_{T} \in \Lambda_{T}\left(\mathcal{F} \lambda_{N}\right), \quad\left\langle\mu_{T}-\lambda_{T}, u_{T}\right\rangle_{X_{T}^{\prime}, X_{T}} \geq 0 \quad \forall \mu_{T} \in \Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)
\end{array}\right.
$$

Remark 2. The inclusion $-u_{T} \in N_{\Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)}\left(\lambda_{T}\right)$ implies the complementarity relation

$$
\left\langle\lambda_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}=\left\langle\mathcal{F} \lambda_{N},\right| u_{T}| \rangle_{x_{N}^{\prime}, x_{N}}
$$

and the weak maximum dissipation principle

$$
-\left\langle\lambda_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}=\sup _{\mu_{T} \in \Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)}\left\langle-\mu_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}
$$

which is the weak formulation of (8).
2. Optimal a priori estimates on the solutions to the Coulomb problem. For the sake of simplicity, a vanishing contact gap $(g \equiv 0)$ will be considered in the following.

Remark 3. In the case of a nonvanishing gap, it is possible to find $u_{g} \in V$ such that $u_{\left.g\right|_{\Gamma_{C}}}=g \mathrm{n}$, and then $w=u-u_{g}$ is solution to the problem

$$
\left\{\begin{array}{l}
\text { Find } w \in V, \lambda_{N} \in X_{N}^{\prime}, \text { and } \lambda_{T} \in X_{T}^{\prime} \text { satisfying }  \tag{25}\\
a(w, v)=l(v)-a\left(u_{g}, v\right)+\left\langle\lambda_{N}, w_{N}\right\rangle_{X_{N}^{\prime}, X_{N}}+\left\langle\lambda_{T}, w_{T}\right\rangle_{X_{T}^{\prime}, x_{T}} \\
-w_{N} \in N_{\Lambda_{N}}\left(\lambda_{N}\right) \quad \text { in } X_{N} \\
-w_{T} \in N_{\Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)}\left(\lambda_{T}\right) \quad \text { in } X_{T}
\end{array}\right.
$$

i.e., a contact problem without gap but with a modified source term.

Following Remarks 1 and 2, a solution $(u, \lambda)$ to problem (22) (i.e., a solution $u$ to problem (14)) satisfies the complementarity relations

$$
\begin{gathered}
\left\langle\lambda_{N}, u_{N}\right\rangle_{x_{N}^{\prime}, x_{N}}=0 \\
\left\langle\lambda_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}=\left\langle\mathcal{F} \lambda_{N},\right| u_{T}| \rangle_{x_{N}^{\prime}, x_{N}} .
\end{gathered}
$$

This implies

$$
\langle\lambda, u\rangle_{X^{\prime}, X} \leq 0,
$$

which expresses the dissipativity of contact and friction conditions. The first consequence of this is that solutions to problem (14) can be bounded independently of the friction coefficient.

Proposition 1. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv 0$, let $(u, \lambda)$ be a solution to problem (22), which means that $u$ is a solution to problem (14); then

$$
\begin{aligned}
&\|u\|_{a} \leq L_{a}, \quad\|\lambda\|_{-a, \Gamma_{C}} \leq L_{a} \\
&\|u\|_{V} \leq \frac{L}{\alpha}, \quad\|\lambda\|_{X^{\prime}} \leq L \gamma \sqrt{\frac{M}{\alpha}}
\end{aligned}
$$

Proof. One has

$$
\|u\|_{a}^{2}=a(u, u)=l(u)+\langle\lambda, u\rangle_{X^{\prime}, x} \leq L_{a}\|u\|_{a}
$$

which states the first estimates. The estimate on $\|\lambda\|_{-a, \Gamma_{C}}$ can be performed using the intermediary solution $u^{\mathcal{N}}$ to the following problem with a homogeneous Neumann condition on $\Gamma_{C}$ :

$$
\begin{equation*}
a\left(u^{\mathcal{N}}, v\right)=l(v) \quad \forall v \in V \tag{26}
\end{equation*}
$$

Since $\left\|u^{\mathcal{N}}\right\|_{a} \leq L_{a}$ for the same reason as for $u$, and using Lemma 1 , one has
$\|\lambda-0\|_{-a, \Gamma_{C}}^{2}=a\left(u-u^{\mathcal{N}}, u-u^{\mathcal{N}}\right)=\left\langle\lambda, u-u^{\mathcal{N}}\right\rangle_{X^{\prime}, X} \leq-\left\langle\lambda, u^{\mathcal{N}}\right\rangle_{X^{\prime}, X} \leq L_{a}\|\lambda\|_{-a, \Gamma_{C}}$.
The two last estimates can be stated thanks to equivalence of norms introduced in section 1.1.

It is possible to compare $\|u\|_{a}$ to the corresponding norm of the solution $u^{c}$ to the Signorini problem without friction defined as follows:

$$
\left\{\begin{array}{l}
\text { Find } u^{c} \in K \text { satisfying }  \tag{27}\\
a\left(u^{c}, v-u^{c}\right) \geq l\left(v-u^{c}\right) \quad \forall v \in K
\end{array}\right.
$$

It is well known that under hypotheses (10) and (11), this problem has a unique solution (see [12]).

Proposition 2. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv 0$, let $u$ be a solution to problem (14), let $u^{c}$ be the unique solution to problem (27), and let $u^{\mathcal{N}}$ be the solution to problem (26); then

$$
\|u\|_{a} \leq\left\|u^{c}\right\|_{a} \leq\left\|u^{\mathcal{N}}\right\|_{a}
$$

Proof. One has

$$
a\left(u^{\mathcal{N}}, u^{\mathcal{N}}\right)=l\left(u^{\mathcal{N}}\right), \quad a\left(u^{c}, u^{c}\right)=l\left(u^{c}\right), \quad a(u, u)=l(u)+\left\langle\lambda_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} .
$$

Since $u^{c}$ is the solution to the Signorini problem without friction, it minimizes over $K$ the energy functional $\frac{1}{2} a(v, v)-l(v)$. The solution $u^{\mathcal{N}}$ minimizes this energy functional over $V$. Thus, since $u \in K$, one has

$$
\frac{1}{2} a\left(u^{\mathcal{N}}, u^{\mathcal{N}}\right)-l\left(u^{\mathcal{N}}\right) \leq \frac{1}{2} a\left(u^{c}, u^{c}\right)-l\left(u^{c}\right) \leq \frac{1}{2} a(u, u)-l(u),
$$

and the following relations allow one to conclude that

$$
\begin{gathered}
a\left(u^{c}, u^{c}\right)-a\left(u^{\mathcal{N}}, u^{\mathcal{N}}\right)=l\left(u^{c}-u^{\mathcal{N}}\right), \\
a(u, u)-a\left(u^{c}, u^{c}\right)=l\left(u-u^{c}\right)+\left\langle\lambda_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}
\end{gathered}
$$

because then

$$
\begin{aligned}
\frac{1}{2} a\left(u^{c}, u^{c}\right)-\frac{1}{2} a\left(u^{\mathcal{N}}, u^{\mathcal{N}}\right) & \leq 0 \\
\frac{1}{2} a(u, u) \leq \frac{1}{2} a\left(u^{c}, u^{c}\right)+\left\langle\mathcal{F} \lambda_{N},\right| u_{T}| \rangle_{X_{N}^{\prime}, X_{N}} & \leq \frac{1}{2} a\left(u^{c}, u^{c}\right) .
\end{aligned}
$$

It is also possible to estimate how far from $u^{c}$ is a solution $u$ to problem (14). Let us introduce the following norms on $\Gamma_{C}$. For $v \in X$ let us define

$$
\begin{aligned}
& \left\|v_{T}\right\|_{a, \Gamma_{C}}=\inf _{\substack{w \in V \\
w_{T}=v_{T}}}\|w\|_{a}=\inf _{\substack{z \in X \\
z_{T}=v_{T}}}\|z\|_{a, \Gamma_{C}}, \\
& \left\|v_{N}\right\|_{a, \Gamma_{C}}=\inf _{\substack{w \in V \\
w_{N}=v_{N}}}\|w\|_{a}=\inf _{\substack{z \in X \\
z_{N}=v_{N}}}\|v\|_{a, \Gamma_{C}} .
\end{aligned}
$$

One has

$$
\left\|v_{T}\right\|_{a, \Gamma_{C}} \leq\|v\|_{a, \Gamma_{C}}, \quad\left\|v_{N}\right\|_{a, \Gamma_{C}} \leq\|v\|_{a, \Gamma_{C}} .
$$

Now, for $\lambda \in X^{\prime}$, let us define

$$
\begin{gathered}
\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}}=\sup _{\substack{v_{T} \in X_{T} \\
v_{T} \neq 0}} \frac{\left\langle\lambda_{T}, v_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}}{\left\|v_{T}\right\|_{a, \Gamma_{C}}}=\sup _{\substack{v \in X \\
v \neq 0}} \frac{\left\langle\lambda_{T}, v_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}}{\|v\|_{a, \Gamma_{C}}}, \\
\left\|\lambda_{N}\right\|_{-a, \Gamma_{C}}=\sup _{\substack{v_{N} \in X_{N} \\
v_{N} \neq 0}} \frac{\left\langle\lambda_{N}, v_{N}\right\rangle_{x_{N}^{\prime}, x_{N}}}{\left\|v_{N}\right\|_{a, \Gamma_{C}}}=\sup _{\substack{v \in X \\
v \neq 0}} \frac{\left\langle\lambda_{N}, v_{N}\right\rangle_{X_{N}^{\prime}, x_{N}}}{\|v\|_{a, \Gamma_{C}}} .
\end{gathered}
$$

Then, the following equivalences of norms are immediate:

$$
\begin{aligned}
& \frac{\sqrt{\alpha}}{C_{1}}\left\|v_{N}\right\|_{x_{N}} \leq\left\|v_{N}\right\|_{a, \Gamma_{C}} \leq \gamma \sqrt{M}\left\|v_{N}\right\|_{x_{N}} \\
& \frac{\sqrt{\alpha}}{C_{1}}\left\|v_{T}\right\|_{X_{T}} \leq\left\|v_{T}\right\|_{a, \Gamma_{C}} \leq \gamma \sqrt{M}\left\|v_{T}\right\|_{X_{T}}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{\gamma \sqrt{M}}\left\|\lambda_{N}\right\|_{X_{N}^{\prime}} \leq\left\|\lambda_{N}\right\|_{-a, \Gamma_{C}} \leq \frac{C_{1}}{\sqrt{\alpha}}\left\|\lambda_{N}\right\|_{X_{N}^{\prime}} \\
& \frac{1}{\gamma \sqrt{M}}\left\|\lambda_{T}\right\|_{X_{T}^{\prime}} \leq\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}} \leq \frac{C_{1}}{\sqrt{\alpha}}\left\|\lambda_{T}\right\|_{X_{T}^{\prime}}
\end{aligned}
$$

And the following result can be easily deduced.
Lemma 2. There exists $C_{3}>0$ such that for all $\lambda \in X^{\prime}$

$$
\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}} \leq C_{3}\|\lambda\|_{-a, \Gamma_{C}}, \quad\left\|\lambda_{N}\right\|_{-a, \Gamma_{C}} \leq C_{3}\|\lambda\|_{-a, \Gamma_{C}}
$$

This also allows us to define an equivalent norm on $M X_{N}$ given for $\mathcal{F} \in M X_{N}$ by

$$
\|\mathcal{F}\|_{a}=\sup _{\substack{v_{N} \in X_{N} \\ v_{N} \neq 0}} \frac{\left\|\mathcal{F} v_{N}\right\|_{a, \Gamma_{C}}}{\left\|v_{N}\right\|_{a, \Gamma_{C}}}
$$

which satisfies

$$
\frac{\sqrt{\alpha}}{C_{1} \gamma \sqrt{M}}\|\mathcal{F}\|_{a} \leq\|\mathcal{F}\|_{M X_{N}} \leq \frac{C_{1} \gamma \sqrt{M}}{\sqrt{\alpha}}\|\mathcal{F}\|_{a}
$$

With these definitions, the following result holds.
Lemma 3. There exists $C_{4}>0$ such that

$$
\left\|\mathcal{F}\left|v_{T}\right|\right\|_{a, \Gamma_{C}} \leq C_{4}\|\mathcal{F}\|_{a}\left\|v_{T}\right\|_{a, \Gamma_{C}} \quad \forall v_{T} \in X_{T}
$$

Proof. One has

$$
\left\|\mathcal{F}\left|v_{T}\right|\right\|_{a, \Gamma_{C}} \leq\|\mathcal{F}\|_{a}\left\|\left|v_{T}\right|\right\|_{a, \Gamma_{C}}
$$

Moreover, it is known (see [1]) that the norm $\|\cdot\|_{x_{N}}$ is equivalent to the norm

$$
\left\|v_{N}\right\|_{1 / 2, \Gamma_{C}}^{2}=\left\|v_{N}\right\|_{L^{2}\left(\Gamma_{C}\right)}^{2}+\int_{\Gamma_{C}} \int_{\Gamma_{C}} \frac{\left|v_{N}(x)-v_{N}(y)\right|^{2}}{|x-y|^{d}} d x d y
$$

and it is easy to verify that $\left\|\left|v_{T}\right|\right\|_{1 / 2, \Gamma_{C}} \leq\left\|v_{T}\right\|_{1 / 2, \Gamma_{C}}$ for any $v_{T} \in X_{T}$. Thus, the result can be deduced from the previously presented equivalences of norms.

Of course the tangential stress on $\Gamma_{C}$ corresponding to $u^{c}$ is vanishing. The tangential stress corresponding to $u$ can be estimated as follows. As $\lambda_{T} \in \Lambda_{T}\left(\mathcal{F} \lambda_{N}\right)$, one has

$$
\begin{aligned}
\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}}=\sup _{\substack{v_{T} \in X_{T} \\
v_{T} \neq 0}} \frac{\left\langle\lambda_{T}, v_{T}\right\rangle_{X_{T}^{\prime}, x_{T}}}{\left\|v_{T}\right\|_{a, \Gamma_{C}}} & \leq \sup _{\substack{v_{T} \in X_{T} \\
v_{T} \neq 0}} \frac{-\left\langle\mathcal{F} \lambda_{N},\right| v_{T}| \rangle_{X_{N}^{\prime}, x_{N}}}{\left\|v_{T}\right\|_{a, \Gamma_{C}}} \\
& \leq C_{4}\|\mathcal{F}\|_{a}\left\|\lambda_{N}\right\|_{-a, \Gamma_{C}} .
\end{aligned}
$$

Now, with the result of Proposition 1 this means that

$$
\begin{equation*}
\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}} \leq L_{a} C_{3} C_{4}\|\mathcal{F}\|_{a} \tag{28}
\end{equation*}
$$

and the following result holds.


Fig. 3. Admissibility zone for $\|u\|_{a}$.

Proposition 3. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv 0$, let $u$ be a solution to problem (14) and let $u^{c}$ be the solution to problem (27); then

$$
\begin{aligned}
& \left\|u^{c}-u\right\|_{a} \leq L_{a} C_{3} C_{4}\|\mathcal{F}\|_{a} \\
& \left\|u^{c}-u\right\|_{V} \leq \frac{L C_{3} C_{4}}{\alpha}\|\mathcal{F}\|_{a}
\end{aligned}
$$

Proof. With $\lambda \in X^{\prime}$ and $\lambda^{c} \in X^{\prime}$ the corresponding stresses on $\Gamma_{C}$, because $-\lambda_{N}^{c} \in N_{K_{N}}\left(u_{N}^{c}\right)$ and $-\lambda_{N} \in N_{K_{N}}\left(u_{N}-g\right)$ and because of the fact that $N_{K_{N}}$ is a monotone set-valued map, one has

$$
\left\langle\lambda_{N}^{c}-\lambda_{N}, u_{N}^{c}-u_{N}\right\rangle_{X_{N}^{\prime}, X_{N}} \leq 0
$$

Now, $\left\|u^{c}-u\right\|_{a}$ can be estimated as follows:

$$
\left\|u^{c}-u\right\|_{a}^{2}=a\left(u^{c}-u, u^{c}-u\right)=\left\langle\lambda^{c}-\lambda, u^{c}-u\right\rangle_{X^{\prime}, X} \leq\left\|\lambda_{T}\right\|_{-a, \Gamma_{C}}\left\|u^{c}-u\right\|_{a}
$$

which gives the result taking into account (28).
The latter result implies that if problem (14) has several solutions, then they are in a ball of radius $L_{a} C_{3} C_{4}\|\mathcal{F}\|_{a}$ centered around $u^{c}$. In particular, if $u^{1}$ and $u^{2}$ are two solutions to problem (14), one has $\left\|u^{1}-u^{2}\right\|_{a} \leq 2 L_{a} C_{3} C_{4}\|\mathcal{F}\|_{a}$. This is illustrated by Figure 3.

Remark 4. For a friction coefficient $\mathcal{F}$ constant on $\Gamma_{C}$, the graph in Figure 3 can be more precise for $\mathcal{F}=\|\mathcal{F}\|_{a}$ small, since, from the proof of Proposition 2 and the continuity result given by the latter proposition, one can deduce $\|u\|_{a}^{2} \leq\left\|u^{c}\right\|_{a}^{2}+$ $\mathcal{F}\left\langle\lambda_{N}^{c},\right| u_{T}^{c}| \rangle_{x_{N}^{\prime}, x_{N}}$ at least if $\left\langle\lambda_{N}^{c},\right| u_{T}^{c}| \rangle_{x_{N}^{\prime}, x_{N}}<0$. Of course, if $\left\langle\lambda_{N}^{c},\right| u_{T}^{c}| \rangle_{x_{N}^{\prime}, x_{N}}=0$, the solution $u^{c}$ to the Signorini problem without friction is also a solution to the Coulomb problem for any friction coefficient.
3. Elementary estimates on the Tresca problem. What is usually called the Tresca problem is the friction problem with a given friction threshold. Let $\theta \in X_{N}^{\prime}$ be given. Then it can be formulated as follows:

$$
\left\{\begin{array}{l}
\text { Find } u \in K \text { satisfying }  \tag{29}\\
a(u, v-u)+j\left(\theta, v_{T}\right)-j\left(\theta, u_{T}\right) \geq l(v-u) \quad \forall v \in K
\end{array}\right.
$$

It is well known that under standard hypotheses (10), (11), and (13), this problem has a unique solution (see [12]) which minimizes the functional $\frac{1}{2} a(u, u)+j(\theta, u)-l(u)$.

In fact, it is not difficult to verify that all the estimates given in the previous section for the solutions to the Coulomb problem are still valid for the solution to the Tresca problem. Moreover, the solution to the Tresca problem continuously depends on the friction threshold $\theta$. This result is stated in the following lemma.

Lemma 4. Assuming hypotheses (10), (11), and (13) are satisfied, if $u^{1}, u^{2}$ are the solutions to problem (29) for a friction threshold $\theta^{1} \in \Lambda_{N}$ and $\theta^{2} \in \Lambda_{N}$, respectively, then there exists a constant $C_{5}>0$ independent of $\theta^{1}$ and $\theta^{2}$ such that the following estimate holds:

$$
\left\|u^{1}-u^{2}\right\|_{a}^{2} \leq C_{5}\left\|\theta^{1}-\theta^{2}\right\|_{-a, \Gamma_{C}}
$$

Proof. One has

$$
\begin{aligned}
& a\left(u^{1}, u^{2}-u^{1}\right)-l\left(u^{2}-u^{1}\right)+j\left(\theta^{1}, u^{2}\right)-j\left(\theta^{1}, u^{1}\right) \geq 0 \\
& a\left(u^{2}, u^{1}-u^{2}\right)-l\left(u^{1}-u^{2}\right)+j\left(\theta^{2}, u^{1}\right)-j\left(\theta^{2}, u^{2}\right) \geq 0
\end{aligned}
$$

which implies

$$
\left\|u^{1}-u^{2}\right\|_{a}^{2} \leq\left\langle\theta^{1}-\theta^{2},\right| u_{T}^{1}\left|-\left|u_{T}^{2}\right|\right\rangle_{X_{N}^{\prime}, X_{N}}
$$

which gives the estimate using Proposition 1 (in fact, $C_{5} \leq 2 C_{4} L_{a}$ ).
Remark 5. It does not seem possible to establish a Lipschitz continuity with respect to the friction threshold $\theta$. Such a result would automatically imply the uniqueness of the solution to the Coulomb problem for a sufficiently small friction coefficient.
4. A uniqueness criterion. Hild in $[7,8]$ exhibits some multisolutions for the Coulomb problem on triangular domains. These solutions have been obtained for a large friction coefficient $(\mathcal{F}>1)$ and for a tangential displacement having a constant sign. For the moment, it seems that no multisolution has been exhibited for an arbitrary small friction coefficient in the continuous case, although such a result exists for finite element approximation in [6], albeit for a variable geometry. As far as we know, no uniqueness result has been proved even for a sufficiently small friction coefficient. The result presented here is a partial uniqueness result, which determines some cases where it is possible to say that a particular solution of the Coulomb problem is in fact the unique solution. A contrario, this result can be used to search multisolutions for an arbitrary small friction coefficient, by the fact that it eliminates a lot of situations. The partial uniqueness results we present in this section are deduced from the estimate given by the following lemma.

Lemma 5. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv 0$, if $u^{1}$ and $u^{2}$ are two solutions to problem (14) and $\lambda^{1}$ and $\lambda^{2}$ are the corresponding contact stresses on $\Gamma_{C}$, then one has the following estimate:

$$
\left\|u^{1}-u^{2}\right\|_{a}^{2}=\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}}^{2} \leq\left\langle\zeta-\lambda_{T}^{2}, u_{T}^{1}-u_{T}^{2}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall \zeta \in-\partial_{2} j\left(\mathcal{F} \lambda_{N}^{1}, u_{T}^{2}\right)
$$

Proof. One has

$$
\left\|u^{1}-u^{2}\right\|_{a}^{2}=\left\|\lambda^{1}-\lambda^{2}\right\|_{-a, \Gamma_{C}}^{2}=\left\langle\lambda_{N}^{1}-\lambda_{N}^{2}, u_{N}^{1}-u_{N}^{2}\right\rangle_{x_{N}^{\prime}, x_{N}}+\left\langle\lambda_{T}^{1}-\lambda_{T}^{2}, u_{T}^{1}-u_{T}^{2}\right\rangle_{x_{T}^{\prime}, x_{T}}
$$

Because $N_{K_{N}}$ is a monotone set-valued map, one has $\left\langle\lambda_{N}^{1}-\lambda_{N}^{2}, u_{N}^{1}-u_{N}^{2}\right\rangle_{X_{N}^{\prime}, X_{N}} \leq 0$. Thus

$$
\left\|u^{1}-u^{2}\right\|_{a}^{2} \leq\left\langle\left(\lambda_{T}^{1}-\zeta\right)+\left(\zeta-\lambda_{T}^{2}\right), u_{T}^{1}-u_{T}^{2}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall \zeta \in-\partial_{2} j\left(\mathcal{F} \lambda_{N}^{1}, u_{T}^{2}\right)
$$

But $\partial_{2} j\left(\mathcal{F} \lambda_{N}, u_{T}\right)$ is also a monotone set-valued map with respect to its second variable, which implies the result (and also the fact that $\left\|u^{1}-u^{2}\right\|_{a}^{2} \leq \inf _{\zeta \in-\partial_{2} j\left(\mathcal{F} \lambda_{N}^{1}, u_{T}^{2}\right)} \| \zeta-$ $\left.\lambda_{T}^{2} \|_{-a, \Gamma_{C}}\right)$.

An immediate consequence of this lemma is the following result for a vanishing tangential displacement.

Proposition 4. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv$ 0 , if $u$ is a solution to problem (14) such that $u_{T}=0$ a.e. on $\Gamma_{C}$ and if $C_{3} C_{4}\|\mathcal{F}\|_{a}<1$, then $u$ is the unique solution to problem (14).

Proof. Let us assume that $\bar{u}$ is another solution to problem (14). Then from Lemma 5 one has

$$
\|u-\bar{u}\|_{a}^{2} \leq\left\langle\zeta-\bar{\lambda}_{T}, u_{T}-\bar{u}_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall \zeta \in-\partial_{2} j\left(\mathcal{F} \lambda_{N}, \bar{u}_{T}\right)
$$

but, because $u_{T}=0$ and due to the complementarity relations $\left\langle\bar{\lambda}_{T}, \bar{u}_{T}\right\rangle_{X_{T}^{\prime}, X_{T}}=$ $\left\langle\mathcal{F} \bar{\lambda}_{N},\right| \bar{u}_{T}| \rangle_{X_{N}^{\prime}, x_{N}}$ and $\left\langle\zeta, \bar{u}_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}=\left\langle\mathcal{F} \lambda_{N},\right| \bar{u}_{T}| \rangle_{X_{N}^{\prime}, x_{N}}$, it implies using Lemma 3 that

$$
\begin{aligned}
\|u-\bar{u}\|_{a}^{2} & \leq\left\langle\mathcal{F}\left(\bar{\lambda}_{N}-\lambda_{N}\right),\right| \bar{u}_{T}| \rangle_{x_{N}^{\prime}, x_{N}} \leq C_{3} C_{4}\|\mathcal{F}\|_{a}\|\lambda-\bar{\lambda}\|_{-a, \Gamma_{C}}\left\|u_{T}-\bar{u}_{T}\right\|_{a, \Gamma_{C}}^{2} \\
& \leq C_{3} C_{4}\|\mathcal{F}\|_{a}\|u-\bar{u}\|_{a}^{2}
\end{aligned}
$$

which concludes the proof.
In the case $d=2$, it is possible to give a result to a solution having a tangential displacement with a constant sign on $\Gamma_{C}$. We will say that a tangential displacement $u_{T} \in X_{T}$ is strictly positive if $\left\langle\mu_{T}, u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}}>0$ for all $\mu_{T} \in X_{T}^{\prime}$ such that $\mu_{T} \geq 0$ (i.e., $\left\langle\mu_{T}, v_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \geq 0$ for all $v_{T} \in X_{T}, v_{T} \geq 0$, a.e. on $\Gamma_{C}$ ) and $\mu_{T} \neq 0$.

Proposition 5. Assuming hypotheses (10), (11), and (13) are satisfied, $g \equiv 0$, and $d=2$, if $u$ is a solution to problem (14) such that $u_{T}>0$ and $C_{3}\|\mathcal{F}\|_{a}<1$, then $u$ is the unique solution to problem (14) (when $\mathcal{F}$ is constant over $\Gamma_{C}$, the condition reduces to $C_{3} \mathcal{F}<1$ ).

Proof. Let us assume that $\bar{u}$ is another solution to problem (14), with $\bar{\lambda}_{N}$ and $\bar{\lambda}_{T}$ the corresponding contact stresses on $\Gamma_{C}$. Then from Lemma 5 one has

$$
\|\bar{u}-u\|_{a}^{2} \leq\left\langle\zeta-\lambda_{T}, \bar{u}_{T}-u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall \zeta \in-\partial_{2} j\left(\mathcal{F} \bar{\lambda}_{N}, u_{T}\right)
$$

Because $u_{T}>0$, one has $\lambda_{T}=\mathcal{F} \lambda_{N}$ and $-\partial_{2} j\left(\mathcal{F} \bar{\lambda}_{N}, u_{T}\right)$ contains $\mathcal{F} \bar{\lambda}_{N}$. Thus, taking $\zeta=\mathcal{F} \bar{\lambda}_{N}$, one obtains
$\|\bar{u}-u\|_{a}^{2} \leq\left\langle\mathcal{F}\left(\bar{\lambda}_{N}-\lambda_{N}\right), \bar{u}_{T}-u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \leq\|\bar{\lambda}-\lambda\|_{-a, \Gamma_{C}}\|\mathcal{F}(\bar{u}-u)\|_{a} \leq\|\mathcal{F}\|_{a}\|\bar{u}-u\|_{a}^{2}$,
which implies $\bar{u}=u$ when $\|\mathcal{F}\|_{a}<1$.
Of course, the same reasoning is valid for $u_{T}<0$.


FIG. 4. Example of tangential displacement $u_{T}$ and a possible corresponding multiplier $\xi$ for $d=2$.

Let us now define the space of multipliers $M\left(X_{T} \rightarrow X_{N}\right)$ of the functions $\xi$ : $\Gamma_{C} \rightarrow \mathbb{R}^{d}$ such that $\xi \cdot \mathrm{n}=0$ a.e. on $\Gamma_{C}$ and such that the following two equivalent norms are finite:

$$
\|\xi\|_{M\left(x_{T} \rightarrow x_{N}\right)}=\sup _{\substack{v_{T} \in x_{T} \\ v_{T} \neq 0}} \frac{\left\|\xi \cdot v_{T}\right\|_{x_{N}}}{\left\|v_{T}\right\|_{X_{T}}} \quad \text { and } \quad\|\xi\|_{a}=\sup _{\substack{v_{T} \in x_{T} \\ v_{T} \neq 0}} \frac{\left\|\xi \cdot v_{T}\right\|_{a, \Gamma_{C}}}{\left\|v_{T}\right\|_{a, \Gamma_{C}}}
$$

Because $\Gamma_{C}$ is assumed to have the $\mathcal{C}^{1}$ regularity, $M\left(X_{T} \rightarrow X_{N}\right)$ is isomorphic to $\left(M X_{N}\right)^{d-1}$.

It is possible to give a more general result assuming that $\lambda_{T}=\mathcal{F} \lambda_{N} \xi$, with $\xi \in M\left(X_{T} \rightarrow X_{N}\right)$. It is easy to see that this implies that $|\xi| \leq 1$ a.e. on the support of $\lambda_{N}$ and, more precisely, that $\xi \in \operatorname{Dir}_{T}\left(u_{T}\right)$ a.e. on the support of $\lambda_{N}$, where $\operatorname{Dir}_{T}($. is the subderivative of the convex map $\mathbb{R}^{d} \ni x \longmapsto\left|x_{T}\right|$. This means that it is reasonable to assume that $\xi \in \operatorname{Dir}_{T}\left(u_{T}\right)$ a.e. on $\Gamma_{C}$.

Proposition 6. Assuming hypotheses (10), (11), and (13) are satisfied and $g \equiv$ 0 , if $u$ is a solution to problem (14) such that $\lambda_{T}=\mathcal{F} \lambda_{N} \xi$, with $\xi \in M\left(X_{T} \rightarrow X_{N}\right)$, $\xi \in \operatorname{Dir}_{T}\left(u_{T}\right)$ a.e. on $\Gamma_{C}$, and $C_{3}\|\mathcal{F}\|_{a}\|\xi\|_{a}<1$, then $u$ is the unique solution to problem (14).

Proof. Let us assume that $\bar{u}$ is another solution to problem (14), with $\bar{\lambda}_{N}$ and $\bar{\lambda}_{T}$ the corresponding contact stresses on $\Gamma_{C}$. Then from Lemma 5 one has

$$
\|\bar{u}-u\|_{a}^{2} \leq\left\langle\zeta-\lambda_{T}, \bar{u}_{T}-u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} \quad \forall \zeta \in-\partial_{2} j\left(\mathcal{F} \bar{\lambda}_{N}, u_{T}\right)
$$

Then, a possible choice is $\zeta=\mathcal{F} \bar{\lambda}_{N} \xi$, which, together with the fact that $\|\mathcal{F} \xi\|_{a} \leq$ $\|\mathcal{F}\|_{a}\|\xi\|_{a}$, gives

$$
\begin{aligned}
\|\bar{u}-u\|_{a}^{2} \leq\left\langle\mathcal{F} \xi\left(\bar{\lambda}_{N}-\lambda_{N}\right), \bar{u}_{T}-u_{T}\right\rangle_{x_{T}^{\prime}, x_{T}} & \leq C_{3}\|\mathcal{F}\|_{a}\|\xi\|_{a}\|\bar{\lambda}-\lambda\|_{-a, \Gamma_{C}}\|\bar{u}-u\|_{a} \\
& \leq C_{3}\|\mathcal{F}\|_{a}\|\xi\|_{a}\|\bar{u}-u\|_{a}^{2}
\end{aligned}
$$

which implies $\bar{u}=u$ when $C_{3}\|\mathcal{F}\|_{a}\|\xi\|_{a}<1 . \quad \square$
Remark 6. Using equivalences of norms, one can deduce that a more restrictive condition than $C_{3}\|\mathcal{F}\|_{a}\|\xi\|_{a}<1$ is the condition $\|\mathcal{F}\|_{M X_{N}}\|\xi\|_{M\left(X_{T} \rightarrow X_{N}\right)}<\frac{\sqrt{\alpha}}{C_{1} C_{3} \gamma \sqrt{M}}$.

As illustrated in Figure 4, for $d=2$, the multiplier $\xi$ has to vary from -1 to +1 each time the sign of the tangential displacement changes from negative to positive.

The set $M\left(X_{T} \rightarrow X_{N}\right)$ does not contain any multiplier having a discontinuity of the first kind. This implies that in order to satisfy the assumptions of Proposition 6 the tangential displacement of the solution $u$ cannot pass from a negative value to a positive value, being zero on only a single point of $\Gamma_{C}$.

Perspectives. As far as we know, the result given by Propositions 4, 5, and 6 are the first results dealing with the uniqueness of the solution to the Coulomb problem without considering a regularization of the contact or the friction law. In the future, it may be interesting to investigate the following open problems.

Is it possible to prove that, for a sufficiently regular domain and a sufficiently regular loading, a solution of the Coulomb problem is necessarily such that $\lambda_{T}=\mathcal{F} \lambda_{N} \xi$ with $\xi \in M\left(X_{T} \rightarrow X_{N}\right)$ ? This could be a way to prove a uniqueness result for a sufficiently small friction coefficient and regular loadings.

The more the tangential displacement $u_{T}$ oscillates around 0 (i.e., the more $u_{T}$ changes its sign for $d=2$ ), the more the multiplier $\xi$ varies and thus the greater $\|\xi\|_{M\left(X_{T} \rightarrow x_{N}\right)}$ is. Does it mean that a multisolution for an arbitrary small friction coefficient and a fixed geometry has to be searched with very oscillating tangential displacement (necessarily for all the solutions)?

Finally, the convergence of finite element methods in the uniqueness framework given by Proposition 6 will be presented in [10].
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#### Abstract

We study the scaling behavior of thin martensitic films. Specifically we consider an elastic energy with two $S O(3)$ invariant wells which are strongly incompatible in the sense of Matos and Šverák, but whose two-dimensional projections may be compatible. We show that in a thin film of thickness $h$ the energy per unit height scales like $h$. This scaling lies in between the classical membrane theory (where the energy per unit height is of order 1) and the Kirchhoff bending theory, which corresponds to a scaling of $h^{2}$.
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## 1. Introduction.

1.1. Main result. We study the scaling of the elastic energy for a thin film made of a multiphase material. Specifically we consider the cylindrical domain

$$
\begin{equation*}
\Omega_{h}:=S \times\left(-\frac{h}{2}, \frac{h}{2}\right) \subset \mathbb{R}^{3} \tag{1}
\end{equation*}
$$

an elastic deformation

$$
\begin{equation*}
v: \Omega_{h} \rightarrow \mathbb{R}^{3} \tag{2}
\end{equation*}
$$

and its energy (per unit height)

$$
\begin{equation*}
E^{h}(v):=\frac{1}{h} \int_{\Omega_{h}} W(\nabla v(x)) d x \tag{3}
\end{equation*}
$$

We suppose that the stored energy density $W$, which is defined on the space $\mathbb{M}^{3 \times 3}$ of $3 \times 3$ matrices, is nonnegative and vanishes exactly on the set

$$
\begin{equation*}
K:=S O(3) \cup S O(3) H, \quad \operatorname{det} H>0 \tag{4}
\end{equation*}
$$

which consists of two copies of the group $S O(3)=\left\{F \in \mathbb{M}^{3 \times 3}: F^{T} F=I d_{3}\right.$, $\operatorname{det} F=$ $1\}$ of rotations, corresponding to two preferred crystalline configurations or phases (see (7)-(9) and (10) below for the full list of assumptions on $W$ ). We are interested in low-energy deformations, and these are characterized by the fact that $\nabla v$ is close to $K$, except possibly on a set of small measure.

Bhattacharya and James [5] made the crucial observation that for a number of interesting materials the low-energy states are very different in three-dimensional

[^26](bulk) samples and in the thin film limit. If $I d_{3}$ represents the austenite (hightemperature) phase and $H$ represents one of the martensitic phases, then these are usually incompatible in bulk; in particular, there are no nontrivial zero energy states. By contrast, the limiting thin film membrane energy
\[

$$
\begin{equation*}
I_{\text {membrane }}:=\int_{S} W_{\text {membrane }}\left(\nabla^{\prime} v\right) d x^{\prime}, \quad \text { where } x^{\prime}=\left(x_{1}, x_{2}\right), \quad \nabla^{\prime}:=\left(\partial_{1}, \partial_{2}\right) \tag{5}
\end{equation*}
$$

\]

which, roughly speaking, is the $\Gamma$-limit of $E^{h}$ (see section 1.2 for a more detailed discussion), admits many nontrivial zero energy states, including lamellar arrangements of the two phases, as well as more complicated, e.g., tent-like, structures; see [5]. This drastic difference in the behavior stems from the fact that the three-dimensional compatibility requires the existence of an invariant plane (i.e., $I d_{3}$ and $R H$ have to agree on a plane, for some $R \in S O(3)$ ), while two-dimensional compatibility requires only an invariant line (in the film plane), i.e., one needs a vector $v$ in the film plane such that $v=R H v$. Suppose such a vector $v$ exists. Then in a film of small, but finite, thickness $h$ the juxtaposition of the deformation gradients $I d_{3}$ and $R H$ (along a line in direction $v$ ) leads to a mismatch of the deformations of order $h$. Separating the two regions by a strip of width proportional to $h$, one sees easily that there exist three-dimensional deformations $v^{(h)}$ which have a nontrivial thin film limit and whose energy is bounded from above by $C h$.

Our main result that this scaling is optimal. To state the result precisely it is convenient to introduce the rescaling $y(x):=v\left(x_{1}, x_{2}, h x_{3}\right)$ and the notation $\Omega:=$ $\Omega_{1}=S \times(-1 / 2,1 / 2)$. Then $y: \Omega \rightarrow \mathbb{R}^{3}$. As above, we write $\nabla^{\prime} y=(y, 1, y, 2)=$ $y_{, 1} \otimes e_{1}+y, 2 \otimes e_{2}$ for the gradient in the plane, where $\otimes$ denotes the tensor product, and $\nabla_{h} y=\left(y, 1, y, 2, \frac{1}{h} y, 3\right)$. Thus the elastic energy per unit height is given by

$$
\begin{equation*}
I^{h}(y):=E^{h}(v)=\int_{\Omega} W\left(\nabla_{h} y\right) d x \tag{6}
\end{equation*}
$$

We assume that $W$ is Borel measurable and satisfies

$$
\begin{equation*}
W \text { is } C^{2} \text { in a neighborhood of } K=S O(3) \cup S O(3) H \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
W \text { is frame indifferent: } W(F)=W(R F) \text { for all } R \in K \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
W(F) \geq C \operatorname{dist}^{2}(F, K), C>0, \text { and } W(F)=0 \text { if } F \in K \tag{9}
\end{equation*}
$$

We suppose that the two wells are strongly incompatible in the sense of Matos [21] and Šverák [30]. By polar decomposition we may suppose that $H$ is symmetric. Hence $H$ is diagonal in an orthonormal basis $\left(v_{1}, v_{2}, v_{3}\right)$, with eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}$. From now on we suppose that the film has been cut so that $v_{3}$ is the film normal. Thus, after a suitable rotation, we may suppose that $H$ is diagonal in the standard basis $\left(e_{1}, e_{2}, e_{3}\right)$. The strong incompatibility condition reads

$$
\begin{equation*}
\sum_{i=1}^{3}\left(1-\lambda_{i}\right)\left(1-\frac{\operatorname{det} H}{\lambda_{i}}\right)>0 \tag{10}
\end{equation*}
$$

The above Matos-Šverák [30] condition is stronger than the usual rank-one incompatibility condition. By $O(2,3)$ we denote the set of linear isometries from $\mathbb{R}^{2}$ to $\mathbb{R}^{3}$,
i.e., the set of all $3 \times 2$ matrices $F$ with $F^{T} F=I d_{2}$. It is easy to see that the convex hull conv $O(2,3)$ of $O(2,3)$ is given by matrices with $F^{T} F \leq I d_{2}$ (in the sense of symmetric matrices), i.e., by all linear maps with Lipschitz constant less than or equal to 1. Let $\tilde{H}:=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$ be the two-dimensional projection of $H$. Then $\tilde{H}$ is compatible with the identity if one eigenvalue is bigger than (or equal to) 1 and the other eigenvalue is less than (or equal to) 1. An example for two-dimensional compatibility and three-dimensional strong incompatibility is given by the choice $H=(\lambda, \mu, \mu)$ with $\lambda<1<\mu$ and $(\lambda-1)(3 \mu+1)+2(\mu-1)>0$.

Theorem 1. Suppose that $W$ satisfies the conditions (7)-(9) and (10). Consider a sequence $y^{(h)}$ which satisfies

$$
\begin{equation*}
\frac{1}{h} I^{h}\left(y^{(h)}\right) \leq C \quad \text { for all } 0<h<h_{0} . \tag{11}
\end{equation*}
$$

Then, as $h \rightarrow 0$, there exists a subsequence (not relabeled) such that $y^{(h)} \rightarrow y$ $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ (weakly) and $y$ is independent of $x_{3}$.

Moreover, $\nabla^{\prime} y \in \operatorname{conv} O(2,3)$ or $\nabla^{\prime} y \tilde{H}^{-1} \in \operatorname{conv} O(2,3)$ a.e. in $S$. In other words, $\mathcal{L}^{2}\left(S \backslash E_{1} \cup E_{2}\right)=0$, where

$$
\begin{aligned}
& E_{1}:=\left\{x^{\prime} \in S:\left(\nabla^{\prime} y\left(x^{\prime}\right)\right)^{T}\left(\nabla^{\prime} y\left(x^{\prime}\right)\right) \leq I d_{2}\right\}, \\
& E_{2}:=\left\{x^{\prime} \in S: \tilde{H}^{-T}\left(\nabla^{\prime} y\left(x^{\prime}\right)\right)^{T}\left(\nabla^{\prime} y\left(x^{\prime}\right)\right) \tilde{H}^{-1} \leq I d_{2}\right\} .
\end{aligned}
$$

In addition we have

$$
\begin{align*}
& \liminf _{h \rightarrow 0} \frac{1}{h} I^{h}\left(y^{(h)}\right) \\
\geq & C \inf \left\{\mathcal{H}^{1}\left(S \cap \partial^{*} E\right): E \text { has finite perimeter } E \subset E_{1}, S \backslash E \subset E_{2}\right\} . \tag{12}
\end{align*}
$$

Remarks 1 . Note that the sets $E_{1}$ and $E_{2}$ need not be disjoint.
2. The situation is complicated by the fact that in the thin film limit microstructure (i.e., fine scale oscillation of the deformation gradient) can arise from two different sources: phase mixtures and loss of compactness in thin films due to the crumbling under compression, which already occurs in single phase materials (see (17) below). It is due to the crumbling that one can only assure that the limiting deformation gradient is in the convex hull of $O(2,3)$ (or $O(2,3) H$ ) rather than $O(2,3)$ itself. Even for single phase materials crumbling can only be excluded if one has the much stronger energy bound $I^{h}\left(y^{(h)}\right) \leq C h^{2}$ (see [12, section 5]).
3. Estimate (12) assures that the scaling proportional to $h$ is optimal if the limit involves a nontrivial phase mixture. Indeed if $(1 / h) I^{h}\left(y^{(h)}\right) \rightarrow 0$, then one can choose either $E_{1}=S$ or $E_{2}=S$ (up to a nullset); i.e., the corresponding limiting $y$ can already be reached by a single phase material (see next subsection).
4. If the two-dimensional projections of the wells are incompatible, then either $\lambda_{1}<1$ and $\lambda_{2}<1$ or $\lambda_{1}>1$ and $\lambda_{2}>1$. It suffices to consider the former case. Then $E_{1} \supset E_{2}$. Thus we have $\nabla^{\prime} y \in \operatorname{conv} O(2,3)$ a.e., whenever (11) holds. Conversely, if $\nabla^{\prime} y \in \operatorname{conv} O(2,3)$, then by a recent result of Conti and Maggi [9] there exist maps $y^{(h)}-y$ in $W^{1,2}$ such that $h^{-1} I^{h}\left(y^{(h)}\right) \rightarrow 0$; see the next subsection. Thus for two-dimensional incompatible wells the admissible limiting deformations can always be reached by using a single well and crumbling.
5. The scaling $I^{h} \sim h$ is an unconventional one in terms of classical membrane and plate theories; it lies in between the scaling for membranes ( $I^{h} \sim 1$ ) and Kirchhoff plates ( $I^{h} \sim h^{2}$ ); see the next subsection for details.
6. The $\Gamma$-limit of the scaled functionals $(1 / h) I^{h}$ is not known. One difficulty is that, in contrast to many other situations, one cannot expect the $\Gamma$-limit to be independent of the boundary conditions. Thus many of the usual cut-and-paste arguments do not apply; see the next subsection for further comments. For rods the corresponding $\Gamma$-limit is known; see [22].
1.2. Mathematical context. To put the result above in context, we very briefly review the theory of thin film limits for a single phase material, i.e., for energy functions $W$ which satisfy the coercivity condition

$$
\begin{equation*}
W(F) \geq C \operatorname{dist}^{2}(F, S O(3)), \quad C>0 \tag{13}
\end{equation*}
$$

instead of (9) (for a more extended review with further references, see [14]).
The derivation of lower dimensional theories of elasticity from the three-dimensional theory has a very long and distinguished history which dates back to the beginning of elasticity theory. Rigorous results, starting from nonlinear elasticity, however, have only been obtained since the early 90 s, beginning with the work of LeDret and Raoult $[18,19]$. They showed, under an additional growth hypothesis on $W$ from above, that the $\Gamma$-limit (with respect to strong $L^{2}$ convergence in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ ) of the functionals $I^{h}$ exists and is given by

$$
I_{\text {membrane }}:= \begin{cases}\int_{S} W_{\text {membrane }}\left(\nabla^{\prime} v\right) d x^{\prime} & \text { if } v_{, 3}=0  \tag{14}\\ \infty & \text { else }\end{cases}
$$

The membrane energy can be computed in two steps. First one minimizes out the derivatives in the third component (corresponding to the third column of $F$ ) and defines the energy $W_{2}$ on $3 \times 2$ matrices by

$$
\begin{equation*}
W_{2}(G)=\min \left\{W\left(G+b \otimes e_{3}\right): b \in \mathbb{R}^{3}\right\} \tag{15}
\end{equation*}
$$

Then $W_{\text {membrane }}$ is given as the quasi-convex hull of $W_{2}$, i.e., by minimizing out over all possible fine-scale oscillations:

$$
\begin{equation*}
W_{\text {membrane }}(G):=\inf \left\{\int_{(0,1)^{2}} W_{2}\left(G+\nabla^{\prime} \varphi\right) d x^{\prime}: \varphi \in C_{0}^{\infty}\left((0,1)^{2} ; \mathbb{R}^{3}\right)\right\} \tag{16}
\end{equation*}
$$

For a single well material (i.e., if $W$ vanishes on $S O(3)$ and satisfies (13)) the reduced energy $W_{2}$ vanishes on $O(2,3)$ and

$$
\begin{equation*}
W_{\text {membrane }}(G)=0 \quad \Leftrightarrow \quad G \in \operatorname{conv} O(2,3) \tag{17}
\end{equation*}
$$

(the convex, quasi-convex, and rank-one convex hull of $O(2,3)$ agree). Thus the membrane energy is fully degenerate for compressions, which agrees with the physical intuition that a membrane can withstand only tension but not compression. Based on this intuition a so-called tension field theory for membranes has been used in the engineering literature for a long time [32, 28]. Pipkin [25, 26] has shown that tensionfield theory arises naturally as a consequence of relaxation and quasi-convexification.

We leave for a moment the case of single phase materials to mention that the limit considered by Bhattacharya and James [5] is slightly different from that studied by LeDret and Raoult. Bhattacharya and James added a regularizing higher gradient perturbation $\kappa^{2}\left|\nabla^{2} v\right|^{2}$ to the integrand in (3) and (after the usual rescaling
$\left.y\left(x_{1}, x_{2}, x_{3}\right)=v\left(x_{1}, x_{2}, h x_{3}\right)\right)$ pass to the limit $h \rightarrow 0$ for fixed $\kappa>0$. They thus obtain a limiting two-dimensional energy which involves $W_{2}\left(\nabla^{\prime} y\right)$ (plus a higher gradient contribution involving $\kappa$ ) rather than $W_{\text {membrane }}\left(\nabla^{\prime} y\right)$. If one takes the limit $\kappa \rightarrow 0$ in the Bhattacharya-James limiting energy, then one recovers (14). Shu [29] has shown that one also obtains (14) if one considers a $\kappa(h)$ with $\lim _{h \rightarrow 0} \kappa(h)=0$; in fact, he gives a detailed analysis of a variety of multiparameter limits related to the scale of material heterogeneities in the tangential and normal directions (corresponding, e.g., to polycrystals or multilayers).

Let us now return to single phase materials, i.e., those for which $W$ vanishes on $S O(3)$ and satisfies (13). For those materials it has recently become possible to study also the $\Gamma$-limit of the rescaled functionals $h^{-\beta} I^{h}$ and to derive a full hierarchy of plate theories. For $\beta=2$ one obtains Kirchhoff's geometrically nonlinear bending theory $[11,12,23,24]$. This theory imposes the isometry constraint $\nabla^{\prime} y \in O(2,3)$, and the energy is given by a quadratic expression in the curvature, more precisely in the second fundamental form $A=-\left(\nabla^{\prime}\right)^{2} y \cdot \nu$, where $\nu:=y_{, 1} \wedge y_{, 2}$ is the normal to the deformed surface. For $\beta=4$ one obtains the von Kárman plate theory [13]; in fact, the full range of exponents $\beta \geq 2$ is now understood [14].

In contrast, relatively little is known in the range $0<\beta<2$. Conti [8] has recently shown that for $0<\beta<1$ the $\Gamma$-limit of

$$
\begin{equation*}
\frac{1}{h^{\beta}}\left[I^{h}(y)-\int_{\Omega} h^{\beta} f\left(x^{\prime}\right) \cdot y(x) d x\right] \tag{18}
\end{equation*}
$$

is given by

$$
J(y)= \begin{cases}-\int_{S} f \cdot y d x^{\prime} & \text { if } y_{, 3}=0, \quad \nabla^{\prime} y \in \operatorname{conv} O(2,3)  \tag{19}\\ \infty & \text { else }\end{cases}
$$

The range $1 \leq \beta<2$ is largely unexplored in terms of rigorous analysis. In the context of delamination and blistering of thin films [15] one is lead to the study of compressive Dirichlet boundary conditions such as $y^{(h)}\left(x^{\prime}, x_{3}\right)=\left(\lambda x^{\prime}, h x_{3}\right)$ on $\partial S \times I$, with $0 \leq \lambda<1$. If this boundary condition is imposed, one can show that $c h \leq \inf I^{h}\left(y^{(h)}\right) \leq C h$, with $c>0$; see [4] (as well as [17,3] for related work). For the extension to anisotropic boundary compression, see [8]. The $\Gamma$-limit of $h^{-1} I^{h}$ is not known.

If instead of Dirichlet boundary conditions we assume only that $y^{(h)} \rightharpoonup\left(\lambda x^{\prime}, 0\right)$ in $W^{1,2}$, then much less is known. Venkataramani has constructed maps with periodic boundary conditions whose energy scales like $h^{5 / 3}$ [31]. His construction shows that for $\lambda=0$ one can achieve an energy bound $C h^{5 / 3}$. Conti and Maggi [9] have generalized this construction to a much larger class of limit maps. They have also shown that every short map (i.e., every map satisfying $\left(\nabla^{\prime} y\right)^{T} \nabla^{\prime} y \leq I d_{2}$ ) can be approximated in $L^{\infty}$ (and weakly in $W^{1,2}$ ) by maps $y_{h}$ with energy bounded by $C h^{5 / 3-\varepsilon}$. The scaling exponent $h^{5 / 3}$ has been suggested in the physics literature on crumbling as a natural exponent based on a formal scaling argument and an assumed equipartition of bending and stretching energy [20, 10] (see also [2, 6]; for complex folding patterns at free boundaries and their potential relevance for certain growth models in biology, see as well $[27,1]$ ). For a single ridge with well-defined boundary conditions Venkataramini recently showed that the energy scales indeed like $h^{5 / 3}[31]$.
2. Proof of the lower bound. The key ingredient in the proof is the following rigidity result.

Theorem 2 (see [7, Theorem 2]). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain, $n \geq 2$ and $K:=S O(n) \cup S O(n) H$, where $H=\operatorname{diag}\left(\lambda_{1}, \cdots \lambda_{n}\right), \lambda_{i}>0$, such that $\sum_{i=1}^{n}\left(1-\lambda_{i}\right)\left(1-\operatorname{det} H / \lambda_{i}\right)>0$. There exists a positive constant $C(\Omega, H)$ with the following property. For each $u \in W^{1,2}\left(\Omega, \mathbb{R}^{n}\right)$ there is an associated $R:=R(u, \Omega) \in K$ such that

$$
\begin{equation*}
\|\nabla u-R\|_{L^{2}(\Omega)} \leq C(\Omega, H)\|\operatorname{dist}(\nabla u, K)\|_{L^{2}(\Omega)} \tag{20}
\end{equation*}
$$

The above rigidity estimate is proved in [7], but for the convenience of the readers we give a brief outline of the proof. Suppose $\|\operatorname{dist}(\nabla u, K)\|_{L^{2}(\Omega)}$ is small. Consider a smooth uniformly convex function $F$ on $\mathbb{M}^{3 \times 3}$ with quadratic growth whose gradient $\nabla F$ is the cofactor map when restricted to the set $K$ (such a function exists; see [21]). We then decompose a given Sobolev function $u$ into a part $w$ which satisfies the nonlinear elliptic system of PDEs $\operatorname{div} \nabla F(\nabla w)=0$ with $w=u$ on the boundary $\partial \Omega$. Then $w$ satisfies the standard $W_{\text {loc }}^{2,2}$ estimate. Exploiting that $\nabla(F-\operatorname{det})=0$ on $K$ and the uniform monotonicity of $\nabla F$, one can easily prove that the $W^{1,2}$ norm of the remainder $u-w$ is small. By a separation lemma (Lemma 2.4, [7]) and a careful covering argument we prove that $\nabla w$ cannot oscillate too much between the wells $S O(n)$ and $S O(n) H$. This shows that $\nabla w$ is $L^{2}$-close to a single well. Finally the rigidity estimate for a single well energy [12] yields (20).

We note that the inequality (20) is invariant under uniform scaling and translation of the domain; i.e., the same value of $C$ serves for $\lambda \Omega+c$, and the rescaled function $\lambda v((x-c) / \lambda)$ may be associated with the same choice of $R \in K$.

Proof of Theorem 1. Suppose first that $S=(0,1)^{2}$ and $h=1 / N, N \in \mathbb{N}$. Divide $S$ into squares $S_{a, h}$ of side $h$ with center at $a$., i.e.,

$$
\begin{equation*}
S_{a, h}:=a+\left(-\frac{h}{2}, \frac{h}{2}\right)^{2}, a \in \mathbb{Z}_{h}^{2}, \quad \mathbb{Z}_{h}:=\left\{\frac{h}{2}, \frac{3 h}{2}, \ldots, 1-\frac{h}{2}\right\} \tag{21}
\end{equation*}
$$

Then $S=\cup S_{a, h}$, up to a set of measure zero. Let us define, $v^{(h)}: \Omega_{h} \rightarrow \mathbb{R}^{3}$ by $v^{(h)}\left(x_{1}, x_{2}, h x_{3}\right):=y^{(h)}\left(x_{1}, x_{2}, x_{3}\right)$ for all $x=\left(x_{1}, x_{2}, x_{3}\right) \in \Omega:=\Omega_{1}$. Now we apply the rigidity Theorem 3 for $v^{(h)}$ for the domain $S_{a, h} \times\left(-\frac{h}{2}, \frac{h}{2}\right)$ to obtain a constant $C>0$ (independent of $a$ and $h$ ), and $R_{a}^{h} \in K=S O(3) \cup S O(3) H$, such that

$$
\begin{equation*}
\int_{S_{a, h} \times\left(-\frac{h}{2}, \frac{h}{2}\right)}\left|\nabla v^{(h)}(z)-R_{a}^{h}\right|^{2} d z \leq C \int_{S_{a, h} \times\left(-\frac{h}{2}, \frac{h}{2}\right)} \operatorname{dist}^{2}\left(\nabla v^{(h)}(z), K\right) d z \tag{22}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\int_{S_{a, h} \times\left(-\frac{1}{2}, \frac{1}{2}\right)}\left|\nabla_{h} y^{(h)}(x)-R_{a}^{h}\right|^{2} d x \leq C \int_{S_{a, h} \times\left(-\frac{1}{2}, \frac{1}{2}\right)} \operatorname{dist}^{2}\left(\nabla_{h} y^{(h)}, K\right) d x \tag{23}
\end{equation*}
$$

where, as before, $\nabla_{h} y^{(h)}:=\left(\nabla^{\prime} y^{(h)}, \frac{1}{h} y, 3\right)$.
Define the piecewise constant map $R^{h}: S \rightarrow K$ by $R^{h}:=R_{a}^{h}$ in $S_{a, h}$. Summing (23) over all $S_{a, h}$ and using (9) and (11), we obtain

$$
\begin{align*}
\int_{S \times\left(-\frac{1}{2}, \frac{1}{2}\right)}\left|\nabla_{h} y^{(h)}(x)-R^{h}\left(x^{\prime}\right)\right|^{2} d x & \leq C \int_{S \times\left(-\frac{1}{2}, \frac{1}{2}\right)} \operatorname{dist}^{2}\left(\nabla_{h} y^{(h)}(x), K\right) d x \\
& \leq C h \tag{24}
\end{align*}
$$

Thus

$$
\left\{\begin{array}{c}
\nabla_{h} y^{(h)}-R^{h} \rightarrow 0 \quad \text { strongly in } L^{2}\left(\Omega, \mathbb{M}^{3 \times 3}\right)  \tag{25}\\
\nabla_{h} y^{(h)} \rightharpoonup\left(\nabla^{\prime} y, b\right) \quad \text { weakly in } L^{2}\left(\Omega, \mathbb{M}^{3 \times 3}\right), \\
R^{h} \rightharpoonup \bar{R} \quad \text { weakly in } L^{2}\left(S, \mathbb{M}^{3 \times 3}\right)
\end{array}\right.
$$

From (25) we have $\bar{R}=\left(\nabla^{\prime} y, b\right)$, and hence $y$ is independent of $x_{3}$.
Let $\epsilon>0$ be sufficiently small. We divide the family of squares $S_{a, h}$ into three different groups $\mathcal{A}_{i}, i=0,1,2$, in the following manner:

$$
\begin{equation*}
a \in \mathcal{A}_{0} \quad \text { if and only if } \int_{S_{a, h} \times I} W\left(\nabla_{h} y^{(h)}(x)\right) d x \geq \epsilon h^{2} \tag{26}
\end{equation*}
$$

where $I:=\left(-\frac{1}{2}, \frac{1}{2}\right)$. If $a \notin \mathcal{A}_{0}$, Theorem 2 yields

$$
\begin{equation*}
\frac{1}{h^{2}} \int_{S_{a, h} \times I}\left|\nabla_{h} y^{(h)}(x)-R_{a}^{h}\right|^{2} d x \leq \frac{C}{h^{2}} \int_{S_{a, h} \times I} W\left(\nabla_{h} y^{(h)}(x)\right) d x \leq C \epsilon . \tag{27}
\end{equation*}
$$

Now define

$$
\begin{equation*}
a \in \mathcal{A}_{1} \quad \text { if and only if }(27) \text { holds for } R_{a}^{h} \in S O(3), \tag{28}
\end{equation*}
$$

$a \in \mathcal{A}_{2} \quad$ if and only if (27) holds for $R_{a}^{h} \in S O(3) H$.
Clearly $\mathcal{A}_{1} \cap \mathcal{A}_{2}=\emptyset$. Thus the sets

$$
\begin{equation*}
\Omega_{i}^{h}:=\operatorname{int} f t\left(\cup_{a \in \mathcal{A}_{i}} \bar{S}_{a, h}\right) \tag{30}
\end{equation*}
$$

$i=0,1,2$, are disjoint and cover $S$.
Note also that the area of the set $\Omega_{0}^{h}$ is bounded by $C h$ in view of (11). We now would like to estimate the length of the boundary $\partial \Omega_{1}^{h}$. Clearly this boundary consists of a union of vertical and horizontal segments of lengths $h$. The main observation is that each such boundary segment must also be in the boundary of one of the squares in $\Omega_{0}^{h}$ (see Lemma 3 below). Then a simple counting argument yields that the length of $\partial \Omega_{1}^{h}$ is bounded by a constant independent of $h$.

To state the argument precisely we introduce the following notation. Let $e_{ \pm}:=$ $(0, \pm 1)$ and $\tilde{e}_{ \pm}=( \pm 1,0)$. Then the boundary $\partial S_{a, h}$ of the square $S_{a, h}$ consists of four segments, namely the top and bottom boundaries $\partial^{e_{ \pm}} S_{a, h}:=a+\left(-\frac{h}{2}, \frac{h}{2}\right) \times\left\{ \pm \frac{h}{2}\right\}$ and the left and right boundaries $\partial^{\tilde{e}_{ \pm}} S_{a, h}:=a+\left\{ \pm \frac{h}{2}\right\} \times\left(-\frac{h}{2}, \frac{h}{2}\right)$. Let us denote the line segment of the boundary of $\partial S_{a, h}$ in the direction of the vector $e \in\{( \pm 1,0),(0, \pm 1)\}$ by $\partial^{e} S_{a, h}$. Thus the boundary of $\Omega_{1}^{h}$ is the union of the line segments $\partial^{e} S_{a, h} \subset \partial S_{a, h}$ for $S_{a, h} \subset \Omega_{1}^{h}$ such that $\partial^{e} S_{a, h} \cap \Omega_{1}^{h}=\emptyset$. In other words,

$$
\begin{equation*}
\partial \Omega_{1}^{h}=\bigcup_{\substack{a \in \mathcal{A}_{1} \\ \partial^{e} S_{a, h} \cap \Omega_{1}^{h}=\emptyset}} \partial^{e} S_{a, h} \tag{31}
\end{equation*}
$$

Lemma 3. Let $a \in \mathcal{A}_{1}$ and $\partial^{e} S_{a, h} \subset \partial \Omega_{1}^{h} \backslash \partial S$ for some $e \in\{( \pm 1,0),(0, \pm 1)\}$. Then $S_{b, h} \subset \Omega_{0}^{h}$ for $b:=a+h e$.

Proof of Lemma 3. Since $\partial^{e} S_{a, h} \subset \partial \Omega_{1}^{h} \backslash \partial S$, the square $S_{b, h}$ belongs to $S$. Suppose $b \notin \mathcal{A}_{0}$ and apply Theorem 2 to the domain $\left(S_{a, h} \cup S_{b, h}\right) \times\left(-\frac{h}{2}, \frac{h}{2}\right)$ to
obtain a constant $C>0$ (independent of $h, a$, and $b$ ) and a matrix $R_{a b}^{h}$ such that

$$
\begin{align*}
\frac{1}{h^{2}} \int_{\left(S_{a, h} \cup S_{b, h}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)}\left|\nabla_{h} y^{(h)}-R_{a b}^{h}\right|^{2} d x & \leq \frac{C}{h^{2}} \int_{\left(S_{a, h} \cup S_{b, h}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)} W\left(\nabla_{h} y^{(h)}\right) d x \\
& \leq 2 C \epsilon \tag{32}
\end{align*}
$$

Since $S_{a, h} \subset \Omega_{1}^{h}$, there exists $R_{a}^{h} \in S O(3)$ such that

$$
\begin{equation*}
\frac{1}{h^{2}} \int_{S_{a, h} \times\left(-\frac{1}{2}, \frac{1}{2}\right)}\left|\nabla_{h} y^{(h)}-R_{a}^{h}\right|^{2} d x \leq C \epsilon \tag{33}
\end{equation*}
$$

Therefore (32) and (33) yield $\left|R_{a b}^{h}-R_{a}^{h}\right| \leq 4 C \epsilon$. Similarly there exist $R_{b}^{h} \in S O(3) H$ such that $\left|R_{a b}^{h}-R_{b}^{h}\right| \leq 4 C \epsilon$. We thus obtain a contradiction if $\epsilon$ is chosen sufficiently small, and the proof of the lemma is finished.

Proof of Theorem 1 (continued). Let $a \in \mathcal{A}_{1}$, and $\partial^{e} S_{a, h} \subset \partial \Omega_{1}^{h} \backslash \partial S$, for some $e$. Then by Lemma 3, the square adjacent to the side $\partial^{e} S_{a, h}$ is in $\Omega_{0}^{h}$. There can be at most four edges $\partial^{e} S_{a, h} \subset \partial \Omega_{1}^{h} \backslash \partial S$, touching a single square in $\Omega_{0}^{h}$. Thus from (31), (26), and (11) we obtain

$$
\begin{align*}
\mathcal{H}^{1}\left(\partial \Omega_{1}^{h} \backslash \partial S\right)= & \sum_{\substack{a \in \mathcal{A}_{1}\\
}} \mathcal{H}^{1}\left(\partial^{e} S_{a, h}\right) \\
= & h \operatorname{card}\left\{a \in \mathcal{A}_{1}: \partial^{e} S_{a, h} \subset \partial \Omega_{1}^{h} \backslash \partial S\right\} \\
\leq & 4 h \operatorname{card} \mathcal{A}_{0} \\
\leq & 4 h \frac{1}{h^{2} \epsilon} I^{h}\left(y^{(h)}\right) \\
\leq & C, \tag{34}
\end{align*}
$$

where "card" stands for the cardinality of a set. Hence $\chi_{\Omega_{1}^{h}}$ is bounded in $B V(S)$, functions of bounded variation on $S$ (see Example 1.4 in [16]), and passing to a subsequence, we get $\chi_{\Omega_{1}^{h}} \xrightarrow{*} \chi_{E}$ in $B V(S)$. Therefore by the lower semicontinuity and compactness theorems for $B V$ functions (Theorems 1.9 and 1.19, respectively, in [16]) we obtain
$\operatorname{Per}(E)=\int_{S}\left|\nabla \chi_{E}\right| \leq \liminf _{h \rightarrow 0} \int_{S}\left|\nabla \chi_{\Omega_{1}^{h}}\right|=\liminf _{h \rightarrow 0} \mathcal{H}^{1}\left(\partial \Omega_{1}^{h} \backslash \partial S\right) \leq C \liminf _{h \rightarrow 0} \frac{1}{h} I^{h}\left(y^{(h)}\right)$,
and $\chi_{\Omega_{1}^{h}} \rightarrow \chi_{E}$ strongly in $L^{1}(S)$.
Furthermore, it follows from (9) that dist ${ }^{2}(F, S O(3)) \leq C(W(F)+1)$. Using (11), we deduce that

$$
\begin{equation*}
\int_{N_{h}} \operatorname{dist}^{2}\left(\nabla_{h} y^{(h)}, S O(3)\right) d x \rightarrow 0 \quad \text { whenever } \quad \mathcal{L}^{3}\left(N_{h}\right) \rightarrow 0 \tag{35}
\end{equation*}
$$

Since the map $X \mapsto \operatorname{dist}(X, M)$ is convex, whenever $M$ is a convex set, standard
convexity and lower semicontinuity arguments yield (with $I:=(-1 / 2,1 / 2)$ )

$$
\begin{aligned}
\int_{\Omega} \chi_{E \times I} \operatorname{dist}^{2}\left(\nabla^{\prime} y, \operatorname{conv} O(2,3)\right) d x & \leq \liminf _{h \rightarrow 0} \int_{\Omega} \chi_{E \times I} \operatorname{dist}^{2}\left(\nabla^{\prime} y^{(h)}, \operatorname{conv} O(2,3)\right) d x \\
& \leq \liminf _{h \rightarrow 0} \int_{\Omega} \chi_{E \times I} \operatorname{dist}^{2}\left(\nabla_{h} y^{(h)}, S O(3)\right) d x \\
& \leq \liminf _{h \rightarrow 0} \int_{\Omega} \chi_{\Omega_{1}^{h} \times I} \operatorname{dist}^{2}\left(\nabla_{h} y^{(h)}, S O(3)\right) d x \\
& \leq \liminf _{h \rightarrow 0} \sum_{a \in \mathcal{A}_{1}} \int_{S_{a, h \times I}}\left|\nabla_{h} y^{(h)}-R_{a}^{h}\right|^{2} d x \\
& \leq C \liminf _{h \rightarrow 0} \sum_{a \in \mathcal{A}_{1}} \int_{S_{a, h} \times I} W\left(\nabla_{h} y^{(h)}\right) d x \\
& \leq C \liminf _{h \rightarrow 0} I^{h}\left(y^{(h)}\right) \\
365 \quad & =0,
\end{aligned}
$$

where we used (35) to obtain the third inequality. Hence $\nabla^{\prime} y \in \operatorname{conv} O(2,3)$ a.e. in $E$. Since $\mathcal{L}^{2}\left(\Omega_{0}^{h}\right)=h^{2} \operatorname{card} \mathcal{A}_{0} \leq \frac{1}{\epsilon} I^{h}\left(y^{(h)}\right) \rightarrow 0$ as $h \rightarrow 0$ we have

$$
\chi_{\Omega_{2}^{h}}=1-\chi_{\Omega_{0}^{h}}-\chi_{\Omega_{1}^{h}} \rightarrow\left(1-\chi_{E}\right) \text { strongly in } L^{1}(S)
$$

Applying the above arguments with $\nabla^{\prime} y$ replaced by $\left(\nabla^{\prime} y\right) \tilde{H}^{-1}$ and $\chi_{E \times I}$ replaced by $1-\chi_{E \times I}$, we conclude similarly that $\left(\nabla^{\prime} y\right) \tilde{H}^{-1} \in \operatorname{conv} O(2,3)$ a.e. in $S \backslash E$. Thus $E \subset E_{1}, S \backslash E \subset E_{2}$, and

$$
\operatorname{Per}(E) \leq C \lim \inf \frac{1}{h} I^{h}\left(y^{(h)}\right)
$$

This finishes the proof for $S$ being the unit square and $1 / h \in \mathbb{N}$. For a general bounded open set $S$ the assertion follows similarly by first considering the subset $S^{h}$ which consists of the union of all squares $S_{a, h}$ that are contained in $S$.
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#### Abstract

We consider the Hamilton-Jacobi equation


$$
\partial_{t} u+H(x, D u)=0 \quad \text { in }(0,+\infty) \times \mathbb{T}^{N}
$$

where $\mathbb{T}^{N}$ is the flat $N$-dimensional torus, and the Hamiltonian $H(x, p)$ is assumed continuous in $x$ and strictly convex and coercive in $p$. We study the large time behavior of solutions, and we identify the limit through a Lax-type formula. Some convergence results are also given for $H$ solely convex. Our qualitative method is based on the analysis of the dynamical properties of the Aubry set, performed in the spirit of [A. Fathi and A. Siconolfi, Calc. Var. Partial Differential Equations, 22 (2005), pp. 185-228]. This can be viewed as a generalization of the techniques used in [A. Fathi, C. R. Acad. Sci. Paris Ser. I Math., 327 (1998), pp. 267-270] and [J. M. Roquejoffre, J. Math. Pures Appl. (9), 80 (2001), pp. 85-104]. Analogous results have been obtained in [G. Barles and P. E. Souganidis, SIAM J. Math. Anal., 31 (2000), pp. 925-939] using PDE methods.
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1. Introduction. This paper is about the large time behavior of the equation

$$
\partial_{t} u+H(x, D u)=0
$$

in the flat torus $\mathbb{T}^{N}$. Here and in what follows, (sub-, super-) solutions are meant in the viscosity sense (see $[2,3,14]$ ).

The subject has been extensively investigated, first in [16], and subsequently in [11], [4], [18]. It is therefore well understood that, under suitable assumptions on $H$,

$$
u(t, x)+c t
$$

converges uniformly, for $t$ diverging positively, to a solution $v$ of the stationary equation

$$
H(x, D \phi)=c \quad \text { in } \mathbb{T}^{N}
$$

where $c$ is the so-called critical value of the Hamiltonian, i.e., given by

$$
c=\min \{a: H(x, D \phi)=a \text { has a subsolution }\} .
$$

This is also the unique value of $a$ for which $H(x, D \phi)=a$ admits a solution on the whole torus; see [15], [13]. Any (sub) solution of the previous equation with $a=c$ will be called critical in what follows.

[^27]This problem has been attacked, in the quoted literature, either by means of dynamical techniques or by using viscosity solutions methods.

The dynamical approach, which can be found in [11], [18] (see also [8], [12] for a general introduction on the subject), requires strong regularity assumptions on the Hamiltonian ( $C^{2}$-regularity, strict convexity, and superlinearity at infinity in the second variable), since it is based on the analysis of the associated Hamiltonian flow. The latter is related to the solution $u$ through the Lax-Oleinik formula. As first pointed out in [11], a crucial role is played by the Aubry set, which consists of accumulation points of the flow and is invariant.

The weakening of the conditions on $H$ has a theoretical relevance and is also an important issue for the applications, since, for instance, the Hamiltonians appearing in control theory are not smooth.

A significant step in this direction has been performed in [4] by means of pure PDE methods. The authors were able to prove the convergence, assuming that $H$ is only continuous and satisfies a coercivity condition. Moreover, they require the Hamiltonian to fulfill a convexity-type inequality, which includes also some nonconvex functions, but not all strictly convex Hamiltonians.

The main contribution of the present paper is to employ generalized dynamical methods to achieve the above convergence result in the presence of weak regularity of $H$, which is taken continuous, strictly convex, and coercive.

Our procedure yields, even in the continuous case, deeper insight into the convergence phenomenon as well as remarkably simple proofs which avoid any technicality.

The core of our argument is the discovery of some distinguished curves on the torus along which the difference between $u$ and any critical subsolution $\phi$ enjoys a monotonicity property. This is a generalization of something already proved in [18] for curves of the Hamiltonian flow lying on the Aubry set. The crux is that, of course, no Hamiltonian flow can be generally defined in our setting.

We overcome this difficulty following the ideas of [13], where some aspects of the Aubry-Mather theory are extended to continuous quasi-convex Hamiltonians. Using a nonsymmetric semidistance, denoted by $S$, suitably related to the $c$-sublevel set of the Hamiltonian, it is possible to define a generalized (projected) Aubry set, say $\mathcal{A}$, and some relevant properties, holding for the classical Aubry set when $H$ is $C^{2}$, are recovered.

Under the additional assumption that $H$ is Lipschitz continuous with respect to $x$, it is proved in [13], for instance, that a multivalued dynamics can be defined on $\mathcal{A}$. We take a further step here by showing that, even for continuous $H$, some dynamical properties are encoded in the structure of the Aubry set. We prove indeed that through any point of $\mathcal{A}$ there passes a curve $\eta$ defined on $\mathbb{R}$ and satisfying

$$
S\left(\eta\left(t_{1}\right), \eta\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}}(L(\eta, \dot{\eta})+c) \mathrm{d} s=-S\left(\eta\left(t_{2}\right), \eta\left(t_{1}\right)\right) \quad \text { for any } t_{1}, t_{2} \in \mathbb{R}
$$

where $L$ is the Lagrangian function related to $H$. These are precisely the curves, called critical, satisfying the monotonicity property previously mentioned.

Beside this, we get the convergence result by exploiting, as in [18], the relaxed semilimits theory and a generalization of the fact, proved in [13], that all critical subsolutions are differentiable on $\mathcal{A}$ and have the same gradient.

An advantage of our method is that we can single out the point where the strict convexity condition on $H$-or, to be more precise, the $C^{1}$-regularity of $L$, which is an equivalent condition-is employed (see Lemma 5.2). More precisely, such a property allows us to estimate how the line integral of the Lagrangian on a critical curve varies under suitable perturbation of the parametrization; see also Remark 5.8. This is a crucial step since it is well known, as shown in an example in [4], that the simple convexity of $H$ does not ensure, in general, the convergence phenomenon.

However, we can prove that the mere convexity is actually enough when the equilibrium points form a uniqueness set for the critical equation. This accounts for the fact that a small perturbation, in a convex Hamiltonian, can produce a passage from a convergence to a nonconvergence situation; see Example 5.10. This generalizes the results of [16], where the Hamiltonian is taken only convex, as well.

We are furthermore able to identify the limit function $v$ through a representation formula, which involves $u(0, \cdot)$, the Aubry set, and the semidistance $S$. It is the critical solution coinciding on $\mathcal{A}$ with the maximal critical subsolution not exceeding $u(0, \cdot)$. This should be compared to the formula given in [11] for Hamiltonians of class $C^{2}$ using the Peierls barrier. Our formula has been exploited in [19] to perform a numerical approximation of the Aubry set.

The paper is organized as follows. In section 2 some preliminary material is collected, including definitions of the semidistance $S$ and the generalized Aubry set, as well as some properties of the critical solutions and of the Lax-Oleinik semigroup. In section 3 we introduce, through a representation formula, a distinguished critical solution, which will be proved to be the limit of $u(t, x)+c t$ for $t \rightarrow+\infty$. Section 4 is devoted to studying the dynamical properties of the Aubry set and singling out a class of special curves covering $\mathcal{A}$. The main results are finally proved in section 5 . In the appendix we show that the usual integral representation formula for the Lax-Oleinik semigroup holds also in the case when $H$ is coercive, but not necessarily superlinear at infinity, and so the Lagrangian $L$ is possibly infinite valued at some points of $\mathbb{T}^{N} \times \mathbb{R}^{N}$.
2. Assumptions and preliminary results. We write below a list of symbols used throughout this paper.
$N \quad$ an integer number.
$B_{R}\left(x_{0}\right) \quad$ the closed ball in $\mathbb{R}^{N}$ centered at $x_{0}$ of radius $R$.
$B_{R} \quad$ the closed ball in $\mathbb{R}^{N}$ centered at 0 of radius $R$.
$\langle\cdot, \cdot\rangle \quad$ the scalar product in $\mathbb{R}^{N}$.
$|\cdot| \quad$ the Euclidean norm in $\mathbb{R}^{N}$.
$\mathbb{R}_{+} \quad$ the set of nonnegative real numbers.
$\mathbb{T}^{N} \quad$ the $N$-dimensional flat torus.
$\mathrm{C}\left(\mathbb{T}^{N}\right)$ the space of real-valued continuous functions on $\mathbb{T}^{N}$.
$\operatorname{Lip}\left(\mathbb{T}^{N}\right)$ the space of real-valued Lipschitz-continuous functions on $\mathbb{T}^{N}$.
A subset of $\mathbb{R}^{k}$ is called negligible if its $k$-dimensional Lebesgue measure is equal to zero. We say that a property holds almost everywhere (a.e.) on $\mathbb{R}^{k}$ if it holds up to a negligible subset of $\mathbb{R}^{k}$. Given a measurable function $\varphi: \mathbb{T}^{N} \rightarrow \mathbb{R}$, its $\mathrm{L}^{\infty}$-norm on $\mathbb{T}^{N}$ will be denoted by $\|\varphi\|_{\infty}$. We will write $\varphi_{n} \rightrightarrows \varphi$ on $\mathbb{T}^{N}$ to mean that the sequence of functions $\left(\varphi_{n}\right)_{n}$ uniformly converges to $\varphi$ on $\mathbb{T}^{N}$.

By modulus we mean a nondecreasing function from $\mathbb{R}_{+}$to $\mathbb{R}_{+}$, vanishing and continuous at 0 . Given a closed convex subset $Z$ of $\mathbb{R}^{k}$, and $p_{0} \in Z$, we define the normal cone of $Z$ at $p_{0}$, in symbols $N_{Z}\left(p_{0}\right)$, as the set $\left\{q \in \mathbb{R}^{N}:\left\langle q, p_{0}\right\rangle=\right.$ $\left.\max _{p \in Z}\langle q, p\rangle\right\}$.

We endow the flat torus $\mathbb{T}^{N}$ with the Riemannian metric induced by the Euclidean metric on $\mathbb{R}^{N}$. We recall that $\mathbb{T}^{N}$ can be viewed as the quotient space $\mathbb{R}^{N} / \mathbb{Z}^{N}$, obtained by identifying all points $x, y \in \mathbb{R}^{N}$ such that $x-y \in \mathbb{Z}^{N}$.

With the term curve, without any further specification, we refer to a Lipschitzcontinuous function from some given interval $[a, b]$ to $\mathbb{T}^{N}$. The space of all such curves is denoted by $\operatorname{Lip}\left([a, b], \mathbb{T}^{N}\right)$, while $\operatorname{Lip}_{x, y}\left([a, b], \mathbb{T}^{N}\right)$ stands for the family of curves $\gamma$ joining $x$ to $y$, i.e., such that $\gamma(a)=x$ and $\gamma(b)=y$, for any fixed $x, y$ in $\mathbb{T}^{N}$. We denote by $W^{1,1}\left([a, b], \mathbb{T}^{N}\right)$ the space of absolutely continuous curves defined in $[a, b]$. Given a curve $\gamma$ defined on some interval $[a, b]$, a curve $\gamma^{\prime}$ defined on $\left[a^{\prime}, b^{\prime}\right]$ will be called a reparametrization of $\gamma$ if there exists an order preserving Lipschitz-continuous map $f:\left[a^{\prime}, b^{\prime}\right] \rightarrow[a, b]$ surjective and such that $\gamma^{\prime}=\gamma \circ f$. The Euclidean length of a curve $\gamma$ is denoted by $\ell(\gamma)$.

Unless otherwise specified, the term (sub-, super-) solution of some PDE is understood in the viscosity sense. Given a continuous function $g$ defined in $\mathbb{R}^{k}$ and $x_{0} \in \mathbb{R}^{k}$, we denote by $D^{+} g\left(x_{0}\right)$ (resp., $\left.D^{-} g\left(x_{0}\right)\right)$ the superdifferential (resp., the subdifferential) of $g$ at $x_{0}$, i.e., the (possibly empty) set made up of the differentials of the viscosity test functions from above (resp., from below) to $g$ at $x_{0}$. Note that, in the case when $g$ is convex, $D^{-} g$ coincides with the usual subdifferential of convex analysis. When $g$ is defined on $\mathbb{R}^{m} \times \mathbb{R}^{k}$ and $\left(x_{0}, p_{0}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{k}$, we will denote by $D_{p}^{-} g\left(x_{0}, p_{0}\right)$ the subdifferential of the function $g\left(x_{0}, \cdot\right)$ at $p_{0}$. For a function $g: \mathbb{R}^{k} \rightarrow(-\infty,+\infty]$, we denote by $\operatorname{dom}(g)$ its effective domain, i.e., the subset of $\mathbb{R}^{k}$ where $g$ is finite valued.

We deal with a Hamiltonian $H$, defined on the cotangent bundle $T^{*} \mathbb{T}^{N}$, identified with $\mathbb{T}^{N} \times \mathbb{R}^{N}$, and satisfying the following set of assumptions:
(H1) $\quad H: \mathbb{T}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is continuous;
(H2) $\quad p \mapsto H(x, p)$ is convex on $\mathbb{R}^{N}$ for any $x \in \mathbb{T}^{N}$;
(H3) $\lim _{|p| \rightarrow+\infty}\left(\inf _{x \in \mathbb{T}^{N}} H(x, p)\right)=+\infty$;
(H4) the set of minimizers of $p \mapsto H(x, p)$ has empty interior for any $x \in \mathbb{T}^{N}$.
To obtain our general convergence result (see in particular Proposition 5.3, which will constitute a crucial step for that), we will, moreover, assume the following:
$(\mathrm{H} 2)^{\prime} \quad p \mapsto H(x, p)$ is strictly convex on $\mathbb{R}^{N}$ for any $x \in \mathbb{T}^{N}$.
Notice that condition (H4) is certainly satisfied when (H2)' holds true, since, in this case, the set of minimizers of $H(x, \cdot)$ reduces to a point for any $x \in \mathbb{T}^{N}$.

Remark 2.1. Exploiting the subdifferentiability properties of the function $p \mapsto$ $H(x, p)$, for any fixed $x$, we see that the Lipschitz constant of such a function in $B_{R}$, for any $R>0$, can be estimated, uniformly with respect to $x$, in terms of $R$ and of $\max \left\{H(x, p):(x, p) \in \mathbb{T}^{N} \times B_{2 R}\right\}$; see, e.g., [17, Proposition 2.2.6].

Remark 2.2. The problem we are dealing with can be equivalently formulated in $\mathbb{R}^{N}$, instead of $\mathbb{T}^{N}$, with $\mathbb{Z}^{N}$-periodicity conditions.

We consider the family of Hamilton-Jacobi equations

$$
\begin{equation*}
H(x, D \phi)=a \quad \text { on } \mathbb{T}^{N}, \tag{1}
\end{equation*}
$$

with $a$ real parameter, and set

$$
c:=\inf \{a \in \mathbb{R}:(1) \text { has a subsolution }\} .
$$

This is called the critical value of the Hamiltonian $H$ and is characterized by the property of being the unique value for $a$ such that (1) admits (at least) one solution (see, e.g., [15], [13]). A solution (resp., supersolution, subsolution) of

$$
\begin{equation*}
H(x, D \phi)=c \quad \text { in } \mathbb{T}^{N} \tag{2}
\end{equation*}
$$

will be called critical in what follows. Thanks to hypothesis (H3), all subsolutions of (1) are Lipschitz continuous. Moreover, by the convexity assumption, there is complete equivalence between the notions of (viscosity) subsolution and a.e. subsolution (see [2]).

Following [13], we carry out the study of properties of subsolutions to (1) by means of the semidistances $S_{a}$ defined on $\mathbb{T}^{N} \times \mathbb{T}^{N}$, for $a \geq c$, as follows:

$$
\begin{equation*}
S_{a}(x, y)=\inf \left\{\int_{0}^{1} \sigma_{a}(\gamma(s), \dot{\gamma}(s)) \mathrm{d} s: \gamma \in \operatorname{Lip}_{x, y}\left([0,1], \mathbb{T}^{N}\right)\right\} \tag{3}
\end{equation*}
$$

where $\sigma_{a}(x, q)$ is the support function of the $a$-sublevel of $H$, namely

$$
\begin{equation*}
\sigma_{a}(x, q):=\sup \{\langle q, p\rangle: H(x, p) \leq a\} \tag{4}
\end{equation*}
$$

The function $\sigma_{a}(x, q)$ is convex in $q$ and upper semicontinuous in $x$ (and even continuous in all points $x$, where the set $\left\{p \in \mathbb{R}^{N}: H(x, p) \leq a\right\}$ has a nonempty interior or reduces to a point), while $S_{a}$ satisfies the following properties:

$$
\begin{aligned}
& S_{a}(x, y) \leq S_{a}(x, z)+S_{a}(z, y) \\
& S_{a}(x, y) \leq b_{a}|x-y|
\end{aligned}
$$

for all $x, y, z \in \mathbb{T}^{N}$ and for some positive constant $b_{a}$. The following properties hold (see [13]).

Proposition 2.3. Given $a \geq c$, we have that
(i) for any $y \in \mathbb{T}^{N}$, the functions $S_{a}(y, \cdot)$ and $-S_{a}(\cdot, y)$ are both subsolutions of (1);
(ii) a function $\phi$ is a subsolution of (1) if and only if

$$
\phi(x)-\phi(y) \leq S_{a}(y, x) \quad \text { for all } x, y \in \mathbb{T}^{N}
$$

To ease notation, in what follows we will write $S, \sigma$ in place of $S_{c}, \sigma_{c}$, respectively.
In the analysis of the behavior of critical subsolutions, a special role is played by a set $\mathcal{A}$, which has been called in [13] the (projected) Aubry set, defined as the collection of points $y \in \mathbb{T}^{N}$ such that

$$
\inf \left\{\int_{0}^{1} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s: \gamma \in \operatorname{Lip}_{y, y}\left([0,1], \mathbb{T}^{N}\right), \ell(\gamma) \geq \delta\right\}=0 \quad \text { for some } \delta>0
$$

or, equivalently (cf. [13, Lemma 5.1]),
$\inf \left\{\int_{0}^{1} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s: \gamma \in \operatorname{Lip}_{y, y}\left([0,1], \mathbb{T}^{N}\right), \ell(\gamma) \geq \delta\right\}=0 \quad$ for any $\delta>0$.
The set $\mathcal{A}$ is closed and nonempty (cf. [13, Corollaries 5.7 and 5.9]). In the next theorem we outline the main properties linking $\mathcal{A}$ to (2) (see [13]).

Theorem 2.4.
(i) If $\phi$ and $w$ are a subsolution and a supersolution of (2), respectively, and $\phi \leq w$ on $\mathcal{A}$, then $\phi \leq w$ on $\mathbb{T}^{N}$. In particular, if two solutions of (2) coincide on $\mathcal{A}$, then they coincide on $\mathbb{T}^{N}$.
(ii) If $w_{0}$ is a function defined on $C \subset \mathcal{A}$ such that

$$
w_{0}(x)-w_{0}(y) \leq S(y, x) \quad \text { for every } x, y \in C
$$

then the function

$$
\begin{equation*}
w(x):=\min _{y \in C}\left(w_{0}(y)+S(y, x)\right) \tag{5}
\end{equation*}
$$

is the maximal critical subsolution of (2) equaling $w_{0}$ on $C$, and a critical solution as well.
(iii) If we furthermore set $C=\mathcal{A}$ in (5), then $w$ is the unique critical solution equaling $w_{0}$ on $\mathcal{A}$.
We call $y \in \mathbb{T}^{N}$ an equilibrium point if $\min _{p} H(y, p)=c$. The collection of all such points will be denoted by $\mathcal{E}$. The set $\mathcal{E}$ is a (possibly empty) closed subset of $\mathcal{A}$ (cf. [13, Lemma 5.2]). This property depends on the fact that the $c$-sublevel $\{p: H(y, p) \leq c\}$ is nonvoid and has an empty interior when $y \in \mathcal{E}$ (the latter is a consequence of (H4), and this is actually the unique point where such a condition is used). It is apparent that $c \geq \max _{x \in \mathbb{T}^{N}} \min _{p \in \mathbb{R}^{N}} H(x, p)$; we point out that $\mathcal{E}$ is nonempty if and only if the previous formula holds with an equality. In this case, $\mathcal{E}$ is made up of the points $x$ where the maximum is attained.

Let us now focus our attention on the Cauchy problem

$$
\begin{cases}\partial_{t} u+H(x, D u)=0 & \text { in }(0,+\infty) \times \mathbb{T}^{N},  \tag{6}\\ u(0, x)=u_{0}(x) & \text { on } \mathbb{T}^{N},\end{cases}
$$

where $u_{0}$ is a continuous initial datum. The following result holds (see, e.g., [6]).
Theorem 2.5. Assume $H$ satisfies assumptions (H1), (H2), (H3), (H4). Then the Cauchy problem (6) admits a unique uniformly continuous solution $u(t, x)$ on $\mathbb{R}_{+} \times \mathbb{T}^{N}$, for any $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$. If, moreover, the initial datum $u_{0} \in \operatorname{Lip}\left(\mathbb{T}^{N}\right)$, then $u(t, x)$ is Lipschitz continuous on $\mathbb{R}_{+} \times \mathbb{T}^{N}$ and satisfies

$$
\|D u\|_{\infty} \leq M, \quad\left\|\partial_{t} u\right\|_{\infty} \leq \operatorname{ess} \sup \{|H|:|p| \leq M\}
$$

for any positive constant $M$ such that

$$
\begin{equation*}
M>\left\|D u_{0}\right\|_{\infty}, \quad \inf \{H:|p|>M\}>\sup \left\{|H|:|p| \leq\left\|D u_{0}\right\|_{\infty}\right\} \tag{7}
\end{equation*}
$$

In view of the previous theorem, we can define, for any $t>0$, a nonlinear operator $\mathcal{S}(t)$ on $\mathrm{C}\left(\mathbb{T}^{N}\right)$ by setting $\mathcal{S}(t) \phi:=u(t, \cdot)$ for every $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, where $u(t, x)$ denotes the unique solution of the Cauchy problem (6) with $u_{0}=\phi$. The family of operators $(\mathcal{S}(t))_{t>0}$ forms a semigroup, whose main properties are summarized below.

PROPOSITION 2.6.
(i) (Semigroup property.) For any $t, s>0$ we have $\mathcal{S}(t+s)=\mathcal{S}(t) \circ \mathcal{S}(s)$.
(ii) (Monotonicity property.) For every $\phi, \psi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$ and each $t>0$ we have

$$
\phi \leq \psi \Rightarrow \mathcal{S}(t) \phi \leq \mathcal{S}(t) \psi
$$

(iii) For any $a \in \mathbb{R}$ and $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, we have $\mathcal{S}(t)(\phi+a)=\mathcal{S}(t) \phi+a$.
(iv) (Nonexpansiveness.) For each $t>0$, the map $\mathcal{S}(t)$ is nonexpansive, i.e.,

$$
\|\mathcal{S}(t) \phi-\mathcal{S}(t) \psi\|_{\infty} \leq\|\phi-\psi\|_{\infty} \quad \text { for every } \phi, \psi \in \mathrm{C}\left(\mathbb{T}^{N}\right)
$$

(v) For every $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, we have $\lim _{t \rightarrow 0} \mathcal{S}(t) \phi=\phi$.

We define the Fenchel transform $L: \mathbb{T}^{N} \times \mathbb{R}^{N} \rightarrow(-\infty,+\infty]$ of $H$ via

$$
\begin{equation*}
L(x, q):=\sup _{p \in \mathbb{R}^{N}}\{\langle p, q\rangle-H(x, p)\} \tag{8}
\end{equation*}
$$

The function $L$ is called the Lagrangian related to the Hamiltonian $H$. We record for later use the following properties.

Proposition 2.7. Let $H$ satisfy assumptions (H1), (H2), (H3). Then the following properties hold for the Lagrangian $L$ :
(i) $L(x, q)$ is lower semicontinuous on $\mathbb{T}^{N} \times \mathbb{R}^{N}$, and convex in $q$ for any fixed $x \in \mathbb{T}^{N}$.
(ii) $L$ is continuous on $\operatorname{int}(\operatorname{dom} L)=: \Omega$.

If, in addition, $H$ satisfies ( H 2$)^{\prime}$ then
(iii) for every $(x, q) \in \Omega, L$ is differentiable with respect to $q$, and $(x, q) \mapsto$ $D_{q} L(x, q)$ is continuous on $\Omega$.
(iv) if $(x, q)$ is such that the supremum in the definition of $L(x, q)$ is a maximum, then $(x, q)$ belongs to $\Omega$.
We refer to the appendix for the proof.
Each operator $\mathcal{S}(t)$ can be represented through the integral formula

$$
\begin{equation*}
(\mathcal{S}(t) \phi)(x)=\inf \left\{\phi(\gamma(0))+\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) \mathrm{d} s: \gamma \in W^{1,1}\left([0, t], \mathbb{T}^{N}\right), \gamma(t)=x\right\} \tag{9}
\end{equation*}
$$

for any $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$. The family of operators $(\mathcal{S}(t))_{t>0}$ is called the Lax-Oleinik semigroup.

Remark 2.8. When $\phi \in \operatorname{Lip}\left(\mathbb{T}^{N}\right)$ and $L$ is finite valued, the validity of (9) can be seen, for instance, by combining [10, Theorem 1.1] with Theorem 2.5. This is the case when $H$ is uniformly superlinear in $p$. The infimum in (9) is then a minimum by classical results of the calculus of variations (see, e.g., [5]), and all minimizers are Lipschitz continuous (cf. [1] for some results on this topic).

We present in the appendix a proof of (9) for $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$ and general $L$, possibly infinite valued in some subset of $\mathbb{T}^{N} \times \mathbb{R}^{N}$, and we show the existence of minimizers in this case too.

We will use the following Tonelli-type semicontinuity theorem (see, e.g., [5, Theorem 3.6]) in the proof of Propositions 4.12 and A.6.

THEOREM 2.9. Let $J$ be a bounded interval of $\mathbb{R}$, and let $F: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow$ $(-\infty,+\infty]$ be a function satisfying the following conditions:
(i) $F$ is lower semicontinuous;
(ii) $F(x, \cdot)$ is convex on $\mathbb{R}^{N}$ for every $x \in \mathbb{R}^{N}$;
(iii) $F$ is bounded from below by a constant.

Then the functional

$$
\mathcal{F}(\gamma):=\int_{J} F(\gamma(s), \dot{\gamma}(s)) \mathrm{d} s
$$

is sequentially weakly lower semicontinuous in $W^{1,1}\left(J, \mathbb{R}^{N}\right)$; i.e., if $\left(\gamma_{k}\right)_{k}$ converges weakly in $W^{1,1}\left(J, \mathbb{R}^{N}\right)$ to $\gamma$, then

$$
\begin{equation*}
\mathcal{F}(\gamma) \leq \liminf _{k \rightarrow+\infty} \mathcal{F}\left(\gamma_{k}\right) \tag{10}
\end{equation*}
$$

Equivalently, we can say that (10) holds if $\left(\gamma_{k}\right)_{k}$ converges uniformly to $\gamma$ and the measures $\nu_{k}(E):=\int_{E}\left|\dot{\gamma}_{k}\right| \mathrm{d}$ s are equiabsolutely continuous on $J$ with respect to the Lebesgue measure.
3. A distinguished critical solution. Before attacking the convergence problem, we try to guess what the asymptotic limit of $\mathcal{S}(t) u_{0}+c t$ should be. We start by providing a Lax-type formula which involves the initial datum $u_{0}$, the Aubry set, and the semidistance $S$, and we show that this defines a critical solution, more precisely, the solution whose trace on $\mathcal{A}$ coincides with that of the maximal critical subsolution not exceeding $u_{0}$. This formula furthermore generalizes the formula given in (5).

Theorem 3.1. Let $w_{0}: \mathbb{T}^{N} \rightarrow \mathbb{R}$ be any function bounded from below. Set

$$
\begin{equation*}
v(x):=\inf _{y \in \mathcal{A}}\left(S(y, x)+\inf _{z \in \mathbb{T}^{N}}\left(w_{0}(z)+S(z, y)\right)\right) \quad \text { for every } x \in \mathbb{T}^{N} \tag{11}
\end{equation*}
$$

Then
(i) $\inf _{y \in \mathbb{T}^{N}}\left(S(y, \cdot)+w_{0}(y)\right)=: v_{0}$ is the maximal critical subsolution not exceeding $w_{0}$ on $\mathbb{T}^{N}$.
(ii) the function $v$ is the critical solution equaling $v_{0}$ on $\mathcal{A}$.
(iii) if the inequality $w_{0}(y)-w_{0}(x) \leq S(x, y)$ holds for all $x, y \in \mathbb{T}^{N}$, then $v=$ $\min _{y \in \mathcal{A}}\left(w_{0}(y)+S(y, \cdot)\right)$ on $\mathbb{T}^{N}$, and $v_{0}=w_{0}$ on $\mathcal{A}$.
We show separately, in the next lemma, the relevant fact on which the proof of Theorem 3.1 relies.

Lemma 3.2. Let $C$ be a subset of $\mathbb{T}^{N}$ and $w_{0}: C \rightarrow \mathbb{R}$ be any function bounded from below. Then

$$
w(x):=\inf _{z \in C}\left(w_{0}(z)+S(z, x)\right)
$$

is the maximal subsolution of (2) not exceeding $w_{0}$ on $C$. The function $w$ is, moreover, a critical solution in $\mathbb{T}^{N} \backslash \bar{C}$ and in the whole $\mathbb{T}^{N}$ whenever $C \subset \mathcal{A}$.

Proof. It is easy to check, exploiting the very definition of $w$, that $w \leq w_{0}$ on $C$ and $w(x)-w(y) \leq S(y, x)$ for every $x, y \in \mathbb{T}^{N}$. The latter inequality implies that $w$ is a critical subsolution by Proposition 2.3. If $\phi$ is any critical subsolution with $\phi \leq w_{0}$ on $C$ then, taking into account that $\phi(x)-\phi(y) \leq S(y, x)$ for every $x, y \in \mathbb{T}^{N}$, we get

$$
\phi(x) \leq \min _{z \in C}(\phi(z)+S(z, x)) \leq w(x) \quad \text { for every } x \in \mathbb{T}^{N}
$$

which gives the maximality of $w$. Such a property also implies that $w$ is a supersolution of (2) in $\mathbb{T}^{N} \backslash \bar{C}$ through a standard argument (see, e.g., the proof of Proposition 3.2 in [13]). If furthermore $C \subset \mathcal{A}$, then by Theorem 2.4(ii) $w=\min _{z \in C}(w(z)+S(z, x))$, and so it is a critical solution in $\mathbb{T}^{N}$.

Proof of Theorem 3.1. Item (i) comes directly from Lemma 3.2 with $C=\mathbb{T}^{N}$; (ii) is therefore a consequence of Theorem 2.4(iii). Item (iii) can be finally deduced from Theorem 2.4(ii).

The proof that the function given in formula (11), with $w_{0}=u_{0}$, actually coincides with the asymptotic limit of $\mathcal{S}(t) u_{0}+c t$ is, of course, the main goal of our analysis, and will be attained in the subsequent sections. The remainder of the present one is devoted, instead, to some preliminary remarks which give support to our guess and cast some light on our further analysis.

We start by noticing that, given a solution $w$ of (2) and a general initial datum $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, there exist, since $\mathbb{T}^{N}$ is compact, some constants $\alpha, \beta$ such that

$$
w+\alpha \leq u_{0} \leq w+\beta \quad \text { on } \mathbb{T}^{N}
$$

This implies, in view of the relation $\mathcal{S}(t) w=w-c t$, which holds for every $t>0$, and the monotonicity property of the semigroup $(\mathcal{S}(t))_{t>0}$,

$$
w+\alpha-c t \leq \mathcal{S}(t) u_{0} \leq w+\beta-c t \quad \text { on } T^{N}
$$

for any $t>0$, or, in other words,

$$
\begin{equation*}
w+\alpha \leq \mathcal{S}(t) u_{0}+c t \leq w+\beta \quad \text { on } \mathbb{T}^{N} \tag{12}
\end{equation*}
$$

Since the family of functions $\left(\mathcal{S}(t) u_{0}+c t\right)_{t>0}$ is equicontinuous (in view of Theorem 2.5), and equibounded thanks to (12), we can define the relaxed semilimits,

$$
\begin{align*}
& \underline{u}(x)=\limsup _{t \rightarrow+\infty}^{*}\left(\mathcal{S}(t) u_{0}\right)(x)+c t:=\sup \left\{\limsup _{n \rightarrow+\infty}\left(\mathcal{S}\left(t_{n}\right) u_{0}\right)\left(x_{n}\right)+c t_{n}\right\},  \tag{13}\\
& \bar{u}(x)=\liminf _{t \rightarrow+\infty}\left(\mathcal{S}(t) u_{0}\right)(x)+c t:=\inf \left\{\liminf _{n \rightarrow+\infty}\left(\mathcal{S}\left(t_{n}\right) u_{0}\right)\left(x_{n}\right)+c t_{n}\right\}, \tag{14}
\end{align*}
$$

where the supremum and the infimum in (13) and (14), respectively, are taken for all sequences $\left(x_{n}\right)_{n}$ converging to $x$ and all diverging sequences $\left(t_{n}\right)_{n}$. Moreover, thanks to the uniform continuity of the function $\left(\mathcal{S}(t) u_{0}\right)(x)$ on $\mathbb{R}_{+} \times \mathbb{T}^{N}$ (cf. Theorem 2.5), the sequences $\left(x_{n}\right)_{n}$ may be chosen identically equal to $x$, so that the following identities hold true:

$$
\begin{aligned}
& \underline{u}(x)=\sup \left\{\psi(x): \psi \in \omega_{\mathcal{S}}\left(u_{0}\right)\right\} \\
& \bar{u}(x)=\inf \left\{\psi(x): \psi \in \omega_{\mathcal{S}}\left(u_{0}\right)\right\}
\end{aligned}
$$

where
$\omega_{\mathcal{S}}\left(u_{0}\right):=\left\{\psi \in \mathrm{C}\left(\mathbb{T}^{N}\right): \psi=\lim _{n \rightarrow+\infty} \mathcal{S}\left(t_{n}\right) u_{0}+c t_{n}\right.$ for some diverging sequence $\left.\left(t_{n}\right)_{n}\right\}$.
We have the following theorem (cf. proof of Theorem 1 in [16]).
Theorem 3.3. The functions $\underline{u}$ and $\bar{u}$ defined by (13) and (14) are a subsolution and a supersolution of (2), respectively.

We proceed to establish the asymptotic convergence of $\mathcal{S}(t) u_{0}+c t$ to the function $v$ given in (11) with $w_{0}=u_{0}$, provided $u_{0}$ is a critical sub- or supersolution.

THEOREM 3.4. Let $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$ be either a subsolution or a supersolution of (2). Then $\mathcal{S}(t) u_{0}+c t$ uniformly converges, as $t$ goes to $+\infty$, to the critical solution $v$ defined by (11) with $w_{0}=u_{0}$.

Proof. Let us first assume $u_{0}$ to be a subsolution of (2). By Theorem 3.1(iii), $v$ is the maximal critical subsolution satisfying $v=u_{0}$ on $\mathcal{A}$, and hence $v \geq u_{0}$ on $\mathbb{T}^{N}$. As $u_{0}-c t$ and $v-c t$ are a subsolution and a supersolution of (2), respectively, the comparison principle yields

$$
u_{0}-c t \leq \mathcal{S}(t) u_{0} \leq v-c t \quad \text { on } \mathbb{T}^{N}
$$

and consequently, since $v=u_{0}$ on $\mathcal{A}$, we get

$$
u_{0}=S(t) u_{0}+c t=v \quad \text { on } \mathcal{A}
$$

for every $t>0$. It follows that $v=\underline{u}=\bar{u}$ on $\mathcal{A}$, and we finally deduce from Theorem 2.4(i) that $v=\underline{u}=\bar{u}$ on $\mathbb{T}^{N}$. This proves the assertion when $u_{0}$ is a critical subsolution.

Let us now assume $u_{0}$ to be a supersolution of (2). Let $v_{0}$ be the maximal critical subsolution not exceeding $u_{0}$ on $\mathbb{T}^{N}$, i.e.,

$$
v_{0}=\min _{y \in \mathbb{T}^{N}}\left(S(y, \cdot)+u_{0}(y)\right)
$$

The maximality of $v_{0}$, combined with the fact that $u_{0}$ is a critical supersolution, implies that $v_{0}$ is a critical solution as well, so that the identity $v=v_{0}$ on $\mathbb{T}^{N}$ holds true. Arguing as in the first part of the proof, we therefore obtain

$$
v \leq \mathcal{S}(t) u_{0}+c t \leq u_{0} \quad \text { on } \mathbb{T}^{N}
$$

for every $t>0$. This entails $v \leq \bar{u} \leq \underline{u} \leq u_{0}$ on $\mathbb{T}^{N}$. From the fact that $\underline{u}$ is a critical subsolution, and from the maximality property of $v_{0}=v$, we get $\underline{u} \leq v$, and so $v=\bar{u}=\underline{u}$ on $\mathbb{T}^{N}$.

We deduce the following from Theorem 3.4.
Proposition 3.5. Assume $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, and let $v$ be the function defined by (11) with $w_{0}=u_{0}$. Then the relaxed semilimits $\underline{u}$ and $\bar{u}$, defined by (13) and (14), respectively, satisfy

$$
\begin{equation*}
v(x) \leq \bar{u}(x) \leq \underline{u}(x) \quad \text { for every } x \in \mathbb{T}^{N} \tag{15}
\end{equation*}
$$

Proof. Set $v_{0}=\min _{y \in \mathbb{T}^{N}}\left(S(y, \cdot)+u_{0}(y)\right)$. It is apparent that $v_{0} \leq u_{0}$ on $\mathbb{T}^{N}$, and hence, by the monotonicity property of the semigroup $(\mathcal{S}(t))_{t>0}$, we obtain $\mathcal{S}(t) v_{0}+$ $c t \leq \mathcal{S}(t) u_{0}+c t$ on $\mathbb{T}^{N}$, and (15) follows in view of Theorems 3.4 and 3.1.

Proposition 3.5, Theorem 2.4, and the facts that $v$ is a critical solution and $\underline{u}$ a critical subsolution imply that the convergence result we aim at is proved as soon as the equality $v=\underline{u}$ is obtained on $\mathcal{A}$. This suggests, in the end, that what really matters in our analysis is the asymptotic behavior of $\mathcal{S}(t) u_{0}+c t$ on $\mathcal{A}$.
4. Dynamical properties of the projected Aubry set. Here we define a family of curves, called critical, fully covering the Aubry set, which will play an important role in the convergence result of the next section. We will furthermore investigate the behavior of critical subsolutions on such curves. Throughout the section, conditions (H1), (H2), (H3), (H4) are assumed.

Definition 4.1. A curve $\gamma$ defined on an interval $J$ is called critical if

$$
S\left(\gamma\left(t_{1}\right), \gamma\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}}(L(\gamma, \dot{\gamma})+c) \mathrm{d} s=-S\left(\gamma\left(t_{2}\right), \gamma\left(t_{1}\right)\right)
$$

for every $t_{1}, t_{2}$ in $J$ with $t_{2} \geq t_{1}$.
Lemma 4.2. Any critical curve is contained in the Aubry set.
Proof. Let $\gamma$ be a critical curve, which we first assume to be nonconstant, defined in some interval $J$. Given $t_{1}$, $t_{2}$ in $J$ with $t_{2} \geq t_{1}$ and $\gamma\left(t_{1}\right) \neq \gamma\left(t_{2}\right)$, we can find two sequences of curves $\gamma_{n}^{1} \in \operatorname{Lip}_{\gamma\left(t_{1}\right), \gamma\left(t_{2}\right)}\left([0,1], \mathbb{T}^{N}\right)$ and $\gamma_{n}^{2} \in \operatorname{Lip}_{\gamma\left(t_{2}\right), \gamma\left(t_{1}\right)}\left([0,1], \mathbb{T}^{N}\right)$, which approximate the semidistance $S$ of their end points up to $1 / n$, for any $n$. The cycles $\gamma_{n}$, obtained by juxtaposition of $\gamma_{n}^{1}$ and $\gamma_{n}^{2}$ and change of parametrization to $[0,1]$, are of length $\ell\left(\gamma_{n}\right) \geq 2\left|\gamma\left(t_{2}\right)-\gamma\left(t_{1}\right)\right|$ and satisfy, by Definition 4.1,

$$
\lim _{n} \int_{0}^{1} \sigma\left(\gamma_{n}(s), \dot{\gamma}_{n}(s)\right) \mathrm{d} s=0
$$

which shows that $\gamma\left(t_{1}\right), \gamma\left(t_{2}\right)$ are in $\mathcal{A}$. If, on the contrary, the support of $\gamma$ is reduced to a point, say $x_{0}$, we find

$$
\int_{J}\left(L\left(x_{0}, 0\right)+c\right) \mathrm{d} s=0
$$

which implies $x_{0} \in \mathcal{E} \subset \mathcal{A}$.

A further step in the analysis is carried out by picking up a special parametrization for curves on the torus. To do this, we use the Lagrangian function related to $H$.

Definition 4.3. A curve $\gamma$ defined on an interval $J$ is said to have a Lagrangian parametrization if

$$
\begin{equation*}
L(\gamma(t), \dot{\gamma}(t))+c=\sigma(\gamma(t), \dot{\gamma}(t)) \quad \text { for a.e. } t \in J . \tag{16}
\end{equation*}
$$

The definition of the semidistance $S$ and the inequality $L(x, q) \geq \sigma(x, q)-c$, which holds for every $x$ and $q$, imply the following.

Proposition 4.4. Any critical curve has a Lagrangian parametrization.
More generally, the following reparametrization proposition holds.
Proposition 4.5. Any curve of finite length and with closure of the support disjoint from $\mathcal{E}$ admits a Lagrangian reparametrization defined on some compact interval $[0, T]$.

Proof. The first step is to show the existence of an upper semicontinuous (resp., lower semicontinuous) function $\bar{\lambda}(x, q)$ (resp., $\underline{\lambda}(x, q))$ defined in $\left(\mathbb{T}^{N} \backslash \mathcal{E}\right) \times\left(\mathbb{R}^{N} \backslash\{0\}\right)$ such that the equality

$$
\begin{equation*}
L(x, \bar{\lambda}(x, q) q)=\bar{\lambda}(x, q) \sigma(x, q)-c \tag{17}
\end{equation*}
$$

and the similar one obtained by replacing $\bar{\lambda}(\cdot, \cdot)$ by $\underline{\lambda}(\cdot, \cdot)$ hold true.
Given $(x, q) \in\left(\mathbb{T}^{N} \backslash \mathcal{E}\right) \times\left(\mathbb{R}^{N} \backslash\{0\}\right)$, and denoting $\{p: H(x, p) \leq c\}$ by $Z$, we have that $q \in N_{Z}\left(p_{0}\right)$ for some $p_{0}$ with $H\left(x, p_{0}\right)=c$, and therefore

$$
\begin{equation*}
\lambda q \in D_{p}^{-} H\left(x, p_{0}\right) \quad \text { for some } \lambda>0 \tag{18}
\end{equation*}
$$

in view of Theorem 23.7 of [17]. Consequently the set of nonnegative $\lambda$ satisfying (17) in place of $\bar{\lambda}(x, q)$, denoted by $F(x, q)$, is nonempty; see Theorem A.2. It is, moreover, a compact subset of $(0,+\infty)$. We see, in fact, that, for $\lambda$ large, relation (18) is impossible, when $H\left(x, p_{0}\right)=c$, since $Z$ is compact and $H(x, \cdot)$ is locally Lipschitz continuous. This shows that $F(x, q)$ is bounded from above. It is also closed thanks to the continuity of $\sigma(x, \cdot)$ and $L(x, \cdot)$, and to the inequality

$$
L(x, \lambda q) \geq \sigma(x, \lambda q)-c \quad \text { for every } \lambda \geq 0
$$

Moreover, $0 \notin F(x, q)$ because $x \notin \mathcal{E}$, and consequently $L(x, 0)=-\min _{p} H(x, p)<$ $-c$. We then define

$$
\bar{\lambda}(x, q)=\max _{F(x, q)} \lambda, \quad \underline{\lambda}(x, q)=\min _{F(x, q)} \lambda,
$$

and we see that these functions, for $(x, q)$ varying in $\left(\mathbb{T}^{N} \backslash \mathcal{E}\right) \times\left(\mathbb{R}^{N} \backslash\{0\}\right)$, are upper semicontinuous and lower semicontinuous, respectively. In particular,

$$
\begin{equation*}
0<\inf _{(x, q) \in C} \underline{\lambda}(x, q) \leq \sup _{(x, q) \in C} \bar{\lambda}(x, q)<+\infty \tag{19}
\end{equation*}
$$

for every compact set $C$ contained in $\left(\mathbb{T}^{N} \backslash \mathcal{E}\right) \times\left(\mathbb{R}^{N} \backslash\{0\}\right)$.
The assertion is now obtained, arguing as in [13, Proposition 7.4]. We give the proof for the reader's convenience. Let $\gamma$ be a curve as in the statement. We may
assume that it is parametrized by arc-length on $[0, \ell(\gamma)]$, with $\ell(\gamma)>0$. Set

$$
\lambda(\varsigma):=\underline{\lambda}(\gamma(\varsigma), \dot{\gamma}(\varsigma)) \quad \text { for a.e. } \varsigma \in(0, \ell(\gamma))
$$

and

$$
T:=\int_{0}^{\ell(\gamma)} \frac{1}{\lambda(\varsigma)} \mathrm{d} \varsigma
$$

Such a quantity is finite and positive, thanks to the measurable character of $\lambda(\cdot)$ and to (19) with $C:=\gamma([0, \ell(\gamma)]) \times\{p:|p|=1\}$. We will now prove the existence of a curve $\bar{\gamma}$, in $[0, T]$, which is a Lagrangian reparametrization of $\gamma$. To this aim, let us define

$$
f(s):=\int_{0}^{s} \frac{1}{\lambda(\varsigma)} \mathrm{d} \varsigma \quad \text { for any } s \in[0, \ell(\gamma)]
$$

and set $\varphi:=(f)^{-1}$ on $[0, T]$. As

$$
\dot{\varphi}(\tau)=\lambda(\varphi(\tau)) \quad \text { for a.e. } \tau \in[0, T]
$$

we immediately derive that $\varphi$ is an order preserving bi-Lipschitz diffeomorphism. Letting $\bar{\gamma}:=\gamma \circ \varphi$, we get

$$
\dot{\bar{\gamma}}(\cdot):=\lambda(\varphi(\cdot)) \dot{\gamma}(\varphi(\cdot)) \quad \text { a.e. on }[0, T]
$$

and the conclusion follows at once by the definition of $\lambda(\cdot)$.
Remark 4.6. A notion of Lagrangian parametrization can be given at any level $a>c$ by replacing in (16) $c$ and $\sigma$ with $a$ and $\sigma_{a}$, respectively. Proposition 4.5 can be accordingly generalized, providing Lagrangian reparametrizations for any curve, without the requirement of an empty intersection with $\mathcal{E}$. Such a restriction comes, in fact, from the necessity of avoiding that a $p_{0}$ satisfying $H\left(x_{0}, p_{0}\right)=c$, for some $x_{0}$, be a minimizer of $p \mapsto H\left(x_{0}, p\right)$. This possibility is actually ruled out for a $p_{0}$ with $H\left(x_{0}, p_{0}\right)=a$ when $a>c$.

Exploiting the previous remark, we can provide, in a sense, a generalization of Proposition 4.5. This result will be used in the proof of Proposition 5.5.

Lemma 4.7. Let $\gamma \in \operatorname{Lip}\left([0,1], \mathbb{T}^{N}\right)$. For any $T>0$ we set

$$
[\gamma]_{T}:=\left\{\xi \in \operatorname{Lip}\left([0, T], \mathbb{T}^{N}\right): \xi \text { is a reparametrization of } \gamma\right\} .
$$

Then

$$
\begin{equation*}
\int_{0}^{1} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s=\inf \left\{\int_{0}^{T}(L(\xi, \dot{\xi})+c) \mathrm{d} s: \xi \in[\gamma]_{T}, T>0\right\} \tag{20}
\end{equation*}
$$

Proof. It is apparent that the left-hand term of (20) is not greater than the right-hand term. To prove the converse inequality, we select a decreasing sequence $\left(\delta_{n}\right)_{n}$ with $\delta_{n} \downarrow 0$. Since $\sigma(x, q)=\inf _{n} \sigma_{c+\delta_{n}}(x, q)$ for every $(x, q) \in \mathbb{T}^{N} \times \mathbb{R}^{N}$, by the monotone convergence theorem we get

$$
\begin{equation*}
\int_{0}^{1} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s=\inf _{n} \int_{0}^{1} \sigma_{c+\delta_{n}}(\gamma, \dot{\gamma}) \mathrm{d} s \tag{21}
\end{equation*}
$$

Taking into account Remark 4.6, we have a Lagrangian reparametrization $\gamma_{n}$ of $\gamma$ at level $a=c+\delta_{n}$, for any $n$, defined in some interval $\left[0, T_{n}\right]$, with $T_{n}>0$, such that

$$
\begin{aligned}
\int_{0}^{1} \sigma_{c+\delta_{n}}(\gamma, \dot{\gamma}) \mathrm{d} s & =\int_{0}^{T_{n}} \sigma_{c+\delta_{n}}\left(\gamma_{n}, \dot{\gamma}_{n}\right) \mathrm{d} s=\int_{0}^{T_{n}}\left(L\left(\gamma_{n}, \dot{\gamma}_{n}\right)+c+\delta_{n}\right) \mathrm{d} s \\
& \geq \int_{0}^{T_{n}}\left(L\left(\gamma_{n}, \dot{\gamma}_{n}\right)+c\right) \mathrm{d} s
\end{aligned}
$$

The assertion therefore follows from (21).
The main result we aim at, in this section, is the following.
Theorem 4.8. Through any point of $\mathcal{A}$ there passes a critical curve defined on the whole $\mathbb{R}$.

We start with a lemma, then prove a local version of Theorem 4.8, and thereafter get the full result by using Zorn's lemma.

Lemma 4.9. There exists a real number $R>0$ such that

$$
\left\{q \in \mathbb{R}^{N}: L(x, q)+c=\sigma(x, q) \text { for some } x \in \mathbb{T}^{N}\right\} \subseteq B_{R}
$$

Proof. We can take $R$ as the Lipschitz constant of the function $p \mapsto H(x, p)$ for $x \in \mathbb{T}^{N}$ and $p$ satisfying $H(x, p)=c$. To see that this quantity is actually well defined, note that the condition on ( $x, p$ ) singles out a compact set in $\mathbb{T}^{N} \times \mathbb{R}^{N}$ in view of the coercivity assumption (H3), and take into account Remark 2.1.

If $q \in \mathbb{R}^{N}, x_{0} \in \mathbb{T}^{N}$ are such that $L\left(x_{0}, q\right)+c=\sigma\left(x_{0}, q\right)$, then $q \in D_{p}^{-} H\left(x_{0}, p_{0}\right)$ for some $p_{0}$ with $H\left(x_{0}, p_{0}\right)=c$, and so $|q| \leq R$.

Lemma 4.10. For any $y \in \mathcal{A}$, there exists $\delta \in(0,+\infty]$ and a critical curve $\eta$ which is defined in $(-\delta, \delta)$ and satisfies $\eta(0)=y$.

Proof. If $y \in \mathcal{E}$, we simply set $\eta(t)=y$ for every $t \in \mathbb{R}$. By the definition of equilibrium point, we have

$$
\begin{equation*}
L(y, 0)+c=\max _{p \in \mathbb{R}^{N}}-H(x, p)+c=0 \tag{22}
\end{equation*}
$$

for every $t \in \mathbb{R}$, which shows that $\eta$ is indeed a critical curve. If $y \in \mathcal{A} \backslash \mathcal{E}$, we exploit Lemma 9.4 of [13] to see that there exists a curve $\gamma$ contained in $\mathcal{A}$, and defined in some neighborhood $J$ of $t=0$, such that $\gamma(0)=y$ and

$$
S\left(\gamma\left(t_{1}\right), \gamma\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s=-S\left(\gamma\left(t_{2}\right), \gamma\left(t_{1}\right)\right)
$$

for every $t_{1}, t_{2} \in J$ with $t_{2}>t_{1}$. Note that this result does not require the Lipschitz continuity of $H$ in $x$, which was assumed in that paper, and therefore holds also in our present setting.

Because of the local character of the construction, we can assume that $\gamma$ stays away from $\mathcal{E}$. We thus consider a Lagrangian reparametrization of $\gamma$, which does exist in view of Proposition 4.5, to get the required curve.

Proposition 4.11. Let $y \in \mathcal{A}$. Then there exists a critical curve $\eta$ defined on $\mathbb{R}$ with $\eta(0)=y$.

Proof. In view of Lemma 4.10, we may assume that $y \in \mathcal{A} \backslash \mathcal{E}$. We denote by $\mathcal{C}$ the set of pairs $(T, \eta)$, where $T \in(0,+\infty]$, and $\eta$ is a critical curve defined on $(-T, T)$ and equaling $y$ at 0 . We give an order relation in $\mathcal{C}$ by defining

$$
(T, \eta) \preceq\left(T^{\prime}, \eta^{\prime}\right) \quad \text { if } \quad T \leq T^{\prime} \text { and } \eta_{\mid(-T, T)}^{\prime}=\eta .
$$

The set $\mathcal{C}$ is nonempty by Lemma 4.10. To prove that $\mathcal{C}$ is inductively ordered, we take a nonempty chain $\left\{\left(T_{i}, \eta_{i}\right)\right\}$, with $i$ in some set of indices $I$, and observe that an upper bound $(\hat{T}, \hat{\eta}) \in \mathcal{C}$ can be defined through

$$
\hat{T}:=\sup _{i} T_{i} \quad \text { and } \quad \hat{\eta}(t):=\eta_{i}(t) \quad \text { if } \quad t \in\left(-T_{i}, T_{i}\right) \text { for every } i \in I
$$

Zorn's lemma provides the existence of a maximal element $\left(T_{y}, \eta_{y}\right)$ in $\mathcal{C}$. We claim that $T_{y}=+\infty$. If, in fact, this were not the case, and $T_{y}<+\infty$, then the curve $\eta_{y}$ would have a limit (belonging to $\mathcal{A}$ ) for $t$ going to $\pm T_{y}$, in view of Lemma 4.9. It would then be possible to extend $\eta_{y}$ to some interval $\left(-T_{y}-\delta, T_{y}+\delta\right)$ for a suitable $\delta>0$ by applying Lemma 4.10 to these limit points. This would violate the maximality of $\left(T_{y}, \eta_{y}\right)$.

We denote by $\mathcal{K}$ the family of all maximal critical curves, and by $\mathcal{K}(y)$ the subset of $\mathcal{K}$ made up of those equaling $y$ at $t=0$, for each $y \in \mathcal{A}$.

We proceed to prove a compactness property for $\mathcal{K}$.
Proposition 4.12. $\mathcal{K}$ is a compact metric space with respect to the local uniform convergence on $\mathbb{R}$.

Proof. Let $\left(\eta_{k}\right)_{k}$ be a sequence in $\mathcal{K}$. The curves $\eta_{k}$ are uniformly bounded by the compactness of $\mathbb{T}^{N}$, and equi-Lipschitz continuous by Lemma 4.9, and hence we can apply the Ascoli-Arzelà theorem to infer the existence of a subsequence (not relabeled) which converges locally uniformly to some curve $\eta$ defined on $\mathbb{R}$. The limit curve $\eta$ is contained in $\mathcal{A}$, as the Aubry set is closed, and clearly satisfies

$$
\begin{equation*}
S\left(\eta\left(t_{1}\right), \eta\left(t_{2}\right)\right)=-S\left(\eta\left(t_{2}\right), \eta\left(t_{1}\right)\right) \tag{23}
\end{equation*}
$$

for every $t_{1}, t_{2}$ in $\mathbb{R}$. If, in addition, $t_{2}>t_{1}$, we have

$$
S\left(\eta_{k}\left(t_{1}\right), \eta_{k}\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}}\left(L\left(\eta_{k}(s), \dot{\eta}_{k}(s)\right)+c\right) \mathrm{d} s
$$

for every $k$, and we therefore deduce, thanks to Theorem 2.9,

$$
S\left(\eta\left(t_{1}\right), \eta\left(t_{2}\right)\right)=\lim _{k \rightarrow+\infty} \int_{t_{1}}^{t_{2}}\left(L\left(\eta_{k}(s), \dot{\eta}_{k}(s)\right)+c\right) \mathrm{d} s \geq \int_{t_{1}}^{t_{2}}(L(\eta(s), \dot{\eta}(s))+c) \mathrm{d} s
$$

Since the converse inequality is apparent, we get in the end

$$
\begin{equation*}
S\left(\eta\left(t_{1}\right), \eta\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}}(L(\eta(s), \dot{\eta}(s))+c) \mathrm{d} s \tag{24}
\end{equation*}
$$

Relations (23), (24) show that $\eta \in \mathcal{K}$.
Given $\eta \in \mathcal{K}$, we denote by $\omega(\eta)$ the set of its $\omega$-limits, i.e., of the points $x_{0}$ satisfying

$$
\begin{equation*}
x_{0}=\lim _{k} \eta\left(s_{k}\right) \quad \text { with } s_{k} \rightarrow+\infty \text { as } k \rightarrow+\infty \tag{25}
\end{equation*}
$$

We deduce from Proposition 4.12 that through any point $x_{0}$ of $\omega(\eta)$ there passes a critical curve entirely lying in $\omega(\eta)$. If, in fact, (25) holds, then $\left\{\eta\left(s_{k}+\cdot\right)\right\}_{k}$ converges locally uniformly, up to a subsequence, to a curve $\gamma$, which equals $x_{0}$ at 0 , and is contained in $\omega(\eta)$.

Remark 4.13. We can describe more precisely $\omega(\eta)$ if the sequence $s_{k}$, appearing in (25), is increasing and such that $s_{k+1}-s_{k}$ converges to a finite limit, necessarily nonnegative, say $T$, and $\left\{\eta\left(s_{k}+\cdot\right)\right\}_{k}$ converges locally uniformly to a curve $\gamma$.

In this case, $\omega(\eta)$ coincides with the support of $\gamma$, which is a cycle of period $T$ because of the relations

$$
\gamma(t+T)=\lim _{k} \eta\left(s_{k}+T+t\right)=\lim _{k} \eta\left(s_{k+1}+t\right)=\gamma(t)
$$

which hold for any $t$. If, in fact, $y_{0}:=\lim _{n} \eta\left(t_{n}\right)$ belongs to $\omega(\eta)$, with $\left(t_{n}\right)_{n}$ a diverging sequence, then we can select, for any $n$, an index $k_{n} \in \mathbb{N}$ satisfying $s_{k_{n}} \leq t_{n}<s_{k_{n}+1}$. The sequence $t_{n}-s_{k_{n}}$ is therefore bounded and thus convergent, up to a subsequence, to some $t_{0} \in[0, T]$. It then follows that $y_{0}=\gamma\left(t_{0}\right)$.

If in particular $T=0$, then $\gamma$ reduces to a point, which must be the support of a critical curve, and consequently belongs to $\mathcal{E}$.

We know from [13] that, if $H$ is Lipschitz continuous in $x$, all critical subsolutions are strictly differentiable at any point of the Aubry set and have the same derivative. This implies that they coincide, up to an additive constant, on every rectifiable subset of $\mathcal{A}$. These results are based upon some semiconcavity estimates which, in turn, depend essentially on the Lipschitz character of the Hamiltonian in $x$ that we do not have here. We can nevertheless find something similar in our setting by looking at the behavior of the critical subsolutions on curves of $\mathcal{K}$.

THEOREM 4.14. Let $\eta \in \mathcal{K}$. Then all critical subsolutions coincide on $\eta(\mathbb{R})$, up to an additive constant. There exists, in addition, a negligible set $\Sigma \subset \mathbb{R}$ such that, for any critical subsolution $\phi$, the map $\phi \circ \eta$ is differentiable on $\mathbb{R} \backslash \Sigma$ and satisfies

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\phi \circ \eta)\left(t_{0}\right)=\sigma\left(\eta\left(t_{0}\right), \dot{\eta}\left(t_{0}\right)\right) \quad \text { whenever } t_{0} \in \mathbb{R} \backslash \Sigma \tag{26}
\end{equation*}
$$

We show first an auxiliary lemma, on which the proof of Theorem 4.14 is based.
Proposition 4.15. Let $\eta \in \mathcal{K}$. Then there exists a negligible set $\Sigma \subset \mathbb{R}$ such that the functions $\eta(\cdot), S\left(\eta\left(t_{0}\right), \eta(\cdot)\right)$ and $-S\left(\eta(\cdot), \eta\left(t_{0}\right)\right)$ are differentiable at any $t_{0}$ in $\mathbb{R} \backslash \Sigma$, and

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} t} S\left(\eta\left(t_{0}\right), \eta(t)\right)\right|_{t=t_{0}}=-\left.\frac{\mathrm{d}}{\mathrm{~d} t} S\left(\eta(t), \eta\left(t_{0}\right)\right)\right|_{t=t_{0}}=\sigma\left(\eta\left(t_{0}\right), \dot{\eta}\left(t_{0}\right)\right) \tag{27}
\end{equation*}
$$

Proof. Let $\Sigma$ be a negligible subset of $\mathbb{R}$ such that every $t_{0} \in \mathbb{R} \backslash \Sigma$ is a differentiability point for $\eta(\cdot)$ and a Lebesgue point for the function $\sigma(\eta(\cdot), \dot{\eta}(\cdot))$. The existence of such a set is guaranteed by Rademacher and Lebesgue differentiability theorems. As the curve $\eta$ is critical, we have

$$
\frac{S\left(\eta\left(t_{0}\right), \eta(t)\right)}{t-t_{0}}=\frac{1}{t-t_{0}} \int_{t_{0}}^{t} \sigma(\eta(s), \dot{\eta}(s)) \mathrm{d} s \quad \text { for every } t>t_{0}
$$

Since $t_{0}$ is a Lebesgue point of $\sigma(\eta(\cdot), \dot{\eta}(\cdot))$, we derive

$$
\lim _{t \rightarrow t_{0}+} \frac{S\left(\eta\left(t_{0}\right), \eta(t)\right)}{t-t_{0}}=\sigma\left(\eta\left(t_{0}\right), \dot{\eta}\left(t_{0}\right)\right)
$$

for every $t_{0} \in \mathbb{R} \backslash \Sigma$. A similar limit relation for $t \rightarrow t_{0}{ }^{-}$can be deduced analogously.

Proof of Theorem 4.14. Let $\Sigma$ and $\phi$ be the subset of $\mathbb{R}$ given by Proposition 4.15 and a critical subsolution, respectively. By Proposition 2.3, we have

$$
-S\left(\eta(t), \eta\left(t_{0}\right)\right) \leq \phi(\eta(t))-\phi\left(\eta\left(t_{0}\right)\right) \leq S\left(\eta\left(t_{0}\right), \eta(t)\right) \quad \text { for every } t, t_{0} \in \mathbb{R}
$$

and hence we get (26), for $t_{0} \in \mathbb{R} \backslash \Sigma$, in view of Proposition 4.15. This fully proves the assertion.

We point out two consequences of the previous theorem that we use in the next section and judge to be of independent interest as well.

Proposition 4.16. Two critical subsolutions coinciding on $\mathcal{M}:=\bigcup_{\eta \in \mathcal{K}} \omega(\eta)$ must also coincide on $\mathcal{A}$.

Proof. Let $\phi_{1}, \phi_{2}$ be two critical subsolutions coinciding on $\mathcal{M}$. Take $y$ and $\eta$ in $\mathcal{A}$ and in $\mathcal{K}(y)$, respectively. Let $\left(t_{n}\right)_{n}$ be a diverging sequence such that $\lim _{n} \eta\left(t_{n}\right)=$ $x \in \mathcal{M}$. As $S(y, \cdot)$ is a critical subsolution (cf. Proposition 2.3), Theorem 4.14 yields

$$
\phi_{i}(y)=\phi_{i}(\eta(0))-S(y, \eta(0))=\phi_{i}\left(\eta\left(t_{n}\right)\right)-S\left(y, \eta\left(t_{n}\right)\right)
$$

for every $n \in \mathbb{N}, i \in\{1,2\}$. Sending $n$ to $+\infty$, we get

$$
\begin{aligned}
\phi_{1}(y) & =\lim _{n \rightarrow+\infty} \phi_{1}\left(\eta\left(t_{n}\right)\right)-S\left(y, \eta\left(t_{n}\right)\right)=\phi_{1}(x)-S(y, x)=\phi_{2}(x)-S(y, x) \\
& =\lim _{n \rightarrow+\infty} \phi_{2}\left(\eta\left(t_{n}\right)\right)-S\left(y, \eta\left(t_{n}\right)\right)=\phi_{2}(y)
\end{aligned}
$$

whence we get the assertion since $y$ is an arbitrary point of $\mathcal{A}$.
Remark 4.17. As the curve $\eta(t):=y$, for every $t \in \mathbb{R}$, is critical whenever $y \in \mathcal{E}$, it is apparent from the definitions that the set $\mathcal{E}$ is always contained in $\mathcal{M}$.

Proposition 4.18. The set $\mathcal{M}$ is a uniqueness set for (2); i.e., two solutions of (2) coinciding on $\mathcal{M}$ coincide on the whole torus too.

Proof. The assertion comes from the previous proposition and from the property that $\mathcal{A}$ is a uniqueness set for (2), as established in Theorem 2.4.
5. Convergence to steady states. We are now ready to prove our main convergence result. Throughout this section we will assume, without loss of generality, $c=0$. We also assume that $H$ satisfies conditions $(\mathrm{H} 1),(\mathrm{H} 2)^{\prime},(\mathrm{H} 3)$. We recall that $u_{0} \in C\left(\mathbb{T}^{N}\right)$ is the initial datum of the Cauchy problem (6) and that $\omega_{\mathcal{S}}\left(u_{0}\right)$ denotes the family of the uniform limits of $\mathcal{S}\left(t_{n}\right) u_{0}$ for some diverging sequence $\left(t_{n}\right)_{n}$. We start by establishing some monotonicity properties for the function $\mathcal{S}(t) \psi-\phi$ on the curves of $\mathcal{K}$, where $\psi$ is any continuous function and $\phi$ any critical subsolution. The next result is analogous to Lemma 3.1 in [18].

Proposition 5.1. Let $\eta \in \mathcal{K}$. Then the map $t \mapsto(\mathcal{S}(t) \psi)(\eta(t))-\phi(\eta(t))$ is nonincreasing on $\mathbb{R}_{+}$for any $\psi \in C\left(\mathbb{T}^{N}\right)$ and any critical subsolution $\phi$.

Proof. Let $t_{1}, t_{2}$ in $\mathbb{R}_{+}$with $t_{2} \geq t_{1}$. Taking into account Theorem 4.14 and the integral representation formula for the Lax-Oleinik semigroup, we get

$$
\left(\mathcal{S}\left(t_{2}\right) \psi\right)\left(\eta\left(t_{2}\right)\right)-\left(\mathcal{S}\left(t_{1}\right) \psi\right)\left(\eta\left(t_{1}\right)\right) \leq \int_{t_{1}}^{t_{2}} L(\eta(s), \dot{\eta}(s)) \mathrm{d} s=\phi\left(\eta\left(t_{2}\right)\right)-\phi\left(\eta\left(t_{1}\right)\right)
$$

which proves the assertion.
We proceed to prove that a strict monotonicity property actually holds on the critical curves under appropriate assumptions. This result relies on a lemma, which we demonstrate first and which estimates the modification of the line integral of the Lagrangian on a critical curve when the Lagrangian parametrization is suitably
perturbed. As already pointed out in the introduction, we emphasize that, for this, we essentially use the differentiability of $L$ in $q$ and the continuity of $D_{q} L(x, q)$ in $\operatorname{int}(\operatorname{dom} L)$, a property that is equivalent, for a continuous Hamiltonian, to the strict convexity of $H$ in the second variable (cf. [7]). These results are key tools for the forthcoming convergence theorem.

Lemma 5.2. There is a modulus $\omega(\cdot)$ such that, if $\eta$ is any curve in $\mathcal{K}$ and $\lambda$ is suitably close to 1 , we have

$$
\int_{t_{1}}^{t_{2}} L\left(\eta_{\lambda}, \dot{\eta}_{\lambda}\right) \mathrm{d} s \leq S\left(\eta_{\lambda}\left(t_{1}\right), \eta_{\lambda}\left(t_{2}\right)\right)+|\lambda-1| \omega(|\lambda-1|)\left(t_{2}-t_{1}\right)
$$

for every $t_{1}$, $t_{2}$ with $t_{2}>t_{1}$, where $\eta_{\lambda}(t):=\eta(\lambda t)$ for all $t \in \mathbb{R}$.
Proof. We claim that $K:=\left\{(x, q) \in \mathcal{A} \times \mathbb{R}^{N}: L(x, q)=\sigma(x, q)\right\}$ is a compact subset of $\operatorname{int}(\operatorname{dom} L)$. It is in fact closed by the lower and upper semicontinuity of $L$ and $\sigma$, respectively, bounded by Lemma 4.9, and contained in $\operatorname{int}(\operatorname{dom} L)$ thanks to Proposition 2.7(iv). There thus exists $\delta>0$ such that the set $K_{\delta}:=\{(x, \lambda q):$ $(x, q) \in K,|\lambda-1| \leq \delta\}$ is compactly contained in $\operatorname{int}(\operatorname{dom} L)$.

Let us now fix $\lambda$ in $(1-\delta, 1+\delta)$ and denote by $\theta$ a continuity modulus for the function $(x, q) \mapsto D_{q} L(x, q)$ in $K_{\delta}$. For a.e. $s \in \mathbb{R}$ we have

$$
\begin{align*}
(\eta(\lambda s), \dot{\eta}(\lambda s)) & \in K  \tag{28}\\
\left\langle D_{q} L(\eta(\lambda s), \dot{\eta}(\lambda s)), \dot{\eta}(\lambda s)\right\rangle & =\sigma(\eta(\lambda s), \dot{\eta}(\lambda s)) \tag{29}
\end{align*}
$$

where the first relation comes from the very definition of critical curve, and the second one holds in view of Theorem A.2. Let $s$ be such that (28) and (29) hold. The application of the mean value theorem to the function $\mu \mapsto L(\eta(\lambda s), \mu \eta(\lambda s))$ in the interval with end points 1 and $\lambda$ yields

$$
L(\eta(\lambda s), \lambda \dot{\eta}(\lambda s))-L(\eta(\lambda s), \dot{\eta}(\lambda s))=(\lambda-1)\left\langle D_{q} L\left(\eta(\lambda s), \mu_{0} \dot{\eta}(\lambda s)\right), \dot{\eta}(\lambda s)\right\rangle
$$

where $\mu_{0}$ is a suitable constant between $\lambda$ and 1 . By using (28), (29), and the definition of $\theta(\cdot)$, we derive from this identity

$$
L(\eta(\lambda s), \lambda \dot{\eta}(\lambda s)) \leq \lambda \sigma(\eta(\lambda s), \dot{\eta}(\lambda s))+R|\lambda-1| \theta(|\lambda-1| R),
$$

where $R$ is the positive constant provided by Lemma 4.9. We now exploit the previous estimate and the fact that $\eta$ is a critical curve to get for any $t_{1}, t_{2}$ in $\mathbb{R}$ with $t_{2}>t_{1}$

$$
\begin{aligned}
\int_{t_{1}}^{t_{2}} L\left(\eta_{\lambda}, \dot{\eta}_{\lambda}\right) \mathrm{d} s & =\int_{t_{1}}^{t_{2}} L(\eta(\lambda s), \lambda \dot{\eta}(\lambda s)) \mathrm{d} s \\
& \leq \int_{t_{1}}^{t_{2}} \lambda \sigma(\eta(\lambda s), \dot{\eta}(\lambda s)) \mathrm{d} s+\left(t_{2}-t_{1}\right)|\lambda-1| R \theta(R|\lambda-1|) \\
& =S\left(\eta_{\lambda}\left(t_{1}\right), \eta_{\lambda}\left(t_{2}\right)\right)+\left(t_{2}-t_{1}\right)|\lambda-1| R \theta(R|\lambda-1|)
\end{aligned}
$$

The proof is complete.
Proposition 5.3. Let $\eta \in \mathcal{K}, \psi \in C\left(\mathbb{T}^{N}\right)$, and $\phi$ be a critical subsolution. Let us assume $D^{+}((\psi-\phi) \circ \eta)(0) \backslash\{0\} \neq \emptyset$ (recall that $D^{+}$indicates the superdifferential); then

$$
\begin{equation*}
(\mathcal{S}(t) \psi)(\eta(t))-\phi(\eta(t))<\psi(\eta(0))-\phi(\eta(0)) \quad \text { for every } t>0 \tag{30}
\end{equation*}
$$

Proof. We fix $t>0$. Inequality (30) will be proved for $\phi:=-S(\cdot, \eta(t)$ ), which is enough to get the full result, in view of Theorem 4.14. We also assume, without loss of generality in view of Proposition 2.6(iii), that $\psi(\eta(0))-\phi(\eta(0))=0$. We are thus lead to show that the left-hand term of (30) is strictly negative. To this aim, we take into account the integral formula for the Lax-Oleinik semigroup, given in section 2, to get, for $\lambda$ close to 1 and $\eta_{\lambda}$ defined as in Lemma 5.2,

$$
(\mathcal{S}(t) \psi)(\eta(t))-\phi(\eta(t))=(\mathcal{S}(t) \psi)(\eta(t)) \leq \int_{(1 / \lambda-1) t}^{t / \lambda} L\left(\eta_{\lambda}, \dot{\eta}_{\lambda}\right) \mathrm{d} s+\psi(\eta((1-\lambda) t)),
$$

whence, by Lemma 5.2,

$$
(\mathcal{S}(t) \psi)(\eta(t))-\phi(\eta(t)) \leq \psi(\eta((1-\lambda) t))-\phi(\eta((1-\lambda) t))+t|\lambda-1| \omega(|\lambda-1|) .
$$

If $m \neq 0$ is an element of $D^{+}((\psi-\phi) \circ \eta)(0)$, we therefore have

$$
(\mathcal{S}(t) \psi)(\eta(t))-\phi(\eta(t)) \leq m((1-\lambda) t)+o((1-\lambda) t)+t|\lambda-1| \omega(|\lambda-1|),
$$

where $o(\cdot)$ satisfies $\lim _{\lambda \rightarrow 1} \frac{o((1-\lambda) t)}{1-\lambda}=0$. A suitable choice of $\lambda$ close to 1 makes the left-hand term of the previous formula strictly negative, and consequently proves the assertion, for the arbitrariness of $t$.

We combine the information gathered in Propositions 5.1 and 5.3 with some properties of the Lax-Oleinik semigroup to get the following.

Proposition 5.4. Let $\phi$ be a critical subsolution, and let $\psi \in \omega_{\mathcal{S}}\left(u_{0}\right)$. For any $x_{0} \in \mathcal{M}$ there exists a curve $\gamma \in \mathcal{K}\left(x_{0}\right)$ such that the function $t \mapsto \psi(\gamma(t))-\phi(\gamma(t))$ is constant on $\mathbb{R}$.

Proof. Let $\left(s_{k}\right)_{k}$ and $\left(t_{k}\right)_{k}$ be two diverging sequences, $\eta$ a curve of $\mathcal{K}$ such that $x_{0}=\lim _{k} \eta\left(s_{k}\right)$, and $\psi$ the uniform limit of $\mathcal{S}\left(t_{k}\right) u_{0}$ in $\mathbb{T}^{N}$. We can assume that the curve $\gamma$, defined by $\gamma(t)=\lim _{k} \eta\left(t+s_{k}\right)$, for any $t$, is the local uniform limit of the sequence $\eta\left(s_{k}+\cdot\right)$ in $\mathbb{R}$, and so $\gamma \in \mathcal{K}$. We assume, in addition, that $t_{k}-s_{k} \rightarrow+\infty$, as $k \rightarrow+\infty$, and that $\mathcal{S}\left(t_{k}-s_{k}\right) u_{0}$ uniformly converges to some $\psi_{1} \in \omega_{\mathcal{S}}\left(u_{0}\right)$. The nonexpansiveness of the Lax-Oleinik semigroup implies
$\left\|\mathcal{S}\left(t_{k}\right) u_{0}-\mathcal{S}\left(s_{k}\right) \psi_{1}\right\|_{\infty}=\left\|\mathcal{S}\left(s_{k}+t_{k}-s_{k}\right) u_{0}-\mathcal{S}\left(s_{k}\right) \psi_{1}\right\|_{\infty} \leq\left\|\mathcal{S}\left(t_{k}-s_{k}\right) u_{0}-\psi_{1}\right\|_{\infty}$,
which entails $\mathcal{S}\left(s_{k}\right) \psi_{1} \rightrightarrows \psi$ in $\mathbb{T}^{N}$. We know from Proposition 5.1 that the function

$$
s \mapsto\left(\mathcal{S}(s) \psi_{1}\right)(\eta(s))-\phi(\eta(s))
$$

is nonincreasing in $\mathbb{R}_{+}$, and hence it admits a limit, denoted by $l$, as $s \rightarrow+\infty$. Such a limit is furthermore finite, since it is greater than or equal to $-\|\bar{u}-\phi\|_{\infty}$. Given $t>0$, we have

$$
l=\lim _{k \rightarrow+\infty}\left(\mathcal{S}\left(s_{k}+t\right) \psi_{1}\right)\left(\eta\left(s_{k}+t\right)\right)-\phi\left(\eta\left(s_{k}+t\right)\right)=(\mathcal{S}(t) \psi)(\gamma(t))-\phi(\gamma(t)) .
$$

The function $t \mapsto(\mathcal{S}(t) \psi)(\gamma(t))-\phi(\gamma(t))$ is therefore constant on $\mathbb{R}_{+}$. From this we deduce, by applying Proposition 5.3 to the curve $\gamma(s+\cdot) \in \mathcal{K}$, for any fixed $s$, that $D^{+}((\psi-\phi) \circ \gamma)(s) \backslash\{0\}=\emptyset$ for any $s \in \mathbb{R}$. This implies that $\psi-\phi$ is constant on $\gamma$.

The previous proposition shows that any function $\psi$ in $\omega_{\mathcal{S}}\left(u_{0}\right)$ coincides, on any given critical curve $\gamma$ lying in $\mathcal{M}$, with some critical subsolution $\phi$. Such a critical subsolution may a priori depend on the curve $\gamma$ and on $\psi$. We proceed to show that, on the contrary, $\phi$ is uniquely determined and coincides with the function $v$ defined by (11), putting $u_{0}$ in place of $w_{0}$. In force of Proposition 5.4 , it will be enough to prove the following fact.

Proposition 5.5. Given $\eta \in \mathcal{K}, \psi \in \omega_{\mathcal{S}}\left(u_{0}\right), \varepsilon>0$, there exists $\tau \in \mathbb{R}$ such that

$$
|v(\eta(\tau))-\psi(\eta(\tau))|<\varepsilon
$$

where $v$ is the critical solution defined by (11) with $w_{0}=u_{0}$.
Proof. Since the curve $\eta$ is contained in $\mathcal{A}$, and in view of Theorem 3.1(ii), we have

$$
v(\eta(0))=\min _{z \in \mathbb{T}^{N}}\left(u_{0}(z)+S(z, \eta(0))\right)
$$

and hence $v(\eta(0))=u_{0}\left(z_{0}\right)+S\left(z_{0}, \eta(0)\right)$, for some $z_{0} \in \mathbb{T}^{N}$. We choose a curve $\gamma \in \operatorname{Lip}_{z_{0}, \eta(0)}\left([0,1], \mathbb{T}^{N}\right)$ such that

$$
v(\eta(0))+\varepsilon / 2=u_{0}\left(z_{0}\right)+S\left(z_{0}, \eta(0)\right)+\varepsilon / 2>u_{0}\left(z_{0}\right)+\int_{0}^{1} \sigma(\gamma, \dot{\gamma}) \mathrm{d} s
$$

We thereafter take into account Lemma 4.7 and the integral representation formula for the Lax-Oleinik semigroup to get

$$
v(\eta(0))+\varepsilon / 2>u_{0}\left(z_{0}\right)+\int_{0}^{T} L\left(\gamma_{T}, \dot{\gamma}_{T}\right) \mathrm{d} s \geq\left(\mathcal{S}(T) u_{0}\right)(\eta(0))
$$

where $\gamma_{T}$ is a suitable reparametrization of $\gamma$ on $[0, T]$, for some $T>0$. Now letting $\left(\tau_{n}\right)_{n}$ be a diverging sequence with $\mathcal{S}\left(\tau_{n}\right) u_{0} \rightrightarrows \psi$, we have

$$
\left\|\mathcal{S}\left(\tau_{n}\right) u_{0}-\psi\right\|_{\infty}<\varepsilon / 2 \quad \text { and } \quad \tau_{n}-T>0 \quad \text { for } n \text { sufficiently large. }
$$

Pick such an $n$ and set $\tau=\tau_{n}-T$, and then use the above inequalities and Theorem 4.14 to obtain

$$
\begin{aligned}
\psi(\eta(\tau))-\varepsilon / 2 & <\left(\mathcal{S}\left(\tau_{n}\right) u_{0}\right)(\eta(\tau))=\left(\mathcal{S}(\tau) \mathcal{S}(T) u_{0}\right)(\eta(\tau)) \\
& \leq\left(\mathcal{S}(T) u_{0}\right)(\eta(0))+\int_{0}^{\tau} L(\eta, \dot{\eta}) \mathrm{d} s \\
& <\varepsilon / 2+v(\eta(0))+\int_{0}^{\tau} L(\eta, \dot{\eta}) \mathrm{d} s=\varepsilon / 2+v(\eta(\tau))
\end{aligned}
$$

This gives the assertion since $\psi(\eta(\tau))-v(\eta(\tau)) \geq 0$ by Proposition 3.5.
We directly derive the following theorem from Propositions 5.4 and 5.5.
THEOREM 5.6. Any function in $\omega_{\mathcal{S}}\left(u_{0}\right)$ coincides with $v$ on $\mathcal{M}$, where $v$ is the critical subsolution defined by (11), with $u_{0}$ in place of $w_{0}$.

We finally prove our main result.
ThEOREM 5.7. Let $H$ satisfy conditions (H1), (H2)', (H3) and $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$. Then $\mathcal{S}(t) u_{0}$ uniformly converges to $v$ on $\mathbb{T}^{N}$ as $t$ goes to $+\infty$, where $v$ is the critical solution given by formula (11) with $w_{0}=u_{0}$.

Proof. Theorem 5.6 implies that $v$ and $\underline{u}$ coincide on $\mathcal{M}$; therefore they coincide on $\mathcal{A}$ thanks to Proposition 4.16. The comparison principle given in Theorem 2.4 hence tells us that $\underline{u} \leq v$ on the whole torus, since $\underline{u}$ is a critical subsolution and $v$ is a critical solution. The assertion is at last obtained thanks to Proposition 3.5.

Remark 5.8. We stress that the only place in the present section (actually, in the whole paper) where the strict convexity assumption is directly employed is Lemma 5.2. More precisely, it uses the global continuity of $D_{q} L(x, q)$ in $\operatorname{int}(\operatorname{dom} L)$, a property that is equivalent to the strict convexity of $H$ in $p$, as previously noted. As a matter of fact, we do not exploit such a condition in its full strength. The existence of a continuity modulus for $D_{q} L(x, q)$ in a neighborhood of the image of the map $t \mapsto(\eta, \dot{\eta})$, for each $\eta \in \mathcal{K}$, might be sufficient.

Since the stationary curve $\gamma(\cdot)=y$ belongs to $\mathcal{K}$ whenever $y \in \mathcal{E}$, Proposition 5.5 -which has been proved without exploiting the strict convexity assumption $(\mathrm{H} 2)^{\prime}$-directly implies that any function of $\omega_{\mathcal{S}}\left(u_{0}\right)$ coincides with $v$ on $\mathcal{E}$. Hence, whenever $\mathcal{E}$ is a uniqueness set for the critical equation (2), the argument of Theorem 5.7 gives the convergence result, bypassing Proposition 5.4, which instead relies on Lemma 5.2. This happens, for instance, when $\mathcal{M}=\mathcal{E}$. We can therefore state the following.

Theorem 5.9. Let $H$ satisfy conditions (H1), (H2), (H3), (H4) and $u_{0} \in \mathrm{C}\left(\mathbb{T}^{N}\right)$. Then any function in $\omega_{\mathcal{S}}\left(u_{0}\right)$ coincides with $v$ on $\mathcal{E}$, where $v$ is the critical subsolution defined by (11), with $u_{0}$ in place of $w_{0}$. In particular, $\mathcal{S}(t) u_{0}$ uniformly converges to $v$ on $\mathbb{T}^{N}$, as $t$ goes to $+\infty$, when $\mathcal{M}=\mathcal{E}$, and, more generally, whenever $\mathcal{E}$ is a uniqueness set for the critical equation (2).

Note that the previous theorem includes the results of [16], where the Hamiltonian under investigation was assumed only convex and with the Aubry set consisting of equilibria.

The next one-dimensional example deals with a family of Hamiltonians, depending on a parameter $\alpha \in \mathbb{R}$, which satisfy assumptions (H1), (H2), (H3), (H4). It is shown that a suitable initial datum for the time-dependent equation can be selected in such a way that the convergence to a steady state does not take place whenever the Hamiltonian under consideration does not satisfy the assumptions of Theorem 5.9. It can be viewed as a development of the example given in [4, section 5].

Example 5.10. Consider the $\mathbb{Z}$-periodic Hamiltonian

$$
H(x, p)=|p|-f(x)
$$

defined in $\mathbb{R}$ (cf. Remark 2.2), where $f$ is a continuous periodic potential with $f \not \equiv 0$, $f \geq 0$, and $\min _{\mathbb{R}} f=0$. The effective Hamiltonian $\bar{H}(\alpha)$, i.e., the critical value of $H(x, p+\alpha)$, is given, for any $\alpha \in \mathbb{R}$, by

$$
\bar{H}(\alpha)=\max \left\{0,|\alpha|-\int_{0}^{1} f \mathrm{~d} s\right\}
$$

see [15]. It is not difficult to check that, for $\alpha \in \bar{H}^{-1}(0)$, the set of equilibria $\mathcal{E}(\alpha)$, relative to $H(x, p+\alpha)$, coincides with $f^{-1}(0)$ and is a uniqueness set for the corresponding critical equation, while $\mathcal{A}(\alpha)=\mathcal{M}(\alpha)=\mathbb{R}$ and $\mathcal{E}(\alpha)=\emptyset$ as soon as $\alpha$ lies outside the flat part.

Given $\alpha \notin \bar{H}^{-1}(0)$, we define in $[0,+\infty) \times \mathbb{R}$ the function

$$
w(t, x)=u_{0}(x-\operatorname{sgn} \alpha t)+\operatorname{sgn} \alpha \int_{0}^{x} f \mathrm{~d} s-\left(\operatorname{sgn} \alpha \int_{0}^{1} f \mathrm{~d} s\right) x
$$

where sgn indicates the sign function, and $u_{0}$ is a $C^{1}$ nonconstant periodic function satisfying

$$
\begin{equation*}
\operatorname{sgn}\left\{u_{0}^{\prime}(x)+\operatorname{sgn} \alpha\left(|\alpha|-\int_{0}^{1} f \mathrm{~d} s\right)\right\}=\operatorname{sgn} \alpha \quad \text { for all } x \in \mathbb{R} \tag{31}
\end{equation*}
$$

Note that relation (31) implies

$$
\begin{equation*}
\operatorname{sgn}\left(u_{0}^{\prime}(x)+\operatorname{sgn} \alpha f(y)-\operatorname{sgn} \alpha \int_{0}^{1} f \mathrm{~d} s+\alpha\right)=\operatorname{sgn} \alpha \quad \text { for all } x, y \in \mathbb{R} \tag{32}
\end{equation*}
$$

as $f$ is nonnegative. The function $w(t, \cdot)$ is periodic in $\mathbb{R}$ for any $t$, as easily seen. By taking into account (32), a direct calculation shows that

$$
\partial_{t} w(t, x)+\left|\partial_{x} w(t, x)+\alpha\right|-f(x)-|\alpha|+\int_{0}^{1} f \mathrm{~d} s=0
$$

for every $(t, x) \in(0,+\infty) \times \mathbb{R}$. Hence, $w$ is a periodic $C^{1}$-solution of the timedependent equation

$$
\partial_{t} u+H\left(x, \partial_{x} u+\alpha\right)-\bar{H}(\alpha)=0 \quad \text { in }(0,+\infty) \times \mathbb{R}
$$

but it does not converge to any steady state for $t \rightarrow+\infty$. Note that $H$ is not strictly convex in the second argument and that $\mathcal{E}(\alpha)=\emptyset$.

Such a construction is clearly not possible when $\alpha \in \bar{H}^{-1}(0)$, or, in other words, when $|\alpha| \leq \int_{0}^{1} f \mathrm{~d} s$, because condition (31) implies, in this case, that $u_{0}^{\prime}$ does not change sign on $\mathbb{R}$, in contrast with $u_{0}$ being nonconstant and periodic.

Appendix. We consider a Hamiltonian $H: \mathbb{T}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfying conditions (H1), (H2), (H3), and we denote by $L: \mathbb{T}^{N} \times \mathbb{R}^{N} \rightarrow(-\infty,+\infty]$ the corresponding Lagrangian defined through the Fenchel transform (8). As $H$ is assumed coercive but not superlinear, the Lagrangian $L$ is not finite valued in general. Our aim is to give first a proof of Proposition 2.7, and afterward to show the validity of the integral representation formula (9) for the Lax-Oleinik semigroup. We start by recalling some basic facts of convex analysis, and by giving a characterization of the interior of $\operatorname{dom}(L)$, where $\operatorname{dom}(L):=\left\{(x, q) \in \mathbb{T}^{N} \times \mathbb{R}^{N}: L(x, q)<+\infty\right\}$.

THEOREM A.1. Let $f: \mathbb{R}^{N} \rightarrow(-\infty,+\infty]$ be a convex function with $f \not \equiv+\infty$. Then $D^{-} f(q)$ is a nonempty bounded set if and only if $q \in \operatorname{int}(\operatorname{dom} f)$, and it is empty for $q \notin \operatorname{dom} f$.

We refer to [17, Theorem 23.4] for a proof. Note that $L(x, \cdot)$ turns out to be convex and lower semicontinuous on $\mathbb{R}^{N}$, as supremum of continuous convex functions, for any $x \in \mathbb{T}^{N}$. Moreover, $L(x, \cdot) \not \equiv+\infty($ cf. [17, Theorem 12.2]). We have (cf. [17, Theorem 23.5]) the following.

Theorem A.2. Let $x \in \mathbb{T}^{N}$ and $p, q \in \mathbb{R}^{N}$. The following conditions are equivalent:
(a) $H(x, p)+L(x, q) \leq\langle p, q\rangle$;
(b) $H(x, p)+L(x, q)=\langle p, q\rangle$;
(c) $q \in D_{p}^{-} H(x, p)$;
(d) the function $\langle\cdot, q\rangle-L(x, \cdot)$ achieves its maximum at $p$;
(e) $p \in D_{q}^{-} L(x, q)$;
(f) the function $\langle p, \cdot\rangle-L(x, \cdot)$ achieves its maximum at $q$.

Theorem A.3.
(i) For any $x \in \mathbb{T}^{N}$, $\operatorname{dom}(L(x, \cdot))$ has a nonempty interior.
(ii) $\operatorname{int}(\operatorname{dom} L)=\bigcup_{x \in \mathbb{T}^{N}}\{x\} \times \operatorname{int}(\operatorname{dom} L(x, \cdot))$.

Proof. According to Corollary 13.4.2 in [17], the assertion in (i) holds true if and only if there are no lines along which $H(x, \cdot)$ is (finite and) affine. Such a condition is actually a consequence of the coercivity assumption (H3).

To ease notation, let us temporarily denote by $\widetilde{\Omega}$ the set on the right-hand side of the equality in item (ii). It is apparent that $\operatorname{int}(\operatorname{dom} L) \subset \widetilde{\Omega}$.

To prove the converse inclusion, we assume by contradiction the existence of $\left(x_{0}, q_{0}\right) \in \widetilde{\Omega} \backslash \operatorname{int}(\operatorname{dom} L)$. According to Theorem A.1, this implies that $D_{q}^{-} L\left(x_{0}, q_{0}\right)$ is nonempty and bounded, and, moreover, that there is a sequence $\left(\left(x_{n}, q_{n}\right)\right)_{n}$ converging to $\left(x_{0}, q_{0}\right)$, with $D_{q}^{-} L\left(x_{n}, q_{n}\right)$ either empty or unbounded. In any case, we may find a sequence $\left(p_{n}\right)_{n}$ such that $\left|p_{n}\right| \rightarrow+\infty$ and

$$
\begin{equation*}
\left\langle p_{0}, q_{n}\right\rangle-H\left(x_{n}, p_{0}\right) \leq\left\langle p_{n}, q_{n}\right\rangle-H\left(x_{n}, p_{n}\right) \tag{33}
\end{equation*}
$$

where $p_{0}$ is any fixed element of $D_{q}^{-} L\left(x_{0}, q_{0}\right)$. Since the function $p \mapsto\left\langle p, q_{n}\right\rangle-$ $H\left(x_{n}, q_{n}\right)$ is concave for any $n \in \mathbb{N}$, we see that (33) is still satisfied by putting any convex combination of $p_{n}$ and $p_{0}$ in place of $p_{n}$; in particular it holds for some sequence $\left(\bar{p}_{n}\right)_{n}$ with $\left|\bar{p}_{n}-p_{0}\right|=r$, where $r$ is an arbitrarily chosen positive constant. Up to subsequences, we can assume that $\left(\bar{p}_{n}\right)_{n}$ converges to some $\bar{p}$. Sending $n$ to $+\infty$, we obtain

$$
L\left(x_{0}, q_{0}\right)=\left\langle p_{0}, q_{0}\right\rangle-H\left(x_{0}, p_{0}\right) \leq\left\langle\bar{p}, q_{0}\right\rangle-H\left(x_{0}, \bar{p}\right)
$$

which implies that $\bar{p} \in D_{q}^{-} L\left(x_{0}, q_{0}\right)$ by Theorem A.2. This is in contrast to $D_{q}^{-} L\left(x_{0}, q_{0}\right)$ being bounded because $\left|\bar{p}-p_{0}\right|=r$ and $r$ is arbitrarily large.

The argument used for the proof of item (ii) in the previous theorem also gives the following corollary (cf. Remark 2.1).

Corollary A.4. The set-valued $\operatorname{map}(x, q) \mapsto D_{q}^{-} L(x, q)$ is locally uniformly bounded in int (domL).

Proof of Proposition 2.7. (i) The lower semicontinuous and convex character of $L$ has already been pointed out at the beginning of the appendix.
(ii) By item (i), we need only show that $L$ is upper semicontinuous in $\Omega$. Hence, let $\left(x_{0}, q_{0}\right) \in \Omega$ be the limit of some sequence $\left(\left(x_{n}, q_{n}\right)\right)_{n}$ contained in $\Omega$. Given $p_{n} \in D_{q}^{-} L\left(x_{n}, q_{n}\right)$, we have that $\left(p_{n}\right)_{n}$ is bounded by Corollary A.4, and so convergent, up to a subsequence, to some $p_{0}$. Thanks to Theorem A. 2 we know that

$$
L\left(x_{n}, q_{n}\right)=\left\langle p_{n}, q_{n}\right\rangle-H\left(x_{n}, p_{n}\right)
$$

and by sending $n$ to infinity we get

$$
\limsup _{n \rightarrow+\infty} L\left(x_{n}, q_{n}\right)=\lim _{n \rightarrow+\infty}\left\langle p_{n}, q_{n}\right\rangle-H\left(x_{n}, p_{n}\right)=\left\langle p_{0}, q_{0}\right\rangle-H\left(x_{0}, p_{0}\right) \leq L\left(x_{0}, q_{0}\right)
$$

which proves the claim.
(iii) Fix $x \in \mathbb{T}^{N}$. The $C^{1}$-regularity of the function $L(x, \cdot)$ in $\operatorname{int}(\operatorname{dom} L(x, \cdot))$ is equivalent to the strict convexity of $H(x, \cdot)$ on $\mathbb{R}^{N}(c f .[7])$. In particular,

$$
L(x, q)=\left\langle D_{q} L(x, q), q\right\rangle-H\left(x, D_{q} L(x, q)\right) \quad \text { for all }(x, q) \in \Omega
$$

and $p=D_{q} L(x, q)$ is the unique maximizer of the function $\langle\cdot, q\rangle-H(x, \cdot)$. To prove the continuity of $D_{p} L(x, q)$ in $\Omega$, it suffices to show, by Corollary A.4, that
$\left(x_{n}, q_{n}\right) \rightarrow\left(x_{0}, q_{0}\right)$ in $\Omega$ and $D_{q} L\left(x_{n}, q_{n}\right) \rightarrow \bar{p}$ in $\mathbb{R}^{N}$ imply $\bar{p}=D_{q} L\left(x_{0}, q_{0}\right)$. This actually follows from the continuity of $L$ in $\Omega$, since we can pass to the limit in the equality $L\left(x_{n}, q_{n}\right)=\left\langle D_{q} L\left(x_{n}, q_{n}\right), q_{n}\right\rangle-H\left(x_{n}, D_{q} L\left(x_{n}, q_{n}\right)\right)$ to obtain $L\left(x_{0}, q_{0}\right)=$ $\left\langle\bar{p}, q_{0}\right\rangle-H\left(x_{0}, \bar{p}\right)$, which gives $\bar{p}=D_{p} L\left(x_{0}, q_{0}\right)$ by our previous remarks.
(iv) If the set of maximizers of $p \mapsto\langle p, q\rangle-H(x, p)$ is nonempty, then it reduces to a singleton by the strict convexity of $H$ with respect to $p$. The assertion thus follows from Theorems A. 1 and A.3(ii).

Let us now define, for each $n \in \mathbb{N}$,

$$
H_{n}(x, p):=H(x, p)+\max \left\{|p|^{2}-n^{2}, 0\right\} \quad \text { for every }(x, p) \in \mathbb{T}^{N} \times \mathbb{R}^{N}
$$

and denote by $L_{n}$ the Fenchel transform of $H_{n}$. Note that $\left(H_{n}\right)_{n}$ is a decreasing sequence of superlinear Hamiltonians, satisfying assumptions (H1), (H2), (H3), uniformly converging to $H$ on compact subsets of $\mathbb{T}^{N} \times \mathbb{R}^{N}$. This, in turn, implies that $\left(L_{n}\right)_{n}$ is an increasing sequence of Lagrangians, defined and continuous on $\mathbb{T}^{N} \times \mathbb{R}^{N}$, converging pointwise to $L$ on $\mathbb{T}^{N} \times \mathbb{R}^{N}$, and uniformly superlinear at infinity in $q$, as well (see, e.g., [7]).

THEOREM A.5. The representation formula (9) holds for every $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, $t>0$.

The proof of the theorem is based on a $\Gamma$-convergence result (cf. [9]) that we show first. For this, we employ a classical sequential weak compactness criterion in $W^{1,1}$ (see, for instance, Theorem 2.13 of [5]), which is in turn a consequence of the Dunford-Pettis theorem (cf. Theorem 2.11 in [5]).

Proposition A.6. For any fixed $x \in T^{N}$ and $t>0$, denote by $X_{t}(x)$ the space

$$
\left\{\gamma \in W^{1,1}\left([0, t], \mathbb{T}^{N}\right), \gamma(t)=x\right\}
$$

endowed with the strong topology of $L^{1}\left([0, t], \mathbb{T}^{N}\right)$. For any $\phi \in \mathrm{C}\left(\mathbb{T}^{N}\right)$, let us set

$$
\begin{aligned}
& \mathbb{L}^{t}(\gamma):=\phi(\gamma(0))+\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) \mathrm{d} s \\
& \mathbb{L}_{n}^{t}(\gamma):=\phi(\gamma(0))+\int_{0}^{t} L_{n}(\gamma(s), \dot{\gamma}(s)) \mathrm{d} s
\end{aligned}
$$

Then the functionals $\mathbb{L}_{n}^{t} \Gamma$-converge to $\mathbb{L}^{t}$ on $X_{t}(x)$. Moreover,

$$
\min _{\gamma \in X_{t}(x)} \mathbb{L}^{t}(\gamma)=\lim _{n \rightarrow+\infty} \min _{\gamma \in X_{t}(x)} \mathbb{L}_{n}^{t}(\gamma)
$$

Proof. We first set

$$
\Theta(t):=\inf _{x \in \mathbb{T}^{N}}\left(\inf _{|q| \geq t} L_{1}(x, q)\right) \quad \text { for every } t \geq 0
$$

and observe that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{\Theta(t)}{t}=+\infty, \quad \Theta(|q|) \leq L_{n}(x, q) \leq L(x, q) \tag{34}
\end{equation*}
$$

for any $n \in \mathbb{N}$ and $(x, q) \in \mathbb{T}^{N} \times \mathbb{R}^{N}$. We claim that the functionals $\mathbb{L}_{n}^{t}$ and $\mathbb{L}^{t}$ are lower semicontinuous on $X_{t}(x)$. In fact, any sequence $\left(\gamma_{n}\right)_{n}$ in $X_{t}(x)$ with $\lim _{n} \mathbb{L}^{t}\left(\gamma_{n}\right)<$ $+\infty$ also satisfies $\sup _{n} \int_{0}^{t} \Theta\left(\dot{\gamma}_{n}\right) \mathrm{d} s<+\infty$ by (34), and this in turn implies that $\left(\gamma_{n}\right)_{n}$ is weakly convergent in $W^{1,1}\left([0, t], \mathbb{T}^{N}\right)$, up to subsequences (cf. Theorem 2.13 of [5]).

This shows the sequential lower semicontinuity of $\mathbb{L}^{t}$ in $X_{t}(x)$, in view of Theorem 2.9; the lower semicontinuity follows as $X_{t}(x)$ is a metric space. The same argument gives the claim for each $\mathbb{L}_{n}^{t}$.

The $\Gamma$-convergence result is then assured by [9, Proposition 5.4], since $\left(\mathbb{L}_{n}^{t}\right)_{n}$ is, in addition, an increasing sequence of functionals converging pointwise to $\mathbb{L}^{t}$ on $X_{t}(x)$. To prove the asserted convergence of the minima, we remark that the set

$$
K_{t}(x):=\left\{\gamma \in X_{t}(x): \int_{0}^{t} \Theta(|\dot{\gamma}|) \mathrm{d} s \leq\|\phi\|_{\infty}+\mathbb{k} t\right\}
$$

with $\mathbb{k}:=\sup _{y \in \mathbb{T}^{N}} L(y, 0)$, is sequentially weakly compact in $W^{1,1}\left([0, t], \mathbb{T}^{N}\right)$, and hence compact in $X_{t}(x)$ because the weak convergence implies the uniform convergence (cf. [5, Theorem 2.13]). Notice also that

$$
\int_{0}^{t} \Theta\left(\left|\dot{\gamma}_{x}\right|\right) \mathrm{d} s \leq \mathbb{L}_{n}^{t}\left(\gamma_{x}\right) \leq \mathbb{L}^{t}\left(\gamma_{x}\right) \leq\|\phi\|_{\infty}+\mathbb{k} t
$$

for any $n$, where $\gamma_{x}$ denotes the curve in $X_{t}(x)$ constantly equal to $x$. Consequently $K_{t}(x)$ is nonempty and

$$
\inf \left\{\mathbb{L}_{n}^{t}(\gamma): \gamma \in X_{t}(x)\right\}=\min \left\{\mathbb{L}_{n}^{t}(\gamma): \gamma \in K_{t}(x)\right\}
$$

for each $n$, so the assertion follows in view of [9, Theorem 7.4].
Proof of Theorem A.5. We first notice that it is enough to show the assertion for $\phi \in \operatorname{Lip}\left(\mathbb{T}^{N}\right)$. The general case of a continuous initial datum may in fact be recovered by density, thanks to the nonexpansiveness property of the Lax-Oleinik semigroup.

We denote by $\mathcal{S}_{n}(t)$ the semigroup associated with the Cauchy problem (6), with $H_{n}$ in place of $H$. Since $\phi \in \operatorname{Lip}\left(\mathbb{T}^{N}\right)$, we have by Theorem 2.5

$$
\begin{equation*}
\mathcal{S}(t) \phi=\mathcal{S}_{n}(t) \phi \tag{35}
\end{equation*}
$$

for $n$ sufficiently large. By Remark 2.8 each $\mathcal{S}_{n}(t) \phi$ admits an integral representation of the form (9), with $L_{n}$ in place of $L$. This fact can be equivalently expressed, using the symbols introduced in Proposition A.6, by

$$
\left(\mathcal{S}_{n}(t) \phi\right)(x)=\min _{\gamma \in X_{t}(x)} \mathbb{L}_{n}^{t}(\gamma)
$$

for every $x \in \mathbb{T}^{N}$ and $t>0$. In view of Proposition A.6, the assertion follows by sending $n$ to $+\infty$ in (35).
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# COARSENING RATES FOR A DROPLET MODEL: RIGOROUS UPPER BOUNDS* 
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#### Abstract

Certain liquids on solid substrates form a configuration of droplets connected by a precursor layer. This configuration coarsens: The average droplet size grows while the number of droplets decreases and the characteristic distance between them increases. We study this type of coarsening behavior in a model given by an evolution equation for the film height on an $n$-dimensional substrate. Heuristic arguments based on the asymptotic analysis of Glasner and Witelski [Phys. Rev. E, 67 (2003), p. 016302, Phys. D., 209 (2005), pp. 80-104] and numerical simulations suggest a statistically self-similar behavior characterized by a single exponent which determines the coarsening rate. In this paper, we establish rigorously an upper bound on the coarsening rate in a time-averaged sense. We use the fact that the evolution is a gradient flow, i.e., a steepest descent in an energy landscape. Coarse information on the geometry of the energy landscape serves to obtain coarse information on the dynamics. This robust method was proposed in [R. V. Kohn and F. Otto, Comm. Math. Phys., 229 (2002), pp. 375-395]. Our main analytical contribution is an interpolation inequality involving the Wasserstein distance, which characterizes the coarse shape of the energy landscape. The upper bound we obtain is in agreement with heuristic arguments and numerical simulations.
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## 1. Introduction.

1.1. Statement of the result. Thin layers of viscous liquid are well described by the lubrication approximation, which capitalizes on the separation of horizontal and vertical length scales. It yields a single equation for the time-dependent film height $h=h(x, t)>0,[20]$. We now introduce this equation in its nondimensionalized form.

Let $Q \subset \mathbb{R}^{n}$ parametrize the substrate. We consider smooth solutions $h:(0, \infty) \times$ $Q \rightarrow[0, \infty)$ of

$$
\begin{equation*}
\partial_{t} h-\nabla \cdot\left(M(h) \nabla\left(\frac{\partial E}{\partial h}\right)\right)=0 \quad \text { in }(0, \infty) \times Q \tag{1.1}
\end{equation*}
$$

Here, $\frac{\partial E}{\partial h}$ denotes the $L^{2}$-gradient of the energy functional with respect to $h$. The total energy $E$ is given by

$$
\begin{equation*}
E(h)=\int \frac{1}{2}|\nabla h|^{2}+\mathcal{U}(h) d x \tag{1.2}
\end{equation*}
$$

where the gradient term describes the linearized contribution of the liquid-air surface energy, while $\mathcal{U}$ models the intermolecular forces between the substrate and the film; see section 1.3. We shall always write $\int$ for $\int_{Q}$.

[^28]

Fig. 1. The intermolecular potential $\mathcal{U}$ combines repulsive and attractive forces.

Qualitatively, the potential $\mathcal{U}$ is of the form sketched in Figure 1. We normalize $\mathcal{U}$ so that $\mathcal{U}(\infty)-\min \mathcal{U}=1$ and $\operatorname{argmin} \mathcal{U}=1$. The well-known Lennard-Jones potential [9] corresponds to $\mathcal{U}(h)=\frac{1}{3} h^{-8}-\frac{4}{3} h^{-2}+1$, but other potentials are also physically relevant [24]. In fact, the exact expression for the potential is often not essential; as in $[2,6,7]$, our results hold for a large class of potentials.

Bertozzi, Grün, and Witelski [2] studied (1.1) for potentials of the form $\mathcal{U}(h)=$ $h^{-q}-h^{-p}, 0<p<q$ on a bounded one-dimensional substrate. If $q \geq 2$-that is, if the potential blew up at zero fast enough-boundedness of the energy was used to show that solutions with positive initial data stay positive for all time. That implied that the equation has unique, classical solutions for given initial data.

In our model (1.1), we consider the linear mobility function

$$
\begin{equation*}
M(h)=h \tag{1.3}
\end{equation*}
$$

Let us clearly state that the appropriate mobility function for a liquid film governed by the Stokes equations with no-slip boundary condition at the substrate would be $M(h)=h^{3}$. In case of boundary conditions which allow a finite slip (Navier condition), the mobility would be $M(h)=h^{2}$ provided that film heights are small compared to the slip length; see $[16,17,20]$. The mobility function (1.3) is appropriate for a liquid film governed by the Darcy equation, as in a porous medium $(n=2)$ or a Hele-Shaw cell $(n=1)$. From the applied point of view, $M(h)=h$ is thus a rather artificial choice. It is motivated both by a technical and a conceptual consideration: The technical consideration is that only for $M(h)=h$ is the induced distance in the gradient flow structure (see Appendix B) known explicitly. The conceptual consideration is that for other mobilities the coarse-grained slope of the energy landscape (see section 2) overestimates the heuristically derived coarsening rates: The "collision pathways" (see section 1.3) in the energy landscape are shortcuts not taken by the actual dynamics. Hence the straightforward application of our method would yield suboptimal results for mobilities other than (1.3), even though we believe that the coarsening rate for $M(h)=h^{3}$ is the same as for $M(h)=h$.

In view of (1.2) and (1.3), (1.1) turns into

$$
\begin{equation*}
\partial_{t} h+\nabla \cdot\left(h \nabla\left(\Delta h-\mathcal{U}^{\prime}(h)\right)\right)=0 \quad \text { in }(0, \infty) \times Q . \tag{1.4a}
\end{equation*}
$$

As suitable boundary conditions, we take equilibrium and no-flux boundary conditions:

$$
\begin{equation*}
\nu \cdot \nabla h=\nu \cdot \nabla\left(\frac{\partial E}{\partial h}\right)=0 \quad \text { on }(0, \infty) \times \partial Q \tag{1.4b}
\end{equation*}
$$



FIG. 2. Plots of numerically computed height of the liquid on a two-dimensional substrate at two different times.

These boundary conditions ensure that the total mass $\int h d x$ is conserved and that the total energy $E(h)$ decreases over time:

$$
\begin{gathered}
\frac{d}{d t} \int h d x=0 \\
\frac{d}{d t} E=-\int h\left|\nabla\left(\frac{\partial E}{\partial h}\right)\right|^{2} d x \leq 0
\end{gathered}
$$

A glance at the energy functional $E$, and $\mathcal{U}$ in particular, reveals that there is a characteristic scale for $x$ and $h$, both normalized to order one. We are interested in very large systems, i.e.,

$$
Q=(0, \Lambda)^{n} \quad \text { with } \quad \Lambda \gg 1
$$

We focus on initial data which are within the unstable range,

$$
h \approx \text { const } \quad \text { with } \quad \mathcal{U}^{\prime \prime}(h)<0
$$

and whose height is of the order of the precursor layer, i.e.,

$$
h \sim 1
$$

Our numerical simulations reveal the generic behavior of the evolution. After an initial stage, a configuration of well-defined droplets connected by a precursor layer of height $h \approx 1=\operatorname{argmin} \mathcal{U}$ emerges. From then onward, the large droplets grow at the expense of the small ones via mass exchange through the precursor layer. Eventually, the smaller droplets disappear. Figure 2 shows a typical evolution of the film height. In a sufficiently large system, this coarsening process seems statistically self-similar. It is driven by the reduction of total energy $E$. Our main result gives a lower bound on the rate by which the energy decreases.

We shall see that $E$ not only is a Lyapunov functional for (1.4), but that (1.4) can, in fact, be interpreted as a gradient flow of (1.2); see Appendix B. For our analysis, we need a measure of the distance in the configuration space, i.e., a way to express how far two droplet configurations $h_{0}, h_{1}$ are. It is natural to take the distance which is given by the gradient flow structure. As motivated in Appendix B, that distance is the Wasserstein distance $\mathcal{W}\left(h_{0}, h_{1}\right)$ :

$$
\begin{equation*}
\mathcal{W}\left(h_{0}, h_{1}\right)^{2}:=\inf \left\{\iint|x-y|^{2} d \pi(x, y) \mid \int d \pi(\cdot, y)=h_{0}, \int d \pi(x, \cdot)=h_{1}\right\} \tag{1.5}
\end{equation*}
$$

The so-called transportation plan, $\pi$, is a measure on the product space $Q \times Q$. It is admissible if its projections to first and second coordinates are measures with densities $h_{0}$ and $h_{1}$, respectively. The transportation cost is measured by the squared Euclidean distance $|x-y|^{2}$. For properties of $\mathcal{W}$, see section 7.1 in [32].

We are now in a position to formulate our result.
Theorem 1. Let $\mathcal{U}$ satisfy

$$
\begin{align*}
& \mathcal{U}(h) \geq 0 \quad \text { on }(0, \infty) \\
& \mathcal{U}(h) \geq 1 \quad \text { on }(2, \infty) \tag{1.6}
\end{align*}
$$

Let $h$ be a smooth solution of (1.4), which has the same total volume as a constant layer of thickness 3:

$$
\begin{equation*}
\int h d x=\int h^{*} d x, \quad h^{*} \equiv 3 \tag{1.7}
\end{equation*}
$$

Then for $\sigma \in\left(1, \frac{3 n+2}{n}\right)$,

$$
\begin{equation*}
\int_{0}^{T}\left(\Lambda^{-n} E(h(t))\right)^{\sigma} d t \gtrsim \int_{0}^{T}\left(t^{-\frac{n}{3 n+2}}\right)^{\sigma} d t \tag{1.8}
\end{equation*}
$$

provided $T \gg\left(\Lambda^{-\frac{n}{2}} \mathcal{W}\left(h^{*}, h(0)\right)\right)^{\frac{3 n+2}{n+1}}$ and $\Lambda^{-n} E(h(0)) \ll 1$.
For the precise meaning of the notation " $\gg$ " and " $\gtrsim$ " we refer to Remark 1 in section 2. The result states that the energy per volume cannot decrease faster than $t^{-\frac{n}{3 n+2}}$. For further interpretation of the result in terms of the droplet configuration we refer to section 1.4. The assumption $\Lambda^{-n} E(h(0)) \ll 1$ of small energy densities encodes that $h(0)$ energetically behaves as a configuration of droplets connected by a precursor layer of height $\operatorname{argmin} \mathcal{U}=1$; see Figure 2. This means that we "start the clock" once the system has entered such a regime. The assumption $T \gg\left(\Lambda^{-\frac{n}{2}} \mathcal{W}\left(h^{*}, h(0)\right)\right)^{\frac{3 n+2}{n+1}}$, on the other hand, ensures that the initial data $h(0)$ are not too far from a constant film thickness. The values 1,2 , and 3 in (1.6) and (1.7) are set purely for convenience. In particular, given a potential satisfying (1.6), any constant layer of thickness above 2 is admissible. However, the constants in the estimates would depend on the thickness.

The framework for proving lower bounds on energy decay was introduced by Kohn and Otto [10] for the constant-mobility and the degenerate-mobility CahnHilliard equation. The basic idea is to use the gradient flow structure of (1.4). A gradient flow structure is determined by the energy functional $E$ and a (Riemannian) geometry of the state space (the space of all droplet configurations $h$ ). The metric tensor encodes the relevant dissipation mechanism, see Appendix B. Following [10], we use coarse information on the geometry of the energy landscape to derive coarse information on the gradient flow dynamics. The coarse information on geometry is the rate at which $E$ can decrease as a function of the distance to a reference configuration $h^{*}$, where the function is given by a power law with the "geometric exponent" $\alpha$; see Figure 3. On the other hand, the coarse information on dynamics limits how fast $E$ can decrease as a function of time, where the function is given by a power law with the "dynamic exponent" $\gamma$. Proposition 1 in section 2 relates the dynamic exponent $\gamma$ to the geometric exponent $\alpha$.

Let us point out that studying lower bounds on the coarsening rate is a more complicated question. In fact, there are solutions which do not coarsen at all; for


FIG. 3. The energy $E(h)$ is bounded below by the distance between $h$ and the reference state $h^{*}$.
example, the unstable, periodic steady states. Hence a lower bound can hold only in some generic sense - a statement for all trajectories cannot hold. We do not address this issue.

Other applications of the method proposed in [10] can be found in the literature. In [3], coarsening in off-critical mixtures within the Mullins-Sekerka evolution is studied. The authors of [4] and [5] study the coarsening behavior in mean-field models of phase transitions and in a phase-field model that deals with both temperature and phase fields. In [11] and [12], rigorous bounds on coarsening rates are proven for an epitaxial growth model and for models of multicomponent phase separation.
1.2. Outline. The following subsections provide background information: In section 1.3 , we describe the underlying physical processes. Heuristics, which further interpret the result in Theorem 1, are presented in section 1.4. Formal asymptotics, e.g., done for the one-dimensional case in [6], are briefly reviewed in section 1.5. In section 1.6, we present our numerical experiments which support that the power law bounds we obtain are optimal for $n=1$ and $n=2$. The proof of Theorem 1 does not depend on the results presented in these subsections.

In section 2, we review the abstract framework, which exploits the gradient flow structure to obtain a bound on the energy, proposed in [10], and give modified proofs of the main results. Our main contribution is the interpolation inequality, which is essential for the framework. From the mathematical point of view, it is an extension of the one established in [3]. We rigorously state and prove the inequality in section 3. Section 4 provides the proof of the main result. Appendix A contains the analysis of stationary droplets, while Appendix B explains the gradient flow structure of the thin-film equation. The Wasserstein metric, as the induced distance, is introduced heuristically.
1.3. Physics. The statics are determined by capillarity (the surface tension between liquid and vapor) and the short range forces between the film and the solid substrate. These intermolecular forces are the combination of a very short-range repulsive (Born-type) force and a moderately short-range attractive (van der Waals) force. Their competition stabilizes a precursor layer of well-defined height, which covers the entire substrate. In particular, our choice of $\mathcal{U}$ with $\operatorname{argmin} \mathcal{U}=1$ yields a precursor layer of height $\approx 1$. On a more mesoscopic level, the liquid is partially wetting: It allows for equilibrium droplets of a well-defined apparent (i.e., mesoscopic) contact angle. The apparent nonzero contact angle arises from the competition between the short range forces and capillarity.

Intermolecular forces of the form discussed above are relevant for a range of liquids: polymers [1, 26, 27, 28, 29, 33], liquid crystal films and liquid metals [8, 31], evaporating films [19], and others.

The dynamics is driven by the reduction of total energy (capillary and intermolecular). The reduction of energy is limited by viscous friction. This dissipation mechanism is rather pronounced in the thin liquid film. This means that inertial effects are negligible and the dynamics is determined by a quasi-stationary balance of thermodynamic driving and viscous frictional forces. Notice that the presence of the precursor layer removes the singularity of the moving contact line which arises from the no-slip boundary condition.

We think of the initial condition as a flat film of height sufficiently large with respect to the equilibrium height of the precursor layer. More precisely, we think of a perturbation of this configuration; due to the intermolecular forces, sufficiently longwavelength perturbations grow. In analogy with spinodal decomposition of binary mixtures (as described by the Cahn-Hilliard equation) this process is often referred to as spinodal dewetting. The liquid film almost ruptures and holes (with film thickness of the precursor layer) surrounded by a network of ridges form. This initial process may have various morphologies $[1,30]$. As time passes, the ridges break up and relax into droplets sitting on the precursor layer. In this paper, we are not concerned with this initial stage of droplet formation.

We are interested in the late-stage coarsening behavior. A configuration of wellseparated droplets connected by a precursor layer coarsens in time; see Figure 2. We have in mind a scenario with clearly separated time scales: The time scale of the coarsening process is slow compared to the scale on which the droplets relax into equilibrium shape. Hence the configuration is essentially described by the radius and the position of the center of mass of the individual droplets. These quantities evolve slowly. This is sometimes called quasi-static evolution or quasi-stationary motion.

The coarsening process can be mediated by two mechanisms: collapse or collision. Collapse relies on mass exchange between the droplets through the precursor layer. In this scenario, the large droplets grow at the expense of the small ones which eventually collapse. This is a particular instance of Ostwald ripening. The basic difference with respect to the traditional Ostwald ripening for binary mixtures (as described by the late stages of the Cahn-Hilliard equation with strongly off-critical initial data; see for instance [18] for the two-dimensional case) lies in the mixed dimensionality: Ripening of droplets on an $n$-dimensional substrate is $(n+1)$-dimensional with respect to mass and energy, but $n$-dimensional when it comes to the kinetics.

We now address collision: As do the particles in traditional Ostwald ripening, the droplets drift. The difference with respect to traditional Ostwald ripening lies in the fact that droplets are much more mobile than particles (since the mobility strongly depends on height). In [6], it has been argued that on a one-dimensional substrate, this effect may lead to collision and thus to "accidental" coarsening.

Unlike for the initial instability and subsequent dewetting, there are few experimental studies of coarsening in liquid films. The only long-time results we are aware of are studies of coarsening for certain polymers [14, 15].
1.4. Dynamical scaling: Heuristics. Numerical simulations suggest that the coarsening, although rather complex in detail, has a simple statistical behavior (see section 1.6). In particular, the time-dependence of averaged quantities, like the average distance $L$ between droplets, in sufficiently large systems appears to be a power


Fig. 4. Droplet configuration on one-dimensional substrate. The typical length scales $H, R$, and $L$ are not independent; cf. (1.10) and (1.11).
law:

$$
L \sim t^{\beta} .
$$

We are interested in understanding the mechanisms which determine the characteristic exponent $\beta$. In order to discern what information about $\beta$ is contained in the energy bound (1.8), we first analyze and relate the length scales present in the problem. We consider configurations of well-separated, equilibrium-shaped droplets with fixed average height greater than the height of the precursor layer. The typical averaged length scales are the typical distance $L$, the height $H$, and radius $R$ of a droplet. Figure 4 sketches a typical droplet configuration we have in mind.

From this point of view, we infer the following scaling relations:
(i) On a mesoscopic level, the potential $\mathcal{U}$ acts as the characteristic function of $\{h>1\}$. Thus the individual droplets are governed by the mesoscopic energy

$$
\bar{E}(h)=\int \frac{1}{2}|\nabla h|^{2} d x+\operatorname{vol}(\{h>1\})
$$

which enforces an apparent equilibrium contact angle of

$$
\begin{equation*}
\frac{1}{2}|\nabla h|^{2}=1 \quad \text { on } \partial\{h>1\} \tag{1.9}
\end{equation*}
$$

see Appendix A. Notice that (1.9) implies that the average height $H$ and the average radius $R$ of the droplets scale the same:

$$
\begin{equation*}
H \sim R \tag{1.10}
\end{equation*}
$$

(ii) We infer from mass conservation, i.e.,

$$
\Lambda^{-n} \int h d x \sim 1
$$

and

$$
\begin{aligned}
& \Lambda^{-n} \int h d x \sim\binom{\text { number density }}{\text { of droplets }} \times\binom{\text { volume of }}{\text { individual droplet }} \\
& \sim L^{-n} \times H R^{n} \\
& \stackrel{(1.10)}{\sim} L^{-n} \times R^{n+1},
\end{aligned}
$$

that $R$ and $L$ are related by

$$
\begin{equation*}
L \sim R^{\frac{n+1}{n}} \tag{1.11}
\end{equation*}
$$

Now let us explain why a lower bound on the energy heuristically yields an upper bound on the average droplet distance $L$. Indeed, the energy density (i.e., the energy per system volume) is related to $L$ via

$$
\begin{align*}
& \Lambda^{-n} E \sim\binom{\text { number density }}{\text { of droplets }} \times\binom{\text { energy of }}{\text { individual droplet }} \\
& \stackrel{(1.10)}{\sim} L^{-n} \times R^{n} \\
&(1.11)  \tag{1.12}\\
& \sim
\end{align*} L^{-\frac{n}{n+1}} .
$$

Thus a lower bound on $E$ heuristically yields an upper bound on $L$. The energy bound (that we show in a time-averaged form in Theorem 1)

$$
\Lambda^{-n} E \gtrsim t^{-\frac{n}{3 n+2}}
$$

in view of (1.12) heuristically amounts to the upper bound

$$
\beta \leq \frac{n+1}{3 n+2}= \begin{cases}\frac{2}{5} & \text { for } n=1  \tag{1.13}\\ \frac{3}{8} & \text { for } n=2\end{cases}
$$

Based on numerical and heuristic predictions (which are solid for $n=1$ and somewhat less so for $n=2$ ) this bound is optimal (up to logarithmic correction in two dimensions). In the nonphysical case of $n \geq 3$, we do not expect the bound to be optimal.
1.5. Formal asymptotics. The coarsening process on one-dimensional substrates was analytically studied by Glasner and Witelski [6, 7] for physically relevant mobility $h^{3}$. Based on the quasi-static assumption, they derive a system of coupled ODEs for droplet pressures $\left\{P_{i}\right\}$ (which are in one-to-one correspondence to their radius) and droplet positions $\left\{X_{i}\right\}$. Using the scale separation $H \sim R \ll L$ they argue heuristically that

$$
L \sim t^{\frac{2}{5}} .
$$

Their numerical experiments confirm this scaling. Furthermore, Glasner and Witelski show that in certain regimes both collapse and collision of droplets are possible mechanisms of coarsening.

We verified that their heuristics extends to our mobility $M(h)=h$ and yields the same scaling. It is a particularity of the mobility $M(h)=h^{3}$ that both processes, collapse and collision, yield the same exponent (modulo a logarithm). For $M(h)=h$, however, collapse is eventually the faster process.

A back-of-the-envelope argument for two-dimensional substrates based on the collapse scenario suggests that

$$
L \sim t^{\frac{3}{8}}
$$

(modulo a logarithm specific to the fundamental solution of a Laplace equation in two dimensions; see [18]). The importance of collisions, as it depends on $M(h)$, is not yet well understood, in our opinion, despite the investigation of droplet mobility in [25].

Our analysis does not rely on a derivation of a reduced model based on a quasistatic assumption. Likewise, it does not presuppose that coarsening is simple on a statistical level.
1.6. Numerics. To gain some understanding of the coarsening dynamics we carried out several numerical experiments. Let us first address the discretization of the thin-film equation (1.4). To solve (1.4) in one and two dimensions we use a modification of the discretization of a Cahn-Hilliard-type equation proposed in [21]. This discretization approach is guided by two features of the model (1.4):
(i) The total mass $\int h$ is preserved due to the continuity equation

$$
\begin{equation*}
\partial_{t} h+\nabla \cdot J=0 \tag{1.14}
\end{equation*}
$$

where $J=-h \nabla\left(\frac{\partial E}{\partial h}\right)$.
(ii) The energy $E$ is a Lyapunov functional:

$$
\frac{d}{d t} E=-\int \frac{1}{h}|J|^{2} \leq 0
$$

We use a semi-implicit time discretization (explicit in the mobility). Since the time-discrete equation is nonlinear we apply a single Newton step:

$$
h^{k+1}-h^{k}-\tau \nabla \cdot\left[h^{k} \nabla\left(\frac{\partial^{2} E}{\partial h^{2}}\left(h^{k}\right)\left(h^{k+1}-h^{k}\right)+\frac{\partial E}{\partial h}\left(h^{k}\right)\right)\right]=0
$$

By introducing the flux $J$,

$$
h^{k+1}=h^{k}-\tau \nabla \cdot J^{k+1}
$$

we obtain a symmetric problem

$$
\left[\frac{1}{h^{k}} \mathrm{id}-\tau \nabla\left(\frac{\partial^{2} E}{\partial h^{2}}\left(h^{k}\right)\right) \nabla \cdot\right] J^{k+1}=-\nabla\left(\frac{\partial E}{\partial h}\left(h^{k}\right)\right) .
$$

We use a finite difference scheme for the fourth-order problem and solve the linear system by the conjugate gradient method, preconditioned by the constant coefficient operator id $-\tau \nabla\left(\frac{\partial^{2} E}{\partial h^{2}}(1)\right) \nabla \cdot$, which we invert by FFT.

Now we turn to the numerical experiments. We use the potential

$$
\mathcal{U}(h)=2 h^{-3}-3 h^{-2}+1,
$$

which was used in $[6,19]$, and take as initial data

$$
h(t=0)=h^{*}+\text { perturbation }
$$

where we choose $h^{*} \equiv 2$, which is in the concave part of $\mathcal{U}$ but still of the order of the precursor layer thickness. System sizes are chosen $\Lambda=10000$ for $n=1$ and $\Lambda=1000$ for $n=2$.

Figure 5 shows a logarithmic plot of the energy density of the configurations versus time both in one and two dimension. Furthermore, we measure the droplets; see Figure 6. Note that the data is averaged over ten runs.

Our numerical experiments reveal the scaling exponent $\beta=\frac{2}{5}$ for $n=1$ (see Figure 6, left), since the number density $\Lambda^{-n} N$ scales like $L^{-n}$. This exponent is equal to the upper bound we obtained in (1.13). Experiments for $n=2$ (see Figure 6 , right) suggest a faster decrease of the number density than for $n=1$, as predicted. The coarsening exponent is in agreement with the bound (1.13) but appears to be


Fig. 5. Energy density of droplet configuration for $n=1$ (left) and for $n=2$ (right) versus time.


Fig. 6. Number of droplets for $n=1$ (left) and for $n=2$ (right) versus time.
slightly different than the bound itself. Let us comment on this apparent discrepancy. The heuristics in section 1.4 are based on the assumption that

$$
\begin{aligned}
\Lambda^{-n} E \stackrel{(1.12)}{\sim} & L^{-\frac{n}{n+1}} \\
& \sim\left(\Lambda^{-n} N\right)^{\frac{1}{n+1}}
\end{aligned}
$$

We therefore monitor the system averaged quantity

$$
\Lambda^{-n} E\left(\Lambda^{-n} N\right)^{-\frac{1}{n+1}}
$$

over time. For an infinite system this number should reach an asymptotic value if coarsening is statistically self-similar. Figure 7 shows that for $n=2$ the numerical simulations have barely reached an asymptotic state. Hence for $n=2$ a numerical confirmation of the optimality of our result would require much larger time horizons and thus much larger system sizes.


Fig. 7. The system averaged quantity $\Lambda^{-n} E\left(\Lambda^{-n} N\right)^{-\frac{1}{n+1}}$ for $n=1$ (left) and for $n=2$ (right) versus time.
2. Abstract framework: From geometry to dynamics. In this section we show how coarse information on the geometry of the energy landscape (see Figure 3) leads to coarse information on the gradient flow dynamics. Proposition 1 relates the dynamic exponent $\gamma$ to the geometric exponent $\alpha$ :

$$
\gamma=\frac{\alpha}{\alpha+2}
$$

This insight is essentially from [10]. We give a somewhat different presentation here and include the modified proofs for the convenience of the reader. For the clarity of presentation, we adopt an abstract framework: Let $\mathcal{M}$ be a manifold endowed with a metric tensor $g$ and a function $E$. We denote by $d$ the induced distance on the Riemannian manifold $(\mathcal{M}, g)$.

Proposition 1 (see [10]). Let $h^{*} \in \mathcal{M}$. Let $h: \mathbb{R}_{+} \rightarrow \mathcal{M}$ be a solution of

$$
\begin{equation*}
\partial_{t} h=-\operatorname{grad} E(h) \tag{2.1}
\end{equation*}
$$

and $h(0)=h_{0}$.
Assume that for some $\alpha>0$ the interpolation inequality

$$
\begin{equation*}
E(h) d\left(h, h^{*}\right)^{\alpha} \geq 1 \quad \text { for all } h \in \mathcal{M} \text { with } E(h) \leq 1 \tag{2.2}
\end{equation*}
$$

holds. Then for $\sigma \in\left(1,1+\frac{2}{\alpha}\right)$

$$
\begin{equation*}
\int_{0}^{T} E(h(t))^{\sigma} d t \gtrsim \int_{0}^{T}\left(t^{-\frac{\alpha}{\alpha+2}}\right)^{\sigma} d t \tag{2.3}
\end{equation*}
$$

provided $T \gg d\left(h_{0}, h^{*}\right)^{\alpha+2}$ and $E(h(0)) \leq 1$.
Remark 1. The notation $\gtrsim$ and $\gg$ stands for the following.
For all $\sigma \in\left(1,1+\frac{2}{\alpha}\right)$ there exists a constant $C=C(\alpha, \sigma)$ such that for all $\delta>0$ $\exists C_{\delta}=C(\alpha, \sigma, \delta)$,

$$
\begin{equation*}
\int_{0}^{T} E(h(t))^{\sigma} d t \geq(1-\delta) C \int_{0}^{T}\left(t^{-\frac{\alpha}{\alpha+2}}\right)^{\sigma} d t \tag{2.4}
\end{equation*}
$$

provided $T \geq C_{\delta} d\left(h_{0}, h^{*}\right)^{\alpha+2}$.
Remark 2. It is not true that (2.1) and (2.2) imply the pointwise estimate

$$
\begin{equation*}
E(t) \gtrsim t^{-\frac{\alpha}{\alpha+2}} \tag{2.5}
\end{equation*}
$$

Indeed, let $\mathcal{M}=\mathbb{R}_{+}, h^{*}=0$, and $h(0)=1$. For a given $b \gg 1$ let $E_{b}$ be equal to $h^{-\alpha}$ outside the interval $(1, b)$ and let it be linear on $[1, b]$ so that $E_{b}$ is continuous:

$$
E_{b}(h):= \begin{cases}1+\frac{b^{-\alpha}-1}{b-1}(h-1) & \text { on }[1, b] \\ h^{-\alpha} & \text { otherwise }\end{cases}
$$

Then

$$
\partial_{t} h=-\frac{d E_{b}}{d h}(h(t))=-\frac{b^{-\alpha}-1}{b-1}
$$

as long as $h(t) \leq b$. Hence

$$
h(t)=1-\frac{b^{-\alpha}-1}{b-1} t
$$

and thus $h\left(t_{b}\right)=b$ for $t_{b}:=\frac{(b-1)^{2}}{1-b^{-\alpha}}$. Therefore

$$
\frac{E_{b}\left(h\left(t_{b}\right)\right)}{t_{b}^{-\frac{\alpha}{\alpha+2}}}=\frac{(b-1)^{\frac{2 \alpha}{\alpha+2}}}{b^{\alpha}\left(1-b^{-\alpha}\right)^{\frac{\alpha}{\alpha+2}}} \leq 2 b^{-\frac{\alpha^{2}}{\alpha+2}} \rightarrow 0
$$

as $b \rightarrow \infty$.
Remark 3. The range for $1<\sigma<1+\frac{2}{\alpha}$ is (almost) optimal.
The example above can be used to show that for $0<\sigma<1$ the statement cannot hold. An elementary (but lengthy) calculation shows that for $T=b^{2+\alpha-\eta}$, with $0<\eta<\alpha(1-\sigma)$,

$$
\begin{aligned}
\int_{0}^{T}\left(E_{b}(h(t))\right)^{\sigma} d t & \sim b^{2+\alpha(1-\sigma)-\eta} \\
\int_{0}^{T} t^{-\frac{\alpha \sigma}{\alpha+2}} d t & \sim b^{2+\alpha(1-\sigma)-\eta+\frac{\alpha \sigma \eta}{\alpha+2}}
\end{aligned}
$$

Thus inequality (2.3) cannot hold when $0<\sigma<1$. The case $\sigma=1$ remains open. The proof we present for $\sigma>1$ does not extend to $\sigma=1$ since the constant $C$ in (2.4) vanishes as $\sigma$ approaches 1 ; see (2.12).

For $\sigma=1+\frac{2}{\alpha}$ the statement would hold if the lower bound 0 in the integrals was replaced by 1. This follows from the continuity of the functionals with respect to $\sigma$ and from the fact that constant $C$ is bounded away from 0 as $\sigma$ approaches $1+\frac{2}{\alpha}$; see (2.12). The range $\sigma>1+\frac{2}{\alpha}$ is not of interest, since the integral from 1 to infinity of the right-hand side is finite, and hence the inequality (2.3) would contain no information on the decay rate of $E$.

We now consider an arbitrary but fixed trajectory $h(t)$ of (2.1). The following lemma restricts the rate at which the distance $d\left(h, h^{*}\right)$ between $h(t)$ and any fixed $h^{*} \in \mathcal{M}$ can change. We set for convenience

$$
\begin{aligned}
& E(t):=E(h(t)) \\
& D(t):=d\left(h(t), h^{*}\right)
\end{aligned}
$$

Lemma 1. Let $h$ be a solution of (2.1) and $h^{*} \in \mathcal{M}$.
Then

$$
\begin{equation*}
\left|\frac{d}{d t} D(t)\right|^{2} \leq-\frac{d}{d t} E(t) \tag{2.6}
\end{equation*}
$$

Proof of Lemma 1. The triangle inequality and the definition of $d$ imply for any $\delta \in \mathbb{R}$

$$
\begin{aligned}
\left|\frac{1}{\delta}(D(t+\delta)-D(t))\right| & \leq \frac{1}{\delta} d(h(t+\delta), h(t)) \\
& \leq \frac{1}{\delta} \int_{0}^{1} \sqrt{g_{h(t+s \delta)}\left(\partial_{t} h(t+s \delta) \delta, \partial_{t} h(t+s \delta) \delta\right)} d s \\
& =\int_{0}^{1} \sqrt{g_{h(t+s \delta)}\left(\partial_{t} h(t+s \delta), \partial_{t} h(t+s \delta)\right)} d s
\end{aligned}
$$

Hence we obtain in the limit $\delta \rightarrow 0$

$$
\left|\frac{d}{d t} D(t)\right| \leq \sqrt{g_{h(t)}\left(\partial_{t} h(t), \partial_{t} h(t)\right)}
$$

Furthermore

$$
\frac{d}{d t} E(t)=g_{h(t)}\left(\operatorname{grad} E(t), \partial_{t} h(t)\right) \stackrel{(2.1)}{=}-g_{h(t)}\left(\partial_{t} h(t), \partial_{t} h(t)\right)
$$

so that we conclude

$$
\left|\frac{d}{d t} D(t)\right|^{2} \leq-\frac{d}{d t} E(t)
$$

Proof of Proposition 1. Since $E$ is a monotone function of time, $D(t)$ can be viewed as a function of $E(t)$. To distinguish the argument of this function from the actual value of the energy we write $D=D(e)$. Hence (2.6) turns into

$$
\begin{equation*}
1 \geq\left(\frac{d D}{d e}\right)^{2}|\dot{E}| \tag{2.7}
\end{equation*}
$$

Multiplying (2.7) by $E(t)^{\sigma}$ and integrating in $t$ yield

$$
\begin{equation*}
\int_{0}^{T} E(t)^{\sigma} d t \geq \int_{0}^{T} E(t)^{\sigma}\left(\frac{d D}{d e}\right)^{2}|\dot{E}| d t=\int_{E_{T}}^{E_{0}} e^{\sigma}\left(\frac{d D}{d e}\right)^{2} d e \tag{2.8}
\end{equation*}
$$

where we have set $E_{0}=E(0)$ and $E_{T}=E(T)$.
From the Cauchy-Schwarz inequality we obtain

$$
\left(\int_{E_{T}}^{E_{0}} e^{\sigma}\left(\frac{d D}{d e}\right)^{2} d e \int_{E_{T}}^{E_{0}} e^{-\sigma} d e\right)^{\frac{1}{2}} \geq\left|\int_{E_{T}}^{E_{0}} \frac{d D}{d e} d e\right|=\left|D_{0}-D_{T}\right|
$$

where we define $D_{0}=D(0)$ and $D_{T}=D(T)$. Substituting in (2.8) and integrating $\int_{E_{T}}^{E_{0}} e^{-\sigma} d e=(\sigma-1)^{-1}\left(E_{T}^{1-\sigma}-E_{0}^{1-\sigma}\right)$ implies

$$
\begin{align*}
\int_{0}^{T} E(t)^{\sigma} d t & \geq(\sigma-1)\left(E_{T}^{1-\sigma}-E_{0}^{1-\sigma}\right)^{-1}\left(D_{0}-D_{T}\right)^{2} \\
& \geq(\sigma-1) E_{T}^{\sigma-1}\left(D_{0}-D_{T}\right)^{2} \tag{2.9}
\end{align*}
$$

Here we have used the assumption $\sigma>1$. We rewrite the right-hand side of (2.9) as

$$
(\sigma-1) E_{T}^{\sigma-1-\frac{2}{\alpha}}\left(E_{T} D_{T}^{\alpha}\right)^{\frac{2}{\alpha}}\left(1-\frac{D_{0}}{D_{T}}\right)^{2}
$$

and apply the interpolation inequality (2.2), so that

$$
\begin{equation*}
\int_{0}^{T} E(t)^{\sigma} d t \geq(\sigma-1) E_{T}^{\sigma-1-\frac{2}{\alpha}}\left(1-\frac{D_{0}}{D_{T}}\right)^{2} \tag{2.10}
\end{equation*}
$$

Set for abbreviation

$$
f(T):=\int_{0}^{T} E(t)^{\sigma} d t
$$

Then (2.10) turns into

$$
\begin{aligned}
f(T) & \geq(\sigma-1) f^{\prime}(T)^{\left(\sigma-1-\frac{2}{\alpha}\right) / \sigma}\left(1-\frac{D_{0}}{D_{T}}\right)^{2} \\
& =(\sigma-1) f^{\prime}(T)^{\frac{\sigma \alpha-\alpha-2}{\sigma \alpha}}\left(1-\frac{D_{0}}{D_{T}}\right)^{2}
\end{aligned}
$$

or equivalently,

$$
f(T)^{\frac{\sigma \alpha}{\alpha+2-\sigma \alpha}} f^{\prime}(T) \geq\left((\sigma-1)\left(1-\frac{D_{0}}{D_{T}}\right)^{2}\right)^{\frac{\sigma \alpha}{\alpha+2-\sigma \alpha}}
$$

provided $\sigma<1+\frac{2}{\alpha}$. Note that

$$
f(T)^{\frac{\sigma \alpha}{\alpha+2-\sigma \alpha}} f^{\prime}(T)=\frac{d}{d t}\left(\frac{f(T)^{\frac{\sigma \alpha}{\alpha+2-\sigma \alpha}+1}}{\frac{\sigma \alpha}{\alpha+2-\sigma \alpha}+1}\right)=\frac{d}{d t}\left(\frac{f(T)^{\frac{\alpha+2}{\alpha+2-\sigma \alpha}}}{\frac{\alpha+2}{\alpha+2-\sigma \alpha}}\right)
$$

Then we get by integration in time

$$
\begin{equation*}
f(T) \geq(\sigma-1)^{\frac{\sigma \alpha}{\alpha+2}}\left(\frac{\alpha+2}{\alpha+2-\sigma \alpha}\right)^{1-\sigma \frac{\alpha}{\alpha+2}}\left(1-\frac{D_{0}}{D_{T}}\right)^{2 \frac{\sigma \alpha}{\alpha+2}} T^{1-\sigma \frac{\alpha}{\alpha+2}} \tag{2.11}
\end{equation*}
$$

When $T$ is such that $\frac{D_{0}}{D_{T}} \leq 1-(1-\delta)^{\frac{\alpha+2}{2 \sigma \alpha}}=: \varepsilon(\delta),(2.11)$ yields

$$
f(T) \geq C(\alpha, \sigma)(1-\delta) T^{1-\sigma \frac{\alpha}{\alpha+2}}
$$

with

$$
\begin{equation*}
C(\alpha, \sigma):=(\sigma-1)^{\frac{\sigma \alpha}{\alpha+2}}\left(\frac{\alpha+2}{\alpha+2-\sigma \alpha}\right)^{1-\sigma \frac{\alpha}{\alpha+2}} \tag{2.12}
\end{equation*}
$$

For the case $\frac{D_{0}}{D_{T}}>\varepsilon(\delta)$ the interpolation inequality yields

$$
E_{T}^{\sigma}>\varepsilon(\delta)^{\sigma \alpha} D_{0}^{-\sigma \alpha}
$$

Since the energy decreases in time this inequality holds for all $t \leq T$, so that

$$
\int_{0}^{T} E(t)^{\sigma} d t \geq \varepsilon(\delta)^{\sigma \alpha} D_{0}^{-\sigma \alpha} T=\varepsilon(\delta)^{\sigma \alpha} D_{0}^{-\sigma \alpha} T^{\sigma \frac{\alpha}{\alpha+2}} T^{1-\sigma \frac{\alpha}{\alpha+2}}
$$

Hence

$$
f(T) \geq(1-\delta) C(\alpha, \sigma) T^{1-\sigma \frac{\alpha}{\alpha+2}}
$$

provided $T \geq C(\alpha, \sigma)^{\frac{\alpha+2}{\sigma \alpha}} \varepsilon(\delta)^{-\alpha-2} D_{0}^{\alpha+2}$, which proves (2.4).


Fig. 8. Permitted values of $\sigma$ (grey region) as a function of $\alpha$. The dotted line $\sigma_{\text {opt }}:=1+\frac{1}{\alpha}$ indicates the values of $\sigma$ for which the coefficient in (2.3) is optimal.

Remark 4. The coefficient $C$ is optimal for $\sigma=1+\frac{1}{\alpha}$; see Figure 8.
To see that the coefficient is optimal for $\sigma=1+\frac{1}{\alpha}$, consider in one dimension the energy $E(h):=h^{-\alpha}$. Obviously this energy obeys the interpolation inequality (2.2) for $h^{*}=0$. The gradient flow of $E$ with $h_{0}=0$ is given by

$$
h(t)=(\alpha(\alpha+2) t)^{\frac{1}{\alpha+2}}
$$

Hence

$$
E(h(t))=h(t)^{-\alpha}=(\alpha(\alpha+2) t)^{-\frac{\alpha}{\alpha+2}}
$$

and furthermore

$$
\int_{0}^{T} E(t)^{\sigma} d t=(\alpha(\alpha+2))^{-\sigma \frac{\alpha}{\alpha+2}} \frac{\alpha+2}{\alpha+2-\sigma \alpha} T^{1-\sigma \frac{\alpha}{\alpha+2}}
$$

The coefficient coincides with the coefficient in (2.11) provided $\sigma=1+\frac{1}{\alpha}$.
3. An interpolation inequality. From section 2 and Appendix $B$ we learn that relating the energy (1.2) and the induced distance (1.5) by an interpolation inequality of the form (1.12) provides a main ingredient for the proof of a lower bound on the energy. In view of Proposition 1, the geometric exponent $\alpha$ determines the dynamic exponent $\gamma$. As mentioned before, we fix $h^{*} \equiv 3$ to focus on ideas. Proposition 2 shows that the geometric exponent is $\alpha=\frac{n}{n+1}$.

Proposition 2. There exists a constant $C>0$ depending only on $n$ such that

$$
\Lambda^{-n} E(h)\left(\Lambda^{-\frac{n}{2}} \mathcal{W}(h, 3)\right)^{\frac{n}{n+1}} \geq \frac{1}{C} \quad \text { provided } \quad E(h) \leq \frac{1}{C}, \Lambda \geq C
$$

Before giving the rigorous proof, let us motivate the result. The exponent $\alpha=\frac{n}{n+1}$ can be heuristically inferred from the following argument:
(i) From (1.12) we have

$$
\Lambda^{-n} E \sim L^{-\frac{n}{n+1}}
$$



FIG. 9. Scaling of $\mathcal{W}(h, 3)$.
(ii) From the definition (1.5) of the Wasserstein distance $\mathcal{W}$ we obtain the scaling

$$
\begin{aligned}
\Lambda^{-n} \mathcal{W}(h, 3)^{2} & \sim \Lambda^{-n} \iint|x-y|^{2} d \pi(x, y) \\
& \sim \Lambda^{-n} \times L^{2} \iint d \pi(x, y) \\
& \sim \Lambda^{-n} \times L^{2} \times \int 3 d x \\
& \sim L^{2}
\end{aligned}
$$

(see Figure 9); that is,

$$
\begin{equation*}
\Lambda^{-\frac{n}{2}} \mathcal{W}(h, 3) \sim L \tag{3.1}
\end{equation*}
$$

These two scaling relations yield

$$
\Lambda^{-n} E\left(\Lambda^{-\frac{n}{2}} \mathcal{W}(h, 3)\right)^{\frac{n}{n+1}} \sim L^{-\frac{n}{n+1}} \times L^{\frac{n}{n+1}} \sim 1
$$

We turn to the rigorous proof of Proposition 2. Set

$$
\begin{equation*}
R:=\left(\Lambda^{-n} E(h)\right)^{-1} \quad \text { and } \quad \widetilde{h}:=(h-2)_{+} \tag{3.2}
\end{equation*}
$$

Note that the definition of $R$ is motivated by the scaling (1.11) and (1.12). The proof is done in several lemmas.
(i) Lemma 2 shows that the average droplet height $H$ scales like the average droplet radius in accordance with (1.10). The radius is expressed in terms of the energy; cf. (3.2).
(ii) Lemma 3, applied to $\widetilde{h}$, shows that most of the droplet mass lies in a "small" set in the sense that the volume of the thickened set is controlled.
(iii) Lemmas 2 and 3 imply Lemma 4, which shows that the typical droplet distance $L$ scales like $R^{\frac{n+1}{n}}$, as suggested by the heuristic arguments in (1.11).
(iv) Finally, Lemma 5 reveals that for sufficiently distant droplets the volumeaveraged Wasserstein distance between $h$ and the average height scales like $L$ in accordance with (3.1).

Lemma 2.
(i) The typical droplet height $H$ is at least of order $R$ in the sense that

$$
\begin{equation*}
\int_{\{\tilde{h}>H\}} \widetilde{h} d x \geq \frac{1}{2} \int \widetilde{h} d x \quad \text { for } H=\frac{R}{2} \tag{3.3}
\end{equation*}
$$

(ii) The typical droplet radius is at least of the order $R$ in the sense that

$$
\begin{equation*}
R \int|\nabla \widetilde{h}| d x \leq \int \widetilde{h} d x \tag{3.4}
\end{equation*}
$$

Proof. We first notice that $h \leq \widetilde{h}+2$ implies

$$
\int h d x \leq \int \widetilde{h} d x+\frac{2}{3} \int 3 d x \stackrel{(1.7)}{=} \int \widetilde{h} d x+\frac{2}{3} \int h d x
$$

so that

$$
\begin{equation*}
\int \widetilde{h} d x \geq \frac{1}{3} \int h d x \tag{3.5}
\end{equation*}
$$

Next we notice that

$$
\Lambda^{-n} E(h) \stackrel{(1.7)}{=} \frac{3}{\int h d x} \int \frac{1}{2}|\nabla h|^{2}+\mathcal{U}(h) d x \stackrel{(1.6)}{\geq} \frac{3}{\int h d x} \operatorname{vol}(\{h>2\}),
$$

so that by (3.2)

$$
\begin{equation*}
\operatorname{vol}(\{h>2\}) \leq \frac{1}{3 R} \int h d x \tag{3.6}
\end{equation*}
$$

This implies

$$
\begin{aligned}
\int_{\{\tilde{h} \leq H\}} \widetilde{h} d x & =\int_{\{2<h \leq H+2\}}(h-2) d x \\
& \leq H \operatorname{vol}(\{h>2\}) \\
& \stackrel{(3.6)}{\leq} \frac{H}{3 R} \int h d x \\
& \stackrel{(3.5)}{\leq} \frac{H}{R} \int \widetilde{h} d x
\end{aligned}
$$

Hence we obtain (3.3):

$$
\int_{\{\widetilde{h}>H\}} \widetilde{h} d x=\int \widetilde{h} d x-\int_{\{\tilde{h} \leq H\}} \widetilde{h} d x \geq\left(1-\frac{H}{R}\right) \int \widetilde{h} d x
$$

This motivates the choice of $H$.
Now we turn to (3.4):

$$
\begin{aligned}
\int|\nabla \widetilde{h}| d x & =\int_{\{h>2\}}|\nabla h| d x \\
& \stackrel{(1.6)}{\leq} \int|\nabla h| \sqrt{\mathcal{U}(h)} d x \\
& \leq \int \frac{1}{2}|\nabla h|^{2}+\mathcal{U}(h) d x \\
& \stackrel{(1.7)}{=} \frac{\int h d x}{3 \Lambda^{n}} \int \frac{1}{2}|\nabla h|^{2}+\mathcal{U}(h) d x \\
& \stackrel{(3.5)}{\leq} \Lambda^{-n} E(h) \int \widetilde{h} d x
\end{aligned}
$$

According to (3.2) this turns into

$$
R \int|\nabla \widetilde{h}| d x \leq \int \widetilde{h} d x
$$

The next lemma is strongly inspired by [3, Lemma 2.1].
Lemma 3. Let $R \leq \Lambda$. Assume $g:(0, \Lambda)^{n} \rightarrow[0, \infty)$
(i) has height $H$ in the sense that

$$
\begin{equation*}
\int_{\{g \geq H\}} g d x \geq \frac{1}{2} \int g d x \tag{3.7}
\end{equation*}
$$

(ii) and radius $R$ in the sense that

$$
\begin{equation*}
R \int|\nabla g| d x \leq \int g d x \tag{3.8}
\end{equation*}
$$

Then there exists a set $A_{R} \subset\{g \geq H\}$
(i) which contains substantial mass in the sense that

$$
\int_{A_{R}} g d x \geq \frac{1}{4} \int g d x
$$

(ii) and is small in the sense that the volume of the thickened sets

$$
A_{R}^{d}:=\left\{x \in(0, \Lambda)^{n} \mid \operatorname{dist}\left(x, A_{R}\right)<d\right\}
$$

is controlled by

$$
\operatorname{vol}\left(A_{R}^{d}\right) \leq 3^{n} 2^{n+1}\left(1+4 \frac{d}{R}\right)^{n} \frac{1}{H} \int g d x \quad \text { for all } d>0
$$

Proof. Extend $g:[0, \Lambda]^{n} \rightarrow \mathbb{R}$ to $\bar{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that
(i) $[0, \Lambda]^{n} \leadsto[-\Lambda, \Lambda]^{n}$ by even reflection and
(ii) $[-\Lambda, \Lambda]^{n} \leadsto \mathbb{R}^{n}$ by periodic continuation.

Set for convenience $\bar{A}:=\{\bar{g} \geq H\}$. Define

$$
\begin{equation*}
\bar{A}_{R}:=\left\{x \in \bar{A} \left\lvert\, \int_{B\left(x, \frac{R}{8}\right)} \bar{g} d y \geq \frac{H}{2} \operatorname{vol}\left(B\left(x, \frac{R}{8}\right)\right)\right.\right\} \tag{3.9}
\end{equation*}
$$

With the help of the convolution of $\bar{g}$,

$$
\bar{g}_{R}(x):=\frac{1}{\operatorname{vol}\left(B\left(x, \frac{R}{8}\right)\right)} \int_{B\left(x, \frac{R}{8}\right)} \bar{g} d y
$$

$\bar{A}_{R}$ can be written as $\bar{A}_{R}=\left\{x \in \bar{A} \left\lvert\, \bar{g}_{R}(x) \geq \frac{H}{2}\right.\right\}$.
We use the standard estimate

$$
\int_{(-\Lambda, \Lambda)^{n}}\left|\bar{g}-\bar{g}_{R}\right| d x \leq \frac{R}{8} \int_{(-\Lambda, \Lambda)^{n}}|\nabla \bar{g}| d x \stackrel{(3.8)}{\leq} \frac{1}{8} \int_{(-\Lambda, \Lambda)^{n}} \bar{g} d x
$$

Since the integrands are even functions this yields

$$
\begin{equation*}
\int\left|g-\bar{g}_{R}\right| d x \leq \frac{1}{8} \int g d x \tag{3.10}
\end{equation*}
$$

We now define $A:=\bar{A} \cap(0, \Lambda)^{n}$ and $A_{R}:=\bar{A}_{R} \cap(0, \Lambda)^{n}$. Then we have

$$
g \geq H \geq 2 \bar{g}_{R} \quad \text { on } A-A_{R}
$$

and thus

$$
g \leq 2\left(g-\bar{g}_{R}\right) \quad \text { on } A-A_{R}
$$

Therefore

$$
\begin{equation*}
\int_{A-A_{R}} g d x \leq 2 \int_{A-A_{R}}\left(g-\bar{g}_{R}\right) d x \leq 2 \int\left|g-\bar{g}_{R}\right| d x \stackrel{(3.10)}{\leq} \frac{1}{4} \int g d x \tag{3.11}
\end{equation*}
$$

Notice that by assumption (3.7), $\int_{A} g d x \geq \frac{1}{2} \int g d x$. Hence

$$
\begin{aligned}
\int g d x & \leq 2 \int_{A} g d x \\
& \leq 2\left(\int_{A_{R}} g d x+\int_{A-A_{R}} g d x\right) \\
& \stackrel{(3.11)}{\leq} 2 \int_{A_{R}} g d x+\frac{1}{2} \int g d x
\end{aligned}
$$

which yields the first assertion.
Let $J \subset A_{R}$ be maximal with the property

$$
\begin{equation*}
\left\{B\left(x, \frac{R}{8}\right)\right\}_{x \in J} \text { are disjoint. } \tag{3.12}
\end{equation*}
$$

Then necessarily

$$
\begin{equation*}
A_{R} \subset \bigcup_{x \in J} B\left(x, \frac{R}{4}\right) \tag{3.13}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \# J \operatorname{vol}\left(B\left(0, \frac{R}{8}\right)\right)=\sum_{x \in J} \operatorname{vol}\left(B\left(x, \frac{R}{8}\right)\right) \\
& \stackrel{(3.9)}{\leq} \frac{2}{H} \sum_{x \in J} \int_{B\left(x, \frac{R}{8}\right)} \bar{g} d x \\
& \stackrel{(3.12)}{\leq} \frac{2}{H} \int_{(-\Lambda, 2 \Lambda)^{n}} \bar{g} d x \\
&=3^{n} \frac{2}{H} \int d x . \tag{3.14}
\end{align*}
$$

Here we used the assumption $R \leq \Lambda$.
Now (3.13) implies $A_{R}^{d} \subset \bigcup_{x \in J} B\left(x, \frac{R}{4}+d\right)$, so that

$$
\begin{aligned}
\operatorname{vol}\left(A_{R}^{d}\right) & \leq \# J \operatorname{vol}\left(B\left(0, \frac{R}{4}+d\right)\right) \\
& =\frac{\operatorname{vol}\left(B\left(0, \frac{R}{4}+d\right)\right)}{\operatorname{vol}\left(B\left(0, \frac{R}{8}\right)\right)} \# J \operatorname{vol}\left(B\left(0, \frac{R}{8}\right)\right) \\
& \stackrel{(3.14)}{\leq} 3^{n}\left(\frac{8}{R}\left(\frac{R}{4}+d\right)\right)^{n} \frac{2}{H} \int g d x \\
& =3^{n} 2^{n+1}\left(1+4 \frac{d}{R}\right)^{n} \frac{1}{H} \int g d x
\end{aligned}
$$

which proves the second assertion.

LEMMA 4. Let $\Lambda \geq R \geq 3^{n} 2^{8 n}$. Then the typical droplet distance $L$ is at least of the order $R^{\frac{n+1}{n}}$ in the following sense: There exists a set $A_{R} \subset \mathbb{R}^{n}$ such that
(i)

$$
\begin{equation*}
\int_{A_{R}} h d x \geq \frac{1}{12} \int h d x \tag{3.15}
\end{equation*}
$$

and
(ii)

$$
\begin{equation*}
3 \operatorname{vol}\left(A_{R}^{L}\right) \leq \frac{3}{4} \int_{A_{R}} h d x \quad \text { for } L=3^{-1} 2^{-10} R^{\frac{n+1}{n}} \tag{3.16}
\end{equation*}
$$

Proof. According to Lemma 3 there exists a set $A_{R}$ such that

$$
\begin{equation*}
\int_{A_{R}} \widetilde{h} d x \geq \frac{1}{4} \int \widetilde{h} d x \tag{3.17}
\end{equation*}
$$

which by (3.5) turns into (3.15), and

$$
\begin{equation*}
\operatorname{vol}\left(A_{R}^{L}\right) \leq 3^{n} 2^{n+1}\left(1+4 \frac{L}{R}\right)^{n} \frac{1}{H} \int \widetilde{h} d x \tag{3.18}
\end{equation*}
$$

By the definition of $H$ and $R$ in Lemma 2, (3.18) gives rise to

$$
\begin{aligned}
\operatorname{vol}\left(A_{R}^{L}\right) & \leq 3^{n} 2^{n+2}\left(1+4 \frac{L}{R}\right)^{n} \frac{1}{R} \int \widetilde{h} d x \\
& \stackrel{(3.17)}{\leq} 3^{n} 2^{n+4}\left(1+4 \frac{L}{R}\right)^{n} \frac{1}{R} \int_{A_{R}} \widetilde{h} d x \\
& \leq 3^{n} 2^{n+4}\left(1+4 \frac{L}{R}\right)^{n} \frac{1}{R} \int_{A_{R}} h d x
\end{aligned}
$$

Now $L$ in (3.16) is defined such that

$$
3^{n} 2^{n+4}\left(1+4 \frac{L}{R}\right)^{n} \frac{1}{R} \leq \frac{1}{4}
$$

provided $R \geq 3^{n} 2^{8 n}$. Hence the inequality turns into

$$
3 \operatorname{vol}\left(A_{R}^{L}\right) \leq \frac{3}{4} \int_{A_{R}} h d x .
$$

Lemma 5. Let $h: Q \rightarrow[0, \infty)$ with $h^{*}:=\Lambda^{-n} \int h(x) d x$ and $\operatorname{let} A \subset \mathbb{R}^{n}$ and $L>0$ be given with

$$
\begin{equation*}
h^{*} \operatorname{vol}(\{\operatorname{dist}(\cdot, A)<L\}) \leq \frac{3}{4} \int_{A} h(x) d x . \tag{3.19}
\end{equation*}
$$

Then

$$
\mathcal{W}\left(h, h^{*}\right)^{2} \geq \frac{1}{4} L^{2} \int_{A} h(x) d x
$$

Proof. Set for abbreviation $A^{L}:=\{\operatorname{dist}(., A)<L\}$. Let $\pi$ be any admissible transportation plan in the definition of $\mathcal{W}$. We conclude that

$$
\begin{aligned}
\int_{\mathbb{R}^{n} \times \mathbb{R}^{n}}|x-y|^{2} d \pi(x, y) & \geq \int_{A \times\left(\mathbb{R}^{n}-A^{L}\right)}|x-y|^{2} d \pi(x, y) \\
& \geq L^{2} \pi\left(A \times\left(\mathbb{R}^{n}-A^{L}\right)\right) \\
& \geq L^{2}\left(\pi\left(A \times \mathbb{R}^{n}\right)-\pi\left(\mathbb{R}^{n} \times A^{L}\right)\right) \\
& =L^{2}\left(\int_{A} h d x-\int_{A^{L}} h^{*} d x\right) \\
& =L^{2}\left(\int_{A} h d x-h^{*} \operatorname{vol}\left(A^{L}\right)\right) \\
& (3.19) \\
& \geq \frac{1}{4} L^{2} \int_{A} h d x .
\end{aligned}
$$

Proof of Proposition 2. According to Lemma 5 (applied to $h^{*}=3$ and $A=A_{R}$ ) it follows from Lemma 4 for the $L$ defined in (3.16) that

$$
\mathcal{W}(h, 3)^{2} \geq \frac{1}{4} L^{2} \int_{A_{R}} h d x \stackrel{(3.15)}{\geq} \frac{1}{48} L^{2} \int h d x
$$

In view of (1.7), this turns into

$$
\Lambda^{-n} \mathcal{W}(h, 3)^{2} \geq 2^{-4} L^{2}
$$

In view of the definition (3.2) of $R$ and the definition (3.16) of $L$ this yields

$$
\begin{aligned}
\Lambda^{-n} E(h)\left(\Lambda^{-\frac{n}{2}} \mathcal{W}(h, 3)\right)^{\frac{n}{n+1}} & \geq R^{-1}\left(2^{-4} L^{2}\right)^{\frac{n}{2(n+1)}} \\
& =R^{-1}\left(3^{-2} 2^{-24} R^{2 \frac{n+1}{n}}\right)^{\frac{n}{2(n+1)}} \\
& =3^{-\frac{n}{n+1}} 2^{-\frac{12 n}{n+1}} .
\end{aligned}
$$

4. Proof of Theorem 1. We cannot apply Proposition 1 right away since the argument for the (infinite-dimensional) gradient flow structure introduced in Appendix B is formal. An inspection of the proof of Proposition 1 reveals that it is only necessary to find a substitute for Lemma 1 . In fact, one can directly prove the equivalent of Lemma 1 for the Wasserstein metric as defined in (1.5) and a smooth solution of (1.4).

Lemma 6. Let $h$ be a smooth solution of (1.4). Then

$$
\begin{equation*}
\left|\frac{d}{d t} \mathcal{W}(3, h(t))\right|^{2} \leq\left(-\frac{d}{d t} E(t)\right) \tag{4.1}
\end{equation*}
$$

Proof. We follow [22].
Note that

$$
\frac{d}{d t} E(t)=-\int h\left|\nabla \frac{\partial E}{\partial h}\right|^{2} d x
$$

It thus is sufficient to establish the inequality

$$
\begin{equation*}
\left|\frac{d}{d t} \mathcal{W}(3, h(t))\right|^{2} \leq \int h|u|^{2} d x \tag{4.2}
\end{equation*}
$$

for the transport equation

$$
\begin{equation*}
\partial_{t} h+\nabla \cdot(h u)=0 \tag{4.3}
\end{equation*}
$$

Due to the triangle inequality we only need to show

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \mathcal{W}\left(h_{t}, h_{t+\delta}\right) \leq \sqrt{\int h_{t}\left|u_{t}\right|^{2} d x} \tag{4.4}
\end{equation*}
$$

Here, the indices $t$ and $t+\delta$ denote the time argument of $h$ and $u$.
First we show that $h_{t+\delta}$ is the push-forward of $h_{t}$ under the flow map $\Phi_{\delta}$ generated by $u_{t+\delta}$, i.e.,

$$
\begin{equation*}
\partial_{\delta} \Phi_{\delta}=u_{t+\delta} \circ \Phi_{\delta}, \quad \Phi_{0}=\mathrm{id} \tag{4.5}
\end{equation*}
$$

Note that by the push-forward one understands that

$$
\begin{equation*}
\int \zeta h_{t+\delta} d x=\int\left(\zeta \circ \Phi_{\delta}\right) h_{t} d x \quad \text { for all } \zeta \in C_{0}^{0}\left(\mathbb{R}^{n}\right) \tag{4.6}
\end{equation*}
$$

For given $\zeta$ define $\zeta_{\delta}:=\zeta \circ \Phi_{\delta}^{-1} ; \zeta_{\delta}$ satisfies

$$
\partial_{\delta} \zeta_{\delta}+u_{t+\delta} \cdot \nabla \zeta_{\delta}=0
$$

Furthermore, recall that $h_{t+\delta}$ solves the transport equation

$$
\partial_{\delta} h_{t+\delta}+\nabla \cdot\left(h_{t+\delta} u_{t+\delta}\right)=0
$$

Hence we obtain

$$
\frac{d}{d \delta} \int \zeta_{\delta} h_{t+\delta} d \delta=\int\left(\partial_{\delta} \zeta_{\delta} h_{t+\delta}+\partial_{\delta} h_{t+\delta} \zeta_{\delta}\right) d x=0
$$

which proves (4.6).
Next we define a product measure $\pi_{\delta}$ by

$$
d \pi_{\delta}(x, y)=d h_{t}(x) \delta\left[y=\Phi_{\delta}(x)\right]
$$

According to (4.6), $\pi_{\delta}$ defines an admissible transportation plan in the sense of the definition of $\mathcal{W}$. Thus we get by definition

$$
\frac{1}{\delta} \mathcal{W}\left(h_{t}, h_{t+\delta}\right) \leq \sqrt{\int \frac{1}{\delta^{2}}\left|x-\Phi_{\delta}(x)\right|^{2} h_{t}(x) d x}
$$

We obtain from the definition (4.5) of the flow map that $\frac{1}{\delta^{2}}\left|x-\Phi_{\delta}(x)\right|^{2}$ converges pointwise to $\left|u_{t}\right|^{2}$. The dominated convergence theorem yields

$$
\lim _{\delta \rightarrow 0} \int \frac{1}{\delta^{2}}\left|x-\Phi_{\delta}(x)\right|^{2} h_{t}(x) d x=\int h_{t}\left|u_{t}\right|^{2} d x
$$

which establishes (4.4).

## Appendix A. Stationary droplet shape.

In this section, we analyze the shape of a stationary droplet. For this purpose we consider a single droplet with prescribed mass $V>0$ on top of the precursor layer of equilibrium thickness $h \equiv 1$ on an $n$-dimensional substrate. We are interested in the stationary droplet shape on a mesoscopic scale. Hence we focus on the mesoscopic energy

$$
\begin{equation*}
\bar{E}=\int \frac{1}{2}|\nabla h|^{2} d x+\operatorname{vol}(\{h>1\}) \tag{A.1}
\end{equation*}
$$

(see section 1.4) for all $h$, which fulfill the mass constraint

$$
\begin{equation*}
\int(h-1)_{+} d x=V \tag{A.2}
\end{equation*}
$$

Since the precursor layer of height $h \equiv 1$ has no contribution to the energy $\bar{E}$, we shift $h$ by -1 and consider the problem
(A.3) minimize $\int \frac{1}{2}|\nabla h|^{2} d x+\operatorname{vol}(\{h>0\})$ subject to $\int h d x=V$.

For convenience, we keep the notation $h$ for the shifted film height.
Proposition 3. Let $V \geq 0$. Then there exists a constant $H>0$ depending on $V$ such that

$$
\begin{equation*}
\bar{h}(x)=-\frac{1}{2 H}|x|^{2}+H \quad \text { on } B(0, \sqrt{2} H) \tag{A.4}
\end{equation*}
$$

is the unique (up to translations) minimizer of problem (A.3).
Proof. We proceed in three steps.
(i) Any minimizer $\bar{h}$ of (A.3) is radially symmetric and monotonically decreasing.
(ii) Any minimizer $\bar{h}$ satisfies

$$
\begin{equation*}
-\Delta \bar{h}=\text { const } \quad \text { in }\{\bar{h}>0\} \tag{A.5}
\end{equation*}
$$

(iii) A unique (up to translations) minimizer $\bar{h}$ exists and satisfies

$$
\begin{equation*}
\frac{1}{2}|\nabla \bar{h}|^{2}=1 \quad \text { on } \partial\{\bar{h}>0\} \tag{A.6}
\end{equation*}
$$

Argument for (i): The proof is based on the symmetric decreasing rearrangement $h^{\#}$ of the function $h$. It is well-known [13, Lemma 7.17] that

$$
\int\left|\nabla h^{\#}\right|^{2} d x \leq \int|\nabla h|^{2} d x
$$

with equality if and only if $h$ is radially symmetric and monotone decreasing. Furthermore, the second contribution to the energy is conserved:

$$
\operatorname{vol}\left(\left\{h^{\#}>0\right\}\right)=\operatorname{vol}(\{h>0\})
$$

Argument for (ii): The first variation of $\bar{E}$ yields

$$
\int(-\Delta h) \delta h d x=0
$$

for all variation $\delta h$ with

$$
\int \delta h d x=0 \quad \text { and } \quad \operatorname{supp} \delta h \subset\{h>0\}
$$

Hence we obtain (A.5).
Argument for (iii): From (1) and (2), we deduce that any minimizer centered at the origin must be of the form

$$
\begin{equation*}
h(x)=-A|x|^{2}+H \quad \text { on } B(0, \sqrt{H / A}) \tag{A.7}
\end{equation*}
$$

Note that the family of candidates is invariant under the volume-conserving homothetic variation:

$$
h_{\lambda}(x)=\lambda^{-n} h\left(\frac{x}{\lambda}\right) .
$$

Then the first variation of $\bar{E}$ in $\lambda$ at $\lambda=1$ yields that at a critical point $\bar{h}$

$$
\begin{equation*}
(n+2) \int \frac{1}{2}|\nabla \bar{h}|^{2} d x=n \operatorname{vol}(\{\bar{h}>0\}) \tag{A.8}
\end{equation*}
$$

Note that the critical point is in fact a minimum since the function

$$
\lambda \mapsto E\left(h_{\lambda}\right)=\lambda^{-(n+2)} \int \frac{1}{2}|\nabla \bar{h}|^{2} d x+\lambda^{n} \operatorname{vol}(\{\bar{h}>0\})
$$

is convex. We compute

$$
\int_{\{\bar{h}>0\}} \frac{1}{2}|\nabla \bar{h}|^{2} d x=\frac{2}{n+2} \omega_{n} A^{2}(\sqrt{H / A})^{n+2}
$$

and

$$
\operatorname{vol}(\{\bar{h}>0\})=\frac{1}{n} \omega_{n}(\sqrt{H / A})^{n}
$$

where $\omega_{n}$ denotes the $(n-1)$-dimensional measure of $\mathbb{S}^{n-1}$. Thus we obtain from (A.8) that for the minimizer $\bar{h} A$ is determined by

$$
\begin{equation*}
2 A H=1 \tag{A.9}
\end{equation*}
$$

Hence at $\partial\{\bar{h}>0\}$, where $|x|^{2}=H / A$,

$$
|\nabla \bar{h}|^{2}=2
$$

which proves (3). Furthermore, we obtain from (A.7) and (A.9) that

$$
\bar{h}(x)=-\frac{1}{2 H}|x|^{2}+H \quad \text { on } B(0, \sqrt{2} H)
$$

Remark 5. Proposition 3 reveals the scaling (1.10)

$$
H \sim R
$$

since the radius of the droplet is given by $\sqrt{2} H$.

## Appendix B. The gradient flow structure.

In this section, we specify in which sense the evolution (1.4) is a gradient flow of $E$ defined in (1.2). This heuristic section serves purely as a motivation which guides our analysis. The rigorous result is independent of this section.

The mathematical structure required for a gradient flow,

$$
\begin{equation*}
\partial_{t} h=-\operatorname{grad} E(h) \tag{B.1}
\end{equation*}
$$

is determined by a smooth function $\mathcal{M} \ni h \mapsto E(h)$ on a Riemannian manifold $(\mathcal{M}, g)$. A trajectory $[0, \infty) \ni t \mapsto h(t) \in \mathcal{M}$ of $(\mathrm{B} .1)$ is characterized by the fact that for any tangent vector field $[0, \infty) \ni t \mapsto \delta h(t) \in T_{h(t)} \mathcal{M}$, one has

$$
\begin{equation*}
g_{h(t)}\left(\partial_{t} h(t), \delta h(t)\right)+\left\langle\operatorname{diffE}_{h(t)}, \delta h(t)\right\rangle=0 \quad \text { for all } t \geqslant 0 \tag{B.2}
\end{equation*}
$$

In our case $\mathcal{M}$ corresponds to the space of all possible film heights which take the overall mass constraint into account:

$$
\mathcal{M}=\left\{h \geq 0 \mid \int h(x) d x=\int 3 d x\right\}
$$

The metric tensor encodes the limiting dissipation mechanism by (viscous) friction. Given the continuity equation $\partial_{t} h+\nabla \cdot(h u)=0$ for the film height $h \geq 0$ by a (vertically averaged horizontal) velocity field $u \in \mathbb{R}^{n}$, the rate of energy dissipation by friction is given by $\int h|u|^{2} d x$ in the case of Darcy-type friction. (It would be $\int \frac{1}{h}|u|^{2} d x$ for Stokes friction with no-slip boundary conditions.) The (quadratic part of) the metric tensor is given by

$$
\begin{equation*}
g_{h}(\delta h, \delta h)=\inf _{u}\left\{\int h|u|^{2} d x \mid \delta h+\nabla \cdot(h u)=0\right\} \tag{B.3}
\end{equation*}
$$

For the sake of simplicity, we do not state the boundary conditions such as $\nu \cdot u=0$ on $\partial Q$. The squared size, $g_{h}(\delta h, \delta h)$, of an infinitesimal perturbation $\delta h$ is the minimal rate of energy dissipation by friction which is necessary to generate $\delta h$.

Writing down the Euler-Lagrange equation for (B.3) yields the following representation in terms of the velocity potential $\varphi$ :

$$
g_{h}(\delta h, \delta h)=\int h|\nabla \varphi|^{2} d x, \quad \text { where } \quad \delta h+\nabla \cdot(h \nabla \varphi)=0
$$

By polarization, this yields

$$
\begin{equation*}
g_{h}\left(\delta h_{1}, \delta h_{2}\right)=\int h \nabla \varphi_{1} \cdot \nabla \varphi_{2} d x \tag{B.4}
\end{equation*}
$$

where the functions $\varphi_{i}$ are defined by

$$
\delta h_{i}+\nabla \cdot\left(h \nabla \varphi_{i}\right)=0
$$

It is easy to check that indeed (1.4) is the gradient flow of (1.2) in the sense of (B.2) with respect to the metric tensor (B.4) defined on $\mathcal{M}$.

Any Riemannian manifold $(\mathcal{M}, g)$ is endowed with a natural distance function $d$ between two points $h_{0}$ and $h_{1}$ by means of minimizing the action of curves from $h_{0}$ to $h_{1}$. In view of the definition of the metric tensor (B.3), $d$ turns into

$$
d\left(h_{0}, h_{1}\right)^{2}=\inf _{(h, u)}\left\{\int_{0}^{1} \int h|u|^{2} d x d s \mid \partial_{s} h+\nabla \cdot(h u)=0,\left\{\begin{array}{l}
h(0, \cdot)=h_{0} \\
h(1, \cdot)=h_{1}
\end{array}\right\}\right\}
$$

It is shown in [23] that $d$, in fact, coincides with the Wasserstein distance $\mathcal{W}$ defined in (1.5).

Acknowledgments. The authors thank Patrick Penzler and Maria Reznikoff for fruitful discussions. Dejan Slepčev would also like to thank the University of Bonn for hospitality and Sonderforschungsbereich 611 for supporting his visits.

## REFERENCES

[1] J. Becker, G. Grün, R. Seeman, H. Mantz, K. Jacobs, K. R. Mecke, and R. Blossey, Complex dewetting scenarios captured by thin-film models, Nature Materials, 2 (2003), pp. 59-63.
[2] A. L. Bertozzi, G. Grün, and T. P. Witelski, Dewetting films: bifurcations and concentrations, Nonlinearity, 14 (2001), pp. 1569-1592.
[3] S. Conti, B. Niethammer, and F. Otto, Coarsening rates in off-critical mixtures, SIAM J. Math. Anal., 37 (2006), pp. 1732-1741.
[4] S. Dai and R. L. Pego, Universal bounds on coarsening rates for mean-field models of phase transition, SIAM J. Math. Anal., 37 (2005), pp. 347-371.
[5] S. Dai and R. L. Pego, An upper bound on the coarsening rate for mushy zones in a phase-field model, Interfaces Free Bound., 7 (2005), pp. 187-197.
[6] K. B. Glasner and T. P. Witelski, Coarsening dynamics of dewetting films, Phys. Rev. E., 67 (2003), p. 016302.
[7] K. B. Glasner and T. P. Witelski, Collision vs. collapse of droplets in coarsening of dewetting thin films, Phys. D., 209 (2005), pp. 80-104.
[8] S. Herminghaus, K. Jacobs, K. Mecke, J. Bischof, A. Fery, M. Ibn-Elhaj, and S. Schlagowski, Spinodal dewetting in liquid cristal and liquid metal films, Science, 282 (1998), pp. 916-919.
[9] J. N. Israelachvili, Intermolecular and Surface Forces, Academic Press, New York, 2nd ed., 1992.
[10] R. V. Kohn and F. Otto, Upper bounds on coarsening rates, Comm. Math. Phys., 229 (2002), pp. 375-395.
[11] R. V. Kohn and X. Yan, Upper bound on the coarsening rate for an epitaxial growth model, Comm. Pure Appl. Math., 56 (2003), pp. 1549-1564.
[12] R. V. Kohn and X. Yan, Coarsening rates for models of multicomponent phase separation, Interfaces Free Bound., 6 (2004), pp. 135-149.
[13] E. H. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, 14, 2nd ed., AMS, Providence, RI, 2001.
[14] R. Limary and P. F. Green, Late-stage coarsening of an unstable structured liquid film, Phys. Rev. E, 66 (2002), p. 021601.
[15] R. Limary and P. F. Green, Dynamics of droplets on the surface of a structured fluid film: Late-stage coarsening, Langmuir, 19 (2003), pp. 2419-2424.
[16] A. Münch, Dewetting rates of thin liquid films, J. Phys. Condens. Matter, 17 (2005), pp. S309S318.
[17] A. Münch and B. Wagner, Contact-line instability of dewetting thin films, Phys. D., 209 (2005), pp. 178-190.
[18] B. Niethammer and F. Otto, Domain coarsening in thin films, Comm. Pure Appl. Math., 54 (2001), pp. 361-384.
[19] A. Oron and S. G. Bankoff, Dewetting of a heated surface by an evaporating liquid film under conjoining/disjoining pressures, J. Colloid Interface Sci., 218 (1999), pp. 152-166.
[20] A. Oron, S. H. Davis, and S. G. Bankoff, Long-scale evolution of thin liquid films, Rev. Mod. Phys., 69 (1997), pp. 932-977.
[21] F. Оtto, P. Penzler, and T. Rump, Discretisation and numerical tests of a diffuse-interface model with Ehrlich-Schwoebel barrier, in Multiscale Modeling in Epitaxial Growth, International Series of Numerical Mathematics, 149, Birkhäuser, Basel, Switzerland, 2005, pp. 127-158.
[22] F. Otto and C. Villani, Generalization of an inequality by Talagrand and links with the logarithmic Sobolev inequality, J. Funct. Anal., 173 (2000), pp. 361-400.
[23] F. Otto and M. Westdickenberg, Eulerian calculus for the contraction in the Wasserstein distance, SIAM J. Math. Anal., 37 (2005), pp. 1227-1255.
[24] L. M. Pismen, Spinodal dewetting in volatile liquid film, Phys. Rev. E, 70 (2004), pp. 021601-1-021601-9.
[25] L. M. Pismen and Y. Pomeau, Mobility and interactions of weakly nonwetting droplets, Phys. Fluids, 16 (2004), pp. 2604-2612.
[26] G. Reiter, Dewetting of thin polymer films, Phys. Rev. Lett., 68 (1992), pp. 75-78.
[27] G. Reiter and R. Khanna, Kinetics of autophobic dewetting of polymer films, Langmuir, 16 (2000), pp. 6351-6357.
[28] R. Seeman, S. Herminghaus, and K. Jacobs, Gaining control of pattern formation of dewetting liquid films, J. Phys. Condens. Matter, 13 (2001), pp. 4925-4938.
[29] A. Sharma and R. Khanna, Pattern formation in unstable thin liquid films, Phys. Rev. Lett., 81 (1998), pp. 3463-3466.
[30] U. Thiele, M. G. Velarde, and K. Neuffer, Dewetting: film rupture by nucleation in the spinodal regime, Phys. Rev. Lett., 87 (2001), p. 4.
[31] F. Vandenbrouck, M. P. Valignat, and A. M. Cazabat, Thin nematic films: metastability and spinodal dewetting, Phys. Rev. Lett., 82 (1999), pp. 2693-2696.
[32] C. Villani, Topics in Optimal Transportation, Graduate Studies in Mathematics, 58, AMS, Providence, RI, 2003.
[33] R. Xie, A. Karim, J. F. Douglas, C. C. Han, and R. A. Weiss, Spinodal dewetting of thin polymer films, Phys. Rev. Lett., 81 (1998), pp. 1251-1254.

# WAVELETS WITH SHORT SUPPORT* 

BIN $\mathrm{HAN}^{\dagger}$ AND ZUOWEI SHEN ${ }^{\ddagger}$


#### Abstract

This paper is to construct Riesz wavelets with short support. Riesz wavelets with short support are the objective of interest in both theory and application. In theory, it is known that a B-spline of order $m$ has the shortest support among all compactly supported refinable functions with the same regularity. However, it remained open whether a Riesz wavelet with the shortest support and $m$ vanishing moments can be constructed from the multiresolution analysis generated by the B-spline of order $m$. In various applications, a Riesz wavelet with a short support, a high order of regularity, and vanishing moments is often desirable in signal and image processing, since they have a good time frequency localization and approximation property, as well as fast algorithms. This paper presents a theory for the construction of Riesz wavelets with short support and gives various examples. In particular, from the multiresolution analysis whose underlying refinable function is the B-spline of order $m$, we are able to construct the shortest supported Riesz wavelet with $m$ vanishing moments. The support of the wavelet functions can be made even shorter by reducing their orders of vanishing moments. The study here also provides a new insight into the structures of the spline tight frame systems constructed in [A. Ron and Z. Shen, J. Funct. Anal., 148 (1997), pp. 408-447, I. Daubechies, B. Han, A. Ron, and Z. Shen, Appl. Comput. Harmon. Anal., 14 (2003), pp. 146, B. Han and Q. Mo, Proc. Amer. Math. Soc., 132 (2004), pp. 77-86] and bi-frame systems in [I. Daubechies, B. Han, A. Ron, and Z. Shen, Appl. Comput. Harmon. Anal., 14 (2003), pp. 1-46, I. Daubechies and B. Han, Constr. Approx., 20 (2004), pp. 325-352].
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1. Introduction. The objective of this paper is to design Riesz wavelets with short support from a multiresolution analysis. We start with some basic notions and definitions. A function $\phi$ is refinable if it satisfies the refinement equation

$$
\begin{equation*}
\phi=2 \sum_{k \in \mathbb{Z}} a(k) \phi(2 \cdot-k), \tag{1.1}
\end{equation*}
$$

where $a: \mathbb{Z} \mapsto \mathbb{C}$ is a sequence on $\mathbb{Z}$, called the refinement mask for $\phi$.
By $\ell_{2}(\mathbb{Z})$ we denote the set of all sequences $u: \mathbb{Z} \mapsto \mathbb{C}$ such that

$$
\|u\|_{\ell_{2}(\mathbb{Z})}:=\left(\sum_{k \in \mathbb{Z}}|u(k)|^{2}\right)^{1 / 2}<\infty
$$

The Fourier series $\hat{u}$ of a sequence $u$ in $\ell_{2}(\mathbb{Z})$ is defined as

$$
\begin{equation*}
\hat{u}(\xi):=\sum_{k \in \mathbb{Z}} u(k) e^{-i k \xi}, \quad \xi \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

[^29]where $i$ is the imaginary unit such that $i^{2}=-1$. Similarly, the Fourier transform of a function $f \in L_{1}(\mathbb{R})$ is defined as
$$
\hat{f}(\xi):=\int_{\mathbb{R}} f(t) e^{-i \xi t} d t, \quad \xi \in \mathbb{R}
$$
which can be extended naturally to functions in $L_{2}(\mathbb{R})$ and tempered distributions. Now, refinement equation (1.1) can be rewritten, in terms of the Fourier transform, as
$$
\hat{\phi}(\xi)=\hat{a}(\xi / 2) \hat{\phi}(\xi / 2), \quad \text { a.e. } \xi \in \mathbb{R}
$$

Using the above definition, one extends the concept of refinable functions to that of refinable distributions. Throughout the paper we assume that $\hat{\phi}(0) \neq 0$ and $\hat{a}(0)=1$. We also call $\hat{a}$ a refinement mask for convenience.

For a given compactly supported refinable function $\phi \in L_{2}(\mathbb{R})$, define $V_{0}$ to be the smallest closed subspace of $L_{2}(\mathbb{R})$ generated by $\phi(\cdot-k), k \in \mathbb{Z}$. Then $V_{0}$ is a shift (integer translate) invariant subspace of $L_{2}(\mathbb{R})$. Let $V_{j}:=\left\{f\left(2^{j}.\right): f \in V_{0}\right\}$, for $j \in \mathbb{Z}$. Then the sequence of subspaces $V_{j}, j \in \mathbb{Z}$, forms a multiresolution analysis (MRA) in $L_{2}(\mathbb{R})$, which is generated by $\phi$, i.e., (i) $V_{j} \subset V_{j+1}, j \in \mathbb{Z}$; (ii) $\overline{\cup_{j \in \mathbb{Z}} V_{j}}=L_{2}(\mathbb{R})$ and $\cap_{j \in \mathbb{Z}} V_{j}=\{0\}$ (see, e.g., [1] and [15]). In this paper, a function $\psi \in V_{1}$ (or more precisely, $\psi \in V_{1} \backslash V_{0}$ ) is called an MRA-based wavelet function, or simply a wavelet, derived from the MRA $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$.

In this paper, we are interested in finding a function $\psi$ such that the wavelet system

$$
X(\psi):=\left\{\psi_{j, k}:=2^{j / 2} \psi\left(2^{j} \cdot-k\right): j, k \in \mathbb{Z}\right\}
$$

forms a Riesz basis for $L_{2}(\mathbb{R})$. The set $X(\psi)$ is called the wavelet system generated by $\psi$. Recall that the system $X(\psi)$ is a Riesz basis of $L_{2}(\mathbb{R})$ if the linear span of $X(\psi)$ is dense in $L_{2}(\mathbb{R})$ and $X(\psi)$ is a Riesz sequence; that is, there exist two positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{align*}
C_{1}\left\|\left\{c_{j, k}\right\}\right\|_{\ell_{2}\left(\mathbb{Z}^{2}\right)} \leqslant\left\|\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} c_{j, k} \psi_{j, k}\right\|_{L_{2}(\mathbb{R})} \leqslant & C_{2}\left\|\left\{c_{j, k}\right\}\right\|_{\ell_{2}\left(\mathbb{Z}^{2}\right)}  \tag{1.3}\\
& \forall\left\{c_{j, k}\right\}_{j, k \in \mathbb{Z}} \in \ell_{2}\left(\mathbb{Z}^{2}\right)
\end{align*}
$$

If $X(\psi)$ is a Riesz basis of $L_{2}(\mathbb{R})$, then $\psi$ is called a Riesz wavelet. To construct a compactly supported MRA-based Riesz wavelet $\psi$, one starts with a compactly supported refinable function $\phi$ with stable shifts. Recall that the shifts of a function $\phi$ are stable if $\{\phi(\cdot-k): k \in \mathbb{Z}\}$ is a Riesz sequence; that is, there exist two positive constants $C_{1}$ and $C_{2}$ such that $C_{1}\left\|\left\{c_{k}\right\}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant\left\|\sum_{k \in \mathbb{Z}} c_{k} \phi(\cdot-k)\right\|_{L_{2}(\mathbb{R})} \leqslant$ $C_{2}\left\|\left\{c_{k}\right\}\right\|_{\ell_{2}(\mathbb{Z})}$ for all $\left\{c_{k}\right\}_{k \in \mathbb{Z}} \in \ell_{2}(\mathbb{Z})$. Then a compactly supported Riesz wavelet $\psi$ is obtained by selecting some desirable finitely supported sequence $b$ that is called a wavelet mask or a high-pass filter in the language of engineering. With the wavelet mask $b$, the wavelet function $\psi$ is obtained from $b$ and the refinable function $\phi$ via

$$
\begin{equation*}
\psi=2 \sum_{k \in \mathbb{Z}} b(k) \phi(2 \cdot-k), \quad \text { or equivalently, } \quad \hat{\psi}(\xi)=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2) \tag{1.4}
\end{equation*}
$$

When $\{\phi(\cdot-k): k \in \mathbb{Z}\}$ forms an orthonormal system, a natural choice of $b$ is

$$
b(k)=(-1)^{k-1} \overline{a(1-k)}, \quad k \in \mathbb{Z} .
$$

Its Fourier series can be written as

$$
\begin{equation*}
\hat{b}(\xi)=e^{-i \xi} \overline{\hat{a}(\xi+\pi)} . \tag{1.5}
\end{equation*}
$$

Then it is well known that the wavelet system $X(\psi)$ forms an orthonormal basis of $L_{2}(\mathbb{R})$. The wavelet function $\psi$ has the same length of support as that of the corresponding refinable function $\phi$. Thus, once a compactly supported refinable function $\phi$ whose shifts form an orthonormal system is given, the corresponding orthonormal wavelet $\psi$ can be obtained easily. Hence, the major task and difficulty in constructing compactly supported dyadic orthonormal wavelets in dimension one are to design refinement masks whose corresponding refinable functions have the required smoothness order and whose shifts form an orthonormal system. This was discussed in detail in [6].

On the other hand, compactly supported refinable functions whose shifts form a Riesz sequence are much easier to get. One such class of refinable functions are B-splines.

The B-spline function of order $m(m \in \mathbb{N})$, denoted by $B_{m}$, can be obtained via the following recursive formula: $B_{1}=\chi_{[0,1]}$, the characteristic function of the interval $[0,1]$, and

$$
\begin{equation*}
B_{m}(x):=\int_{0}^{1} B_{m-1}(x-t) d t, \quad x \in \mathbb{R}, m \in \mathbb{N} . \tag{1.6}
\end{equation*}
$$

The B-spline function $B_{m} \in C^{m-2}(\mathbb{R})$ is a function of piecewise polynomials of degree less than $m$, vanishes outside the interval $[0, m]$ and is symmetric about the point $m / 2$, that is, $B_{m}(m-x)=B_{m}(x)$ for all $x \in \mathbb{R}$. It is well known that the $B$-spline function $B_{m}$ is a refinable function satisfying the refinement equation

$$
\begin{equation*}
\widehat{B_{m}}(2 \xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{m} \widehat{B_{m}}(\xi), \quad \xi \in \mathbb{R} \tag{1.7}
\end{equation*}
$$

When $m=1$, the shifts of $B_{1}$ form an orthonormal basis of the shift invariant space $V_{0}$ generated by $B_{1}$. The shifts of $B_{m}, m>1$, form a Riesz, but not an orthonormal, basis of the shift invariant space $V_{0}$ generated by $B_{m}$. When $m$ is even, $B_{m}(\cdot-m / 2)$ is symmetric about the origin with the refinement mask

$$
\hat{a}(\xi)=\cos ^{2 m}(\xi / 2) .
$$

While compactly supported refinable functions with stable shifts are easier to obtain, the construction of compactly supported Riesz wavelets from an MRA generated by a B-spline of order $m$ is not straightforward. A compactly supported Riesz wavelet $\psi$ from the MRA generated by $B_{m}$ was first constructed in [3]. While $X(\psi)$ forms a Riesz basis of $L_{2}(\mathbb{R})$ and the system keeps the orthogonality between different dilation levels, the support of the prewavelet $\psi$ in [3] is $[0,2 m-1]$ (therefore, almost two times that of $B_{m}$ ) and $\psi$ has $m$ vanishing moments. Recently, [16] derived a Riesz wavelet $\psi$ from $B_{m}$ such that the Riesz wavelet system $X(\psi)$ forms a Riesz basis of $L_{2}(\mathbb{R})$. When $\psi$ is required to have $m$ vanishing moments, the construction of [16] gives the prewavelet of [3] and hence its support is [ $0,2 m-1$ ]; efforts are made in [16] to shorten
the support of the Riesz wavelets at the cost of a reduced order of vanishing moments of the Riesz wavelets. For example, the support of the Riesz wavelet $\psi$ can be reduced to $[0, m]$ when $m$ is odd (or $[0, m+1]$ when $m$ is even) with 1 or 2 vanishing moments. It is a bit surprising to us that there are no discussions in the literature whether the natural choice of a function,

$$
\begin{equation*}
\psi:=2 \sum_{k \in \mathbb{Z}} b(k) B_{m}(2 \cdot-k) \tag{1.8}
\end{equation*}
$$

with

$$
\begin{equation*}
b(k)=(-1)^{k-1} \overline{a(1-k)}, \quad k \in \mathbb{Z} \tag{1.9}
\end{equation*}
$$

where $\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m}$ is the refinement mask of $B_{m}$, is a Riesz wavelet. There are several other motivations that lead to the discussions here. First, the mask defined in (1.9) works for the case $m=1$. It is clear that when $m=1$, the corresponding wavelet function $\psi$ is the Haar wavelet. Hence, $X(\psi)$ is an orthonormal basis of $L_{2}(\mathbb{R})$. In fact, it works for an arbitrary compactly supported refinable function whose shifts form an orthonormal system. It is natural to ask whether the function $\psi$ in (1.8) with the wavelet mask defined in (1.9) is a Riesz wavelet. Second, $\psi$ in (1.8) has the same length of support as that of $B_{m}$. Further, as will be shown in section 2 , in some sense, $\psi$ is the shortest supported Riesz wavelet of regularity $m-1 / 2$ with $m$ vanishing moments. Recall that a function $\psi$ has $m$ vanishing moments if

$$
\hat{\psi}^{(j)}(0)=0 \quad \forall j=0, \ldots, m-1
$$

where $\hat{\psi}^{(j)}$ denotes the $j$ th derivative of $\hat{\psi}$. This means that it has good time frequency localization and can lead to efficient algorithms in applications. One of the main objectives of this paper is to prove that the system $X(\psi)$, where $\psi$ is defined in (1.8), forms a Riesz basis of $L_{2}(\mathbb{R})$, which will be established in section 2. The spline-based Riesz wavelets in this paper with short support and high vanishing moments may be of interest in wavelet-based numerical algorithms, since the wavelet functions are piecewise polynomials, while it is well known that most other wavelets do not have explicit analytic forms.

In many applications, it is not only important to have Riesz wavelets with short support, but also desirable to have short supported Riesz wavelets with a small condition number, namely, a small ratio of the upper and lower Riesz bounds in (1.3). The condition number of the spline Riesz wavelet suggested here cannot be smaller than that of the system $\left\{B_{m}(\cdot-k): k \in \mathbb{Z}\right\}$. However, it is well known that the condition number of the system $\left\{B_{m}(\cdot-k): k \in \mathbb{Z}\right\}$ increases as $m$ goes to $\infty$. In this regard, it is of interest to construct Riesz wavelets with short support, which are as close as possible to some orthonormal wavelets or tight frame wavelets, for a given order of regularity or vanishing moments. Such wavelet systems will then have small condition numbers. This is of interest and importance in various applications, although it is not a topic addressed in this paper.

The general theory needed for this paper is given in section 3. The theory also provides a new insight into the systematic constructions of the tight frame systems from the B-spline of order $m$ by using the unitary extension principle of [20] and the oblique extension principle of [9]. In those constructions, for a given $B_{m}$, a set $\Psi:=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ of functions is obtained so that the system

$$
X(\Psi):=\left\{\psi_{j, k}^{\ell}:=2^{j / 2} \psi^{\ell}\left(2^{j} \cdot-k\right): \ell=1, \ldots, L \text { and } j, k \in \mathbb{Z}\right\}
$$

forms a tight frame for $L_{2}(\mathbb{R})$. That is,

$$
f=\sum_{\ell=1}^{L} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j, k}^{\ell}\right\rangle \psi_{j, k}^{\ell} \quad \forall f \in L_{2}(\mathbb{R})
$$

The system $X(\Psi)$ is a redundant system. However, we discover from the study here that in all spline constructions, there exists a function $\psi \in \Psi$ such that $X(\psi)$ (in some cases $X(\psi(\cdot-1 / 2))$ forms a Riesz basis for $L_{2}(\mathbb{R})$. This finding roughly says that one of the functions in the set $\Psi$ already can generate a Riesz basis for $L_{2}(\mathbb{R})$, while the other functions in $\Psi$ are there just to either improve the condition number determined by the upper and lower frame bounds or provide a better dual system.

More generally, a system $X(\psi)$ is Bessel in $L_{2}(\mathbb{R})$ if there exists a positive constant $C$ such that

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j, k}\right\rangle\right|^{2} \leqslant C\|f\|^{2} \quad \forall f \in L_{2}(\mathbb{R}) \tag{1.10}
\end{equation*}
$$

A system $X(\psi)$ is Bessel if both functions $\sum_{k \in \mathbb{Z}}|\hat{\psi}(\cdot+2 \pi k)|$ and $\sum_{j \in \mathbb{Z}}\left|\hat{\psi}\left(2^{j} \cdot\right)\right|$ are in $L_{\infty}(\mathbb{R})$ (see [22, Corollary 15]). This will hold whenever $\psi$ has a sufficient smoothness order. For example, it is known [11, Propositions 2.6 and 3.5] that if, for some $\varepsilon>0$, there exists a positive constant $C$ such that $|\hat{\psi}(\xi)| \leqslant C(1+|\xi|)^{-1 / 2-\varepsilon}$ and $|\hat{\psi}(\xi)| \leqslant C|\xi|^{\varepsilon}$ for all $\xi \in \mathbb{R}$, then the corresponding system $X(\psi)$ is Bessel in $L_{2}(\mathbb{R})$. It is clear that for a finite set $\Psi, X(\Psi)$ is Bessel if and only if $X(\psi)$ is Bessel for each $\psi \in \Psi$.

A system $X(\Psi)$ with $\Psi=\left\{\psi^{1}, \ldots, \psi^{L}\right\}$ is a frame for $L_{2}(\mathbb{R})$ if there exist positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
C_{1}\|f\|^{2} \leqslant \sum_{\ell=1}^{L} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left|\left\langle f, \psi_{j, k}^{\ell}\right\rangle\right|^{2} \leqslant C_{2}\|f\|^{2} \quad \forall f \in L_{2}(\mathbb{R}) \tag{1.11}
\end{equation*}
$$

Let $\Psi:=\left\{\psi^{1}, \ldots, \psi_{\tilde{\sim}}^{L}\right\}$ and $\tilde{\Psi}:=\left\{\tilde{\psi}^{1}, \ldots, \tilde{\psi}^{L}\right\}$ be two sets of functions in $L_{2}(\mathbb{R})$. We say that $(X(\Psi), X(\tilde{\Psi}))$ is a pair of bi-frames in $L_{2}(\mathbb{R})$ if each of $X(\Psi)$ and $X(\tilde{\Psi})$ is Bessel in $L_{2}(\mathbb{R})$, and if $X(\Psi)$ and $X(\tilde{\Psi})$ satisfy

$$
\begin{equation*}
\langle f, g\rangle=\sum_{\ell=1}^{L} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle\left\langle\psi_{j, k}^{\ell}, g\right\rangle \quad \forall f, g \in L_{2}(\mathbb{R}), \tag{1.12}
\end{equation*}
$$

where $\langle f, g\rangle:=\int_{\mathbb{R}} f(t) \overline{g(t)} d t$. If (1.12) holds with $\tilde{\psi}^{\ell}=\psi^{\ell}$ for all $\ell=1, \ldots, L$, then $X(\Psi)$ is a tight wavelet frame in $L_{2}(\mathbb{R})$.

A similar phenomenon also can be found for pairs of bi-frames constructed from B-splines in $[9,8]$. All of these phenomena will be discussed in detail in section 4. More examples of Riesz wavelets with short support will be given in the last section. Some of our examples are even from nonspline refinable functions.
2. Riesz spline wavelet bases with short support. In order to show that the system $X(\psi)$ with $\psi$ defined in (1.8) forms a Riesz basis for $L_{2}(\mathbb{R})$, we need the following lemma that is a special case of Corollary 3.3.

Lemma 2.1. Let a be a finitely supported refinement mask for a compactly supported refinable function $\phi \in L_{2}(\mathbb{R})$ with $\hat{a}(0)=1$ and $\hat{a}(\pi)=0$ such that $\hat{\phi}(0) \neq 0$ and $\hat{a}$ can be factorized into the form

$$
\hat{a}(\xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{m} \hat{A}(\xi)
$$

where $\hat{A}$ is the Fourier series of a finitely supported sequence $A$ with $\hat{A}(\pi) \neq 0$. Suppose that

$$
|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2} \neq 0 \quad \forall \quad \xi \in \mathbb{R}
$$

Define

$$
\hat{\psi}(2 \xi):=e^{-i \xi} \overline{\hat{a}(\xi+\pi)} \hat{\phi}(\xi)
$$

and

$$
\hat{\tilde{A}}(\xi):=\frac{\hat{A}(\xi)}{|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}}
$$

Assume that

$$
\rho_{A}:=\inf _{n \in \mathbb{N}}\left\|\widehat{A_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n}<2^{m-1 / 2} \quad \text { and } \quad \rho_{\tilde{A}}:=\inf _{n \in \mathbb{N}}\left\|\widehat{\tilde{A}_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n}<2^{m-1 / 2}
$$

where $\widehat{A_{n}}(\xi):=\hat{A}\left(2^{n-1} \xi\right) \cdots \hat{A}(2 \xi) \hat{A}(\xi)$ and $\widehat{\tilde{A}_{n}}(\xi):=\hat{\tilde{A}}\left(2^{n-1} \xi\right) \cdots \hat{\tilde{A}}(2 \xi) \hat{\tilde{A}}(\xi)$. Then $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.

Recall that a function $f$ is in the Sobolev space $W^{\beta}(\mathbb{R})$ if

$$
\int|\hat{f}(\xi)|^{2}\left(1+|\xi|^{2}\right)^{\beta} d \xi<\infty
$$

We say that $f$ has the regularity $\alpha$ if $f \in W^{\beta}(\mathbb{R})$ for all $\beta<\alpha$. It is well known that the B-spline $B_{m}$ of order $m$ has the regularity $m-1 / 2$. A compactly supported function $\phi$ satisfies the Strang-Fix condition of order $m$ if

$$
\hat{\phi}(0) \neq 0 \quad \text { and } \quad \hat{\phi}^{(j)}(2 \pi k)=0 \quad \forall j=0,1, \ldots, m-1, \quad k \in \mathbb{Z} \backslash\{0\} .
$$

Applying Lemma 2.1 to the $B$-spline functions, we obtain the following result.
Theorem 2.2. Let $B_{m}$ be the $B$-spline function of order $m$ with the refinement mask

$$
\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m} .
$$

Define

$$
\begin{equation*}
\hat{\psi}(2 \xi)=2^{-m} e^{-i \xi}\left(1-e^{i \xi}\right)^{m} \widehat{B_{m}}(\xi) \tag{2.1}
\end{equation*}
$$

Then the following hold:
(i) The function $\psi$ has the regularity $m-1 / 2$ and has $m$ vanishing moments. It is either symmetric or antisymmetric satisfying $\psi=(-1)^{m} \psi(1-\cdot)$ and it is supported on the interval $[1 / 2-m / 2,1 / 2+m / 2]$.
(ii) $X(\psi)$ forms a Riesz basis for $L_{2}(\mathbb{R})$.
(iii) Among all wavelets (redundant or nonredundant) which have $m$ vanishing moments and are based on an MRA whose underlying refinable function has the regularity $m-1 / 2$, the Riesz wavelet $\psi$ has the shortest support.
Proof. Conclusion (i) follows directly from the properties of B-splines and the definition of $\psi$.

For (ii), we apply Lemma 2.1. First, it is easy to check that $|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2} \neq 0$ for all $\xi \in \mathbb{R}$. Since $\hat{A}$ in Lemma 2.1 is 1, clearly, $\rho_{A}=1<2^{m-1 / 2}$ for all $m \in \mathbb{N}$. The corresponding $\hat{\tilde{A}}$ in Lemma 2.1 is

$$
\hat{\tilde{A}}(\xi)=\frac{1}{|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}}=\frac{1}{\cos ^{2 m}(\xi / 2)+\sin ^{2 m}(\xi / 2)} .
$$

To prove that $\rho_{\tilde{A}}<2^{m-1 / 2}$, we observe that the function $f_{m}(x):=x^{m}+(1-x)^{m}$ decreases on $[0,1 / 2]$ and increases on $[1 / 2,1]$ by $f_{m}^{\prime}(x)=m\left[x^{m-1}-(1-x)^{m-1}\right]$. Consequently, we have $f_{m}(x) \geqslant f(1 / 2)=2^{1-m}$ for all $x \in[0,1]$ and $m \in \mathbb{N}$. Since $\hat{\tilde{A}}(\xi)=\left[f\left(\cos ^{2}(\xi / 2)\right)\right]^{-1}$, we conclude that $\rho_{\tilde{A}} \leqslant\|\hat{\tilde{A}}\|_{L_{\infty}(\mathbb{R})} \leqslant[f(1 / 2)]^{-1}=2^{m-1}<$ $2^{m-1 / 2}$. By Lemma 2.1, $X(\psi)$ is a Riesz wavelet basis for $L_{2}(\mathbb{R})$.

For (iii), since the corresponding refinable function $\phi$ has the regularity $m-1 / 2, \phi$ must satisfy the Strang-Fix condition of order $m$ (see [19, 14]). Hence, $\phi$ must be the convolution of $B_{m}$ with some function/distribution (see [18, Theorem 3.7]). Hence, $B_{m}$ has the shortest support among all refinable functions of the regularity $m-1 / 2$.

For any given MRA-based wavelet with $m$ vanishing moments, since the refinable function $\phi$ satisfies $\hat{\phi}(0) \neq 0$, the wavelet mask must have the factor

$$
\left(\frac{1-e^{i \xi}}{2}\right)^{m}
$$

This says that in order to have $m$ vanishing moments, the wavelet mask cannot be shorter than $\left(\frac{1-e^{i \xi}}{2}\right)^{m}$. Altogether, we conclude that $\psi$ defined in (2.1) has the shortest support among all wavelets (redundant or nonredundant) which have $m$ vanishing moments and are based on an MRA whose underlying refinable function has the regularity $m-1 / 2$.

Since it is rare to be able to derive a wavelet of regularity $m-1 / 2$ from a multiresolution whose underlying refinable function has the regularity smaller than $m-1 / 2$, (iii) in the above theorem essentially says that $\psi$ defined in (2.1) is the shortest supported MRA-based wavelet having the regularity $m-1 / 2$ and $m$ vanishing moments.

Example 2.3. Let $m=2$. Then by (2.1), $\psi=\frac{1}{2} B_{2}(2 \cdot-1)-B_{2}(2 \cdot)+\frac{1}{2} B_{2}(2 \cdot+1)$. By Theorem 2.2, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$. The Riesz wavelet $\psi$ has 2 vanishing moments and the regularity $3 / 2$. See Figure 1 for the graphs of the functions $B_{2}$ and $\psi$.

Example 2.4. Let $m=3$. Then by (2.1), $\psi=\frac{1}{4} B_{3}(2 \cdot-1)-\frac{3}{4} B_{3}(2 \cdot)+\frac{3}{4} B_{3}(2$. $+1)-\frac{1}{4} B_{3}(2 \cdot+2)$. By Theorem 2.2, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$. The Riesz wavelet $\psi$ has 3 vanishing moments and the regularity $5 / 2$. See Figure 2 for the graphs of the functions $B_{3}$ and $\psi$.
3. Biorthogonal wavelets with infinite masks. In this section, we give a general form of Lemma 2.1. This not only leads to a proof of Lemma 2.1, but also leads to a result in a more general setting. This further allows us to connect the


FIG. 1. The graph of the B-spline $B_{2}$ (top) and the graph of the wavelet function $\psi$ (bottom) in Example 2.3. The Riesz wavelet $\psi$ has 2 vanishing moments and the regularity 3/2. The wavelet system $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.
discussions here to the spline tight frame wavelet systems given in $[20,9,12]$ and bi-frame systems in $[9,8]$, as we will discuss in section 4 .

We start with some basic notions. Recall that a function $f$ on $\mathbb{R}$ has polynomial decay if

$$
(1+|\cdot|)^{j} f \in L_{\infty}(\mathbb{R}) \quad \forall j \in \mathbb{N}
$$

and has exponential decay if there exists a positive number $\beta$ such that

$$
e^{\beta|\cdot|} f \in L_{\infty}(\mathbb{R})
$$

If a function $f$ has polynomial decay or exponential decay, then clearly $f \in L_{p}(\mathbb{R})$ for all $1 \leqslant p \leqslant \infty$.

Similarly, a sequence $a$ on $\mathbb{Z}$ has polynomial decay if

$$
\sum_{k \in \mathbb{Z}}(1+|k|)^{j}|a(k)|<\infty \quad \forall j \in \mathbb{N},
$$

or equivalently, $\sup _{k \in \mathbb{Z}}(1+|k|)^{j}|a(k)|<\infty$ for all $j \in \mathbb{N}$. It is easy to see that a sequence $a$ has polynomial decay if and only if $\hat{a} \in C^{\infty}(\mathbb{R})$.


FIG. 2. The graph of the $B$-spline $B_{3}$ (top) and the graph of the function $\psi$ (bottom) in Example 2.4. The function $\psi$ has 3 vanishing moments and the regularity $5 / 2$. The wavelet system $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.

For a sequence $u$ on $\mathbb{Z}$ and a function $f$ on $\mathbb{R}$, we define

$$
\begin{equation*}
\nabla u:=u-u(\cdot-1) \quad \text { and } \quad \nabla f:=f-f(\cdot-1) \tag{3.1}
\end{equation*}
$$

In general, $\nabla^{m} u=\sum_{k=0}^{m}(-1)^{k} \frac{m!}{k!(m-k)!} u(\cdot-k)$.
The following lemma is similar to [10, Theorem 3.6] and will be needed later.
Lemma 3.1. Let $f \in L_{2}(\mathbb{R})$ be a function with polynomial decay and let $m$ be an arbitrary given positive integer. Then the following statements are equivalent:
(i) $\hat{f}^{(j)}(2 \pi k)=0$ for all $k \in \mathbb{Z}$ and $j=0, \ldots, m-1$.
(ii) The identity $f=\nabla^{m} h$ holds where

$$
\begin{equation*}
h:=\sum_{k=0}^{\infty} \frac{(k+m-1)!}{k!(m-1)!} f(\cdot-k) \tag{3.2}
\end{equation*}
$$

has polynomial decay. In particular, $h$ is in $L_{2}(\mathbb{R})$.
Proof. Assume that (i) holds. It is easy to see that (i) is equivalent to $\sum_{k \in \mathbb{Z}} k^{j} f(\cdot-$ $k)=0$ for all $j=0, \ldots, m-1$. Let $h$ be the function as given in (3.2). Since $f$ has
polynomial decay, it is easy to see that $h$ is well defined on $\mathbb{R}$. Note that

$$
\begin{aligned}
\nabla h & =h-h(\cdot-1) \\
& =\sum_{k=0}^{\infty} \frac{(k+m-1)!}{k!(m-1)!} f(\cdot-k)-\sum_{k=1}^{\infty} \frac{(k+m-2)!}{(k-1)!(m-1)!} f(\cdot-k) \\
& =f+\sum_{k=1}^{\infty}\left[\frac{(k+m-1)!}{k!(m-1)!}-\frac{(k+m-2)!}{(k-1)!(m-1)!}\right] f(\cdot-k) \\
& =f+\sum_{k=1}^{\infty} \frac{(k+m-2)!}{k!(m-2)!} f(\cdot-k) \\
& =\sum_{k=0}^{\infty} \frac{(k+m-2)!}{k!(m-2)!} f(\cdot-k) .
\end{aligned}
$$

Hence, $\nabla^{m} h=f$ by induction on $m$. Next, we show that $h$ has polynomial decay. Since $f$ has polynomial decay, there exist positive constants $C_{\ell}, \ell \in \mathbb{N}$, such that

$$
|f(t)| \leqslant C_{\ell}(1+|t|)^{-\ell} \quad \forall t \in \mathbb{R}
$$

Let $t \leqslant 0$ and $j \in \mathbb{N}$. Then

$$
\begin{aligned}
(1+|t|)^{j}|h(t)| & \leqslant \sum_{k=0}^{\infty}\left|\frac{(k+m-1) \cdots(k+1)}{(m-1)!}\right||f(t-k)|(1+|t|)^{j} \\
& \leqslant C_{\ell} \sum_{k=0}^{\infty} \frac{(k+m-1)^{m}}{(m-1)!}(1+|t-k|)^{-\ell}(1+|t|)^{j} \\
& \leqslant C_{\ell} \sum_{k=0}^{\infty} \frac{m^{m}(k+1)^{m}}{(m-1)!}(1+|t|+k)^{-\ell}(1+|t|)^{j} \\
& \leqslant C_{\ell} \frac{m^{m}}{(m-1)!} \sum_{k=0}^{\infty}(1+|t|+k)^{m+j-\ell} \\
& \leqslant C_{\ell} \frac{m^{m}}{(m-1)!} \sum_{k=0}^{\infty}(1+k)^{m+j-\ell}
\end{aligned}
$$

which is finite whenever $\ell>m+j+1$. (Note here that one always can choose such an $\ell$ by the definition of the polynomial decay of $f$.) For $t>0$, we first note that

$$
\frac{(k+m-1)!}{k!}=(k+m-1) \cdots(k+1)
$$

(when $m=1$, by convention it takes value 1 ) is a polynomial of degree $m-1$ for the variable $k$. Then (i) asserts that

$$
0=\sum_{k=-\infty}^{-1} \frac{(k+m-1) \cdots(k+1)}{(m-1)!} f(\cdot-k)+\sum_{k=0}^{\infty} \frac{(k+m-1) \cdots(k+1)}{(m-1)!} f(\cdot-k)
$$

Hence,

$$
h=-\sum_{k=-\infty}^{-1} \frac{(k+m-1) \cdots(k+1)}{(m-1)!} f(\cdot-k)
$$

By a similar argument applying to the above identity, we conclude that $h$ must have polynomial decay for $t>0$.

Assume that (ii) holds. This implies that $\hat{f}(\xi)=\left(1-e^{-i \xi}\right)^{m} \hat{h}(\xi)$, which gives (i). This completes the proof.

By $\delta$ we denote the Dirac sequence on $\mathbb{Z}$ such that $\delta(0)=1$ and $\delta(k)=0$ for all $k \in \mathbb{Z} \backslash\{0\}$. The bracket product of two functions $f$ and $g$ in $L_{2}(\mathbb{R})$ is defined to be (see [13])

$$
\begin{equation*}
[f, g](\xi):=\sum_{k \in \mathbb{Z}} f(\xi+2 \pi k) \overline{g(\xi+2 \pi k)}, \quad \xi \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

It is well known that $\langle f(\cdot-k), g\rangle=\delta(k)$ for all $k \in \mathbb{Z}$ if and only if $[\hat{f}, \hat{g}]=1$.
Assume that $(X(\Psi), X(\tilde{\Psi}))$ is a pair of bi-frames. If the system $(X(\Psi), X(\tilde{\Psi}))$ further satisfies $\left\langle\psi_{j, k}^{\ell}, \psi_{j^{\prime}, k^{\prime}}^{\ell^{\prime}}\right\rangle=\delta\left(\ell-\ell^{\prime}\right) \delta\left(j-j^{\prime}\right) \delta\left(k-k^{\prime}\right)$ for all $\ell, \ell^{\prime}=1, \ldots, L$ and $j, j^{\prime}, k, k^{\prime} \in \mathbb{Z}$, then $(X(\Psi), X(\tilde{\Psi}))$ forms a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$. Clearly, if $(X(\Psi), X(\tilde{\Psi}))$ forms a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$, then both systems $X(\Psi)$ and $X(\tilde{\Psi})$ form a Riesz wavelet basis in $L_{2}(\mathbb{R})$ (see, e.g., [21]).

With Lemma 3.1, we prove the following result on biorthogonal wavelets with infinite masks.

Theorem 3.2. Let $a$ and $b$ be two sequences on $\mathbb{Z}$ satisfying the following two conditions:
(i) There are positive integers $m$ and $\tilde{m}$ such that $\hat{a}(\xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{m} \hat{A}(\xi)$ and $\hat{b}(\xi)=\left(\frac{1-e^{i \xi}}{2}\right)^{\tilde{m}} \hat{B}(\xi)$, where $A$ and $B$ are sequences on $\mathbb{Z}$ with polynomial decay satisfying $\hat{A}(0)=1$ and $\hat{B}(\pi) \neq 0$.
(ii) The function $\hat{d}(\xi):=\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi)$ does not vanish for all $\xi \in \mathbb{R}$. Let

$$
\begin{align*}
& \hat{\tilde{a}}(\xi):=\left(\frac{1+e^{-i \xi}}{2}\right)^{\tilde{m}} \hat{\tilde{A}}(\xi), \quad \text { where } \quad \hat{\tilde{A}}(\xi):=\frac{\overline{\hat{B}(\xi+\pi)}}{\hat{\hat{d}(\xi)}}, \quad \text { and }  \tag{3.4}\\
& \hat{\tilde{b}}(\xi):=-\frac{\overline{\hat{a}(\xi+\pi)}}{\hat{\hat{d}(\xi)}} .
\end{align*}
$$

Define

$$
\begin{aligned}
& \hat{\phi}(\xi):=\prod_{j=1}^{\infty} \hat{a}\left(2^{-j} \xi\right) \quad \text { and } \quad \hat{\tilde{\phi}}(\xi):=\prod_{j=1}^{\infty} \hat{\tilde{a}}\left(2^{-j} \xi\right) \\
& \hat{\psi}(\xi):=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2) \quad \text { and } \quad \hat{\tilde{\psi}}(\xi):=\hat{\tilde{b}}(\xi / 2) \hat{\tilde{\phi}}(\xi / 2) .
\end{aligned}
$$

Assume that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|A_{n}\right\|_{\ell_{2}(\mathbb{Z})}^{1 / n}<2^{m-1 / 2} \quad \text { and } \quad \limsup _{n \rightarrow \infty}\left\|\tilde{A}_{n}\right\|_{\ell_{2}(\mathbb{Z})}^{1 / n}<2^{\tilde{m}-1 / 2} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{A_{n}}(\xi):=\hat{A}\left(2^{n-1} \xi\right) \cdots \hat{A}(2 \xi) \hat{A}(\xi) \quad \text { and } \quad \widehat{\tilde{A}_{n}}(\xi):=\hat{\tilde{A}}\left(2^{n-1} \xi\right) \cdots \hat{\tilde{A}}(2 \xi) \hat{\tilde{A}}(\xi) \tag{3.6}
\end{equation*}
$$

Then all the functions $\phi, \tilde{\phi}, \psi, \tilde{\psi}$ belong to $L_{2}(\mathbb{R})$ satisfying

$$
\left.\begin{array}{rl}
\langle\phi, \tilde{\phi}(\cdot-k)\rangle & =\langle\psi, \tilde{\psi}(\cdot-k)\rangle
\end{array}=\delta(k), \quad \begin{array}{rl}
\langle\phi, \tilde{\psi}(\cdot-k)\rangle & =\langle\psi, \tilde{\phi}(\cdot-k)\rangle
\end{array}\right) \quad \forall k \in \mathbb{Z} .
$$

If we further assume that
(iii) $[\hat{\phi}, \hat{\phi}] \in L_{\infty}(\mathbb{R})_{\sim}$ and $[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}] \in L_{\infty}(\mathbb{R})$,
(iv) $X(\psi)$ and $X(\tilde{\psi})$ are Bessel in $L_{2}(\mathbb{R})$,
then $(X(\psi), X(\tilde{\psi}))$ forms a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$. In particular, $X(\psi)$ is a Riesz basis of $L_{2}(\mathbb{R})$.

Proof. The essential part of the proof is to show that the corresponding cascade algorithms to obtain $\phi$ and $\tilde{\phi}$ as defined below converge in $L_{2}(\mathbb{R})$. We shall use some ideas here from the proof of [10, Theorem 4.3], which deals with convergence of vector cascade algorithms in Sobolev spaces. We use the compactly supported orthonormal refinable function $\eta$ that has a support $[0,2 \max (m, \tilde{m})+1]$ (see [7]) satisfying

$$
\begin{equation*}
\hat{\eta}(0)=1, \hat{\eta}^{(j)}(2 \pi k)=0 \quad \forall k \in \mathbb{Z} \backslash\{0\} \quad \text { and } \quad j=0, \ldots, \max (m, \tilde{m}) \tag{3.8}
\end{equation*}
$$

to obtain the initial seed in the cascade algorithm. Since $\eta$ and its shifts form an orthonormal system, $[\hat{\eta}, \hat{\eta}]=1$, it can be easily verified that $(\hat{\eta} \bar{\eta})^{(j)}(0)=\delta(j)$ for all $j=0, \ldots, 2 \max (m, \tilde{m})$. Since $\hat{\tilde{a}}(0)=\hat{\eta}(0)=1$, by [10, Lemmas 2.2 and 3.4], there exists a finitely supported sequence $c$ on $\mathbb{Z}$ such that

$$
\begin{equation*}
\hat{c}(0)=1, \quad 2^{-j}(\hat{\tilde{a}} \hat{c} \hat{\eta})^{(j)}(0)=(\hat{c} \hat{\eta})^{(j)}(0) \quad \forall j=0, \ldots, \max (m, \tilde{m}) \tag{3.9}
\end{equation*}
$$

and $\hat{c}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$. In fact, as shown in [10, Lemmas 2.2 and 3.4], the values $\hat{c}^{(j)}(0), j=1, \ldots, \max (m, \tilde{m})$ are uniquely determined by the system of linear equations given in (3.9).

Now, pick the initial seeds $\phi_{0}$ and $\tilde{\phi}_{0}$ by $\widehat{\phi_{0}}(\xi):=\hat{\eta}(\xi) / \overline{\hat{c}(\xi)}$ and $\widehat{\tilde{\phi}_{0}}(\xi):=\hat{c}(\xi) \hat{\eta}(\xi)$. Since the sequence $c$ is finitely supported and $\hat{c}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$, we see that $\phi_{0}, \tilde{\phi}_{0} \in L_{2}(\mathbb{R})$ have exponential decay. Moreover, it is easy to check that $\left[\widehat{\phi_{0}}, \widehat{\tilde{\phi}_{0}}\right]=$ $[\hat{\eta} / \overline{\hat{c}}, \hat{\eta} \hat{c}]=[\hat{\eta}, \hat{\eta}]=1$. The corresponding cascade operators $Q_{a}$ and $Q_{\tilde{a}}$ defined by $a$ and $\tilde{a}$ are
$Q_{a} f:=2 \sum_{k \in \mathbb{Z}} a(k) f(2 \cdot-k) \quad$ and $\quad Q_{\tilde{a}} f:=2 \sum_{k \in \mathbb{Z}} \tilde{a}(k) f(2 \cdot-k), \quad f \in L_{2}(\mathbb{R})$.
Let $g:=Q_{a} \phi_{0}-\phi_{0}$ and $\tilde{g}=Q_{\tilde{a}} \tilde{\phi}_{0}-\tilde{\phi}_{0}$. Then

$$
\begin{equation*}
\hat{g}(\xi)=\hat{a}(\xi / 2) \widehat{\phi_{0}}(\xi / 2)-\widehat{\phi_{0}}(\xi)=\hat{a}(\xi / 2) \hat{\eta}(\xi / 2) / \overline{\hat{c}(\xi / 2)}-\hat{\eta}(\xi) / \overline{\hat{c}(\xi)} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\tilde{g}}(\xi)=\hat{\tilde{a}}(\xi / 2) \widehat{\tilde{\phi}_{0}}(\xi / 2)-\widehat{\tilde{\phi}_{0}}(\xi)=\hat{\tilde{a}}(\xi / 2) \hat{c}(\xi / 2) \hat{\eta}(\xi / 2)-\hat{c}(\xi) \hat{\eta}(\xi) \tag{3.12}
\end{equation*}
$$

Since $a$ and $\tilde{a}$ have polynomial decay, by the fact that the function $\eta$ is compactly supported, it follows from (3.11) and (3.12) that both $g$ and $\tilde{g}$ have polynomial decay.

Next, we prove that

$$
\begin{equation*}
\hat{g}^{(j)}(2 \pi k)=0 \quad \forall j=0, \ldots, m-1 \quad \text { and } \quad k \in \mathbb{Z} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\tilde{g}}^{(j)}(2 \pi k)=0 \quad \forall j=0, \ldots, \tilde{m}-1 \quad \text { and } \quad k \in \mathbb{Z} \tag{3.14}
\end{equation*}
$$

First, when $k \in 2 \mathbb{Z} \backslash\{0\}$, applying (3.8), we obtain $\hat{g}^{(j)}(2 \pi k)=\hat{\tilde{g}}^{(j)}(2 \pi k)=0$ for all $j=0, \ldots, \max (m, \tilde{m})$. Second, when $k \in 2 \mathbb{Z}+1$, since $\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m} \hat{A}(\xi)$ and $\hat{\tilde{a}}(\xi)=2^{-\tilde{m}}\left(1+e^{-i \xi}\right)^{\tilde{m}} \hat{\tilde{A}}(\xi)$, it is easy to see that $\hat{g}^{(j)}(2 \pi k)=0$ for all $j=0, \ldots, m-1$ and $\hat{\tilde{g}}^{(j)}(2 \pi k)=0$ for all $j=0, \ldots, \tilde{m}-1$.

Hence, in order to prove (3.13) and (3.14), it suffices to prove the case $k=0$. For (3.14), applying (3.9), one obtains that

$$
\begin{align*}
\hat{\tilde{g}}^{(j)}(0) & =[\hat{\tilde{a}}(\cdot / 2) \hat{c}(\cdot / 2) \hat{\eta}(\cdot / 2)-\hat{c} \hat{\eta}]^{(j)}(0)  \tag{3.15}\\
& =2^{-j}[\hat{\tilde{a}} \hat{c} \hat{c}]^{(j)}(0)-[\hat{c} \hat{\eta}]^{(j)}(0)=0 \quad \forall j=0, \ldots, \max (m, \tilde{m}) .
\end{align*}
$$

This gives (3.14).
Next, we prove (3.13). It follows from the definition of $\tilde{a}$ that

$$
\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)+\overline{\hat{a}(\xi+\pi)} \hat{\tilde{a}}(\xi+\pi)=1
$$

This, together with

$$
\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m} \hat{A}(\xi), \quad \text { and } \quad \hat{\tilde{a}}(\xi)=2^{-\tilde{m}}\left(1+e^{-i \xi}\right)^{\tilde{m}} \hat{\tilde{A}}(\xi)
$$

leads to

$$
\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)=1+O\left(|\xi|^{m+\tilde{m}-1}\right) \quad \text { as } \quad \xi \rightarrow 0
$$

and

$$
\hat{a}(\xi)=(\overline{\overline{\tilde{a}}(\xi)})^{-1}+O\left(|\xi|^{m+\tilde{m}-1}\right)
$$

Hence, as $\xi \rightarrow 0$,

$$
\begin{aligned}
& \hat{g}(\xi)=\hat{a}(\xi / 2) \hat{\eta}(\xi / 2) / \overline{\hat{c}(\xi / 2)}-\hat{\eta}(\xi) / \overline{\hat{c}(\xi)} \\
& =\hat{\eta}(\xi / 2) \overline{\hat{\eta}(\xi / 2)}(\overline{\hat{\tilde{a}}(\xi / 2) \hat{\eta}(\xi / 2) \hat{c}(\xi / 2)})^{-1}-\hat{\eta}(\xi) \overline{\hat{\eta}(\xi)}(\overline{\hat{c}(\xi) \hat{\eta}(\xi)})^{-1}+O\left(|\xi|^{m+\tilde{m}-1}\right) \\
& =(\overline{\hat{\tilde{a}}(\xi / 2) \hat{\eta}(\xi / 2) \hat{c}(\xi / 2)})^{-1}-(\overline{\hat{c}(\xi) \hat{\eta}(\xi)})^{-1}+O\left(|\xi|^{\max (m, \tilde{m})}\right) \\
& =(\overline{\hat{\tilde{a}}(\xi / 2) \hat{\eta}(\xi / 2) \hat{c}(\xi / 2)})^{-1}(\overline{\hat{c}(\xi) \hat{\eta}(\xi)})^{-1} \overline{[\hat{c}(\xi) \hat{\eta}(\xi)-\hat{\tilde{a}}(\xi / 2) \hat{c}(\xi / 2) \hat{\eta}(\xi / 2)]} \\
& +O\left(|\xi|^{\max (m, \tilde{m})}\right) \\
& =(\overline{\hat{\tilde{a}}(\xi / 2) \hat{\eta}(\xi / 2) \hat{c}(\xi / 2)})^{-1}(\overline{\hat{c}(\xi) \hat{\eta}(\xi)})^{-1} \overline{\overline{\tilde{g}}(\xi)}+O\left(|\xi|^{\max (m, \tilde{m})}\right) \\
& =O\left(|\xi|^{\max (m, \tilde{m})}\right) \text {. }
\end{aligned}
$$

The third equality follows from $|\hat{\eta}(\xi)|^{2}=1+O\left(|\xi|^{\max (m, \tilde{m})}\right.$ ), and the last equality holds by (3.15). Therefore, (3.13) holds.

With (3.13) and (3.14), Lemma 3.1 says that there exist two functions $h, \tilde{h} \in$ $L_{2}(\mathbb{R})$ with polynomial decay such that $g=\nabla^{m} h$ and $\tilde{g}=\nabla^{\tilde{m}} \tilde{h}$.

Let $f_{n}:=Q_{a}^{n} \phi_{0}$ and $\tilde{f}_{n}:=Q_{\tilde{a}}^{n} \tilde{\phi}_{0}$. Then their Fourier transforms are

$$
\widehat{f_{n}}(\xi)=\widehat{\phi_{0}}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{a}\left(2^{-j} \xi\right) \quad \text { and } \quad \widehat{\tilde{f}_{n}}(\xi)=\widehat{\tilde{\phi}_{0}}\left(2^{-n} \xi\right) \prod_{j=1}^{n} \hat{\tilde{a}}\left(2^{-j} \xi\right)
$$

One can prove inductively that

$$
\begin{equation*}
f_{n+1}-f_{n}=Q_{a}^{n} g=2^{n} \sum_{k \in \mathbb{Z}} a_{n}(k)\left[\nabla^{m} h\right]\left(2^{n} \cdot-k\right)=2^{n} \sum_{k \in \mathbb{Z}}\left[\nabla^{m} a_{n}\right](k) h\left(2^{n} \cdot-k\right) \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{f}_{n+1}-\tilde{f}_{n}=Q_{\tilde{a}}^{n} \tilde{g}=2^{n} \sum_{k \in \mathbb{Z}} \tilde{a}_{n}(k)\left[\nabla^{\tilde{m}} \tilde{h}\right]\left(2^{n} \cdot-k\right)=2^{n} \sum_{k \in \mathbb{Z}}\left[\nabla^{\tilde{m}} \tilde{a}_{n}\right](k) \tilde{h}\left(2^{n} \cdot-k\right), \tag{3.17}
\end{equation*}
$$

where $\widehat{a_{n}}(\xi):=\hat{a}\left(2^{n-1} \xi\right) \cdots \hat{a}(2 \xi) \hat{a}(\xi)$ and $\widehat{\tilde{a}_{n}}(\xi):=\hat{\tilde{a}}\left(2^{n-1} \xi\right) \cdots \hat{\tilde{a}}(2 \xi) \hat{\tilde{a}}(\xi)$.
Since both $h$ and $\tilde{h}$ are $L_{2}(\mathbb{R})$ functions with polynomial decay, we conclude that both $[\hat{h}, \hat{h}]$ and $[\hat{\tilde{h}}, \hat{\tilde{h}}]$ are in $L_{\infty}(\mathbb{R})$. Hence, identities (3.16) and (3.17) imply that there exists a positive constant $C$ such that, for all $n \in \mathbb{N}$,

$$
\begin{align*}
& \left\|f_{n+1}-f_{n}\right\|_{L_{2}(\mathbb{R})} \leqslant C 2^{n / 2}\left\|\nabla^{m} a_{n}\right\|_{\ell_{2}(\mathbb{Z})} \quad \text { and } \\
& \left\|\tilde{f}_{n+1}-\tilde{f}_{n}\right\|_{L_{2}(\mathbb{R})} \leqslant C 2^{n / 2}\left\|\nabla^{\tilde{m}} \tilde{a}_{n}\right\|_{\ell_{2}(\mathbb{Z})} \tag{3.18}
\end{align*}
$$

Since

$$
\widehat{\nabla^{m} a_{n}}(\xi)=\left(1-e^{-i \xi}\right)^{m} \widehat{a_{n}}(\xi)=2^{-m n}\left(1-e^{-i 2^{n} \xi}\right)^{m} \widehat{A_{n}}(\xi)
$$

and

$$
\widehat{\nabla \tilde{m} \tilde{a}_{n}}(\xi)=\left(1-e^{-i \xi}\right)^{\tilde{m}} \widehat{\tilde{a}_{n}}(\xi)=2^{-\tilde{m} n}\left(1-e^{-i 2^{n} \xi}\right)^{\tilde{m}} \widehat{\tilde{A}_{n}}(\xi)
$$

we have

$$
\left\|\nabla^{m} a_{n}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant 2^{m-m n}\left\|A_{n}\right\|_{\ell_{2}(\mathbb{Z})}, \quad \text { and } \quad\left\|\nabla^{\tilde{m}} \tilde{a}_{n}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant 2^{\tilde{m}-\tilde{m} n}\left\|\tilde{A}_{n}\right\|_{\ell_{2}(\mathbb{Z})}
$$

However, (3.5) says that there exist two positive constants $\rho$ with $0<\rho<1$ and $C_{1}$ such that

$$
\begin{equation*}
\left\|A_{n}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant C_{1} \rho^{n} 2^{(m-1 / 2) n} \quad \text { and } \quad\left\|\tilde{A}_{n}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant C_{1} \rho^{n} 2^{(\tilde{m}-1 / 2) n} \quad \forall n \in \mathbb{N} \tag{3.19}
\end{equation*}
$$

Therefore, we deduce from (3.18) that

$$
\left\|f_{n+1}-f_{n}\right\|_{L_{2}(\mathbb{R})} \leqslant 2^{m} C C_{1} \rho^{n} \quad \text { and } \quad\left\|\tilde{f}_{n+1}-\tilde{f}_{n}\right\|_{L_{2}(\mathbb{R})} \leqslant 2^{\tilde{m}} C C_{1} \rho^{n} \quad \forall n \in \mathbb{N}
$$

Since $0<\rho<1$, both $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{\tilde{f}_{n}\right\}_{n \in \mathbb{N}}$ are Cauchy sequences in $L_{2}(\mathbb{R})$.
Since $\hat{a}(0)=1$ and $\hat{b}(\pi) \neq 0$, we have $\hat{\tilde{a}}(0)=1$. Hence, $\lim _{n \rightarrow \infty} \widehat{f_{n}}(\xi)=\hat{\phi}(\xi)$ and $\lim _{n \rightarrow \infty} \widehat{\tilde{f}_{n}}(\xi)=\hat{\tilde{\phi}}(\xi)$ for $\xi \in \mathbb{R}$. This leads to $\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2}(\mathbb{R})}=0$ and $\lim _{n \rightarrow \infty}\left\|\tilde{f}_{n}-\tilde{\phi}\right\|_{L_{2}(\mathbb{R})}=0$, since both $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{\tilde{f}_{n}\right\}_{n \in \mathbb{N}}$ are Cauchy sequences in $L_{2}(\mathbb{R})$.

Next, we prove that $[\hat{\phi}, \hat{\tilde{\phi}}]=1$. It is clear that $\left[\widehat{f_{0}}, \widehat{\tilde{f}_{0}}\right]=\left[\widehat{\phi_{0}}, \widehat{\tilde{\phi}_{0}}\right]=1$. Using $\overline{\hat{a}(\xi)} \hat{\tilde{a}}(\xi)+\overline{\hat{a}(\xi+\pi)} \hat{\tilde{a}}(\xi+\pi)=1$, one can prove inductively that $\left[\widehat{f_{n}}, \widehat{\tilde{f}_{n}}\right]=1$ for all $n \in \mathbb{N}$. Finally, since $\lim _{n \rightarrow \infty}\left\|f_{n}-\phi\right\|_{L_{2}(\mathbb{R})}=0$ and $\lim _{n \rightarrow \infty}\left\|\tilde{f}_{n}-\tilde{\phi}\right\|_{L_{2}(\mathbb{R})}=0$, we must have $[\hat{\phi}, \hat{\tilde{\phi}}]=1$. Therefore, $(\phi, \tilde{\phi})$ is a pair of refinable functions whose shifts form a pair of biorthogonal systems.

We further note that by the definition of $\tilde{a}$ and $\tilde{b}$, it is easy to verify that

With all these relations, (3.7) and the rest of the conclusions of this theorem follow directly from a standard argument in wavelet analysis on biorthogonal wavelets (see [5, 7, 21].

In the above proof, the assumption that both the sequences $A$ and $B$ have polynomial decay is used only to apply Lemma 3.1 and to show that $[\hat{h}, \hat{h}] \in L_{\infty}(\mathbb{R})$ and $[\hat{\tilde{h}}, \hat{\tilde{h}}] \in L_{\infty}(\mathbb{R})$. Checking the proof of Lemma 3.1, we see that such polynomial decay condition on both $A$ and $B$ can be further weakened.

As a direct consequence of Theorem 3.2, we have the following result.
Corollary 3.3. Let sequences $\underset{\sim}{a}$ and $b$ be given in Theorem 3.2, and sequences $\tilde{a}, \tilde{b}, A$, and $\tilde{A}$ and functions $\phi, \tilde{\phi}, \psi, \tilde{\psi}$ be defined as in Theorem 3.2. Define

$$
\begin{equation*}
\rho_{A}:=\inf _{n \in \mathbb{N}}\left\|\widehat{A_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n} \quad \text { and } \quad \rho_{\tilde{A}}:=\inf _{n \in \mathbb{N}}\left\|\widehat{\widehat{A}_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n}, \tag{3.21}
\end{equation*}
$$

where $A_{n}$ and $\tilde{A}_{n}$ are defined in (3.6). Then for any $\varepsilon>0$, there exists a positive constant $C$ such that

$$
\begin{equation*}
\max (|\hat{\phi}(\xi)|,|\hat{\psi}(\xi)|) \leqslant C(1+|\xi|)^{-m+\varepsilon+\log _{2} \rho_{A}} \quad \forall \xi \in \mathbb{R} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\max (|\hat{\tilde{\phi}}(\xi)|,|\hat{\tilde{\psi}}(\xi)|) \leqslant C(1+|\xi|)^{-\tilde{m}+\varepsilon+\log _{2} \rho_{\tilde{A}}} \quad \forall \xi \in \mathbb{R} \tag{3.23}
\end{equation*}
$$

Consequently, if $\rho_{A}<2^{m-1 / 2}$ and $\rho_{\tilde{A}}<2^{\tilde{m}-1 / 2}$, then $(X(\psi), X(\tilde{\psi}))$ forms a pair of biorthogonal wavelet bases in $L_{2}(\mathbb{R})$. In particular, $X(\psi)$ is a Riesz basis of $L_{2}(\mathbb{R})$.

Proof. The proof of (3.22) and (3.23) follows from the proof of [7, Lemmas 7.1.1 and 7.1.2]. Note that

$$
\limsup _{n \rightarrow \infty}\left\|A_{n}\right\|_{\ell_{2}(\mathbb{Z})}^{1 / n} \leqslant \limsup _{n \rightarrow \infty}\left\|\widehat{A_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n}=\inf _{n \in \mathbb{N}}\left\|\widehat{A_{n}}\right\|_{L_{\infty}(\mathbb{R})}^{1 / n}
$$

by $\left\|A_{n}\right\|_{\ell_{2}(\mathbb{Z})} \leqslant\left\|\widehat{A_{n}}\right\|_{L_{\infty}(\mathbb{R})}$. Therefore, if $\rho_{A}<2^{m-1 / 2}$ and $\rho_{\tilde{A}}<2^{\tilde{m}-1 / 2}$, then it follows from (3.22) and (3.23) that there exist $\varepsilon>0$ and $C>0$ such that

$$
\max (|\hat{\phi}(\xi)|,|\hat{\psi}(\xi)|,|\hat{\tilde{\phi}}(\xi)|,|\hat{\tilde{\psi}}(\xi)|) \leqslant C(1+|\xi|)^{-1 / 2-\varepsilon}
$$

and $\max (|\hat{\psi}(\xi)|,|\hat{\tilde{\psi}}(\xi)|) \leqslant C|\xi|^{\varepsilon}$ for all $\xi \in \mathbb{R}$. Therefore, by [11, Propositions 2.6 and 3.5], both $X(\psi)$ and $X(\tilde{\psi})$ are Bessel. Moreover, it is evident that $[\hat{\phi}, \hat{\phi}] \in L_{\infty}(\mathbb{R})$ and $[\hat{\tilde{\phi}}, \hat{\tilde{\phi}}] \in L_{\infty}(\mathbb{R})$. The proof is completed by Theorem 3.2.

For a refinement mask $a$, define $b$ as

$$
\hat{b}(\xi)=e^{-i \xi} \overline{\hat{a}(\xi+\pi)}
$$

Then

$$
\begin{equation*}
\hat{d}(\xi):=\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi)=e^{-i(\xi+\pi)}\left(|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}\right) \tag{3.24}
\end{equation*}
$$

Further, the masks $\tilde{a}$ and $\tilde{b}$ defined in (3.4) take the following form:

$$
\begin{equation*}
\hat{\tilde{a}}(\xi)=\frac{\hat{a}(\xi)}{|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}} \quad \text { and } \quad \hat{\tilde{b}}(\xi)=\frac{e^{-i \xi} \overline{\hat{a}(\xi+\pi)}}{|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}} . \tag{3.25}
\end{equation*}
$$

Now, it is clear that Lemma 2.1 becomes a special case of Corollary 3.3. The mask for the $B$-spline of order $m$ is $\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m}$. It follows from (3.24) that $\hat{d}(\xi)=e^{-i(\xi+\pi)}\left[\cos ^{2 m}(\xi / 2)+\sin ^{2 m}(\xi / 2)\right] \neq 0$ for all $\xi \in \mathbb{R}$.

The following result is a direct consequence and a slight modification of Theorem 3.2.

Corollary 3.4. Under the same notations and conditions as in Theorem 3.2, for any finitely supported sequence $c$ on $\mathbb{Z}$ such that $\hat{c}(\xi) \neq 0$ for all $\xi \in \mathbb{R}$, we redefine the functions $\psi$ and $\tilde{\psi}$ in Theorem 3.2 by

$$
\hat{\psi}(\xi):=\hat{c}(\xi) \hat{b}(\xi / 2) \hat{\phi}(\xi / 2) \quad \text { and } \quad \hat{\tilde{\psi}}(\xi):=\hat{\tilde{b}}(\xi / 2) \hat{\tilde{\phi}}(\xi / 2) / \overline{\hat{c}(\xi)}
$$

Then all the claims in Theorem 3.2 hold. ${ }_{\hat{\tilde{b}}}$ new
Proof. Denote $\hat{b}^{\text {new }}:=\hat{c}(2 \cdot) \hat{b}$ and $\dot{\tilde{b}}^{\text {new }}=\hat{\tilde{b}} / \overline{\hat{c}(2 \cdot)}$. To apply Theorem 3.2, one observes that

$$
\begin{aligned}
\hat{d}^{\text {new }}(\xi) & :=\hat{a}(\xi) \hat{b}^{\text {new }}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}^{\text {new }}(\xi) \\
& =\hat{c}(2 \xi)[\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi)] \neq 0 \quad \forall \xi \in \mathbb{R}
\end{aligned}
$$

It is easy to see that (3.20) holds with $\hat{b}$ and $\hat{\tilde{b}}$ being replaced by $\hat{b}^{\text {new }}$ and $\hat{\tilde{b}}^{\text {new }}$, respectively. The rest of the proof follows directly from Theorem 3.2.

Remark. As shown in section 2, Riesz spline wavelets $\psi$, constructed using Theorem 3.2 and its corollaries, have, in some sense, the shortest support for a given order of smoothness and vanishing moments. However, its dual wavelet systems normally are not compactly supported and have low smoothness orders. Hence, Riesz wavelets constructed here may be used only in applications where either the reconstruction algorithm or the decomposition algorithm is not required. For example, it only needs the decomposition algorithm in some applications of signal analysis and classification. On the other hand, in other applications such as image compression, while the decomposition can be done offline, reconstruction has to be done online. The short supported reconstruction filter is essential, for example, in computer graphics and numerical algorithms. Furthermore, a fast reconstruction algorithm can be derived by adding a system $X(\psi(\cdot-1 / 2))$ to $X(\psi)$ to generate a frame system and by using a compactly supported smooth dual wavelet system of the frame system $X(\psi) \cup X(\psi(\cdot-1 / 2))$. The detailed discussion is given at the end of the next section.
4. Connections of Riesz wavelets to spline frame systems. The study here on Riesz wavelets also provides a better understanding of the structure of spline tight frame wavelet systems in [20] and [9, 12] by using the unitary extension principle of [20] and the oblique extension principle of [9] as we shall discuss in this section.

We first briefly describe the constructions of MRA-based tight frames by using the oblique extension principle in [9], where details can be found. For a given refinable function $\phi$, with a refinement mask $a$, one first chooses a $2 \pi$-periodic trigonometric polynomial $\Theta$ with $\Theta(0)=1$, called a fundamental function of the tight frame system, according to the approximation order of the refinable function $\phi$ and the required approximation order of the tight frame expansion (this is directly related to the order
of the vanishing moments of frame wavelets). Suppose that a fundamental function $\Theta$ can be chosen so that it satisfies (i) $\Theta(\xi) \geqslant 0$ for all $\xi \in \mathbb{R}$, and (ii)

$$
\begin{equation*}
H(\xi):=\Theta(\xi)-\Theta(2 \xi)\left[|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}\right] \geqslant 0 \quad \forall \xi \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

The three wavelet masks are then

$$
\widehat{b^{1}}(\xi):=e^{i \xi} \theta(2 \xi) \overline{\hat{a}(\xi+\pi)}, \quad \widehat{b^{2}}(\xi):=\frac{\sqrt{2}}{2} h(\xi), \quad \text { and } \quad \widehat{b^{3}}(\xi):=\frac{\sqrt{2}}{2} e^{i \xi} h(\xi)
$$

where $\theta$ and $h$ are the square roots of $\Theta$ and $H$, respectively; that is, $\theta(\xi) \overline{\theta(\xi)}=\Theta(\xi)$ and $h(\xi) \overline{h(\xi)}=H(\xi)$.

Define the frame wavelet set $\Psi:=\left\{\psi^{1}, \psi^{2}, \psi^{3}\right\}$ by

$$
\begin{equation*}
\widehat{\psi^{\ell}}(\xi):=\widehat{b^{\ell}}(\xi / 2) \hat{\phi}(\xi / 2), \quad \ell=1,2,3 \tag{4.2}
\end{equation*}
$$

Then it was proven in [9] that the system $X(\Psi)$ forms a tight frame system of $L_{2}(\mathbb{R})$ by using the oblique extension principle (see [9, Proposition 1.11]).

One can reduce the number of frame wavelets to two by defining

$$
\widehat{b^{1}}(\xi):=e^{i \xi} \theta(2 \xi) \overline{\hat{a}(\xi+\pi)}, \quad \widehat{b^{2}}(\xi):=\hat{a}(\xi) h(2 \xi)
$$

Then it was proven in [9] that the $X(\Psi)$ with $\Psi:=\left\{\psi^{1}, \psi^{2}\right\}$ defined by

$$
\begin{equation*}
\widehat{\psi^{\ell}}(\xi)=\widehat{b^{\ell}}(\xi / 2) \hat{\phi}(\xi / 2), \quad \ell=1,2 \tag{4.3}
\end{equation*}
$$

is again a tight frame wavelet system in $L_{2}(\mathbb{R})$. Note that $\psi^{1}$ in (4.2) is the same function as $\psi^{1}$ in (4.3).

The construction of spline tight frame systems given in [9] starts with the MRA generated by a B-spline $B_{m}$ with refinement mask $\hat{a}(\xi)=2^{-m}\left(1+e^{-i \xi}\right)^{m}$. The fundamental function $\Theta$ can be chosen according to the needs of the approximation order of the truncated wavelet system; it satisfies $\Theta(\xi)>0$ for all $\xi \in \mathbb{R}$, and (4.1). An explicit form of $\Theta$ is given in [9, Lemma 3.4]. With $\Theta, \hat{a}$, and $H$, it is easy to obtain the functions defined in (4.2) and (4.3), whose corresponding wavelet systems form spline tight frame systems of $L_{2}(\mathbb{R})$. In this case, setting $\hat{c}(\xi)=e^{i \xi} \theta(\xi)$ in Corollary 3.4 and applying Theorem 2.2 , one can show easily that $X\left(\psi^{1}\right)$ is a Riesz basis for $L_{2}(\mathbb{R})$, where $\psi^{1}$ is defined in either (4.2) or (4.3).

In both spline function sets defined in (4.2) and (4.3), the first function $\psi^{1}$ is already able to generate a Riesz basis of $L_{2}(\mathbb{R})$, i.e., $X\left(\psi^{1}\right)$ is a Riesz basis of $L_{2}(\mathbb{R})$, which is an even stronger statement than that $X\left(\psi^{1}\right)$ is a frame of $L_{2}(\mathbb{R})$. The first role of $X\left(\psi^{2}\right)$ and $X\left(\psi^{3}\right)$ in (4.2) and $X\left(\psi^{2}\right)$ in (4.3) is to reduce the condition number determined by the upper and lower frame bounds of $X(\Psi)$ to be one, so that the whole system $X(\Psi)$ becomes a tight frame. The second role of other functions in both (4.2) and (4.3) is to give better dual systems. As we remarked before, the (unique) function corresponding to the biorthogonal dual of the system $X\left(\psi^{1}\right)$ normally has low order of smoothness with infinite support. With the help of $\psi^{2}$ and $\psi^{3}$ in system (4.2) and $\psi^{2}$ in the system (4.3), the whole system $X(\Psi)$ in both cases becomes a tight frame that is a self-dual system. All these are obtained at the cost of changing a nonredundant system $X\left(\psi^{1}\right)$ to a redundant system $X(\Psi)$.

We further note that since the wavelet mask $b^{2}$ in (4.3) vanishes at both 0 and $\pi$, therefore $\left[\widehat{\psi^{2}}, \widehat{\psi^{2}}\right](0)=0$. Since $\psi^{2}$ in (4.3) is compactly supported, $\psi^{2}$ and its shifts cannot form a Riesz system. This concludes that $X\left(\psi^{2}\right)$ is not a Riesz basis of $L_{2}(\mathbb{R})$.

The spline tight frame systems constructed above may not be symmetric since the square root of $\Theta$ may not be symmetric. This weak point was overcome in [12] by an elegant and careful choice of a symmetric $\theta$ such that $\theta^{2}=\Theta$ is the required fundamental function satisfying (4.1). Let $h$ be a square root of $H$ and set

$$
\begin{aligned}
& \widehat{b^{1}}(\xi):=e^{-i \xi} \theta(2 \xi) \overline{\hat{a}(\xi+\pi)} \\
& \widehat{b^{2}}(\xi):=\hat{a}(\xi)[h(2 \xi)+\overline{h(2 \xi)}] / 2 \\
& \widehat{b^{3}}(\xi):=\hat{a}(\xi)[h(2 \xi)-\overline{h(2 \xi)}] / 2
\end{aligned}
$$

Define

$$
\begin{equation*}
\widehat{\psi^{\ell}}(\xi):=\widehat{b^{\ell}}(\xi / 2) \hat{\phi}(\xi / 2), \quad \ell=1,2,3 \tag{4.4}
\end{equation*}
$$

Then $X(\Psi)$ with $\Psi:=\left\{\psi^{1}, \psi^{2}, \psi^{3}\right\}$ being defined in (4.4) forms a tight frame system in $L_{2}(\mathbb{R})$ and all the functions $\psi^{1}, \psi^{2}, \psi^{3}$ are either symmetric or antisymmetric (see [12] for details). Similarly, $X\left(\psi^{1}\right)$ is a Riesz basis for $L_{2}(\mathbb{R})$, but both $X\left(\psi^{2}\right)$ and $X\left(\psi^{3}\right)$ cannot be a Riesz basis of $L_{2}(\mathbb{R})$.

Next, we discuss the spline wavelet system given in [20] via the unitary extension principle of [20]. We discuss the construction from B-splines with an even order. The other case can be discussed similarly. Let $\phi$ be the centered B-spline of order $2 m$. Then its refinement mask is $\hat{a}(\xi):=\cos ^{2 m}(\xi / 2)$. We define $2 m$ wavelet masks by

$$
\widehat{b^{\ell}}(\xi):=i^{2 m+\ell} \sqrt{\frac{(2 m)!}{\ell!(2 m-\ell)!}} \sin ^{\ell}(\xi / 2) \cos ^{2 m-\ell}(\xi / 2), \quad \ell=1, \ldots, 2 m
$$

Then it was shown in [20] that the $2 m$ functions, $\Psi=\left\{\psi^{1}, \ldots, \psi^{2 m}\right\}$, defined by

$$
\begin{equation*}
\widehat{\psi^{\ell}}(\xi):=\widehat{b^{\ell}}(\xi / 2) \hat{\phi}(\xi / 2), \quad \ell=1, \ldots, 2 m \tag{4.5}
\end{equation*}
$$

form a tight frame system of $L_{2}(\mathbb{R})$ by using the unitary extension principle ([20, Corollary 6.7]).

Consider the function $\psi:=\psi^{2 m}(\cdot-1 / 2)$. Then $\psi$ is the function derived from an MRA generated by the centered B-spline $\phi$ with the refinement mask $\hat{a}(\xi):=$ $\cos ^{2 m}(\xi / 2)$. The corresponding wavelet mask of $\psi$ is

$$
\hat{b}(\xi)=e^{-i \xi} \sin ^{2 m}(\xi / 2)=e^{-i \xi} \overline{\hat{a}(\xi+\pi)}
$$

Hence, $X(\psi)$ forms a Riesz basis of $L_{2}(\mathbb{R})$ by Theorem 2.2. Since all the other masks $\widehat{b^{\ell}}, 1 \leqslant \ell<2 m$, vanish at both 0 and $\pi$, a similar discussion as above shows that $X\left(\psi^{\ell}\right), 1 \leqslant \ell<2 m$, cannot be a Riesz basis of $L_{2}(\mathbb{R})$.

Here are some remarks on the two extension principles mentioned above; the interested reader can find more details in $[20,9,2]$. Both the unitary extension principle of [20] and the oblique extension principle of [9] are derived from the characterization of MRA-based frames given in [20] (also see [11]). The unitary extension principle leads to the first set of the examples of compactly supported spline tight frames defined in (4.5). As pointed out in [9], the approximation order (see [9] for definitions) of the truncated tight frame expansion of $X(\Psi)$, where $\Psi$ is defined in (4.5), cannot be over 2. The attempt to derive spline tight frame systems whose truncated expansions have a better approximation order leads to the oblique extension principle of [9], which is a generalization of the unitary extension principle. This leads to a systematic
construction of spline tight wavelet frame systems whose truncated expansion has an arbitrary preassigned approximation order. Functions defined in (4.2) and (4.3) are examples of constructions given in [9]. In a similar fashion, [2] obtained the oblique extension principle independently by an attempt to improve the vanishing moments of the functions obtained from the unitary extension principle of [20].

In the rest of this section, we discuss some relations between Riesz wavelet bases constructed in this paper and bi-frames constructed in $[8,9]$. In order to do so, let us recall a result from [8, Corollary 3.4] (also see [9]). Let $\phi$ be a compactly supported refinable function in $L_{2}(\mathbb{R})$ with a finitely supported mask $a$ and $\hat{\phi}(0) \neq 0$. For any finitely supported sequence $b$ on $\mathbb{Z}$ such that

$$
\begin{equation*}
\hat{b}(0)=0 \quad \text { and } \quad \lim _{\xi \rightarrow \pi} \frac{\hat{a}(\xi)}{\hat{b}(\xi)}=0 \tag{4.6}
\end{equation*}
$$

define $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)$; then $X(\{\psi, \psi(\cdot-1 / 2)\})$ forms a wavelet frame in $L_{2}(\mathbb{R})$. Moreover, there exists $\left\{\tilde{\psi}^{1}, \tilde{\psi}^{2}\right\}$ of compactly supported functions, which are derived via the mixed oblique extension principle (see [9]) from an MRA generated by an arbitrarily chosen compactly supported refinable function $\tilde{\phi} \in L_{2}(\mathbb{R})$ whose mask contains the factor $\left(1+e^{-i \xi}\right)^{\ell}$, where $\ell$ is the smallest integer that is greater than the multiplicity of zeros of $\hat{b}(\xi)$ at $\xi=0$ such that $\left(X(\{\psi, \psi(\cdot-1 / 2)\}), X\left(\left\{\tilde{\psi}^{1}, \tilde{\psi}^{2}\right\}\right)\right)$ is a pair of bi-frames in $L_{2}(\mathbb{R})$. Since such a pair of bi-frames is MRA-based and all the wavelet masks are finitely supported, a fast frame transform (see [9]) associated with the bi-frames for both decomposition and reconstruction of functions is available.

Now let us discuss some relations between Riesz wavelet bases and bi-frames. Let $\phi \in L_{2}(\mathbb{R})$ be a compactly supported refinable function with $\hat{\phi}(0) \neq 0$ and a finitely supported mask $a$ such that $\hat{a}(0)=1$ and $\hat{a}(\pi)=0$. Let $b$ be a finitely supported sequence on $\mathbb{Z}$ such that $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$, where $\psi$ is defined to be $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)$. For example, such a wavelet mask $b$ and a function $\psi$ may be chosen as in Theorem 3.2. In particular, when $\phi$ is a B-spline of order $m$, the wavelet mask $b$ can be chosen to be

$$
e^{-i \xi}\left(\frac{1-e^{i \xi}}{2}\right)^{m}
$$

Since $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$, the compactly supported function $\psi$ must satisfy $\hat{\psi}(0)=0$ and $[\hat{\psi}, \hat{\psi}](0) \neq 0$. Since $\hat{\phi}(0) \neq 0$ and $\hat{\psi}(0)=0$, it follows from the definition $\hat{\psi}(\xi)=\hat{b}(\xi / 2) \hat{\phi}(\xi / 2)$ that $\hat{b}(0)=0$. On the other hand, we must have $\hat{b}(\pi) \neq 0$ since otherwise $\hat{b}(0)=\hat{b}(\pi)=0$ implies $[\hat{\psi}, \hat{\psi}](0)=0$, which is a contradiction. Now by $\hat{a}(\pi)=0$, it is evident that the wavelet mask $b$ must satisfy the conditions in (4.6). It follows from our discussion above (see [8, Corollary 3.4]) that $X(\{\psi, \psi(\cdot-1 / 2)\})$ is a wavelet frame. Note that $X(\{\psi, \psi(\cdot-1 / 2)\})=X(\psi) \cup X(\psi(\cdot-1 / 2))$ with $X(\psi)$ being a Riesz basis. Moreover, there exists a set $\left\{\tilde{\psi}^{1}, \psi^{2}\right\}$ of compactly supported smooth $L_{2}$ functions which are derived via the mixed oblique extension principle (see [9]) from an MRA generated by an arbitrarily chosen smooth refinable function such that $\left(X(\{\psi, \psi(\cdot-1 / 2)\}), X\left(\left\{\tilde{\psi}^{1}, \tilde{\psi}^{2}\right\}\right)\right)$ forms a pair of bi-frames. For this MRA based biframe pair, one can derive fast decomposition and reconstruction algorithms as given in [9].

On the other hand, since $X(\psi)$ is a Riesz basis, it has a unique Riesz dual basis, say $X(\tilde{\psi})$. But the unique Riesz dual wavelet $\tilde{\psi}$, as indicated by Theorem 3.2 , is not compactly supported and has a low order of smoothness. This indicates that $X(\psi)$,
being a Riesz basis, does not imply that the decomposition (analysis) operator must have an inverse in a function space other than the space $L_{2}(\mathbb{R})$ that is of interest to us in this paper, since its dual wavelet may have lower smoothness. Furthermore, though the decomposition operator may have an inverse in the function space, it may not have a fast reconstruction algorithm due to the slow decay of the dual masks with infinite support. However, the above discussions show that by introducing redundancy into a Riesz wavelet basis $X(\psi)$, one can obtain a compactly supported dual frame system which has the same smoothness (in some case, it can be extended to a tight frame wavelet system). Hence, the frame decomposition operator can be invertible in various function spaces, and a fast decomposition and reconstruction algorithm can be obtained based on the compactly supported dual frame.

The following example illustrates some of the above discussions. The reader is referred to $[8,9]$ for more details on bi-frames.

Example 4.1. Let $B_{3}$ be the $B$-spline function of order 3. The refinement mask for the refinable function $B_{3}$ is $\hat{a}(\xi)=2^{-3}\left(1+e^{-i \xi}\right)^{3}$. Define $\psi=\frac{1}{4} B_{3}(2 \cdot-1)-$ $\frac{3}{4} B_{3}(2 \cdot)+\frac{3}{4} B_{3}(2 \cdot+1)-\frac{1}{4} B_{3}(2 \cdot+2)$, that is, $\hat{\psi}(2 \xi)=2^{-3} e^{-i \xi}\left(1-e^{i \xi}\right)^{3} \widehat{B_{3}}(\xi)$. By Theorem 2.2, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$. The function $\psi$ has 3 vanishing moments and the regularity $5 / 2$. By Theorem 2.2 , its unique Riesz dual basis $X(\tilde{\psi})$ must have a noncompactly supported generator $\tilde{\psi}$. However, the frame system $X(\psi) \cup X(\psi(\cdot-$ $1 / 2)$ ) can have a compactly supported smooth dual frame as defined below. We choose $\tilde{\phi}=B_{3}$. Let $\tilde{b}^{1}$ and $\tilde{b}^{2}$ be two finitely supported sequences on $\mathbb{Z}$ given by

$$
\begin{aligned}
& \widehat{b^{1}}(\xi):=\frac{(z-1)^{3}}{1920}\left[13\left(z^{-6}+z^{2}\right)\right.+78\left(z^{-5}+z\right)+356\left(z^{-4}+1\right) \\
&\left.+1226\left(z^{-3}+z^{-1}\right)+2334 z^{-2}\right] \\
& \widehat{b^{2}}(\xi):=\frac{(z-1)^{3}}{960}\left[39\left(z^{-4}+z^{2}\right)+234\left(z^{-3}+z\right)+613\left(z^{-2}+1\right)+948 z^{-1}\right]
\end{aligned}
$$

where $z:=e^{-i \xi}$. Define the dual wavelet functions $\tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ by

$$
\widehat{\tilde{\psi}^{1}}(\xi)=\widehat{\tilde{b}^{1}}(\xi / 2) \widehat{B_{3}}(\xi / 2), \quad \widehat{\tilde{\psi}^{2}}(\xi)=\widehat{\tilde{b}^{2}}(\xi / 2) \widehat{B_{3}}(\xi / 2)
$$

Then it has been proved in $[8,9]$ that $\left(X(\{\psi, \psi(\cdot-1 / 2)\}), X\left(\left\{\tilde{\psi}^{1}, \tilde{\psi}^{2}\right\}\right)\right)$ is a pair of bi-frames in $L_{2}(\mathbb{R})$. Note that both $\tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ are compactly supported and antisymmetric. Moreover, they have the regularity $5 / 2$ and 3 vanishing moments. See Figure 3 for the graphs of all the functions $\psi, \tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$.
5. Other examples of Riesz wavelets with short support. In this section, we first show that one can further greatly shorten the support of the Riesz spline wavelets with the same order of smoothness given in section 2 by reducing the order of vanishing moments of the wavelets. The second part gives examples which are derived from interpolatory refinable functions.

THEOREM 5.1. Let $B_{m}$ be the $B$-spline function of order $m$. For any integer $\tilde{m}$ such that $\tilde{m} \geqslant m \log _{6}(8 / 3)$ (note that $\left.\log _{6}(8 / 3) \approx 0.5474\right)$ and $\tilde{m}+m$ is an even integer, define $\hat{\psi}(2 \xi):=e^{i \xi(m-\tilde{m}-2) / 2}\left(\frac{1-e^{i \xi}}{2}\right)^{\tilde{m}} \widehat{B_{m}}(\xi)$. Then $X(\psi)$ is a Riesz wavelet basis in $L_{2}(\mathbb{R})$.

Proof. We use Corollary 3.3. For this, we first note that the refinement mask of the spline $B_{m}$ is $\hat{a}(\xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{m} \hat{A}(\xi)$ with $\hat{A}(\xi)=1$. Let $\hat{b}(\xi):=e^{i \xi(m-\tilde{m}-2) / 2}\left(\frac{1-e^{i \xi}}{2}\right)^{\tilde{m}}$


FIG. 3. The graphs of the functions $\psi$ and $\psi(\cdot-1 / 2)$ (top row) and the graphs of the dual functions $\tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ (bottom row) in Example 4.1. All the functions $\psi, \psi(\cdot-1 / 2), \tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ have 3 vanishing moments and the regularity $5 / 2$. The system $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$ and $\left(X(\{\psi, \psi(\cdot-1 / 2)\}), X\left(\left\{\tilde{\psi}^{1}, \tilde{\psi}^{2}\right\}\right)\right)$ is a pair of bi-frames derived from the $B$-spline function $B_{3}$ of order 3 .
and define $\hat{\psi}(2 \xi)=\hat{b}(\xi) \widehat{B_{m}}(\xi)$. Then

$$
\begin{align*}
\hat{d}(\xi) & :=\hat{a}(\xi) \hat{b}(\xi+\pi)-\hat{a}(\xi+\pi) \hat{b}(\xi) \\
& =e^{-i \xi}(-1)^{(m-\tilde{m}-2) / 2}\left[\cos ^{m+\tilde{m}}(\xi / 2)+\sin ^{m+\tilde{m}}(\xi / 2)\right] \neq 0 \tag{5.1}
\end{align*}
$$

The mask $\hat{\tilde{a}}$ in Theorem 3.2 is

$$
\hat{\tilde{a}}(\xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{\tilde{m}} \hat{\tilde{A}}(\xi) \quad \text { with } \quad \hat{\tilde{A}}(\xi):=\frac{e^{-i \xi(m-\tilde{m}) / 2}}{\cos ^{m+\tilde{m}}(\xi / 2)+\sin ^{m+\tilde{m}}(\xi / 2)}
$$

Consider $f_{n}(x):=x^{n}+(1-x)^{n}, 0 \leqslant x \leqslant 1$, and $n \in \mathbb{N}$. Since $f_{n}^{\prime}(x)=n\left[x^{n-1}-(1-\right.$ $\left.x)^{n-1}\right], f_{n}$ decreases on $[0,1 / 2]$ and increases on $[1 / 2,1]$. Therefore, $f_{n}(x) \geqslant f_{n}(1 / 2)$ for all $x \in[0,1]$.

Since $f_{n}$ decreases on $[0,1 / 4]$, we have

$$
f_{n}\left((2 x-1)^{2}\right) f_{n}(x) \geqslant f_{n}(1 / 2) f_{n}(x) \geqslant f_{n}(1 / 2) f_{n}(1 / 4) \quad \forall x \in[0,1 / 4]
$$

On the other hand, since the map $x \mapsto(2 x-1)^{2}$ maps the interval [1/4, $\left.1 / 2\right]$ onto the interval $[0,1 / 4]$, we have

$$
f_{n}\left((2 x-1)^{2}\right) f_{n}(x) \geqslant f_{n}(1 / 4) f_{n}(x) \geqslant f_{n}(1 / 2) f_{n}(1 / 4) \quad \forall x \in[1 / 4,1 / 2]
$$

By the symmetry of $f_{n}$ on $[0,1]$, we conclude that

$$
\begin{aligned}
f_{n}\left((2 x-1)^{2}\right) f_{n}(x) & \geqslant f_{n}(1 / 2) f_{n}(1 / 4)=2^{1-n}\left(4^{-n}+3^{n} 4^{-n}\right) \\
& >2^{1-3 n} 3^{n} \quad \forall x \in[0,1], n \in \mathbb{N} .
\end{aligned}
$$

Now, since $m+\tilde{m}$ is an even integer, we observe that for all $\xi \in \mathbb{R}$,

$$
\begin{aligned}
|\hat{\tilde{A}}(2 \xi) \hat{\tilde{A}}(\xi)| & =\left[f_{(m+\tilde{m}) / 2}\left(\left(2 \cos ^{2}(\xi)-1\right)^{2}\right) f_{(m+\tilde{m}) / 2}\left(\cos ^{2}(\xi / 2)\right)\right]^{-1} \\
& <2^{3(m+\tilde{m}) / 2-1} 3^{-(m+\tilde{m}) / 2}
\end{aligned}
$$

Since $2^{3(m+\tilde{m}) / 2-1} 3^{-(m+\tilde{m}) / 2} \leqslant 2^{2 \tilde{m}-1}$ for all $\tilde{m} \geqslant m \log _{6}(8 / 3)$, we conclude that $\rho_{\tilde{A}}<2^{\tilde{m}-1 / 2}$ for all $\tilde{m} \geqslant m \log _{6}(8 / 3)$. It is clear that $\rho_{A}=1<2^{m-1 / 2}$. Hence, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$ by Corollary 3.3.

The assumption that $m+\tilde{m}$ is an even integer in Theorem 5.1 is used only to guarantee that (5.1) holds. A more refined analysis can be employed in Theorem 5.1 to show that $\rho_{\tilde{A}} \leqslant(4 / 3)^{(m+\tilde{m}) / 2}$ by estimating $\hat{\tilde{A}}_{3}$. Therefore, $\tilde{m}>m \log _{3}(4 / 3)+\log _{3} 2$ is enough and $\log _{3}(4 / 3) \approx 0.26186$.

Example 5.2. Let $m=4$ and $\tilde{m}=2$. Define $\hat{b}(\xi)=\left(1-e^{i \xi}\right)^{2} / 4$ and $\hat{\psi}(2 \xi)=$ $\hat{b}(\xi) \widehat{B_{4}}(\xi)$. Since $m+\tilde{m}=6$ is an even number and $\tilde{m}>m \log _{3}(4 / 3)+\log _{3} 2 \approx 1.6784$, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$. The function $\psi$ has 2 vanishing moments and the regularity $7 / 2$. See Figure 4 for the graphs of the functions $B_{4}$ and $\psi$.

In the following, we consider a continuous refinable function $\phi$ that satisfies the condition $\phi(k)=\delta(k), k \in \mathbb{Z}$. Such a refinable function is called an interpolatory refinable function. Clearly, the centered piecewise linear B-spline $B_{2}$ is interpolatory. However, the higher order B-splines are not interpolatory. Smooth interpolatory refinable functions can be obtained by a convolution of a B-spline with a distribution. More precisely, for any positive integer $m$, the mask $a$ given by

$$
\begin{equation*}
\hat{a}(\xi)=\cos ^{2 m}(\xi / 2) P_{m}\left(\sin ^{2}(\xi / 2)\right) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{m}(x):=\sum_{j=0}^{m-1} \frac{(m-1+j)!}{j!(m-1)!} x^{j}, \quad x \in \mathbb{R} \tag{5.3}
\end{equation*}
$$

defines an interpolatory refinable function $\phi$ with the refinement mask $a$ in (5.2).
This set of masks for interpolatory refinable functions was provided in [6]. Each of them is the autocorrelation of a refinement mask of some refinable function whose shifts form an orthonormal system. Interpolatory masks were constructed first, then the masks of the compactly supported orthonormal refinable functions were obtained as a square root of $\hat{a}$ in [6]. More details about this construction can be found in $[6,7]$.

THEOREM 5.3. Let $m$ be a positive integer. Let $\phi$ be the interpolatory refinable function with the mask a defined in (5.2). Define $\hat{\psi}(2 \xi)=e^{-i \xi} \overline{\hat{a}}(\xi+\pi) \hat{\phi}(\xi)$. Then $X(\psi)$ is a Riesz basis in $L_{2}(\mathbb{R})$.

Proof. To apply Lemma 2.1, we first note that

$$
\hat{a}(\xi)=2^{-2 m}\left(1+e^{-i \xi}\right)^{2 m} \hat{A}(\xi) \quad \text { with } \quad \hat{A}(\xi):=e^{i m \xi} P_{m}\left(\sin ^{2}(\xi / 2)\right),
$$



FIG. 4. The graph of the spline $B_{4}$ (top) and the graph of the function $\psi$ (bottom) in Example 5.2. The function $\psi$ has 2 vanishing moments and the regularity $7 / 2$. The system $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.
and

$$
\hat{\tilde{A}}(\xi)=\frac{\hat{A}(\xi)}{|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2}}
$$

Then [7, Lemmas 7.1.7 and 7.1.8] say that $\rho_{A} \leqslant P_{m}(3 / 4) \leqslant 3^{m-1}$ for all $m \in \mathbb{N}$ (see [7, p. 226]). Therefore, $\rho_{A} \leqslant 3^{m-1}<2^{2 m-1 / 2}$ for all $m \in \mathbb{N}$.

Since the mask of any interpolatory refinable function must satisfy

$$
\hat{a}(\xi)+\hat{a}(\xi+\pi)=1, \quad \xi \in \mathbb{R}
$$

we have $|\hat{a}(\xi)|^{2}+|\hat{a}(\xi+\pi)|^{2} \geqslant 1 / 2$ for all $\xi \in \mathbb{R}$. Thus, $|\hat{\tilde{A}}| \leqslant 2|\hat{A}|$. This leads to

$$
\rho_{\tilde{A}} \leqslant 2 \rho_{A} \leqslant 2 \times 3^{m-1}<2^{2 m-1 / 2} \quad \forall m \in \mathbb{N}
$$

Hence, $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$ by Lemma 2.1.
Example 5.4. Let $\phi$ be the interpolatory refinable function with the mask $\hat{a}(\xi)=$ $\frac{1}{2}+\frac{9}{16} \cos (\xi)-\frac{1}{16} \cos (3 \xi)$, that is, the mask $a$ is given in (5.2) with $m=2$. Define $\hat{b}(\xi)=e^{-i \xi} \overline{\hat{a}}(\xi+\pi)$ and $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)$. By Theorem 5.3, $X(\psi)$ is a Riesz wavelet basis for $L_{2}(\mathbb{R})$. The function $\psi$ has 4 vanishing moments and the regularity 2.44077. See Figure 5 for graphs of the interpolatory refinable function $\phi$ and the function $\psi$.


Fig. 5. The graph of the interpolatory refinable function $\phi$ (top) and the graph of the function $\psi$ (bottom) in Example 5.4. The function $\psi$ has 4 vanishing moments and the regularity 2.44077. The system $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.

The support of the function in Theorem 5.3 can be further shortened by reducing the order of vanishing moments as shown in the next result.

Theorem 5.5. Let $m$ be a positive integer. Let $\phi$ be the interpolatory refinable function with the mask a given in (5.2). Define $\hat{\psi}(2 \xi)=\left(\frac{1-e^{i \xi}}{2}\right)^{2} \hat{\phi}(\xi)$. Then $X(\psi)$ is a Riesz basis for $L_{2}(\mathbb{R})$.

Proof. We apply Corollary 3.3. For this, we note that

$$
\begin{aligned}
& \hat{a}(\xi)=2^{-2 m}\left(1+e^{-i \xi}\right)^{2 m} \hat{A}(\xi) \quad \text { with } \quad \hat{A}(\xi):=e^{i m \xi} P_{m}\left(\sin ^{2}(\xi / 2)\right), \\
& \hat{b}(\xi):=\left(1-e^{i \xi}\right)^{2} / 4
\end{aligned}
$$

and
$\hat{d}(\xi)=e^{i \xi}\left[\cos ^{2 m+2}(\xi / 2) P_{m}\left(\sin ^{2}(\xi / 2)\right)+\sin ^{2 m+2}(\xi / 2) P_{m}\left(\cos ^{2}(\xi / 2)\right)\right] \neq 0 \quad \forall \xi \in \mathbb{R}$.
Then $\hat{\tilde{a}}(\xi)=2^{-2}\left(1+e^{-i \xi}\right)^{2} \tilde{\tilde{A}}(\xi)$ with

$$
\hat{\tilde{A}}(\xi):=\frac{e^{i \xi}}{\cos ^{2 m+2}(\xi / 2) P_{m}\left(\sin ^{2}(\xi / 2)\right)+\sin ^{2 m+2}(\xi / 2) P_{m}\left(\cos ^{2}(\xi / 2)\right)}
$$

To apply Corollary 3.3, it remains to estimate $\hat{\tilde{A}}$. We note that for positive numbers $a_{1}, a_{2}, a_{3}, a_{4}$, it is easy to verify that $\frac{a_{1}}{a_{2}} \leqslant \frac{a_{3}}{a_{4}}$ implies $\frac{a_{1}}{a_{2}} \leqslant \frac{a_{1}+a_{3}}{a_{2}+a_{4}} \leqslant \frac{a_{3}}{a_{4}}$.

Since $P_{m}(x)=\sum_{j=0}^{m-1} c_{j} x^{j}$, where $c_{j}:=\frac{(m-1+j)!}{j!(m-1)!}>0$, it follows from

$$
\frac{c_{0}}{c_{0}} \leqslant \frac{c_{1}(1-x)}{c_{1} x} \leqslant \cdots \leqslant \frac{c_{m-1}(1-x)^{m-1}}{c_{m-1} x^{m-1}}=\frac{(1-x)^{m-1}}{x^{m-1}}, \quad x \in(0,1 / 2],
$$

that

$$
\frac{P_{m}(1-x)}{P_{m}(x)} \leqslant \frac{(1-x)^{m-1}}{x^{m-1}} \leqslant \frac{(1-x)^{m}}{x^{m}} \quad \forall x \in(0,1 / 2] .
$$

In other words, we have $x^{m} P_{m}(1-x) \leqslant(1-x)^{m} P_{m}(x)$ for all $x \in[0,1 / 2]$. Thus, we deduce that

$$
(1-x-x) x^{m} P_{m}(1-x) \leqslant(1-x-x)(1-x)^{m} P_{m}(x) \quad \forall x \in[0,1 / 2],
$$

which is equivalent to

$$
\begin{array}{r}
(1-x) x^{m} P_{m}(1-x)-x^{m+1} P_{m}(1-x) \leqslant(1-x)^{m+1} P_{m}(x)-x(1-x)^{m} P_{m}(x) \\
\forall x \in[0,1 / 2] .
\end{array}
$$

Hence,

$$
\begin{array}{r}
(1-x) x^{m} P_{m}(1-x)+x(1-x)^{m} P_{m}(x) \leqslant x^{m+1} P_{m}(1-x)+(1-x)^{m+1} P_{m}(x) \\
\forall x \in[0,1 / 2] .
\end{array}
$$

Note that $x^{m} P_{m}(1-x)+(1-x)^{m} P_{m}(x)=1$ for all $x \in[0,1 / 2]$. For any $x \in[0,1 / 2]$, we have

$$
\begin{aligned}
1 & =(1-x+x)\left[x^{m} P_{m}(1-x)+(1-x)^{m} P_{m}(x)\right] \\
& =\left[(1-x) x^{m} P_{m}(1-x)+x(1-x)^{m} P_{m}(x)\right]+\left[x^{m+1} P_{m}(1-x)+(1-x)^{m+1} P_{m}(x)\right] \\
& \leqslant 2\left[x^{m+1} P_{m}(1-x)+(1-x)^{m+1} P_{m}(x)\right] .
\end{aligned}
$$

Consequently, by symmetry, we deduce that

$$
x^{m+1} P_{m}(1-x)+(1-x)^{m+1} P_{m}(x) \geqslant 1 / 2 \quad \forall x \in[0,1] .
$$

Using the above inequality and taking $x=\cos ^{2}(\xi / 2)$, we have

$$
|\hat{\tilde{A}}(\xi)|=\left[x^{m+1} P_{m}(1-x)+(1-x)^{m+1} P_{m}(x)\right]^{-1} \leqslant 2 \quad \forall \xi \in \mathbb{R} .
$$

It follows from the definition of $\rho_{\tilde{A}}$ that $\rho_{\tilde{A}} \leqslant 2<2^{2-1 / 2}$. Hence, $X(\psi)$ must be a Riesz basis for $L_{2}(\mathbb{R})$ by Corollary 3.3. $\square$

Example 5.6. Let $\phi$ be the interpolatory refinable function with the mask $\hat{a}(\xi)=$ $\frac{1}{2}+\frac{9}{16} \cos (\xi)-\frac{1}{16} \cos (3 \xi)$, that is, the mask $a$ is given in (5.2) with $m=2$. Define $\hat{b}(\xi)=\left(1-e^{i \xi}\right)^{2} / 4$ and $\hat{\psi}(2 \xi)=\hat{b}(\xi) \hat{\phi}(\xi)$. By Theorem 5.5, $X(\psi)$ is a Riesz wavelet basis for $L_{2}(\mathbb{R})$. The function $\psi$ has 2 vanishing moments and the regularity 2.44077. See Figure 6 for graphs of the interpolatory refinable function $\phi$ and the function $\psi$.
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#### Abstract

We discuss the well-posedness of a class of Neumann problems for $n \times n$ quasi-linear parabolic systems arising from models of sedimentation of polydisperse suspensions in engineering applications. This class of initial-boundary value problems includes the standard (zero-flux) Neumann condition in the limit as a positive perturbation parameter $\theta$ goes to 0 . We call, in general, the problem associated with $\theta \geq 0$ the $\theta$-flux Neumann problem. The Neumann boundary conditions, although natural and usually convenient for integration by parts, are nonlinear and couple the different components of the system. An important aspect of our analysis is a time stepping procedure that considers linear boundary conditions for each time step in order to circumvent the difficulties arising from the nonlinear coupling in the original boundary conditions. We prove the well-posedness of the $\theta$-flux Neumann problems for $\theta>0$ and obtain a solution of the standard (zero-flux) Neumann problem as the limit for $\theta \rightarrow 0$ of solutions of the $\theta$-flux Neumann problems. Concerning applications, the analysis developed here supports a new model for the settling of polydisperse suspensions forming compressible sediments.
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1. Introduction. We consider the initial-boundary value problem for certain quasi-linear parabolic systems of the (upper triangular) form

$$
\begin{equation*}
\partial_{t} u_{i}+\partial_{x} f_{i}(u)=\sum_{j=i}^{n} \partial_{x}\left(B_{i j}(u) \partial_{x} u_{j}\right), \quad i=1, \ldots, n, \tag{1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{\mathrm{T}}$ and $(x, t) \in Q:=(-1,1) \times(0, T)$. We consider the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in \Omega:=(-1,1) \tag{1.2}
\end{equation*}
$$

where $u_{0}=\left(u_{01}, \ldots, u_{0 n}\right)^{\mathrm{T}}$ is a function on $\Omega$ for which regularity assumptions are made below. The so-called $\theta$-flux Neumann boundary conditions are given by

$$
\begin{equation*}
f_{i}(u)-\sum_{j=i}^{n} B_{i j}(u)\left(\partial_{x} u_{j} \pm \theta\left(u_{j}-u_{j}^{ \pm}(t)\right)\right)=0, \quad x= \pm 1, \quad i=1, \ldots, n \tag{1.3}
\end{equation*}
$$

[^30]Here, $\theta>0$ and $u^{ \pm}=\left(u_{1}^{ \pm}, \ldots, u_{n}^{ \pm}\right)^{\mathrm{T}}$ are functions on $(0, T)$ for which regularity assumptions are also stated below. In matrix form, (1.1) and (1.3) read

$$
\begin{gather*}
\partial_{t} u+\partial_{x} f(u)=\partial_{x}\left(B(u) \partial_{x} u\right), \quad(x, t) \in Q  \tag{1.4}\\
f(u)-B(u)\left(\partial_{x} u \pm \theta\left(u-u^{ \pm}(t)\right)\right)=0, \quad x= \pm 1, \quad 0<t<T \tag{1.5}
\end{gather*}
$$

where we denote $f(u)=\left(f_{1}(u), \ldots, f_{n}(u)\right)^{\mathrm{T}}$ and $B(u)=\left(B_{i j}(u)\right)_{i, j=1}^{n}$. We impose the parabolicity condition

$$
\begin{equation*}
B_{i i}(u) \geq \nu>0, \quad u \in \Delta, \quad i=1, \ldots, n \tag{1.6}
\end{equation*}
$$

and assume that the matrix $B(u)$ is upper triangular, i.e.,

$$
\begin{equation*}
B_{i j}(u) \equiv 0 \quad \text { if } i>j \tag{1.7}
\end{equation*}
$$

When $\theta \rightarrow 0$, condition (1.3) reduces to the standard (zero-flux) Neumann boundary condition given by

$$
\begin{equation*}
f_{i}(u)-\sum_{j=i}^{n} B_{i j}(u) \partial_{x} u_{j}=0, \quad x= \pm 1, \quad t \in(0, T), \quad i=1, \ldots, n \tag{1.8}
\end{equation*}
$$

We assume that the functions $f_{i}(u)$ and $B_{i j}(u)$ are smooth on the set

$$
\begin{equation*}
\Delta:=\left\{u \in \mathbb{R}^{n}: u_{1} \geq 0, \ldots, u_{n} \geq 0, u_{1}+\cdots+u_{n} \leq 1\right\} \tag{1.9}
\end{equation*}
$$

and that

$$
\begin{equation*}
u_{0}(x) \in \Delta, u^{ \pm}(t) \in \Delta \quad \text { for all } x \in \Omega, t \in(0, T) \tag{1.10}
\end{equation*}
$$

More precisely, we assume

$$
\begin{equation*}
f_{i}, \frac{\partial f_{i}}{\partial u_{j}}, B_{i j}, \frac{\partial B_{i j}}{\partial u_{k}}, \frac{\partial^{2} B_{i j}}{\partial u_{k} \partial u_{l}} \in H^{\beta}(\Delta), \beta \in(0,1) \tag{1.11}
\end{equation*}
$$

where $H^{\beta}(\Delta)$ is the space of Hölder continuous functions (with Hölder exponent $\beta$ ) defined on $\Delta$.

Our interest in problem (1.1), (1.2), (1.8) comes from a mathematical model for the sedimentation of polydisperse suspensions in engineering applications. This model will be further analyzed in this paper. Guided by this model, we assume the following conditions, which are relevant for the invariance of $\Delta$ :

$$
\begin{align*}
& \left.f_{i}\right|_{u_{i}=0}=0, \quad i=1, \ldots, n ;\left.\quad\left(f_{1}+\cdots+f_{n}\right)\right|_{u_{1}+\cdots+u_{n}=1}=0  \tag{1.12}\\
& \left\{\begin{array}{l}
\left\{\left.B_{i j}\right|_{u_{i}=0}=\mu_{i} \delta_{i j}, \quad i, j=1, \ldots, n\right. \\
\left.B_{11}\right|_{u_{1}+\cdots+u_{n}=1}=\left.\left(B_{12}+B_{22}\right)\right|_{u_{1}+\cdots+u_{n}=1} \\
\quad=\cdots=\left.\sum_{j=1}^{n} B_{j n}\right|_{u_{1}+\cdots+u_{n}=1}
\end{array}\right. \tag{1.13}
\end{align*}
$$

where $\delta_{i j}=0$ for $i \neq j, \delta_{i i}=1$, and the $\mu_{i}$ are positive functions defined over the hyperplanes $u_{i}=0$.

We denote by $H^{k+\beta}([a, b])$ the space of the functions on the closed interval $[a, b]$ whose derivatives up to $k$ th order are Hölder continuous with exponent $\beta$. By
$H^{\alpha, \alpha / 2}(\bar{Q})$ we denote the space of Hölder continuous functions on $\bar{Q}$ associated with the norm

$$
\begin{aligned}
|u|_{Q}^{(\alpha)}:= & \sup _{\bar{Q}}|u(x, t)|+\sup _{x_{1}, x_{2} \in \bar{\Omega}, t \in[0, T]} \frac{\left|u\left(x_{1}, t\right)-u\left(x_{2}, t\right)\right|}{\left|x_{1}-x_{2}\right|^{\alpha}} \\
& +\sup _{x \in \bar{\Omega}, t_{1}, t_{2} \in[0, T]} \frac{\left|u\left(x, t_{1}\right)-u\left(x, t_{2}\right)\right|}{\left|t_{1}-t_{2}\right|^{\alpha / 2}} .
\end{aligned}
$$

Let $H^{2+\alpha, 1+\alpha / 2}(Q)$ be the space of the functions on $Q$ whose first and second $x$ derivatives and the $t$-derivative belong to $H^{\alpha, \alpha / 2}(K)$ for any compact set $K \subseteq Q$. For simplicity, we also write, e.g., $v \in H^{\alpha, \alpha / 2}(K)$ for a vector function $v=\left(v_{1}, \ldots, v_{n}\right)^{\mathrm{T}}$ if all components of $v$ belong to $H^{\alpha, \alpha / 2}$.

The following theorem states our main result concerning the $\theta$-flux Neumann problem (1.1)-(1.3).

Theorem 1.1. Let $\theta>0$ be fixed. Assume that

$$
\begin{equation*}
u_{0} \in H^{2+\beta}([-1,1]), \quad u^{ \pm} \in H^{1+\beta}([0, T]) \tag{1.14}
\end{equation*}
$$

and that the compatibility conditions

$$
\begin{align*}
& f_{i}\left(u_{0}( \pm 1)\right)-\sum_{j=i}^{n} B_{i j}\left(u_{0}( \pm 1)\right)\left(\partial_{x} u_{0 j}( \pm 1) \pm \theta\left(u_{0 j}( \pm 1)-u_{j}^{ \pm}(0)\right)\right)=0  \tag{1.15}\\
& i=1, \ldots, n
\end{align*}
$$

are satisfied. Furthermore, suppose that $f(u), B(u), u_{0}, u^{ \pm}$satisfy (1.6), (1.7), and (1.10)-(1.13). Then, problem (1.1)-(1.3) has a unique classical solution $u$ such that $u \in H^{2+\beta, 1+\beta / 2}(Q)$ and (1.1) is satisfied on $Q, u, u_{x} \in H^{\alpha, \alpha / 2}(\bar{Q})$ for some $0<\alpha \leq$ $\beta$, and conditions (1.2), (1.5) are satisfied in the usual sense of continuous functions. Moreover, $u(x, t) \in \Delta$ for $(x, t) \in \bar{Q}$.

We also state here our main result for the limit problem (1.1), (1.2), (1.8).
Theorem 1.2. Let $f(u)$ and $B(u)$ be as in Theorem 1.1. Assume $u_{0} \in L^{2}(\Omega)$. Then problem (1.1), (1.2), (1.8) has a solution $u(x, t)$ in the sense that $u$ satisfies (1.1) in the classical sense in $Q, u$ satisfies (1.2) in the sense that $u(\cdot, t) \rightarrow u_{0}(\cdot)$ in $L^{2}(\Omega)$ as $t \rightarrow 0$, and the boundary condition (1.8) is satisfied in the sense that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{h} \int_{\Omega_{h \pm}} \int_{0}^{T}\left(B(u) u_{x}-f(u)\right) \chi(t) d t d x=0 \quad \text { for all } \chi \in L^{2}(0, T) \tag{1.16}
\end{equation*}
$$

where $\Omega_{h+}:=(1-h, 1)$ and $\Omega_{h-}:=(-1,-1+h)$. Moreover, $u(x, t) \in \Delta$ for $(x, t) \in$ $\bar{Q}$.
1.1. Brief outline of the proofs of Theorems 1.1 and 1.2. We briefly outline the proofs of Theorems 1.1 and 1.2. Concerning Theorem 1.1, we first consider the approximate problems for $\varepsilon>0$,

$$
\begin{gather*}
\partial_{t} u_{i}+\partial_{x} f_{i}(u)=\sum_{j=i}^{n} \partial_{x}\left(B_{i j}(u) \partial_{x} u_{j}\right)+\varepsilon\left(\frac{1}{n}-u_{i}\right), \quad i=1, \ldots, n,  \tag{1.17}\\
u(x, 0)=u_{0 \varepsilon}(x):=(1-\varepsilon) u_{0}(x)+\frac{\varepsilon}{2 n} e, \quad x \in \Omega, \quad e:=(1, \ldots, 1)^{\mathrm{T}},  \tag{1.18}\\
f_{i}(u)-\sum_{j=i}^{n} B_{i j}(u)\left(\partial_{x} u_{j} \pm \theta\left(u_{j}-u_{\varepsilon j}^{ \pm}(t)\right)\right)=0, \quad x= \pm 1, \quad i=1, \ldots, n, \tag{1.19}
\end{gather*}
$$

where we define

$$
u_{\varepsilon}^{ \pm}:=(1-\varepsilon) u^{ \pm}+\frac{\varepsilon}{2 n} e .
$$

The importance of introducing the perturbed problem (1.17)-(1.19) is related to the verification of the positive invariance of the region $\Delta$. Indeed, the latter will follow from conditions (1.12) and (1.13) by proceeding as in [6] and [10]. The new point here is the argument on the boundary, which, as in [10], evaluates the sign of the space derivative given by the boundary condition (1.19) by using (1.12) and (1.13). Once we prove the invariance of $\Delta$, for the subsequent analysis in the time stepping procedure we may assume $f(u)$ and $B(u)$ to be defined conveniently outside $\Delta$ in order to guarantee the a priori uniform boundedness of the solutions of the step problems; e.g., we may assume $f(u)=0$ and $B(u)=\nu$ Id outside a bounded open set containing $\Delta$, where Id is the identity matrix.

Because of the nonlinear coupling in the boundary condition (1.19), the proof of Theorem 1.1 requires a time stepping procedure. This consists of linearizing the boundary condition in each step and thus obtaining the solution for each of the resulting problems. The initial-boundary value problem in the $k$ th step with initial time $t=k \Delta t$, for $k \geq 1$, is given by (1.17) plus the value of the solution of the $(k-1)$ th step as initial condition, i.e.,

$$
\begin{equation*}
u(x, k \Delta t)=u^{[k-1]}(x, k \Delta t-0), \quad x \in \Omega \tag{1.20}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\partial_{x} u \pm \theta\left(u-u_{\varepsilon}^{ \pm}(t)\right)=\left.B\left(u^{[k-1]}\right)^{-1} f\left(u^{[k-1]}\right)\right|_{x= \pm 1, t=k \Delta t-0}, t>k \Delta t \tag{1.21}
\end{equation*}
$$

where by $u^{[k]}$ we denote the solution of the $k$ th step problem. Let us call the problem just described the $k$ th step problem (1.17), (1.20), (1.21). For $k=0$, we may define the 0 th step problem (1.17), (1.20), (1.21) as above, agreeing to define $u^{[-1]}(x, 0)=u_{0}(x)$. Since the initial condition (1.20) and the boundary condition (1.21) may not satisfy the appropriate compatibility conditions, it is not possible to guarantee the well-posedness of $(1.17),(1.20),(1.21)$. Nevertheless, a solution can always be obtained as the limit of solutions of well-posed problems obtained through a small regularization of those initial and boundary conditions enforcing the compatibility conditions. The wellposedness of the regularized $k$ th step problem $(1.17),(1.20),(1.21)$ is proved exactly in the same way as that of the similar problem in [10]. We recall that [10] follows the basic strategy of [13], whose main point is the application of the Leray-Schauder fixed point theorem, combined with bottom to top recursive a priori estimates similar to the procedure in [1]. Actually, the most important point in [10] is related to the regularity at the boundary. In general, in order to prove such regularity (see, e.g., [13]), we need to assume a certain smoothness of the coefficients of the second order terms with respect to one of the independent variables, $x, t$, which is not possible when dealing with system (1.17) since, although we assume that $B(u)$ is upper triangular, we do not assume that the $B_{i j}$ depend only on $u_{k}$ for $k \geq i$; rather, they can depend on all components of $u$. To surmount this difficulty, we use the idea introduced in [10], which is to use the good sign of the boundary term resulting from integration by parts in the crucial estimates.

We then define $u^{\Delta}(x, t)$ in $Q$ by assuming $T=N \Delta t$ and setting $u^{\Delta}(x, t):=$ $u^{[k]}(x, t)$ for $(x, t) \in \Omega \times[k \Delta t,(k+1) \Delta t), k=0,1, \ldots, N$. Looking carefully at
the a priori estimates obtained for the $k$ th step problem (1.17), (1.20), (1.21), $k=$ $0,1, \ldots, N$, we show that it is possible to combine the first three, which imply that $u^{\Delta} \in H^{\beta, \beta / 2}(\bar{Q})$ for some $\beta \in(0,1)$ with the Hölder norm bounded by a constant independent of $\varepsilon$ and $\Delta t$, and that for some $c>0$, also independent of $\varepsilon$ and $\Delta t$,

$$
\begin{equation*}
\int_{Q}\left(\left|u_{x x}^{\Delta}\right|^{2}+\left|u_{x}^{\Delta}\right|^{4}+\left|u_{t}^{\Delta}\right|^{2}\right) d x d t \leq c . \tag{1.22}
\end{equation*}
$$

The uniform boundedness of the Hölder norm of $u^{\Delta}$ in $H^{\beta, \beta / 2}(\bar{Q})$ provides the compactness of the sequence $\left\{u^{\Delta}\right\}$ in $H^{\alpha, \alpha / 2}(\bar{Q})$ for any $0<\alpha<\beta$, and so we may make $\Delta t \rightarrow 0$ and extract a subsequence $u^{\Delta^{\prime}}$ converging to a certain $u^{\varepsilon}$ in $H^{\alpha, \alpha / 2}(\bar{Q})$ for each $\varepsilon>0$. The limit $u^{\varepsilon}$ will then satisfy an integral identity which is a weak formulation for problem (1.17)-(1.19). Using this integral identity and the estimate obtained from (1.22) we show that $u^{\varepsilon}$ is in fact the unique smooth solution of (1.17)(1.19).

Finally, we make $\varepsilon \rightarrow 0$ using the relative compactness guaranteed by the regularity of $u^{\varepsilon}$, which is uniform with respect to $\varepsilon$. It then follows that any vector function which is the limit of a converging subsequence of solutions of problem (1.17)-(1.19) is a classical solution of problem (1.1)-(1.3). Uniqueness follows in a standard way by taking the difference of the equations for any two solutions, multiplying each equation resulting from the difference of the corresponding components by the difference of these components, integrating over $\Omega$, using integration by parts, and making estimates in a bottom-to-top iterative way.

As for Theorem 1.2, we obtain its proof by compactness, taking the limit as $\theta \rightarrow 0$ of a subsequence of solutions of (1.1)-(1.3) and proving that the limit function verifies the required properties. As for the uniqueness, no method for proving it is yet known for the class of regularity to which the solution obtained in this limit process belongs, in which we miss boundedness of the first space derivative up to the boundary.

Correlated works besides $[9,10]$ include the following. In the above mentioned book [13], the theory developed for linear and quasi-linear equations is applied to quasi-linear systems of type (1.1) (in the multidimensional case) where the nonlinear diffusion matrix is a scalar multiple of the identity matrix. We also mention the results of Amann [1] which require $f_{i}=f_{i}\left(u_{i}, \ldots, u_{n}\right)$ and $B_{i j}=B_{i j}\left(u_{i}, \ldots, u_{n}\right)$, $1 \leq i \leq j \leq n$, besides (1.6) and the upper-triangularity of $B(u)$, and which assume uniform boundedness of a certain Hölder norm of the local solution in order to extend the local solution to all times $t>0$.
1.2. Brief description of the contents. This paper is organized as follows. In section 2 , we prove positive invariance of $\Delta$ for problem (1.17)-(1.19). In section 3, we describe our time stepping procedure and obtain a priori estimates in the space of Hölder continuous functions for the solution of each time step problem. The LeraySchauder fixed point theorem is applied in section 4 in order to prove existence of solutions for the time step problems. We also discuss the independence of some crucial estimates with respect to the time step $\Delta t$ and the parameter enforcing the compatibility conditions at each time step. In section 5 , we conclude the proof of Theorem 1.1 and also give the proof of Theorem 1.2. Finally, in section 6, we derive a model for polydisperse suspensions that improves an earlier model considered in [3], which can be cast, by a change of dependent variables, into a form which satisfies, after the addition of artificial viscosity, the assumptions of Theorem 1.1.
2. Invariance of the physical domain $\Delta$. In this section we prove the positive invariance of $\Delta$ under the flow of the solution operator for problem (1.17)-(1.19). More precisely, we have the following result.

Lemma 2.1. Let the hypotheses of Theorem 1.1 hold. Then, if $u(x, t)$ is a classical solution of problem (1.17)-(1.19) in $\bar{Q}$, we have $u(x, t) \in \Delta$ for all $(x, t) \in \bar{Q}$.

Proof. We argue by contradiction. Thus, assume that there is $(x, t) \in \bar{Q}$ such that $u(x, t) \notin \Delta$. Let

$$
t_{0}:=\inf \{t \in[0, T]: u(x, t) \notin \Delta\}
$$

Since $u_{0} \in \operatorname{int} \Delta$, we have $t_{0}>0$. Let $x_{0} \in[-1,1]$ be such that $u\left(x_{0}, t_{0}\right) \in \partial \Delta$. Hence, we have $u_{i}\left(x_{0}, t_{0}\right)=0$, for some $i=1, \ldots, n+1$, where we define $u_{n+1}:=$ $1-u_{1}-\cdots-u_{n}$. We discuss separately two different cases: (i) $x_{0} \in(-1,1)$; (ii) $x_{0}= \pm 1$. Let us consider first case (i). In this case, for some $i \in\{1, \ldots, n+1\}, u_{i}$ assumes its minimum value in the region $[-1,1] \times\left[0, t_{0}\right]$ at $\left(x_{0}, t_{0}\right)$, and so we must have

$$
\begin{equation*}
u_{i t}\left(x_{0}, t_{0}\right) \leq 0, \quad u_{i x}\left(x_{0}, t_{0}\right)=0, \quad u_{i x x}\left(x_{0}, t_{0}\right) \geq 0 \tag{2.1}
\end{equation*}
$$

Now, in light of (1.12) and (1.13) we may easily verify that at $\left(x_{0}, t_{0}\right)$, the $i$ th equation from (1.17) reduces to

$$
\begin{equation*}
u_{i t}+\lambda_{i} u_{i x}=\left(\mu_{i} u_{i x}\right)_{x}+\varepsilon l_{i}\left(u_{i}\right) \tag{2.2}
\end{equation*}
$$

where $\lambda_{i}$ and $\mu_{i}$ are scalar functions of $u, \mu_{i}>0$ by (1.6), $l_{i}\left(u_{i}\right):=\left(\frac{1}{n}-u_{i}\right)$ if $i \in\{1, \ldots, n\}, l_{n+1}\left(u_{n+1}\right)=u_{n+1}$, and the equation for $u_{n+1}$ is obtained from the $n$ equations of (1.17) in an obvious manner by summation. Hence, by (2.1) we arrive at a contradiction since the left-hand side of (2.2) is nonpositive, while the right-hand side is positive. We now consider case (ii) and assume without loss of generality that $x_{0}=-1$. Let $i \in\{1, \ldots, n+1\}$ be such that $u_{i}\left(-1, t_{0}\right)=0$. Applying (1.12) and (1.13) to (1.19), we obtain that

$$
\begin{equation*}
u_{i x}\left(-1, t_{0}\right)<0 \tag{2.3}
\end{equation*}
$$

where, again, the equation for $i=n+1$ is obtained from (1.19) in an obvious manner. Now, (2.3) gives a contradiction since $u_{i}\left(x, t_{0}\right) \geq 0$ for all $x \in[-1,1]$. For $x_{0}=1$ we obtain a contradiction in a similar way.

In view of the above result, we may assume $f_{i}(u)$ and $B_{i j}(u)$ to be defined as smooth functions for all $u \in \mathbb{R}^{n}$ in such a way that $f_{i}(u) \equiv 0$ and $B_{i j}(u)=\nu I$ for $u \notin U$, where $U \subseteq \mathbb{R}^{n}$ is a bounded open cube with faces parallel to the coordinate axes satisfying $\Delta \subseteq U$. This extension will be needed in what follows, since the invariance of $\Delta$ will not hold, in general, for the approximate solutions constructed by our time stepping procedure.

## 3. A time stepping approximation.

3.1. Initial-boundary value problem on short time intervals. In this section we construct approximate solutions of (1.17)-(1.19), defining them in a recursive way for time intervals $[k \Delta t,(k+1) \Delta t), k=0, \ldots, N-1$, with $T=N \Delta t$. Our oneparameter approximate solution $u^{\Delta}(x, t)$ is a solution of the initial-boundary value problems, which are defined recursively for $(x, t) \in Q_{k}:=[-1,1] \times[k \Delta t,(k+1) \Delta t)$
and consist of (1.17) with initial and boundary conditions given by

$$
\begin{gather*}
u^{\Delta}(x, k \Delta t)=u^{\Delta}(x, k \Delta t-0), \quad x \in \Omega  \tag{3.1}\\
\partial_{x} u \pm \theta\left(u-u_{\varepsilon}^{ \pm}(t)\right)=\left[B\left(u^{\Delta}(k \Delta t-0)\right)^{-1} f\left(u^{\Delta}(k \Delta t-0)\right)\right]_{x= \pm 1}, \quad t>k \Delta t \tag{3.2}
\end{gather*}
$$

for $k=1, \ldots, N-1$, while, for $k=0$, we set

$$
\begin{gather*}
u^{\Delta}(x, 0)=u_{0 \varepsilon}(x), \quad x \in \Omega  \tag{3.3}\\
\partial_{x} u \pm \theta\left(u-u_{\varepsilon}^{ \pm}(t)\right)=B\left(u_{0 \varepsilon}( \pm 1)\right)^{-1} f\left(u_{0 \varepsilon}( \pm 1)\right), \quad t>0 . \tag{3.4}
\end{gather*}
$$

We remark that the solutions of (1.17), (3.1), (3.2) will in general not be smooth at the corner points $( \pm 1, k \Delta t), k=1, \ldots, N-1$, since the initial and boundary conditions at each time step, for $t=k \Delta t$, may not be compatible. Nevertheless, we will show that they can be defined in such a way that they are Hölder continuous in $\bar{Q}$, smooth in $\bar{Q} \backslash\{( \pm 1, k \Delta t): k=1, \ldots, N-1\}$, and that (1.1) is satisfied in the classical sense in the interior of $Q$, while (3.1) and (3.2) are satisfied pointwise except at those corner points. The corresponding problem for $k=0$, that is, (1.17), (3.3), (3.4), is well-posed since here the compatibility conditions at the points $( \pm 1,0)$ hold by assumption.
3.2. The $k$ th step problem. Here we discuss the solution of the $k$ th step problem (1.17), (3.1), (3.2), $k \geq 1$. The case $k=0$ is treated similarly but does not require regularization of the initial data to enforce compatibility, since this already holds by assumption. As already mentioned, the solution of (1.17), (3.1), (3.2) is obtained as a limit of solutions of regularized problems given by (1.17) with the same boundary condition (3.2) and an initial condition obtained through a regularization of (3.1) in such a way that the new initial condition is compatible with (3.2) at the corners $( \pm 1, k \Delta t)$. Thus, let $\zeta_{\delta} \in C_{0}(\Omega)$ be such that $\zeta_{\delta}$ is even, $\zeta_{\delta}(x)=1$ for $-1+\delta \leq x \leq 1-\delta, \zeta_{\delta}(x)=0$ for $1-\frac{\delta}{3}<|x| \leq 1$, and $\zeta_{\delta}$ is nonincreasing in $[0,1]$ with $\left|\zeta_{\delta}^{\prime}(x)\right| \leq 2 \delta^{-1}$. We may define regularized initial data by

$$
\begin{equation*}
u_{\delta}^{\Delta}(x, k \Delta t)=\zeta_{\delta}(x) u^{\Delta}(x, k \Delta t-0)+\left(1-\zeta_{\delta}(x)\right)\left(\gamma_{k, \delta}^{-} \chi_{[-1,0)}(x)+\gamma_{k, \delta}^{+} \chi_{[0,1]}(x)\right) \tag{3.5}
\end{equation*}
$$

where, as usual, $\chi_{A}$ denotes the indicator function of the set $A$ and

$$
\begin{equation*}
\gamma_{k, \delta}^{ \pm}=u_{\varepsilon}^{ \pm}(k \Delta t) \pm \frac{1}{\theta}\left[B\left(u^{\Delta}(x, k \Delta t-0)\right)^{-1} f\left(u^{\Delta}(x, k \Delta t-0)\right)\right]_{x= \pm 1} . \tag{3.6}
\end{equation*}
$$

The well-posedness of the regularized $k$ th problem (1.17), (3.2), (3.5) is proved in [10] for the case when $n=2$. The same result for general $n$ is a straightforward consequence for the case when $n=2$. From the results in [10], we easily deduce that the solution of (1.17), (3.2), (3.5) is bounded in $H^{2+\beta, 1+\beta / 2}(K)$, where $K$ is any compact set contained in $\bar{Q}_{k} \backslash\{(-1, k \Delta t),(1, k \Delta t)\}$ and $Q_{k}:=\Omega \times(k \Delta t, k \Delta t+T)$, with $\beta \in(0,1)$ and the corresponding bound depending, in general, on $f, B, T$, and $K$, but independent of $\delta$, for $\delta$ sufficiently small. The latter is clear since the regularization in (3.5) is visible only for points in a small neighborhood of the corner points $( \pm 1, k \Delta t)$ which will not intersect $K$ if $\delta$ is small enough.

Using well-known compactness properties of spaces of Hölder continuous functions we easily obtain a solution of $(1.17),(3.1),(3.2)$ as the limit of a subsequence of the solutions to (1.17), (3.2), (3.5). The solution of (1.17), (3.1), (3.2) obtained in this way is not known to belong to a class of well-posedness with respect to this problem
since we do not know whether its space derivative is bounded in the whole domain $Q_{k}$. On closer inspection we choose one such solution, and call it $u^{[k]}$.

The following estimate for the solution of the $k$ th step problem (1.17), (3.1), (3.2) is an immediate consequence of the assumptions on $f$ and $B$ stated in section 2.

Lemma 3.1. The estimate

$$
\begin{equation*}
\left\|u^{[k]}\right\|_{L^{\infty}\left(Q_{k}\right)} \leq c \tag{3.7}
\end{equation*}
$$

holds for some constant $c=c(\theta)>0$, depending on $\theta$ but independent of $\varepsilon, \Delta t$, and $k$.

Proof. By assumption we have $f(u)=0$ and $B(u)=\nu I$ if $u \notin U$, where $U$ is a bounded open cube centered at the origin and containing $\Delta$. Let $\tilde{U} \supset U$ be another bounded open cube with faces parallel to the coordinate and such that

$$
\begin{equation*}
\inf _{\substack{u \in \vec{F} \\ t \in(0, T)}}\left|u-u^{ \pm}(t)\right|>\frac{1}{\theta} \sup _{u \in U}\left|B(u)^{-1} f(u)\right| \tag{3.8}
\end{equation*}
$$

for any face $\tilde{F}$ of $\tilde{U}$. The solution of the $k$-regularized problem (1.17), (3.2), (3.5) satisfies (3.7) by reasoning similar to that of the proof of Lemma 2.1, with a constant $c$ determined only by $\tilde{U}$, and so depending on $\theta$, because of (3.8), but independent of $\varepsilon, \Delta t, k$, and $\delta$. Hence, (3.7) also holds for $u^{[k]}$ since it is a pointwise limit of solutions to $(1.17),(3.2),(3.5)$ as $\delta \rightarrow 0$.

We collect in the following lemma the a priori integral estimates for the solution of $(1.17),(3.1),(3.2)$ whose bounds may be taken independent of $\varepsilon, \Delta t$, and $k$.

Lemma 3.2. The solution of (1.17), (3.1), (3.2), $u^{[k]}$ satisfies

$$
\begin{equation*}
\int_{\Omega}\left|u^{[k]}(t)\right|^{2} d x \leq c, \quad \int_{k \Delta t}^{k \Delta t+\tau} \int_{\Omega}\left|u_{x}^{[k]}\right|^{2} d x d t \leq c \tau, \quad 0<\tau \leq T \tag{3.9}
\end{equation*}
$$

Moreover, there exists $\beta \in(0,1)$, independent of $\varepsilon$, $\Delta t$, and $k$, such that $u^{[k]} \in$ $H^{\beta, \beta / 2}\left(\bar{Q}_{k}\right)$, with $Q_{k}=\Omega \times(k \Delta t, k \Delta t+T)$, and

$$
\begin{array}{rl}
\int_{\Omega}\left|u_{x}^{[k]}(k \Delta t+\tau)\right|^{2} & d x+c \int_{k \Delta t}^{k \Delta t+\tau} \int_{\Omega}\left(\left|u_{x x}^{[k]}\right|^{2}+\left|u_{x}^{[k]}\right|^{4}+\left|u_{t}^{[k]}\right|^{2}\right) d x d t  \tag{3.10}\\
& \leq c^{\prime}\left(\tau+\int_{k \Delta t}^{k \Delta t+\tau} \int_{\Omega}\left|u_{x}^{[k]}\right|^{2} d x d t\right)+\int_{\Omega}\left|u_{x}^{[k]}(k \Delta t)\right|^{2} d x
\end{array}
$$

The constants $c$ and $c^{\prime}$ above are independent of $\varepsilon, \Delta t, k$.
Proof. It suffices to consider the case when $n=2$. In this case, the lemma follows from Lemmas 2.2, 2.3, 2.4, and 2.5 of [10].

As mentioned above, we define the approximate solution for the problem (1.17)(1.19), $u^{\Delta}(x, t)$, by setting

$$
\begin{align*}
& u^{\Delta}(x, t)=u^{[k]}(x, t) \\
& \text { for }(x, t) \in[-1,1] \times[k \Delta t,(k+1) \Delta t), \quad k=0,1, \ldots, N-1 \tag{3.11}
\end{align*}
$$

As a corollary of Lemmas 3.1 and 3.2 we immediately obtain the following lemma.

Lemma 3.3. The following estimates hold for a constant $c>0$ independent of $\varepsilon$ and $\Delta t$ :

$$
\begin{align*}
& \left\|u^{\Delta}\right\|_{L^{\infty}(Q)} \leq c  \tag{3.12}\\
& \left\|u^{\Delta}\right\|_{H^{\beta, \beta / 2}(\bar{Q})} \leq c  \tag{3.13}\\
& \int_{Q}\left|u_{x}^{\Delta}\right|^{2} d x d t \leq c  \tag{3.14}\\
& \int_{Q}\left(\left|u_{x x}^{\Delta}\right|^{2}+\left|u_{x}^{\Delta}\right|^{4}+\left|u_{t}^{\Delta}\right|^{2}\right) d x d t \leq c . \tag{3.15}
\end{align*}
$$

Moreover, for all $\varphi \in C_{0}(\mathbb{R} \times(-\infty, T))$ we have

$$
\begin{align*}
& \int_{Q}\left(u^{\Delta} \varphi_{t}+f\left(u^{\Delta}\right) \varphi_{x}-B\left(u^{\Delta}\right) u_{x}^{\Delta} \varphi_{x}\right) d x d t+\int_{\Omega} u_{0 \varepsilon}(x) \varphi(x, 0) d x \\
& = \pm \int_{\{ \pm 1\} \times(0, T)}\left(\left(f\left(u^{\Delta}([t / \Delta t] \Delta t)\right)-f\left(u^{\Delta}\right)\right)\right.  \tag{3.16}\\
& \left.\quad-\left(B\left(u^{\Delta}([t / \Delta t] \Delta t)\right)-B\left(u^{\Delta}\right)\right) u_{x}^{\Delta}\right) \varphi( \pm 1, t) d t \\
& \quad \pm \theta \int_{\{ \pm 1\} \times(0, T)} B\left(u^{\Delta}\right)\left(u^{\Delta}-u_{\varepsilon}^{ \pm}(t)\right) \varphi( \pm 1, t) d t
\end{align*}
$$

Proof. The first two estimates follow directly from Lemmas 3.1 and 3.2, while the last two also follow from these lemmas by summing up from $k=0$ to $k=N-1$ the inequalities (3.9) and (3.10), respectively, with $\tau=\Delta t$. As for (3.16), we first observe that $u^{\Delta}$ satisfies (1.17) in $Q$, the boundary condition (3.2), for $t \in[k \Delta t,(k+1) \Delta t)$, $k=0,1, \ldots, N-1$, and the initial condition (3.4), for $t=0$. Hence, (3.16) follows by multiplying (1.17) by $\varphi$, integrating over $Q$, and using integration by parts.
4. Convergence of the approximate solutions. In this section we discuss the convergence of the approximate solutions $u^{\Delta}(x, t)$. From (3.13) in Lemma 3.3 we see that the family $\left\{u^{\Delta}\right\}$ is compact in $H^{\alpha, \alpha / 2}(\bar{Q})$ for any $0<\alpha<\beta$. Hence, we may extract a subsequence $u^{\Delta^{\prime}}$ converging to some $u^{\varepsilon}$ in $H^{\alpha, \alpha / 2}(\bar{Q})$ as $\Delta t \rightarrow 0$. Also from Lemma 3.3 we deduce that $u^{\varepsilon}$ satisfies

$$
\begin{align*}
& \left\|u^{\varepsilon}\right\|_{L^{\infty}(Q)} \leq c  \tag{4.1}\\
& \left\|u^{\varepsilon}\right\|_{H^{\beta, \beta / 2}(\bar{Q})} \leq c  \tag{4.2}\\
& \int_{Q}\left|u_{x}^{\varepsilon}\right|^{2} d x d t \leq c  \tag{4.3}\\
& \int_{Q}\left(\left|u_{x x}^{\varepsilon}\right|^{2}+\left|u_{x}^{\varepsilon}\right|^{4}+\left|u_{t}^{\varepsilon}\right|^{2}\right) d x d t \leq c \tag{4.4}
\end{align*}
$$

and, for any $\varphi \in C_{0}(\mathbb{R} \times(-\infty, T))$,

$$
\begin{align*}
& \int_{Q}\left(u^{\varepsilon} \varphi_{t}+f\left(u^{\varepsilon}\right) \varphi_{x}-B\left(u^{\varepsilon}\right) u_{x}^{\varepsilon} \varphi_{x}\right) d x d t+\int_{\Omega} u_{0 \varepsilon}(x) \varphi(x, 0) d x \\
& = \pm \theta \int_{\{ \pm 1\} \times(0, T)} B\left(u^{\varepsilon}\right)\left(u^{\varepsilon}-u_{\varepsilon}^{ \pm}(t)\right) \varphi( \pm 1, t) d t \tag{4.5}
\end{align*}
$$

## 5. Conclusion of the proofs of Theorems 1.1 and 1.2.

Conclusion of the proof of Theorem 1.1. Estimates (4.1)-(4.5) allow for the application of Lemmas 2.7, 2.8, and 2.9 of [10] (these lemmas are stated for $n=2$, but they are obviously also valid for general $n$ ) to conclude that

$$
\begin{equation*}
u_{x}^{\varepsilon} \in H^{\alpha, \alpha / 2}(\bar{Q}) \quad \text { and } \quad\left|u_{x}^{\varepsilon}\right|^{(\alpha)} \leq c \tag{5.1}
\end{equation*}
$$

for some $\alpha \in(0,1)$ and $c>0$ independent of $\varepsilon$. Hence, $u^{\varepsilon}$ is a classical solution of (1.17)-(1.19), and by Lemma 2.1,

$$
\begin{equation*}
u^{\varepsilon}(x, t) \in \Delta \quad \text { for all }(x, t) \in \bar{Q} \tag{5.2}
\end{equation*}
$$

Making $\varepsilon \rightarrow 0$, using well-known compactness arguments in spaces of Hölder continuous functions, we may extract a subsequence $u^{\varepsilon^{\prime}}$ converging in $H^{\gamma, \gamma / 2}(\bar{Q}), 0<\gamma<\alpha$, to some $u$ satisfying $u, u_{x} \in H^{\alpha, \alpha / 2}(\bar{Q})$ and $u(x, t) \in \bar{Q}$ for all $(x, t) \in \bar{Q}$, which is a classical solution of (1.1), (1.2), (1.3). Clearly, we have

$$
\begin{equation*}
u(x, t) \in \Delta \quad \text { for all }(x, t) \in \bar{Q} \tag{5.3}
\end{equation*}
$$

Uniqueness of $u$ in the class of such solutions is proved by the standard arguments already mentioned in section 1 .

Conclusion of the proof of Theorem 1.2. Let $u^{\theta}$ denote the solution of (1.1), (1.2), (1.3) obtained above. Given any compact subset $K \subseteq Q$ we have

$$
\begin{equation*}
u^{\theta} \in H^{2+\alpha, 1+\alpha / 2}(K) \quad \text { and } \quad\left\|u^{\theta}\right\|_{H^{2+\alpha, 1+\alpha / 2}(K)} \leq c \tag{5.4}
\end{equation*}
$$

for some $\alpha \in(0,1)$ and $c=c(K)>0$ independent of $\theta$. Moreover, we also have that $u^{\theta}$ satisfies (5.3) and

$$
\begin{equation*}
\left\|u_{x}^{\theta}\right\|_{L^{2}(Q)} \leq c \tag{5.5}
\end{equation*}
$$

for some $c>0$ also independent of $\theta$. Hence, we may make $\theta \rightarrow 0$ and extract a subsequence $u^{\theta^{\prime}}$ converging in $L^{1}(Q)$ to a certain function $u \in H^{2+\alpha, 1+\alpha / 2}(Q)$, which satisfies (1.1) in $Q$. By (5.5) we may choose $u^{\theta^{\prime}}$ so that $u_{x}^{\theta^{\prime}} \rightharpoonup u_{x}$ in the weak topology of $L^{2}(Q)$. It satisfies

$$
\begin{equation*}
\int_{Q}\left(u \varphi_{t}+f(u) \varphi_{x}-B(u) u_{x} \varphi_{x}\right) d x d t+\int_{\Omega} u_{0}(x) \varphi(x, 0) d x=0 \tag{5.6}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}(\mathbb{R} \times(-\infty, T))$, which follows from (4.5) by making first $\varepsilon \rightarrow 0$ and then $\theta \rightarrow 0$, and using the above mentioned convergences. Now, (1.16) follows easily from (5.6) by choosing $\varphi=\chi(t) \zeta_{h}(x)$, with $\chi \in C_{0}^{1}((0, T)), 0<h<1 / 2$, and $\zeta_{h}(x)=1$ for $x \in[-1+h, 1-h], \zeta_{h}(x)=h^{-1}(1+x)$ for $x \in[-1,-1+h)$, and $\zeta_{h}(x)=h^{-1}(1-x)$ for $x \in(1-h, 1]$, and making $h \rightarrow 0$. Finally, it also satisfies (1.2) in the sense that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int_{\Omega}\left|u(x, t)-u_{0}(x)\right|^{2} d x=0 \tag{5.7}
\end{equation*}
$$

Indeed, from (5.6) we easily deduce

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int_{\Omega}\left(u(x, t)-u_{0}(x)\right) \zeta(x) d x=0 \tag{5.8}
\end{equation*}
$$

for all $\zeta \in C_{0}^{1}(\mathbb{R})$. On the other hand, also from (5.6) we deduce the energy estimate in a standard way (see, e.g., [13, Chapter III, section 2]),

$$
\int_{\Omega}|u(x, t)|^{2} d x+\frac{\nu}{2} \int_{0}^{t} \int_{\Omega}\left|u_{x}(x, s)\right|^{2} d x d s \leq \int_{\Omega}\left|u_{0}(x)\right|^{2}+c \int_{0}^{t} \int_{\Omega}|u(x, s)|^{2} d x d s
$$

from which it follows that

$$
\begin{equation*}
\limsup _{t \rightarrow 0} \int_{\Omega}|u(x, t)|^{2} d x \leq \int_{\Omega}\left|u_{0}(x)\right|^{2} d x \tag{5.9}
\end{equation*}
$$

On the other hand, from (5.8) and convexity (see, e.g., [17]), we deduce

$$
\begin{equation*}
\liminf _{t \rightarrow 0} \int_{\Omega}|u(x, t)|^{2} d x \geq \int_{\Omega}\left|u_{0}(x)\right|^{2} d x \tag{5.10}
\end{equation*}
$$

Now, (5.8), (5.9), and (5.10) imply, as expected, (5.7).

## 6. Sedimentation of polydisperse suspensions.

6.1. Balance equations and model assumptions. Our interest in the initialboundary value problem (1.1), (1.2), (1.8) is motivated by a model of gravity sedimentation of polydisperse suspensions that form compressible sediments. After a change of variables, which ensures an upper triangular form, this model provides the coefficient functions $f_{1}(u), \ldots, f_{n}(u)$ and $\left(B_{i j}(u)\right)_{i, j=1, \ldots, n}$. It is a variant of the model introduced in [3] and will be briefly derived here.

We consider small solid particles belonging to $n$ different species having sizes $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$ and densities $\varrho_{1}, \ldots, \varrho_{n}$, where $d_{i} \neq d_{j}$ or $\varrho_{i} \neq \varrho_{j}$ for $i \neq j$, $1 \leq i, j \leq n$, which are dispersed in a viscous fluid of density $\varrho_{\mathrm{f}}$ and viscosity $\mu_{\mathrm{f}}$. We consider the solids and the fluid as $n+1$ superimposed continuous phases, and start from the multidimensional mass and linear momentum balances

$$
\begin{equation*}
\partial_{t} \phi_{i}+\nabla \cdot\left(\phi_{i} \mathbf{v}_{i}\right)=0, \quad i=1, \ldots, n ; \quad \partial_{t} \phi-\nabla \cdot\left((1-\phi) \mathbf{v}_{\mathrm{f}}\right)=0 \tag{6.1}
\end{equation*}
$$

where $\Phi:=\left(\phi_{1}, \ldots, \phi_{n}\right)$ is the vector of the local volume fractions of the solid phases, $\phi:=\phi_{1}+\cdots+\phi_{n}$ is the total solids volume fraction, and $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ and $\mathbf{v}_{\mathrm{f}}$ are the solids and fluid phase velocities, respectively. Summation over all mass balances implies $\nabla \cdot \mathbf{q}=0$, where $\mathbf{q}:=\phi_{1} \mathbf{v}_{1}+\cdots+\phi_{n} \mathbf{v}_{n}+(1-\phi) \mathbf{v}_{\mathrm{f}}$ is the volume average mixture velocity. Introducing the relative velocities (or slip velocities) $\mathbf{u}_{i}:=\mathbf{v}_{i}-\mathbf{v}_{\mathrm{f}}$ for $i=1, \ldots, n$, we obtain $\mathbf{q}=\phi_{1} \mathbf{u}_{1}+\cdots+\phi_{n} \mathbf{u}_{n}+\mathbf{v}_{\mathrm{f}}$ and

$$
\mathbf{v}_{i}=\mathbf{u}_{i}+\mathbf{v}_{\mathrm{f}}=\mathbf{u}_{i}+\mathbf{q}-\left(\phi_{1} \mathbf{u}_{1}+\cdots+\phi_{n} \mathbf{u}_{n}\right), \quad i=1, \ldots, n
$$

The momentum balance equations for the $n$ solid species and the fluid are

$$
\begin{gather*}
\varrho_{i} \phi_{i}\left(\partial_{t} \mathbf{v}_{i}+\left(\mathbf{v}_{i} \cdot \nabla\right) \mathbf{v}_{i}\right)=\nabla \cdot \mathbf{T}_{i}-\varrho_{i} \phi_{i} g \mathbf{k}+\mathbf{m}_{i}, \quad i=1, \ldots, n  \tag{6.2}\\
\varrho_{\mathrm{f}}(1-\phi)\left(\partial_{t} \mathbf{v}_{\mathrm{f}}+\left(\mathbf{v}_{\mathrm{f}} \cdot \nabla\right) \mathbf{v}_{\mathrm{f}}\right)=\nabla \cdot \mathbf{T}_{\mathrm{f}}-\varrho_{\mathrm{f}}(1-\phi) g \mathbf{k}+\mathbf{m}_{\mathrm{f}} \tag{6.3}
\end{gather*}
$$

where $\mathbf{m}_{i}$ is the interaction force per unit volume between solid species $i$ and the fluid and $\mathbf{m}_{\mathrm{f}}=-\left(\mathbf{m}_{1}+\cdots+\mathbf{m}_{n}\right)$. Interaction forces due to solid-solid contacts are assumed to be negligible compared with the solid-fluid transfer of momentum [5]. Moreover, $\mathbf{T}_{i}$ denotes the stress tensor of solids phase $i, i=1, \ldots, n, \mathbf{T}_{\mathrm{f}}$ that of the fluid, $g$ is the acceleration of gravity, and $\mathbf{k}$ is the upwards directed unit vector.

We assume that the stress tensors of the solid and fluid phases take the respective forms $\mathbf{T}_{i}=-p_{i} \mathbf{I}+\mathbf{T}_{i}^{\mathrm{E}}, i=1, \ldots, n$, and $\mathbf{T}_{\mathrm{f}}=-p_{\mathrm{f}} \mathbf{I}+\mathbf{T}_{\mathrm{f}}^{\mathrm{E}}$, where $p_{i}$ denotes the phase pressure of particle species $i, p_{\mathrm{f}}$ that of the fluid, $\mathbf{I}$ denotes the identity tensor, and $\mathbf{T}_{i}^{\mathrm{E}}$ and $\mathbf{T}_{\mathrm{f}}^{\mathrm{E}}$ are the extra (or viscous) stress tensors of particle species $i$ and the fluid, respectively. Since viscous effects due to the motion of the mixture are not considered to be dominant for our analysis, we neglect the viscous stress tensors.

The theoretical phase pressures $p_{1}, \ldots, p_{n}$ and $p_{\mathrm{f}}$ are now expressed in terms of the pore pressure $p$ and the effective solids stress $\sigma_{\mathrm{e}}$, which can be measured. As in [3], we assume that $\sigma_{\mathrm{e}}$ is a known material-specific function of $\phi$, which satisfies

$$
\sigma_{\mathrm{e}}(\phi)\left\{\begin{array}{ll}
=0 & \text { for } \phi \leq \phi_{\mathrm{c}},  \tag{6.4}\\
>0 & \text { for } \phi>\phi_{\mathrm{c}}
\end{array} \quad \sigma_{\mathrm{e}}^{\prime}(\phi):=\frac{d \sigma_{\mathrm{e}}(\phi)}{d \phi} \begin{cases}=0 & \text { for } \phi \leq \phi_{\mathrm{c}} \\
>0 & \text { for } \phi>\phi_{\mathrm{c}}\end{cases}\right.
$$

where $\phi_{\mathrm{c}}$ is the critical concentration at which the solid particles touch each other.
In this paper, the relationship between the theoretical pressures $p_{1}, \ldots, p_{n}$ and $p_{\mathrm{f}}$ and the experimental variables $p$ and $\sigma_{\mathrm{e}}(\phi)$ slightly differs from the one given in [3]. In that paper, it is argued that the portions of the total pressure $p_{1}+\cdots+p_{n}+p_{\mathrm{f}}=$ $\phi p+\sigma_{\mathrm{e}}(\phi)$ can be assigned to species $i$ and to the fluid by

$$
\begin{equation*}
p_{i}=\phi_{i}\left(p+\sigma_{\mathrm{e}}(\phi) / \phi\right), \quad i=1, \ldots, n ; \quad p_{\mathrm{f}}=(1-\phi) p \tag{6.5}
\end{equation*}
$$

In this work, we do not fix $p_{1}, \ldots, p_{n}$ and $p_{\mathrm{f}}$ as volume quantities, as expressed by (6.5); rather, the gradient of the pressure of each phase is specified as a surface quantity. Thus, the gradients of the solid and fluid phase pressures introduced by the stress tensors in (6.2) and (6.3) are replaced by the respective expressions

$$
\begin{equation*}
\nabla p_{i}=\phi_{i}\left(\nabla p+\nabla \sigma_{\mathrm{e}}(\phi) / \phi\right) \quad \text { and } \quad \nabla p_{\mathrm{f}}=(1-\phi) \nabla p \tag{6.6}
\end{equation*}
$$

Our preference for (6.6) (instead of (6.5)) is in part motivated by the discussion of sediment diffusivity in section 7.5 of [3], where (6.5) is used. In fact, the numerical examples of [3] (see also [2]) show a strong differential relative movement of solid species within the sediment, which is driven by a diffusive term involving the gradient $\nabla\left(\phi_{i} / \phi\right)$. In particular, as is shown in [3], this term leads to a-probably unrealisticequidistribution of the solid species within the sediment at steady state. The model analyzed herein is nearly the same as that of [3], but it does not include that particular term, and is expected to predict more realistic results.

We emphasize herein that a polydisperse sedimentation model based on (6.6) is supported by mathematical analysis, while a detailed quantitative (numerical) comparison with the predictions generated by using (6.5) is not within the scope of this paper. From an experimental point of view, both alternatives (6.5) and (6.6) are discussed in the literature. Both variants have been scrutinized [21] and considered in parallel [15], and (6.6) is postulated a priori, for example, in [16]. This ambiguity is still an unresolved issue, as is emphasized in [18].

Our analysis is valid only for the case of (6.6). In fact, based on (6.5), the final solid momentum balances would include the additional term $\nabla\left(\left(\phi_{i} / \phi\right) \sigma_{\mathrm{e}}(\phi)\right)$, which in turn later appears in the "Darcy-type law" expression for the slip velocity (6.10) as $-\left(\sigma_{\mathrm{e}}(\phi) / \phi_{i}\right) \nabla\left(\phi_{i} / \phi\right)$. Even in the diffusive flux term, the gradient of $\phi_{i}$ remains and precludes recasting the diffusion matrix into an upper-triangular matrix by a change of variables. This particular form is, however, essential for our treatment. The introduction of $\phi=\phi_{1}+\cdots+\phi_{n}$ as a new variable requires an extra equation for $\phi$, which can be generated by summing the equations for $\phi_{1}, \ldots, \phi_{n}$. If (6.5) is used,
then the resulting equation will involve all variables $\phi_{1}, \ldots, \phi_{n}, \phi$, while starting from (6.6), the resulting equation depends on $\phi$ only.

Under the present assumptions, and in particular neglecting the viscous stress tensors, the momentum balances for the solid and fluid phases become

$$
\begin{align*}
& \phi_{i} \varrho_{i}\left(\partial_{t} \mathbf{v}_{i}+\left(\mathbf{v}_{i} \cdot \nabla\right) \mathbf{v}_{i}\right)=\mathbf{m}_{i}-\varrho_{i} \phi_{i} g \mathbf{k}-\phi_{i} \nabla p-\frac{\phi_{i}}{\phi} \nabla \sigma_{\mathrm{e}}(\phi)  \tag{6.7}\\
& (1-\phi) \varrho_{\mathrm{f}}\left(\partial_{t} \mathbf{v}_{\mathrm{f}}+\left(\mathbf{v}_{\mathrm{f}} \cdot \nabla\right) \mathbf{v}_{\mathrm{f}}\right)=\mathbf{m}_{\mathrm{f}}-\varrho_{\mathrm{f}}(1-\phi) g \mathbf{k}-(1-\phi) \nabla p
\end{align*}
$$

As a result of a dimensional analysis $[3,5]$ and due to the reduction to one space dimension, the left-hand sides in (6.7) can be neglected. After applying this simplification, summation of all equations in (6.7) yields the momentum balance of the suspension

$$
\begin{equation*}
0=-\varrho(\Phi) g \mathbf{k}-\nabla p-\nabla \sigma_{\mathrm{e}}(\phi) \tag{6.8}
\end{equation*}
$$

where $\varrho(\Phi):=\phi_{1} \varrho_{1}+\cdots+\phi_{n} \varrho_{n}+(1-\phi) \varrho_{\mathrm{f}}$ is the local density of the mixture. Next, we insert $\nabla p$ of the suspension momentum balance (6.8) into a solids momentum balance and assume the proportionality $\mathbf{m}_{i}=\left(\lambda_{i}(\Phi)\right)^{-1} \mathbf{u}_{i}$ for $i=1, \ldots, n$, where the mobilities $\lambda_{1}(\Phi), \ldots, \lambda_{n}(\Phi)$ are given by [3]

$$
\begin{equation*}
\lambda_{i}(\Phi)=\frac{d_{i}^{2} \tilde{V}(\phi)}{18 \mu_{\mathrm{f}} \phi_{i}}, \quad i=1, \ldots, n \tag{6.9}
\end{equation*}
$$

where $\mu_{\mathrm{f}}$ is the dynamic viscosity of the pure fluid and $\tilde{V}(\phi)$ is a hindered settling factor. This yields the Darcy-type law

$$
\begin{equation*}
\mathbf{u}_{i}=\lambda_{i}(\Phi) \phi_{i}\left(\left(\varrho_{i}-\varrho(\Phi)\right) g \mathbf{k}-\frac{1-\phi}{\phi} \sigma_{\mathrm{e}}^{\prime}(\phi) \nabla \phi\right) \tag{6.10}
\end{equation*}
$$

for $i=1, \ldots, n$. Wherever $\phi \leq \phi_{c}$, the solid effective stress $\sigma_{\mathrm{e}}^{\prime}(\phi)$ vanishes, and (6.10) may be viewed as a generalization of Stokes' law, while for $\phi>\phi_{\mathrm{c}}$, it represents a version of Darcy's law. The hindered settling factor $\tilde{V}(\phi)$ is assumed to satisfy $\tilde{V}(0)=1$ and $\tilde{V}(1)=0$ and can, e.g., be chosen as $[14] \tilde{V}(\phi)=(1-\phi)^{N-2}$ for $0<\phi \leq 1$ with $N>2$, and $\tilde{V}(\phi)=0$ otherwise.

In one space dimension, the volume average velocity $q$ vanishes for batch settling in a closed vessel. Then, the only equations that actually need to be solved are the continuity equations $\partial_{t} \phi_{i}+\left(\phi_{i} v_{i}\right)_{x}=0, i=1, \ldots, n$, which now assume the form

$$
\begin{equation*}
\partial_{t} \phi_{i}+\partial_{x} \tilde{f}_{i}(\Phi)=\sum_{j=1}^{n} \partial_{x}\left(\tilde{B}_{i j}(\Phi) \partial_{x} \phi_{j}\right), \quad i=1, \ldots, n \tag{6.11}
\end{equation*}
$$

with the functions

$$
\begin{equation*}
\tilde{f}_{i}(\Phi)=\phi_{i}\left(d_{i}^{2}\left(\varrho_{i}-\varrho(\Phi)\right)-\tilde{S}(\Phi)\right) V(\phi), \quad i=1, \ldots, n \tag{6.12}
\end{equation*}
$$

where, for convenience, we define

$$
V(\phi):=\frac{\tilde{V}(\phi)}{18 \mu_{\mathrm{f}}}, \quad \tilde{S}(\Phi):=\sum_{k=1}^{n} \phi_{k} d_{k}^{2}\left(\varrho_{k}-\varrho(\Phi)\right)
$$

and use the regularized diffusion matrix

$$
\begin{equation*}
\tilde{B}_{i j}:=\delta_{i j} \nu+\hat{B}_{i}(\Phi), \quad i, j=1, \ldots, n, \tag{6.13}
\end{equation*}
$$

where $\nu>0$ is a viscous regularization parameter, and we define

$$
\begin{equation*}
\hat{B}_{i}(\Phi):=\phi_{i}\left(d_{i}^{2}-\sum_{k=1}^{N} \phi_{k} d_{k}^{2}\right)\left(\frac{1-\phi}{\phi} \sigma_{\mathrm{e}}^{\prime}(\phi)\right) V(\phi), \quad i=1, \ldots, n \tag{6.14}
\end{equation*}
$$

Finally, we mention that a very similar model for polydisperse sedimentation, which equally gives rise to a parabolic system of type (6.11), was proposed and solved numerically in a recent paper by Watson, Barker, and Robins [20]. Summarizing the approaches of $[3,8,20]$, one may view the initial-boundary value problem studied herein as a generic model for polydisperse sedimentation.

Remark. The diffusion constant $\nu>0$ represents the hydrodynamic diffusion of the solids phases. This phenomenon is based on the observation that in reality, solid particles at a given concentration vector $\Phi$ do not settle at precisely the same velocity. A detailed account of this variability is given in section 7.4 of [3], but its main effect (as compared to nondiffusive models, e.g., those studied in $[3,4,5]$ ) is a blurring of otherwise sharp concentration discontinuities. This effect can be most easily modeled by the simple diffusion constant introduced here. In fact, Esipov [8] proposes a similar diffusive model that is approximated by constant diffusivities. The identification of nonlinear but positive diffusion functions accounting for hydrodynamic diffusion is, however, a topic of current research; see, e.g., $[5,7,11,12,19]$ and the references cited in these papers.
6.2. Initial and boundary conditions. We consider batch settling of a suspension with a given initial composition $\Phi^{0}(x)$ in a closed cylindrical vessel, where the height of the suspension column has been normalized to 2 and $x \in[-1,1]$ is the corresponding downwards-decreasing depth variable. Thus, we prescribe the initial condition

$$
\begin{equation*}
\Phi(x, 0)=\Phi^{0}(x)=\left(\phi_{1}^{0}(x), \ldots, \phi_{n}^{0}(x)\right)^{\mathrm{T}} \in \tilde{\Delta}, \quad x \in[-1,1] \tag{6.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\Delta}:=\left\{\Phi \in \mathbb{R}^{n}: \phi_{1} \geq 0, \ldots, \phi_{n} \geq 0, \phi_{1}+\cdots+\phi_{n} \leq 1\right\} \tag{6.16}
\end{equation*}
$$

is the phase space of the original variables. At $x=-1$, the suspension surface is located and at $x=1$ the vessel bottom is located. Both levels give rise to zero-flux boundary conditions, which means that all solids fluxes through $x=-1$ and $x=1$ vanish:

$$
\begin{equation*}
\left.\left(\phi_{i} v_{i}\right)\right|_{x=-1}=\left.\left(\phi_{i} v_{i}\right)\right|_{x=1}=0, \quad i=1, \ldots, n \tag{6.17}
\end{equation*}
$$

Equations (6.11) represent the solids continuity equations; therefore

$$
\begin{equation*}
\phi_{i} v_{i}=\tilde{f}_{i}(\Phi)-\sum_{m=1}^{n} \tilde{B}_{i m}(\Phi) \partial_{x} \phi_{m}, \quad i=1, \ldots, n \tag{6.18}
\end{equation*}
$$

and the boundary conditions (6.17) can be written as the zero-flux or Neumann boundary conditions

$$
\begin{equation*}
\left.\left(\tilde{f}_{i}(\Phi)-\sum_{m=1}^{n} \tilde{B}_{i m}(\Phi) \partial_{x} \phi_{m}\right)\right|_{x= \pm 1}=0 \tag{6.19}
\end{equation*}
$$

Thus, (6.11), (6.15), (6.19) is the relevant initial-boundary value problem in our application.
6.3. Transformation to upper-triangular form. The analysis of sections $1-$ 5 applies to our model if we change variables such that the resulting diffusion matrix becomes upper triangular. To this end, we rewrite the model in terms of the new variables $u=\left(u_{1}, \ldots, u_{n}\right)^{\mathrm{T}}$ defined by

$$
\begin{equation*}
u_{1}:=\phi_{1}, \ldots, u_{n-1}:=\phi_{n-1}, \quad u_{n}:=1-\phi=1-\left(\phi_{1}+\cdots+\phi_{n}\right) \tag{6.20}
\end{equation*}
$$

The phase space $\Delta$ is then as defined in (1.9). With a slight abuse of notation, let us define

$$
\varrho(u)=\varrho(\Phi):=u_{1}\left(\varrho_{1}-\varrho_{n}\right)+\cdots+u_{n-1}\left(\varrho_{n-1}-\varrho_{n}\right)+\left(1-u_{n}\right) \varrho_{n}+u_{n} \varrho_{\mathrm{f}}
$$

and $S(u)=\tilde{S}(\Phi)$. Noting that the quantity $1-\phi$ satisfies the equation

$$
\begin{align*}
\partial_{t}(1-\phi)-\partial_{x}\left(\sum_{i=1}^{n} \tilde{f}_{i}(\Phi)\right) & =-\partial_{x}\left\{\nu \sum_{i=1}^{n} \partial_{x} \phi_{i}+\sum_{i=1}^{n} \hat{B}_{i}(\Phi)\left(\sum_{m=1}^{n} \partial_{x} \phi_{m}\right)\right\} \\
& =\nu \partial_{x}^{2}(1-\phi)+\partial_{x}\left(\left[\sum_{i=1}^{n} \hat{B}_{i}(\Phi)\right] \partial_{x}(1-\phi)\right) \tag{6.21}
\end{align*}
$$

we then obtain, after the change of variables (6.20),

$$
\begin{align*}
f_{i}(u) & =u_{i}\left(d_{i}^{2}\left(\varrho_{i}-\varrho(u)\right)-S(u)\right) V\left(1-u_{n}\right), \quad i=1, \ldots, n-1 \\
f_{n}(u) & =-u_{n} S(u) V\left(1-u_{n}\right) \tag{6.22}
\end{align*}
$$

where

$$
S(u):=\sum_{i=1}^{n-1} u_{i} d_{i}^{2}\left(\varrho_{i}-\varrho(u)\right)+\left(1-\left(u_{1}+\cdots+u_{n}\right)\right) d_{n}^{2}\left(\varrho_{n}-\varrho(u)\right)
$$

We easily see that (1.12) is satisfied. Defining

$$
d^{2}(u):=\sum_{i=1}^{n} \phi_{i} d_{i}^{2}=\left(1-\left(u_{1}+\cdots+u_{n}\right)\right) d_{n}^{2}+\sum_{i=1}^{n-1} u_{i} d_{i}^{2}
$$

in view of (6.21) and

$$
\begin{equation*}
\partial_{t} \phi_{i}+\partial_{x} \tilde{f}_{i}(\Phi)=\partial_{x}\left(\nu \partial_{x} \phi_{i}-\hat{B}_{i n}(\Phi) \partial_{x}(1-\phi)\right), \quad i=1, \ldots, n-1 \tag{6.23}
\end{equation*}
$$

we see that the new diffusion matrix $\left(B_{i j}\right)_{1 \leq i, j \leq n}$ is given by

$$
\begin{align*}
B_{i i} & =\nu, \quad i=1, \ldots, n-1 \\
B_{i n} & =-u_{i}\left(d_{i}^{2}-d^{2}(u)\right) \frac{u_{n}}{1-u_{n}} \sigma_{\mathrm{e}}^{\prime}\left(1-u_{n}\right) V\left(1-u_{n}\right), \quad i=1, \ldots, n-1  \tag{6.24}\\
B_{n n} & =\nu+d^{2}(u) \frac{u_{n}^{2}}{1-u_{n}} \sigma_{\mathrm{e}}^{\prime}\left(1-u_{n}\right) V\left(1-u_{n}\right)
\end{align*}
$$

and $B_{i j}=0$ otherwise. Note that the matrix has nonzero entries on its diagonal and in its last column only (as a special case of a triangular matrix). Satisfaction of conditions (1.13) can easily be verified.

The original problem is recast in the new variables, which means that we refer to system (1.1) with the flux vector $f$ and the matrix $B$ given by (6.22) and (6.24), respectively, and use the initial datum

$$
u(x, 0)=u^{0}(x):=\left(\phi_{1}^{0}(x), \ldots, \phi_{n-1}^{0}(x), 1-\left(\phi_{1}^{0}(x)+\cdots+\phi_{n}^{0}(x)\right)\right)^{\mathrm{T}} \in \Delta, \quad x \in \bar{\Omega}
$$

where $\phi_{1}^{0}(x), \ldots, \phi_{n}^{0}(x)$ are the initial solids concentrations. Finally, it is easy to check from (6.19) and (6.21) that for the variables $u_{1}, \ldots, u_{n}$, the boundary conditions are again the Neumann (zero-flux) conditions

$$
\begin{equation*}
\left.\left(f_{i}(u)-\sum_{m=1}^{n} B_{i m}(u) \partial_{x} u_{m}\right)\right|_{x= \pm 1}=0 \tag{6.25}
\end{equation*}
$$
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#### Abstract

In this paper we wish to present a new class of tight frames on the sphere. These frames have excellent pointwise localization and approximation properties. These properties are based on pointwise localization of kernels arising in the spectral calculus for certain self-adjoint operators, and on a positive-weight quadrature formula for the sphere that the authors have recently developed. Improved bounds on the weights in this formula are another by-product of our analysis.
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1. Introduction. Frames were introduced in the 1950s by Duffin and Schaeffer [4] to represent functions via over-complete sets. Let $\mathcal{H}$ be a Hilbert space with norm $\|\cdot\|$ and inner product $\langle\cdot, \cdot\rangle$. In that case, a set $\left\{\psi_{j}\right\}_{j \in \mathcal{J}}$ is a frame if there are constants $c, C>0$ such that for all $f \in \mathcal{H}$

$$
c\|f\|^{2} \leq \sum_{j \in \mathcal{J}}\left|\left\langle f, \psi_{j}\right\rangle\right|^{2} \leq C\|f\|^{2}
$$

The smallest $C$ and largest $c$ are called upper and lower frame bounds. If $C=c$, we say the frame is tight. If $C=c=1$, then the frame is normalized, and if in addition $\left\|\psi_{j}\right\|=1$ for all $j$, then the frame is an orthonormal basis.

Frames, including tight ones, arise naturally in wavelet analysis on $\mathbb{R}^{n}$ when continuous wavelet transforms are discretized. They provide a redundancy that helps reduce the effect of noise in data, and they have been constructed, studied, and employed extensively in both theoretical and applied problems $[1,2,6,7,10,12]$.

Tight frames are similar in many respects to orthonormal wavelet bases; decomposing and synthesizing a signal or image from known data are tasks carried out with the same set of functions, the ones in the frame or in the basis. A feature that makes one frame preferable to another is simultaneous localization of the frame functions in both space and frequency. Frames with this feature have been successfully developed in $\mathbb{R}^{n}[1,2]$.

On $\mathbb{S}^{n}$, the $n$-dimensional unit sphere in $\mathbb{R}^{n+1}$, various types of both wavelets and frames have been constructed and used; see $[8,13,16,21]$ for references and more discussion. Tight, well-localized frames are another matter.

The purpose of this paper is to construct and study a class of well-localized, computationally implementable, tight frames on $\mathbb{S}^{n}$. Central to this construction is a key result of this paper, Theorem 3.5. This result concerns pointwise localization for a

[^31]family of kernels for certain operators on $\mathbb{S}^{n}$; the family depends on a parameter and localization increases as the parameter becomes small. The frame functions, which are compactly supported in the frequency domain, are constructed from such kernels. This construction has an interesting connection to wavelet masks, which we will point out below. Another application of our localization result, one that is essential to turning the frame functions into a tight frame - that is, a hierarchical, multiresolution setting-is an improved positive-weight quadrature formula for $\mathbb{S}^{n}$, where the weights have known bounds. This quadrature formula is used for discretization purposes. In addition to Theorem 3.5, the main results of this paper are Proposition 5.1, Theorem 5.2, and Corollary 5.3. The first of these concerns the approximation power of the frames, the second shows that the frames are tight, and the third shows that the frame functions have excellent spatial localization.

The frame functions and quadrature formula are of interest in their own right. In particular, they can be used in the construction and characterization of many of the classical Banach spaces, including $L^{p}\left(\mathbb{S}^{n}\right)$, Besov spaces, and Triebel-Lizorkin spaces [18]. We mention also that the operator-theoretic approach that we use here may provide a foundation for extending our results to other Riemannian manifolds.

Strategy. The best way to view our method for constructing frames is to take an operator-theoretic approach. Let $E_{\lambda}$ be the (right-continuous) spectral family for an unbounded, nonnegative, self-adjoint operator $L$ defined on a Hilbert space $\mathcal{H}$. Thus, $\mathrm{L}=\int_{0^{-}}^{\infty} \lambda d \mathrm{E}_{\lambda}$. On the sphere $\mathbb{S}^{n}$, this will be related to the square root of the Laplace-Beltrami operator shifted by a constant. For now, that connection isn't required.

We wish to decompose the spectral family in a way reminiscent of the decomposition of frequency space used by Meyer [10, 12] in connection with the construction of his wavelets. For this, we need a function $a \in C(\mathbb{R})$, with support in $\left[\frac{1}{2}, 2\right]$, and satisfying $|a(t)|^{2}+|a(2 t)|^{2} \equiv 1$ on $\left[\frac{1}{2}, 1\right]$. Such a function can be easily constructed out of an orthogonal wavelet mask $m_{0}$ [2, section 8.3]. In fact, if $m_{0}(\xi) \in C^{k+1}$, then $a(t):=m_{0}\left(\pi \log _{2}(t)\right)$ on $\left[\frac{1}{2}, 2\right]$, and 0 otherwise, is a $C^{k}$ function that satisfies the appropriate criteria.

Define $b \in C(\mathbb{R})$ by

$$
b(t):=\left\{\begin{array}{cc}
1, & t \leq 1  \tag{1}\\
a(t) \overline{\tilde{a}(t)}, & t>1
\end{array}\right.
$$

Using the properties of $a$ we see that $\sum_{j=-\infty}^{J}\left|a\left(t / 2^{j}\right)\right|^{2}=b\left(t / 2^{J}\right)$ if $t>0$ and is 0 if $t \leq 0$. Integrating both sides above with respect to $d \mathrm{E}_{\lambda}$ and using the spectral calculus for L , we obtain $\sum_{j=-\infty}^{J} a\left(\mathrm{~L} / 2^{j}\right) a\left(\mathrm{~L} / 2^{j}\right)^{*}=b\left(\mathrm{~L} / 2^{J}\right)-\mathrm{E}_{0}$. Define the operators,

$$
\begin{align*}
\mathrm{A}_{j} & =a\left(\mathrm{~L} / 2^{j}\right)  \tag{2}\\
\mathrm{B}_{J} & :=b\left(\mathrm{~L} / 2^{J}\right) \tag{3}
\end{align*}
$$

and note that the relationship derived above becomes $\sum_{j=-\infty}^{J} \mathrm{~A}_{j} \mathrm{~A}_{j}^{*}=\mathrm{B}_{J}-\mathrm{E}_{0}$. Finally, it is easy to show that the strong limit of $\mathrm{B}_{J}$ as $J \rightarrow \infty$ is I , the identity. Taking limits above then yields $\sum_{j=-\infty}^{\infty} \mathrm{A}_{j} \mathrm{~A}_{j}^{*}=\mathrm{I}-\mathrm{E}_{0}$.

We now can use this identity to define decomposition and reconstruction operators for $f \in \mathcal{H}$, which are, respectively,

$$
f \rightarrow w_{j}=\mathrm{A}_{j}^{*} f \text { and } f=\mathrm{E}_{0} f+\sum_{j=-\infty}^{\infty} \mathrm{A}_{j} w_{j}
$$

Proposition 1.1. For any $a \in C(\mathbb{R})$ satisfying the conditions above, the operator frame that we have constructed is tight in the sense that

$$
\|f\|^{2}=\left\|\mathrm{E}_{0} f\right\|^{2}+\sum_{j=-\infty}^{\infty}\left\|\mathrm{A}_{j}^{*} f\right\|^{2} .
$$

In addition, we have that $\left\langle w_{j}, w_{j^{\prime}}\right\rangle=0$ for $\left|j-j^{\prime}\right| \geq 2$, where $w_{j}=\mathrm{A}_{j}^{*} f$.
Proof. This follows immediately from the decomposition and reconstruction formulas above, the properties of $a$ and of the spectral family.

Note that the decomposition arrived at above is nearly orthogonal. The level $j$ decomposition $w_{j}$ is not orthogonal to $w_{j \pm 1}$, but it is orthogonal to the decomposition at all other levels.

As we pointed out above, when we deal with the sphere $\mathbb{S}^{n}$, we will take $L$ proportional to $L_{n}:=\sqrt{\lambda_{n}^{2}-\Delta_{\mathbb{S}^{n}}}$, where $\lambda_{n}:=\frac{n-1}{2}$. Notation and background pertinent to this operator, spherical harmonics, and related topics can be found in section 2.1.

In section 2.2 , we show that with this choice of $L$ the decomposition operator $\mathrm{A}_{j}^{*}$ is given in terms of a kernel $\overline{A_{j}}(\xi \cdot \eta), \xi, \eta \in \mathbb{S}^{n}$, which is a polynomial in $\xi \cdot \eta$. Using the addition theorem for spherical harmonics, one can see that the level $j$ decomposition $w_{j}(\eta)=\left\langle f(\xi), A_{j}(\xi \cdot \eta)\right\rangle_{\mathbb{S}^{n}}$ is a finite sum of spherical harmonics.

In the reconstruction phase, we need to find $\mathrm{A}_{j} w_{j}(\omega)=\left\langle w_{j}(\eta), \overline{A_{j}}(\omega \cdot \eta)\right\rangle_{\mathbb{S}^{n}}$. The integrand in this inner product is also a finite sum of spherical harmonics. At this point, the order of the spherical harmonics is such that we can compute the integral exactly using a quadrature formula introduced in $[14,15]$ and, in section 4 , developed into the tool we need here. The point is that the frame functions have the form $\psi_{j, \xi}(\eta)=\sqrt{c_{j, \xi}} A_{j}(\eta \cdot \xi)$, where the $c_{j, \xi}$ and $\xi \in X_{j}$ are weights and nodes for the quadrature formula appropriate to level $j$. The details are given in section 5 .

What makes these frame functions special is that they have excellent pointwise localization properties. These properties follow from the results on pointwise localization of certain kernels, given in section 3.

## 2. Near-orthogonal spectral decomposition for $\mathbb{S}^{n}$.

### 2.1. Background and notation for $\mathbb{S}^{n}$.

Centers and decompositions of $\mathbb{S}^{n}$. Let $X$ be a finite set of distinct points in $\mathbb{S}^{n}$; we will call these the centers. There are several important quantities associated with this set: the mesh norm, $h_{X}=\sup _{y \in \mathbb{S}^{n}} \inf _{\xi \in X} d(\xi, y)$, where $d(\cdot, \cdot)$ is the geodesic distance between points on the sphere; the separation radius, $q_{X}=\frac{1}{2} \min _{\xi \neq \xi^{\prime}} d\left(\xi, \xi^{\prime}\right)$; and the mesh ratio, $\rho_{X}:=h_{X} / q_{X} \geq 1$.

For $\rho \geq 1$, let $\mathcal{F}_{\rho}=\mathcal{F}_{\rho}\left(\mathbb{S}^{n}\right)$ be the family of all sets of centers $X$ with $\rho_{X} \leq \rho$; we will say that the family $\mathcal{F}_{\rho}$ is $\rho$-uniform. Unless confusion would arise, we will not indicate $\mathbb{S}^{n}$, and just use $\mathcal{F}_{\rho}$ to designate a family. The specific sphere $\mathbb{S}^{n}$ will be clear from the context. We will also say that a set of centers $X$ is $\rho$-uniform if $X \in \mathcal{F}_{\rho}$. It is possible to show that for every $\rho \geq 2$ there exist nonempty $\rho$-uniform families for any $\mathbb{S}^{n}$ and that they contain sets of centers $X$ for which $h_{X}$ becomes arbitrarily small. The result is stated below. For a proof of the facts mentioned here as well as further discussion, see [19, section 2].

Proposition 2.1 (see [19, Proposition 2.1]). Let $\rho \geq 2$ and let $\mathcal{F}_{\rho}$ be the corresponding $\rho$-uniform family. Then, there exists a sequence of sets $X_{k} \in \mathcal{F}_{\rho}$, $k=0,1, \ldots$, such that the sequence is nested, $X_{k} \subset X_{k+1}$, and such that at each step the mesh norms satisfy $\frac{1}{4} h_{X_{k}}<h_{X_{k+1}} \leq \frac{1}{2} h_{X_{k}}$.

We will need to consider a decomposition of $\mathbb{S}^{n}$ into a finite number of nonoverlapping, connected regions $R_{\xi}$, each containing an interior point $\xi$ that will serve for function evaluations as well as labeling. For example, if $\mathcal{X}$ is the Voronoi tessellation for a set of centers $X$, then we may take $R_{\xi}$ to be the region associated with $\xi \in X$. In any case, we will let $X$ be the set of the $\xi$ 's used for labels and $\mathcal{X}=\left\{R_{\xi} \subset \mathbb{S}^{n} \mid \xi \in X\right\}$. In addition, let $\|\mathcal{X}\|=\max _{\xi \in X}\left\{\operatorname{diam}\left(R_{\xi}\right)\right\}$. Du, Gunzburger, and Ju [3] construct a very interesting Voronoi tessellation in which $\xi \in X$ is the centroid of $R_{\xi} \in \mathcal{X}$.

Spherical harmonics. We turn to the situation in which the underlying Hilbert space is $\mathcal{H}=L^{2}\left(\mathbb{S}^{n}\right)$, with $d \mu$ being the usual measure on the $n$-sphere. Throughout the paper, we will let $\lambda_{n}:=\frac{n-1}{2}$ and $\left\{Y_{\ell, m}: \ell=0,1, \ldots, m=1 \ldots d_{\ell}^{n}\right\}$ be the usual orthonormal set of spherical harmonics $[17,24]$ associated with $\mathbb{S}^{n}$, where for $n \geq 2$,

$$
\begin{equation*}
d_{\ell}^{n}=\frac{\ell+\lambda_{n}}{\lambda_{n}}\binom{\ell+n-2}{\ell} \stackrel{\ell \rightarrow \infty}{\sim} \frac{\ell^{n-1}}{\lambda_{n}(n-2)!} \tag{4}
\end{equation*}
$$

Denote by $\mathcal{H}_{\ell}$ the span of the spherical harmonics with fixed order $\ell$, and let $\Pi_{L}=$ $\bigoplus_{\ell=0}^{L} \mathcal{H}_{\ell}$ be the span of all spherical harmonics of order at most $L$. The orthogonal projection $\mathrm{P}_{\ell}$ onto $\mathcal{H}_{\ell}$ is given by

$$
\begin{equation*}
\mathrm{P}_{\ell} f=\sum_{m=1}^{d_{\ell}^{n}}\left\langle f, Y_{\ell, m}\right\rangle Y_{\ell, m} \tag{5}
\end{equation*}
$$

Using the addition formula for spherical harmonics, one can write the kernel for this projection as

$$
\begin{equation*}
P_{\ell}(\xi, \eta)=\sum_{m=1}^{d_{\ell}^{n}} Y_{\ell, m}(\xi) \overline{Y_{\ell, m}(\eta)}=\frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}} P_{\ell}^{\left(\lambda_{n}\right)}(\xi \cdot \eta) \tag{6}
\end{equation*}
$$

where $\lambda_{n}=\frac{n-1}{2}$ and $P_{\ell}^{\left(\lambda_{n}\right)}$ is the ultraspherical polynomial of order $\lambda_{n}$ and degree $\ell$. We regard $\mathbb{S}^{n}$ as being the unit sphere in $\mathbb{R}^{n+1}$, and we let the quantity $\xi \cdot \eta$ denote the usual "dot" product for $\mathbb{R}^{n+1}$.

On the sphere, an operator K with a kernel of the form $K(\xi \cdot \eta)$ can be written as a convolution on $\mathbb{S}^{n}$; that is, $\mathrm{K} f=K * f$, where

$$
K * f(\xi)=\int_{\mathbb{S}^{n}} K(\xi \cdot \eta) f(\eta) d \mu(\eta)
$$

Because of the form of the convolution, these operators commute with rotations. Depending on the properties of the kernel, one may (and will!) apply these operators to spaces other than $L^{2}\left(\mathbb{S}^{n}\right)$.

The spherical harmonic $Y_{\ell, m}$ is an eigenfunction corresponding to the eigenvalue $-\ell(\ell+n-1)=\lambda_{n}^{2}-\left(\ell+\lambda_{n}\right)^{2}$ for Laplace-Beltrami operator $\Delta_{\mathbb{S}^{n}}$ on $\mathbb{S}^{n}$. It follows that $\ell+\lambda_{n}$ is an eigenvalue corresponding to the eigenfunctions $Y_{\ell, m}, m=1 \ldots d_{\ell}^{n}$, of the pseudodifferential operator

$$
\begin{equation*}
\mathrm{L}_{n}:=\sqrt{\lambda_{n}^{2}-\Delta_{\mathbb{S}^{n}}}=\sum_{\ell=0}^{\infty}\left(\ell+\lambda_{n}\right) \mathrm{P}_{\ell} \tag{7}
\end{equation*}
$$

2.2. Operator frames and their kernels on $\mathbb{S}^{\boldsymbol{n}}$. We now turn to the operators $A_{j}$ defined in (2), when the underlying Hilbert space is $\mathcal{H}=L^{2}\left(\mathbb{S}^{n}\right)$ and $L$ is proportional to the self-adjoint operator $L_{n}$ given by (7). It is convenient to normalize
the $\mathrm{L}_{n}$ 's when $n \geq 2$ so that the lowest eigenvalue in the spectrum is in the interval $[1,2)$. To do that, let $j_{n}=\log _{2}\left\lfloor\lambda_{n}\right\rfloor$ for $n \geq 2$ and let $j_{1}=0$. We will work with $\mathrm{L} \rightarrow 2^{-j_{n}} \mathrm{~L}_{n}$. Thus, $\mathrm{A}_{j}=a\left(2^{-j-j_{n}} \mathrm{~L}_{n}\right)$, where the properties of $a \in C(\mathbb{R})$ are discussed in section 1. The spectral measure for $2^{-j_{n}} \mathrm{~L}_{n}$ is $d \mathrm{E}_{\lambda}=\sum_{\ell=0}^{\infty} \mathrm{P}_{\ell} \delta\left(\lambda-2^{-j_{n}}\left(\ell+\lambda_{n}\right)\right)$, where the $P_{\ell}$ 's are the projections defined in (5) and have kernels given in (6). We can write the $\mathrm{A}_{j}$ 's in kernel form:

$$
A_{j}(\xi \cdot \eta)=\left\{\begin{array}{cl}
\frac{1}{\pi} \sum_{\ell=1}^{\infty} a\left(2^{-j} \ell\right) \cos (\ell \theta), & n=1, \xi \cdot \eta=\cos \theta  \tag{8}\\
\sum_{\ell=0}^{\infty} a\left(\frac{\ell+\lambda_{n}}{2^{j+j_{n}}}\right) \frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}} P_{\ell}^{\left(\lambda_{n}\right)}(\xi \cdot \eta), & n \geq 2, j_{n}=\left\lfloor\log _{2}\left(\lambda_{n}\right)\right\rfloor
\end{array}\right.
$$

The operator $\mathrm{B}_{J}=b\left(2^{-J-j_{n}} \mathbf{L}_{n}\right)$, with $b$ defined in (1), has the kernel

$$
B_{J}(\xi \cdot \eta)= \begin{cases}\frac{1}{2 \pi} b(0)+\frac{1}{\pi} \sum_{\ell=1}^{\infty} b\left(2^{-J} \ell\right) \cos (\ell \theta), & n=1, \xi \cdot \eta=\cos \theta  \tag{9}\\ \sum_{\ell=0}^{\infty} b\left(\frac{\ell+\lambda_{n}}{2^{J+j}}\right) \frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}} P_{\ell}^{\left(\lambda_{n}\right)}(\xi \cdot \eta), & n \geq 2, j_{n}=\left\lfloor\log _{2}\left(\lambda_{n}\right)\right\rfloor\end{cases}
$$

Taking into account the support of $a$, when $n \geq 2$ in these operators it is easy to see that $\mathrm{B}_{J}=\sum_{j=0}^{J} \mathrm{~A}_{j} \mathrm{~A}_{j}^{*}$. For $n=1$, the projection $\mathrm{P}_{0}$ enters and $\mathrm{B}_{J}=\mathrm{P}_{0}+\sum_{j=0}^{J} \mathrm{~A}_{j} \mathrm{~A}_{j}^{*}$.

We will study and establish various properties of operator kernels similar to these in section 3 . In section 5 we will discuss how these give rise to tight frames on $\mathbb{S}^{n}$ and discuss approximation properties of these frames.
3. Localization of kernels on $\mathbb{S}^{\boldsymbol{n}}$. We want to study the localization properties of operator kernels related to the Laplace-Beltrami operator $\Delta_{\mathbb{S}^{n}}$ on the sphere. As we did earlier, let $\mathrm{L}_{n}:=\sqrt{\lambda_{n}^{2}-\Delta_{\mathbb{S}^{n}}}$ and let $\kappa(t) \in C^{k}(\mathbb{R})$, with $k \geq \max \{2, n-1\}$, be even and satisfy

$$
\begin{equation*}
\left|\kappa^{(r)}(t)\right| \leq C_{\kappa}(1+|t|)^{r-\alpha} \text { for all } t \in \mathbb{R}, r=0, \ldots, k \tag{10}
\end{equation*}
$$

where $\alpha>n+k$ and $C_{\kappa}>0$ are fixed constants. We remark that all compactly supported, even $C^{k}$ functions satisfy (10), as do even functions in the Schwartz class $\mathcal{S}$. Even functions in $\mathcal{S}$ satisfy (10) for arbitrarily large $k$ and $\alpha$. Define the family of operators

$$
\mathrm{K}_{\varepsilon, n}:=\kappa\left(\varepsilon \mathrm{L}_{n}\right)=\sum_{\ell=0}^{\infty} \kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right) \mathrm{P}_{\ell}, \quad 0<\varepsilon \leq 1
$$

along with the associated family of kernels

$$
K_{\varepsilon, n}(\underbrace{\xi \cdot \eta}_{\cos \theta}):= \begin{cases}\frac{1}{2 \pi} \kappa(0)+\frac{1}{\pi} \sum_{\ell=1}^{\infty} \kappa(\varepsilon \ell) \cos \ell \theta, & n=1  \tag{11}\\ \sum_{\ell=0}^{\infty} \kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right) \frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}} P_{\ell}^{\left(\lambda_{n}\right)}(\cos \theta), & n \geq 2\end{cases}
$$

where $\cos \theta=\xi \cdot \eta$ and $0<\varepsilon \leq 1$.
Our aim in this section is to obtain uniform bounds on the kernel $K_{\varepsilon}(\xi \cdot \eta)$ for small $\varepsilon$, with the bounds being explicitly dependent on $\varepsilon$.

The simple estimates given below in section 3.1 on the terms in the series used to define the kernels $K_{\varepsilon, n}$ confirm that, under mild conditions, these series are uniformly convergent. Let $n \geq 2$. Consider the ultraspherical identity [25, (4.7.14)] with $\lambda=\lambda_{n}$, $\frac{d}{d x} P_{\ell}^{\left(\lambda_{n}\right)}(x)=2 \lambda_{n} P_{\ell-1}^{\left(\lambda_{n}+1\right)}(x)$. Since $\lambda_{n}+1=\lambda_{n+2}$ and $\omega_{n}=\lambda_{n+2} \omega_{n+2} / \pi$, we have, for $\ell \geq 1$,

$$
\frac{d}{d x}\left\{\left(\frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}}\right) P_{\ell}^{\left(\lambda_{n}\right)}(x)\right\}=2 \pi\left(\frac{\ell-1+\lambda_{n+2}}{\lambda_{n+2} \omega_{n+2}}\right) P_{\ell-1}^{\left(\lambda_{n+2}\right)}(x)
$$

Multiply both sides by $\kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right)$ and sum on $\ell$ from 1 to $\infty$. Adjust the summation index on the right side and on the left use $\frac{d}{d x} P_{0}^{\left(\lambda_{n}\right)}(x)=0$ to arrive at the identity below, which holds even when $n=1$ :

$$
\begin{equation*}
\frac{d}{d x} K_{\varepsilon, n}(x)=2 \pi K_{\varepsilon, n+2}(x) \tag{12}
\end{equation*}
$$

3.1. Convergence issues and an $\boldsymbol{L}^{\infty}$ estimate on $\boldsymbol{K}_{\varepsilon, n}$. The series defining the kernels are uniformly and absolutely convergent, by the $M$-test. This is easy to see for $n=1$. For $n \geq 2$, start with the bound $[25,(4.7 .3)$ and (7.33.1)]

$$
\begin{equation*}
\left|P_{\ell}^{\left(\lambda_{n}\right)}(\cos \theta)\right| \leq\binom{\ell+n-2}{\ell}=P_{\ell}^{\left(\lambda_{n}\right)}(1) \tag{13}
\end{equation*}
$$

and note that

$$
\frac{\ell+\lambda_{n}}{\lambda_{n}}\binom{\ell+n-2}{\ell} \leq 2\binom{\ell+n-1}{\ell} \leq 2(1+\ell)^{n-1}
$$

From this and the assumptions on $\kappa(t)$, the terms in the series satisfy the bound

$$
\left|\kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right)\right| \frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}}\left|P_{\ell}^{\left(\lambda_{n}\right)}(\cos \theta)\right| \leq \frac{2 C_{\kappa}(1+\ell)^{n-1}}{\omega_{n}\left(1+\varepsilon\left(\ell+\lambda_{n}\right)\right)^{\alpha}} \leq \frac{2 C_{\kappa} \varepsilon^{-(n-1)}}{\omega_{n}(1+\varepsilon \ell)^{\alpha-n+1}}
$$

which suffices for the $M$-test, since $\alpha>n+k \geq n+2$ implies the series on the right above is convergent. Note that the estimate holds even when $n=1$, provided the terms on the right are properly adjusted.

It is easy to take this a step further and obtain an estimate on $\left\|K_{\varepsilon, n}\right\|_{\infty}$, which we will need later on anyway.

Proposition 3.1. If $\kappa$ satisfies (10), then

$$
\begin{equation*}
\left\|K_{\varepsilon, n}\right\|_{\infty} \leq \frac{3 C_{\kappa}}{\omega_{n}} \varepsilon^{-n} \tag{14}
\end{equation*}
$$

Proof. From the series definition of the kernel and the estimate on each term, we get this chain of inequalities:

$$
\begin{aligned}
\left\|K_{\varepsilon, n}\right\|_{\infty} & \leq \sum_{\ell=0}^{\infty} \frac{2 C_{\kappa} \varepsilon^{-(n-1)}}{\omega_{n}(1+\varepsilon \ell)^{\alpha-n+1}} \\
& \leq \frac{2 C_{\kappa} \varepsilon^{-(n-1)}}{\omega_{n}}+\int_{0}^{\infty} \frac{2 C_{\kappa} \varepsilon^{-(n-1)} d u}{\omega_{n}(1+\varepsilon u)^{\alpha-n+1}} \\
& \leq \frac{2 C_{\kappa} \varepsilon^{-n}}{\omega_{n}}\left(\varepsilon+\frac{1}{\alpha-n}\right)
\end{aligned}
$$

Using $\varepsilon \leq 1$ and $\alpha-n>k \geq 2$ in the previous inequality and simplifying, we obtain (14).
3.2. Integral representations. We now wish to obtain integral representations for the kernels $K_{\varepsilon}(\cos \theta)$. We begin with the Dirichlet-Mehler integral representation for the Gegenbauer polynomials [5, p. 177],

$$
P_{\ell}^{(\lambda)}(\cos \theta)=\frac{2^{\lambda} \Gamma\left(\lambda+\frac{1}{2}\right) \Gamma(\ell+2 \lambda)}{\sqrt{\pi} \ell!\Gamma(\lambda) \Gamma(2 \lambda)(\sin \theta)^{2 \lambda-1}} \int_{\theta}^{\pi} \frac{\cos ((\ell+\lambda) \varphi-\lambda \pi)}{(\cos \theta-\cos \varphi)^{1-\lambda}} d \varphi
$$

which holds for any real $\lambda>0$. We will take $\lambda=\lambda_{n}=\frac{n-1}{2}$, with $n \geq 2$ throughout this section. Multiply both sides of the previous equation by $\frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}}$ and then simplify to get

$$
\begin{equation*}
\frac{\ell+\lambda_{n}}{\lambda_{n} \omega_{n}} P_{\ell}^{\left(\lambda_{n}\right)}(\cos \theta)=\frac{\gamma_{n}\left(\ell+\lambda_{n}\right)(\ell+n-2)!}{\ell!(\sin \theta)^{n-2}} \int_{\theta}^{\pi} \frac{\cos \left(\left(\ell+\lambda_{n}\right) \varphi-\lambda_{n} \pi\right)}{(\cos \theta-\cos \varphi)^{1-\lambda_{n}}} d \varphi \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n}:=\frac{2^{\lambda_{n}} \Gamma\left(\lambda_{n}+\frac{1}{2}\right)}{\sqrt{\pi} \lambda_{n} \omega_{n} \Gamma\left(\lambda_{n}\right) \Gamma\left(2 \lambda_{n}\right)} . \tag{16}
\end{equation*}
$$

Using the expression on the right in (15) in the series definition of $K_{\varepsilon, n}$, we get this representation:

$$
\begin{equation*}
K_{\varepsilon, n}(\cos \theta)=\frac{\gamma_{n}}{(\sin \theta)^{n-2}} \int_{\theta}^{\pi} \frac{C_{\varepsilon, n}(\varphi)}{(\cos \theta-\cos \varphi)^{1-\lambda_{n}}} d \varphi \tag{17}
\end{equation*}
$$

where $C_{\varepsilon, n}$ is given by the series

$$
\begin{gather*}
C_{\varepsilon, n}(\varphi) \\
:=\sum_{\ell=0}^{\infty} \kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right) \frac{\left(\ell+\lambda_{n}\right)(\ell+n-2)!}{\ell!} \begin{cases}\sin \left(\lambda_{n} \pi\right) \sin \left(\ell+\lambda_{n}\right) \varphi, & n \text { even } \\
\cos \left(\lambda_{n} \pi\right) \cos \left(\ell+\lambda_{n}\right) \varphi, & n \text { odd }\end{cases} \tag{18}
\end{gather*}
$$

We want to put this series in a more convenient form. To begin, the factor $\frac{\left(\ell+\lambda_{n}\right)(\ell+n-2)!}{\ell!}$ is the product $\left(\ell+\lambda_{n}\right)(\ell+n-2)(\ell+n-3) \cdots(\ell+1)$, which can be rewritten as

$$
\frac{\left(\ell+\lambda_{n}\right)(\ell+n-2)!}{\ell!}=\prod_{r=1}^{\left\lfloor\frac{n-1}{2}\right\rfloor}\left(\left(\ell+\lambda_{n}\right)^{2}-\left(\lambda_{n}-r\right)^{2}\right) \times \begin{cases}\ell+\lambda_{n}, & \text { even } \\ 1, & \text { odd }\end{cases}
$$

From this, we see that if we define the degree $n-1$ polynomial

$$
Q_{n-1}(z):=\prod_{r=1}^{\left\lfloor\frac{n-1}{2}\right\rfloor}\left(z^{2}-\left(\lambda_{n}-r\right)^{2}\right) \times \begin{cases}z \sin \left(\lambda_{n} \pi\right), & n \text { even }  \tag{19}\\ \cos \left(\lambda_{n} \pi\right), & n \text { odd }\end{cases}
$$

then we have that

$$
C_{\varepsilon, n}(\varphi)=\sum_{\ell=0}^{\infty} \kappa\left(\varepsilon\left(\ell+\lambda_{n}\right)\right) Q_{n-1}\left(\ell+\lambda_{n}\right) \begin{cases}\sin \left(\ell+\lambda_{n}\right) \varphi, & n \text { even }  \tag{20}\\ \cos \left(\ell+\lambda_{n}\right) \varphi, & n \text { odd }\end{cases}
$$

We want to make a few observations about the polynomial $Q_{n-1}$. First, by direct calculation we have that $Q_{n-1}(-z)=(-1)^{n-1} Q_{n-1}(z)$, so that $Q_{n-1}$ is an even function for odd $n$ and an odd function for even $n$. Second, the zeros of $Q_{n-1}$ are located at $\pm\left(\lambda_{n}-r\right)$ for $r=1, \ldots,\left\lfloor\frac{n-1}{2}\right\rfloor$. This means that the function

$$
g(t):=\kappa(\varepsilon t) Q_{n-1}(t) \begin{cases}\sin (t \varphi), & n \text { even } \\ \cos (t \varphi), & n \text { odd }\end{cases}
$$

is even in $t$ and has its zeros at $t= \pm\left(\lambda_{n}-r\right)$ for $r=1 \ldots,\left\lfloor\lambda_{n}\right\rfloor$. In addition, we have defined $g$ above so that from (20) we have $C_{\varepsilon, n}(\varphi)=\sum_{\ell=0}^{\infty} g\left(\ell+\lambda_{n}\right)$.

We want to apply the Poisson summation formula (PSF),

$$
\sum_{\mu \in \mathbb{Z}} f(\mu)=\sum_{\nu \in \mathbb{Z}} \hat{f}(2 \pi \nu), \quad \hat{f}(\omega)=\int_{\mathbb{R}} f(t) e^{-i \omega t} d t
$$

which holds for "nice" $f$, to $f(t)=g\left(t+\lambda_{n}\right)$. Using the evenness of $g$ and what we said about its zeros, we see that the left side of the PSF becomes

$$
\sum_{\mu \in \mathbb{Z}} g\left(\mu+\lambda_{n}\right)=2 \sum_{\ell=0}^{\infty} g\left(\ell+\lambda_{n}\right)=2 C_{\varepsilon, n}(\varphi)
$$

Employing elementary properties of the Fourier transform, we can show that

$$
\hat{f}(\omega)=e^{i \lambda_{n} \omega} \hat{g}(\omega)=\varepsilon^{-1} e^{i \lambda_{n} \omega} Q_{n-1}\left(i \frac{d}{d \omega}\right) \hat{\kappa}\left(\frac{\varphi+\omega}{\varepsilon}\right)
$$

and so the right side of the PSF is

$$
\begin{aligned}
\sum_{\nu \in \mathbb{Z}} \hat{f}(2 \pi \nu) & =\left.\varepsilon^{-1} \sum_{\nu \in \mathbb{Z}} e^{2 \pi \nu i \lambda_{n}} Q_{n-1}\left(i \frac{d}{d \omega}\right) \hat{\kappa}\left(\frac{\varphi+\omega}{\varepsilon}\right)\right|_{\omega=2 \pi \nu} \\
& =\varepsilon^{-1} \sum_{\nu \in \mathbb{Z}}(-1)^{(n-1) \nu} Q_{n-1}\left(i \frac{d}{d \varphi}\right) \hat{\kappa}\left(\frac{\varphi+2 \pi \nu}{\varepsilon}\right)
\end{aligned}
$$

Equating the two sides of the PSF and dividing by 2, we arrive at the following result.
Proposition 3.2. If $\kappa$ satisfies (10), then for $n \geq 2$ (17) holds with $C_{\varepsilon, n}$ given by

$$
\begin{equation*}
C_{\varepsilon, n}(\varphi)=(2 \varepsilon)^{-1} \sum_{\nu \in \mathbb{Z}}(-1)^{(n-1) \nu} Q_{n-1}\left(i \frac{d}{d \varphi}\right) \hat{\kappa}\left(\frac{\varphi+2 \pi \nu}{\varepsilon}\right) . \tag{21}
\end{equation*}
$$

In addition, for the $n=1$ case we have

$$
\begin{equation*}
K_{\varepsilon, 1}(\cos \theta)=(2 \pi \varepsilon)^{-1} \sum_{\nu \in \mathbb{Z}} \hat{\kappa}\left(\frac{\theta+2 \pi \nu}{\varepsilon}\right) . \tag{22}
\end{equation*}
$$

3.3. Estimates on $\boldsymbol{C}_{\varepsilon, \boldsymbol{n}}$. We need to obtain bounds on the kernels $C_{\varepsilon, n}$ from the previous section. The key to obtaining these bounds is this result.

Lemma 3.3. Let $\kappa$ satisfy (10). If $0 \leq j \leq n-1$ and $0 \leq r \leq k$ are integers, then $\frac{d^{r}}{d t^{r}}\left\{t^{j} \kappa\right\} \in L^{1}$ and $|\omega|^{r}\left|\hat{\kappa}^{(j)}(\omega)\right| \leq\left\|\frac{d^{r}}{d t^{r}}\left\{t^{j} \kappa\right\}\right\|_{L^{1}}$.

Proof. Since $\kappa \in C^{k}$, the derivative $\frac{d^{r}}{d t^{r}}\left\{t^{j} \kappa\right\}$ is a linear combination of terms of the form $t^{p} \kappa^{(q)}$, each of which is bounded by a multiple of $(1+|t|)^{p+q-\alpha}$. This is in $L^{1}$ because $\alpha-p-q>\alpha-(n-1)-k>1$. This allows us to apply standard properties of the Fourier transform to obtain the formula $(-i)^{r+j} \omega^{r} \hat{\kappa}^{(j)}(\omega)=\frac{d^{r} \widehat{d t^{r}}\left\{t^{j} \kappa\right\} \text {, which }}{}$ immediately implies the inequality.

Consider the function $\left(\frac{\varphi+\omega}{\varepsilon}\right)^{r} Q_{n-1}\left(i \frac{d}{d \varphi}\right) \hat{\kappa}\left(\frac{\varphi+\omega}{\varepsilon}\right)=\sum_{j=0}^{n-1} \varepsilon^{-j} q_{j, n}\left(\frac{\varphi+\omega}{\varepsilon}\right)^{r} \hat{\kappa}^{(j)}\left(\frac{\varphi+\omega}{\varepsilon}\right)$, where $Q_{n-1}(z)=\sum_{j=0}^{n-1} q_{j, n} z^{j}$ is defined in (19). From Lemma 3.3, we have that

$$
\begin{aligned}
\left|\left(\frac{\varphi+\omega}{\varepsilon}\right)^{r} Q_{n-1}\left(i \frac{d}{d \varphi}\right) \hat{\kappa}\left(\frac{\varphi+\omega}{\varepsilon}\right)\right| & \leq \sum_{j=0}^{n-1} \varepsilon^{-j}\left|q_{j, n}\right|\left\|\frac{d^{r}}{d t^{r}}\left\{t^{j} \kappa\right\}\right\|_{L^{1}} \\
& \leq B_{n, k, \kappa} \varepsilon^{-(n-1)},
\end{aligned}
$$

where

$$
\begin{equation*}
B_{n, k, \kappa}:=\left(\sum_{j=0}^{n-1}\left|q_{n, j}\right|\right) \max _{j<n, r \leq k}\left\|\frac{d^{r}}{d t^{r}}\left\{t^{j} \kappa\right\}\right\|_{L^{1}} \tag{23}
\end{equation*}
$$

Adding the inequalities for $r=0$ and $r=k$ and manipulating the result, we get that

$$
\left|Q_{n-1}\left(i \frac{d}{d \varphi}\right) \hat{\kappa}\left(\frac{\varphi+\omega}{\varepsilon}\right)\right| \leq \frac{2 B_{n, k, \kappa} \varepsilon^{-(n-1)}}{1+\left|\frac{\varphi+\omega}{\varepsilon}\right|^{k}}
$$

We can use this inequality in conjunction with the series for $C_{\varepsilon, n}$ in (21) to arrive at the bound

$$
\begin{equation*}
\left|C_{\varepsilon, n}(\varphi)\right| \leq(2 \varepsilon)^{-1} \sum_{\nu \in \mathbb{Z}} \frac{2 B_{n, k, \kappa} \varepsilon^{-(n-1)}}{1+\left|\frac{\varphi+2 \pi \nu}{\varepsilon}\right|^{k}}=\sum_{\nu \in \mathbb{Z}} \frac{B_{n, k, \kappa} \varepsilon^{-n}}{1+\left|\frac{\varphi+2 \pi \nu}{\varepsilon}\right|^{k}} \tag{24}
\end{equation*}
$$

which holds for all $\varphi \in \mathbb{R}$ and $0<\varepsilon \leq 1$. If we restrict $\varphi$ to be in the interval $[0, \pi]$, then the dominant term in the series on the right comes from $\nu=0$. The other terms are each bounded above by $B_{n, k, \kappa} \varepsilon^{k-n}((2|\nu|-1) \pi)^{-k}$. Summing them and then estimating the resulting series by an integral gives us

$$
\sum_{\nu \in \mathbb{Z}, \nu \neq 0} \frac{B_{n, k, \kappa} \varepsilon^{-n}}{1+\left|\frac{\varphi+2 \pi \nu}{\varepsilon}\right|^{k}} \leq B_{n, k, \kappa} \varepsilon^{k-n} \pi^{-k} \frac{2 k-1}{k-1}
$$

Multiply top and bottom on the left above by $1+\left(\frac{\varphi}{\varepsilon}\right)^{k}$ and use $0 \leq \varphi \leq \pi$ and $k \geq 2$ to get

$$
\sum_{\nu \in \mathbb{Z}, \nu \neq 0} \frac{B_{n, k, \kappa} \varepsilon^{-n}}{1+\left|\frac{\varphi+2 \pi \nu}{\varepsilon}\right|^{k}} \leq \frac{6 B_{n, k, \kappa} \varepsilon^{-n}}{1+\left(\frac{\varphi}{\varepsilon}\right)^{k}}
$$

Combining this bound with that from (24) yields the result below.
Proposition 3.4. Let $\kappa$ satisfy (10), with $k \geq 2$ and $n \geq 2$. If $0 \leq \varphi \leq \pi$, then the kernel $C_{\varepsilon, n}$ defined in (18) satisfies the bound

$$
\begin{equation*}
\left|C_{\varepsilon, n}(\varphi)\right| \leq \frac{7 B_{n, k, \kappa} \varepsilon^{-n}}{1+\left(\frac{\varphi}{\varepsilon}\right)^{k}} \tag{25}
\end{equation*}
$$

In addition, for the case $n=1$, we have

$$
\begin{equation*}
\left|K_{\varepsilon, 1}(\cos \theta)\right| \leq \frac{7 B_{1, k, \kappa} \varepsilon^{-1}}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}} \tag{26}
\end{equation*}
$$

Proof. Only the second inequality requires comment. The proof we gave works for the $n=1$ case because it has the form given in (22), which is essentially the same as that for the $C_{\varepsilon, n}$ 's.
3.4. Estimates on $\boldsymbol{K}_{\varepsilon, n}$. We now turn to obtaining explicit bounds on the $\Psi \mathrm{DO}$ kernels $K_{\varepsilon, n}$ similar to the bound on $K_{\varepsilon, 1}$ in (26). From the integral representation in (17) and the bound on $C_{\varepsilon, n}$, we have that

$$
\begin{equation*}
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{7 B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}}{(\sin \theta)^{n-2}} \int_{\theta}^{\pi} \frac{(\cos \theta-\cos \varphi)^{\frac{n-3}{2}} d \varphi}{1+\left(\frac{\varphi}{\varepsilon}\right)^{k}} \tag{27}
\end{equation*}
$$

The two values of $\theta$ that present difficulties are $\theta=0$ and $\theta=\pi$. The form of the inequality above is adequate for the $\theta=0$ case, but needs to be reformulated for the $\theta=\pi$ case. To do that, we begin by denoting the angle supplementary to an angle $\alpha$ by $\tilde{\alpha}$, so throughout this section we will let $\tilde{\theta}=\pi-\theta$ and $\tilde{\varphi}=\pi-\varphi$. Changing variables in the integral on the right above and using $\sin \tilde{\alpha}=\sin \alpha$ and $\cos \tilde{\alpha}=-\cos \alpha$, we have the following reformulation of (27):

$$
\begin{equation*}
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{7 B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}}{(\sin \tilde{\theta})^{n-2}} \int_{0}^{\tilde{\theta}} \frac{(\cos \tilde{\varphi}-\cos \tilde{\theta})^{\frac{n-3}{2}} d \tilde{\varphi}}{1+\left(\frac{\pi-\tilde{\varphi}}{\varepsilon}\right)^{k}} \tag{28}
\end{equation*}
$$

The next step is to bound both of these integrals. Recall the sum-to-product identity, $\cos \alpha-\cos \beta \equiv 2 \sin \frac{\alpha+\beta}{2} \sin \frac{\beta-\alpha}{2}$, which holds for all $\alpha$ and $\beta$. Assuming that $\pi \geq \beta>\alpha \geq \pi / 2$ and using the fact that $\frac{\sin t}{t}$ is decreasing for $0 \leq t \leq \pi$, we have that

$$
6<8 \frac{\sin (3 \pi / 4)}{3 \pi / 4} \frac{\sin (\pi / 4)}{\pi / 4} \leq \frac{\cos \alpha-\cos \beta}{\beta^{2}-\alpha^{2}}=8 \frac{\sin \frac{\alpha+\beta}{2}}{\frac{\alpha+\beta}{2}} \frac{\sin \frac{\beta-\alpha}{2}}{\frac{\beta-\alpha}{2}} \leq 8
$$

and so

$$
\left(\frac{\cos \alpha-\cos \beta}{\beta^{2}-\alpha^{2}}\right)^{\frac{n-3}{2}} \leq 2^{\frac{3(n-3)}{2}} \times\left\{\begin{array}{ll}
\frac{2}{\sqrt{3}}, & n=2,  \tag{29}\\
1, & n \geq 3
\end{array} \leq 2 \cdot 2^{\frac{3(n-3)}{2}}\right.
$$

Assume that $\varepsilon \leq \theta \leq \pi / 2$, and apply (29) to (27) to get the following chain of inequalities:

$$
\begin{aligned}
\left|K_{\varepsilon, n}(\cos \theta)\right| & \leq \frac{14 \cdot 2^{\frac{3(n-3)}{2}} B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}}{(\sin \theta)^{n-2}} \int_{\theta}^{\pi} \frac{\left(\theta^{2}-\varphi^{2}\right)^{\frac{n-3}{2}} d \varphi}{1+\left(\frac{\varphi}{\varepsilon}\right)^{k}} \\
& \leq 14 \cdot 2^{\frac{3(n-3)}{2}} B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}\left(\frac{\theta}{\sin \theta}\right)^{n-2} \int_{1}^{\pi / \theta} \frac{\left(t^{2}-1\right)^{\frac{n-3}{2}} d t}{1+(\theta / \varepsilon)^{k} t^{k}} \\
& \leq \frac{14 \cdot 2^{\frac{3(n-3)}{2}} B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}(\pi / 2)^{n-2}}{\left(\frac{\theta}{\varepsilon}\right)^{k}} \int_{1}^{\infty} \frac{\left(t^{2}-1\right)^{\frac{n-3}{2}} d t}{t^{k}}
\end{aligned}
$$

Use $2(\theta / \varepsilon)^{k} \geq 1+(\theta / \varepsilon)^{k}$, change variables of integration from $t \rightarrow 1 / t$, and note that because $k \geq \max \{2, n-1\} \geq n-1$, the resulting integral on the right is bounded above by $\int_{0}^{1}\left(1-t^{2}\right)^{\frac{n-3}{2}} d t=2^{n-3} \Gamma\left(\lambda_{n}\right)^{2} / \Gamma\left(2 \lambda_{n}\right)$ [26, p. 255]. After simplifying, we arrive at this estimate:

$$
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{14 \cdot 2^{\frac{3(n-3)}{2}} \pi^{n-2} B_{n, k, \kappa} \gamma_{n} \Gamma\left(\lambda_{n}\right)^{2} / \Gamma\left(2 \lambda_{n}\right)}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}} \varepsilon^{-n}
$$

The messy quantity in the numerator can be simplified considerably. This requires employing the definition of $\gamma_{n}$ in (16), the formula for $\omega_{n}$, the familiar properties of the $\Gamma$-function, along with the less familiar duplication formula [26, p. 240], $\sqrt{\pi} \Gamma(2 z)=$ $2^{2 z-1} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right)$, and manipulating the expressions involved. The result is that

$$
2^{\frac{3(n-3)}{2}} \pi^{n-2} \gamma_{n} \Gamma\left(\lambda_{n}\right)^{2} / \Gamma\left(2 \lambda_{n}\right)=\frac{\omega_{n-1}}{4 \sqrt{\pi}}, \omega_{n-1}=\frac{2 \pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)}
$$

Thus we can rewrite the previous inequality, which holds for $\varepsilon \leq \theta \leq \pi / 2$, as

$$
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{7 \omega_{n-1} B_{n, k, \kappa}}{2 \sqrt{\pi}\left(1+\left(\frac{\theta}{\varepsilon}\right)^{k}\right)} \varepsilon^{-n}
$$

If we now apply (29) to (28), with $0 \leq \tilde{\theta} \leq \pi / 2$ (or, equivalently, $\pi / 2 \leq \theta \leq \pi$ ), then

$$
\begin{aligned}
\left|K_{\varepsilon, n}(\cos \theta)\right| & \leq \frac{7 B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}}{(\sin \tilde{\theta})^{n-2}} \int_{0}^{\tilde{\theta}} \frac{\left(\tilde{\theta}^{2}-\tilde{\varphi}^{2}\right)^{\frac{n-3}{2}} d \tilde{\varphi}}{1+\left(\frac{\pi-\tilde{\varphi}}{\varepsilon}\right)^{k}} \\
& \leq \frac{14 \cdot 2^{\frac{3(n-3)}{2}} B_{n, k, \kappa} \gamma_{n} \varepsilon^{-n}}{\left(1+\left(\frac{\theta}{\varepsilon}\right)^{k}\right)(\sin \tilde{\theta})^{n-2}} \int_{0}^{\tilde{\theta}}\left(\tilde{\theta}^{2}-\tilde{\varphi}^{2}\right)^{\frac{n-3}{2}} d \tilde{\varphi} .
\end{aligned}
$$

Carrying out manipulations analogous to those for the previous case, we obtain

$$
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{7 \omega_{n-1} B_{n, k, \kappa}}{4 \sqrt{\pi}\left(1+\left(\frac{\theta}{\varepsilon}\right)^{k}\right)} \varepsilon^{-n}
$$

The final case concerns $0 \leq \theta \leq \varepsilon$. For such $\theta$, we have, from the $L^{\infty}$ bound in (14), that

$$
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{3 C_{\kappa}}{\omega_{n}} \varepsilon^{-n} \leq \frac{3 C_{\kappa}}{\omega_{n}}\left(\frac{1+\left(\frac{\theta}{\varepsilon}\right)^{k}}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}}\right) \varepsilon^{-n} \leq \frac{6 C_{\kappa}}{\omega_{n}\left(1+\left(\frac{\theta}{\varepsilon}\right)^{k}\right)} \varepsilon^{-n}
$$

which, when combined with (22) for $n=1$, gives us the main result of this section.
ThEOREM 3.5. Let $\kappa$ satisfy (10), with $k \geq \max \{2, n-1\}$. If $0 \leq \theta \leq \pi$, then the kernel $K_{\varepsilon, n}$ satisfies the bound

$$
\begin{equation*}
\left|K_{\varepsilon, n}(\cos \theta)\right| \leq \frac{\beta_{n, k, \kappa}}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}} \varepsilon^{-n} \tag{30}
\end{equation*}
$$

where

$$
\beta_{n, k, \kappa}:=\left\{\begin{array}{cl}
7 B_{1, k, \kappa} & \text { if } n=1,  \tag{31}\\
\max \left\{\frac{6 C_{\kappa}}{\omega_{n}}, \frac{7 \omega_{n-1} B_{n, k, \kappa}}{2 \sqrt{\pi}}\right\} & \text { if } n \geq 2 .
\end{array}\right.
$$

We conclude this section with an application of this theorem to obtaining a bound on the $L^{1}$ norm of $K_{\varepsilon, n}(\xi \cdot \eta)$, with $\eta$ fixed. By the Funk-Hecke formula [17, Theorem $6]$, this norm is given by

$$
\int_{\mathbb{S}^{n}}\left|K_{\varepsilon, n}(\xi \cdot \eta)\right| d \mu(\xi)=\omega_{n-1} \int_{0}^{\pi}\left|K_{\varepsilon, n}(\cos \theta)\right| \sin ^{n-1} \theta d \theta
$$

which is of course independent of $\eta$. For that reason we will drop any reference to $\eta$ and denote the norm by $\left\|K_{\varepsilon, n}\right\|_{1}$. Here is the bound we want.

Corollary 3.6. Let $n \geq 1$. If $\kappa$ satisfies (10), with $k>\max \{2, n\}$, then

$$
\left\|K_{\varepsilon, n}\right\|_{1} \leq 2 \omega_{n-1} \beta_{n, k, \kappa}
$$

Proof. By Theorem 3.5 and the remarks above, we have

$$
\left\|K_{\varepsilon, n}\right\|_{1} \leq \omega_{n-1} \int_{0}^{\pi}\left|K_{\varepsilon, n}(\cos \theta)\right| \sin ^{n-1} \theta d \theta \leq \beta_{n, k, \kappa} \omega_{n-1} \varepsilon^{-n} \int_{0}^{\pi} \frac{\sin ^{n-1} \theta d \theta}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}}
$$

The integral on the right side above can be estimated this way:

$$
\begin{aligned}
\int_{0}^{\pi} \frac{\sin ^{n-1} \theta d \theta}{1+\left(\frac{\theta}{\varepsilon}\right)^{k}} & <\varepsilon^{n} \int_{0}^{\pi / \varepsilon} \frac{t^{n-1} d t}{1+t^{k}} \\
& <\varepsilon^{n}\left\{\int_{0}^{1} t^{n-1} d t+\int_{1}^{\infty} \frac{d t}{t^{k+1-n}}\right\}<2 \varepsilon^{n}
\end{aligned}
$$

The corollary then follows immediately from the estimate.
3.5. Operator properties of $\mathbf{K}_{\varepsilon, n}$. We now turn to the operator properties of $\mathrm{K}_{\varepsilon, n}$. Our first result is calculating the norm of the map of $\mathrm{K}_{\varepsilon, n}: L^{p} \rightarrow L^{q}$. After that we will prove a lemma showing that for certain $\kappa$ the operator $\mathrm{K}_{\varepsilon, n}$ will be a reproducing kernel on $\Pi_{L}$. We will close the section with a result showing that for such $\kappa$ and $\varepsilon \leq\left(L+\lambda_{n}\right)^{-1}$ the norm of $f-\mathrm{K}_{\varepsilon, n} f$ is comparable to the distance from $f$ to $\Pi_{L}$ in appropriate norms.

THEOREM 3.7. If $\kappa$ satisfies (10), with $k>\max \{2, n\}$, then, for all $1 \leq p \leq \infty$ and $1 \leq q \leq \infty$, the operator $\mathrm{K}_{\varepsilon, n}: L^{p}\left(\mathbb{S}^{n}\right) \rightarrow L^{q}\left(\mathbb{S}^{n}\right)$ is bounded and its norm satisfies

$$
\left\|\mathrm{K}_{\varepsilon, n}\right\|_{p, q} \leq 2 \omega_{n-1} \beta_{n, k, \kappa}\left(4 \omega_{n-1} \varepsilon^{n}\right)^{-\left(\frac{1}{p}-\frac{1}{q}\right)_{+}}
$$

where $\beta_{n, k, \kappa}$ is defined in (31) and $(x)_{+}=x$ for $x>0$ and $(x)_{+}=0$ otherwise.
Proof. The operators are all of the form $K_{\varepsilon, n} * f$ and so, for the $(p, q)$ pairs $(1,1)$, $(\infty, \infty),(\infty, 1)$, all satisfy $\left\|K_{\varepsilon, n} * f\right\|_{q} \leq\left\|K_{\varepsilon, n}\right\|_{1}\|f\|_{p}$. By the Riesz-Thorin theorem [28, p. 95] and Corollary 3.6, we then have for $1 \leq q \leq p \leq \infty$

$$
\left\|\mathrm{K}_{\varepsilon, n}\right\|_{p, q} \leq\left\|K_{\varepsilon, n}\right\|_{1} \leq 2 \omega_{n-1} \beta_{n, k, \kappa}
$$

For the pair $(1, \infty)$, we have $\left\|K_{\varepsilon, n} * f\right\|_{\infty} \leq\left\|K_{\varepsilon, n}\right\|_{\infty}\|f\|_{1}$. By (14) and (31), we have $\left\|K_{\varepsilon, n}\right\|_{\infty} \leq \frac{1}{2} \beta_{n, k, \kappa} \varepsilon^{-n}$, and so $\left\|K_{\varepsilon, n} * f\right\|_{\infty} \leq \frac{1}{2} \beta_{n, k, \kappa} \varepsilon^{-n}\|f\|_{1}$. Apply the RieszThorin theorem to the pairs $(p, q)$, where $\frac{1}{p}=(1-t) \alpha+t$ and $\frac{1}{q}=(1-t) \alpha$, where $0<t<1$ and $0<\alpha<1,\left(\frac{1}{\alpha}, \frac{1}{\alpha}\right)$ and $(1, \infty)$ to get

$$
\left\|\mathrm{K}_{\varepsilon, n}\right\|_{p, q} \leq\left(2 \beta_{n, k, \kappa} \omega_{n-1}\right)^{1-t}\left(\frac{1}{2} \beta_{n, k, \kappa} \varepsilon^{-n}\right)^{t}=2 \omega_{n-1} \beta_{n, k, \kappa}\left(4 \omega_{n-1} \varepsilon^{n}\right)^{-t}
$$

Since $\frac{1}{p}=(1-t) \alpha+t=\frac{1}{q}+t, t=\frac{1}{p}-\frac{1}{q}$. Thus, for $q>p$, we have

$$
\left\|\mathrm{K}_{\varepsilon, n}\right\|_{p, q} \leq 2 \omega_{n-1} \beta_{n, k, \kappa}\left(4 \omega_{n-1} \varepsilon^{n}\right)^{-\left(\frac{1}{p}-\frac{1}{q}\right)}
$$

Putting the last inequality together with that for $q \leq p$ yields the result.
The following lemma is obvious.
Lemma 3.8. Let $L>0$ be an integer and let $0<\varepsilon \leq\left(L+\lambda_{n}\right)^{-1}$. If $\kappa$ satisfies (10), with $k \geq \max \{2, n-1\}$, and if $\kappa(t) \equiv 1$ on $[0,1]$, then $K_{\varepsilon, n}(\xi \cdot \eta)$ is a reproducing kernel on $\Pi_{L}$, the space of spherical harmonics having degree at most $L$.

Remark 3.9. Let $L>0$ be an integer. If we choose $\varepsilon$ so that $L=\left\lfloor\varepsilon^{-1}-\lambda_{n}\right\rfloor$, then by combining the previous theorem and lemma we get a familiar result about harmonic polynomials: If $S \in \Pi_{L}$, then $\|S\|_{q} \leq C_{n} L^{n\left(\frac{1}{p}-\frac{1}{q}\right)+}\|S\|_{p}$.

We let $E_{L}(f)_{p}$ denote the distance of $f \in L^{p}\left(\mathbb{S}^{n}\right)$ to $\Pi_{L}$, i.e.,

$$
\begin{equation*}
E_{L}(f)_{p}:=\inf _{S \in \Pi_{L}}\|f-S\|_{p} . \tag{32}
\end{equation*}
$$

Corollary 3.10. Let $\kappa$ satisfy (10), with $k>\max \{2, n\}$, and in addition suppose $\kappa(t) \equiv 1$ on $[0,1]$. If $f \in L^{p}\left(\mathbb{S}^{n}\right), 1 \leq p \leq \infty$, and $\varepsilon \leq\left(L+\lambda_{n}\right)^{-1}$, then

$$
\begin{equation*}
\left\|f-K_{\varepsilon, n} * f\right\|_{p} \leq\left(1+2 \omega_{n-1} \beta_{n, k, \kappa}\right) E_{L}(f)_{p} . \tag{33}
\end{equation*}
$$

Also, for $1 \leq p<\infty$ or, if $p=\infty$, for $f \in C\left(\mathbb{S}^{n}\right)$, we have $\lim _{\varepsilon \downarrow 0} K_{\varepsilon, n} * f=f$.
Proof. By Lemma 3.8, then $K_{\varepsilon, n} * S=S$ if $S \in \Pi_{L}$. It follows that $f-$ $K_{\varepsilon, n} * f=\left(I+\mathrm{K}_{\varepsilon}\right)(f-S)$. From this and Theorem 3.7, we have that $\| f-K_{\varepsilon, n} *$ $f\left\|_{p} \leq\left(1+2 \omega_{n-1} \beta_{n, k, \kappa}\right)\right\| f-S \|_{p}$. Taking the infimum over all $S \in \Pi_{L}$ yields (33). That $\lim _{\varepsilon \downarrow 0} K_{\varepsilon, n} * f=f$ follows from (33) together with the fact that the spherical harmonics are dense in $L^{p}$ for $1 \leq p<\infty$ and in $C\left(\mathbb{S}^{n}\right)$ in the usual $L^{\infty}$ norm [24, section IV.2].

The estimate in (33) is useful for obtaining rates of approximation, simply because rates of approximation by spherical harmonics are well known for many classes of functions; see, for example, Rustamov [23]. For further discussion, see the remarks following Proposition 5.1.
4. Quadrature on $\mathbb{S}^{n}$. To do the discretizations required to construct tight spherical frames in section 5 , we need a strengthened version of the quadrature formula given in $[14,15]$. There are two reasons for this. First, the earlier quadrature formula applies to a partition of $\mathbb{S}^{n}$ that is restricted. Second, it utilizes a set of centers that is not a general set of scattered points, but rather a set that has been "culled" from one. Our aim is to use the results obtained in section 3 to produce an improved positive-weight quadrature formula that avoids these restrictions. Indeed, out of this will also come strengthened versions of the inequalities derived in [14].
4.1. Marcinkiewicz-Zygmund inequalities. In this section we wish to give Marcinkiewicz-Zygmund type inequalities. These inequalities provide equivalences between norms defined through integrals and discrete norms stemming from sampled points and certain weights. Here, instead of polynomials, we will work with functions of the form $K_{\varepsilon, n} * f$ for $f \in L^{1}\left(\mathbb{S}^{n}\right)$.

The place to start is with a decomposition of the sphere into a finite number of nonoverlapping, connected regions $R_{\xi}$, each containing an interior point $\xi$ that will serve for function evaluations as well as labeling. For example, given a set of centers $X$, one can form the corresponding Voronoi tessellation, and then take $R_{\xi}$ to be the region associated with $\xi \in X$. In any case, we will let $X$ be the set of the $\xi$ 's used for labels and $\mathcal{X}=\left\{R_{\xi} \subset \mathbb{S}^{n} \mid \xi \in X\right\}$. In addition, let $\|\mathcal{X}\|=\max _{\xi \in X}\left\{\operatorname{diam}\left(R_{\xi}\right)\right\}$.

The quantity that we wish to estimate first is the magnitude of the difference between the continuous and discrete norms for $g=K_{\varepsilon, n} * f$,

$$
E_{\mathcal{X}}:=\left|\|g\|_{1}-\sum_{\xi \in X}\right| g(\xi)\left|\mu\left(R_{\xi}\right)\right|
$$

where we assume that $f \in L^{1}\left(\mathbb{S}^{n}\right)$. It is straightforward to show that

$$
E_{\mathcal{X}} \leq \sum_{\xi \in X} \int_{R_{\xi}}|g(\eta)-g(\xi)| d \mu(\eta) \leq \sup _{\zeta \in \mathbb{S}^{n}} F_{\varepsilon, \mathcal{X}}(\zeta)\|f\|_{1}
$$

where $F_{\varepsilon, \mathcal{X}}(\zeta):=\sum_{\xi \in X} \int_{R_{\xi}}\left|K_{\varepsilon, n}(\eta \cdot \zeta)-K_{\varepsilon, n}(\xi \cdot \zeta)\right| d \mu(\eta)$, which is the quantity we need to estimate.

Choose $\zeta$ to be the north pole of $\mathbb{S}^{n}$ and let $\theta$ be the colatitude in spherical coordinates; set $\theta_{\eta}=\cos ^{-1}(\eta \cdot \zeta)$ and $\theta_{\xi}=\cos ^{-1}(\xi \cdot \zeta)$. Denote by $\theta_{\xi}^{+}$and $\theta_{\xi}^{-}$, respectively, the high and low values for $\theta$ over $R_{\xi}$. Using (12) for the derivative of $K_{\varepsilon, n}$, we can write $F_{\varepsilon, \mathcal{X}}(\zeta)$ as

$$
\begin{aligned}
F_{\varepsilon, \mathcal{X}}(\zeta) & =2 \pi \sum_{\xi \in X} \int_{R_{\xi}}\left|\int_{\theta_{\zeta}}^{\theta_{\eta}} K_{\varepsilon, n+2}(\cos t) \sin t d t\right| d \mu(\eta) \\
& \leq 2 \pi \sum_{\xi \in X} \mu\left(R_{\xi}\right) \int_{\theta_{\xi}^{-}}^{\theta_{\xi}^{+}}\left|K_{\varepsilon, n+2}(\cos t)\right| \sin t d t .
\end{aligned}
$$

Divide $\mathbb{S}^{n}$ into $M=\lfloor\pi /\|\mathcal{X}\|\rfloor$ equal bands in which $(m-1) \pi / M \leq \theta \leq m \pi / M$, $m=1, \ldots, M$. To avoid trivial situations and simplify later inequalities, we will assume that $M \geq 3$. Call these bands $B_{1}, \ldots, B_{M}$. Each $R_{\xi}$ can have nontrivial intersection with at most two adjacent bands, because $\operatorname{diam}\left(R_{\xi}\right) \leq\|\mathcal{X}\| \leq \pi / M$. So if $R_{\xi} \subset B_{m} \cup B_{m+1}$, then $(m-1) \pi / M \leq \theta_{\xi}^{-} \leq \theta_{\xi}^{+} \leq(m+1) \pi / M$. In addition, the sum of the contributions from all $R_{\xi} \subset B_{m} \cup B_{m+1}$ is bounded above by the quantity

$$
I_{m}:=2 \pi \mu\left(B_{m} \cup B_{m+1}\right) \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi}\left|K_{\varepsilon, n+2}(\cos t)\right| \sin t d t
$$

where $\mu\left(B_{m} \cup B_{m+1}\right)=\omega_{n-1} \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} \sin ^{n-1} t d t$. It follows that $F_{\varepsilon, \mathcal{X}}(\zeta) \leq \sum_{m=1}^{M-1} I_{m}$. From Theorem 3.5, if we assume $k \geq n+2>\max \{2, n+1\}$ and if we use various linear approximations to the sine, we have

$$
\begin{equation*}
I_{m} \leq 2 \pi \omega_{n-1} \beta_{n+2, k, \kappa} \varepsilon^{-n-2} \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} t^{n-1} d t \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} \frac{t}{1+\left(\frac{t}{\varepsilon}\right)^{k}} d t \tag{34}
\end{equation*}
$$

For $2 \leq m \leq M-1$, we can bound the first integral by $\frac{2 \pi}{M}\left(\frac{m+1}{M} \pi\right)^{n-1}$. In the second integral, we divide and multiply the integrand by $t^{n-1}$, and replace the $t^{n-1}$ in the denominator by its lowest value. The result is that

$$
\int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} \frac{t}{1+\left(\frac{t}{\varepsilon}\right)^{k}} d t \leq\left(\frac{M}{(m-1) \pi}\right)^{n-1} \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} \frac{t^{n}}{1+\left(\frac{t}{\varepsilon}\right)^{k}} d t .
$$

Putting these two bounds together yields

$$
I_{m} \leq \frac{4 \pi^{2}}{M} \omega_{n-1} \beta_{n+2, k, \kappa} \varepsilon^{-n-2} \underbrace{\left(\frac{m+1}{m-1}\right)^{n-1}}_{\leq 3^{n-1}} \int_{\frac{m-1}{M} \pi}^{\frac{m+1}{M} \pi} \frac{t^{n}}{1+\left(\frac{t}{\varepsilon}\right)^{k}} d t .
$$

Summing both sides from $m=2$ to $M-1$, taking account of intervals appearing twice in the sum, and doing some obvious manipulations, we obtain

$$
\begin{aligned}
\sum_{m=2}^{M-1} I_{m} & <\frac{8 \pi^{2} 3^{n-1} \omega_{n-1}}{M \varepsilon} \beta_{n+2, k, \kappa} \int_{\frac{\pi}{M \varepsilon}}^{\frac{\pi}{\varepsilon}} \frac{t^{n}}{1+t^{k}} d t \\
& <\frac{8 \pi^{2} 3^{n-1} \omega_{n-1}}{M \varepsilon} \beta_{n+2, k, \kappa} \underbrace{\int_{0}^{\infty} \frac{t^{n}}{1+t^{k}} d t}_{\leq 3 / 2}<\frac{4 \pi^{2} 3^{n} \omega_{n-1}}{M \varepsilon} \beta_{n+2, k, \kappa} .
\end{aligned}
$$

We now need to estimate $I_{1}$. From (34) we have

$$
I_{1} \leq n^{-1} \omega_{n-1}(2 \pi / M)^{n} \int_{0}^{\frac{2 \pi}{M}} \frac{\beta_{n+2, k, \kappa} \varepsilon^{-n-2}}{1+\left(\frac{t}{\varepsilon}\right)^{k}} t d t<\frac{\omega_{n-1}}{2 n}\left(\frac{2 \pi}{M \varepsilon}\right)^{n+2} \beta_{n+2, k, \kappa}
$$

We arrive at the estimate

$$
F_{\varepsilon, \mathcal{X}}(\zeta) \leq 2 \pi \omega_{n-1} \beta_{n+2, k, \kappa} \frac{2 \pi}{M \varepsilon}\left\{\frac{1}{2 n}\left(\frac{2 \pi}{M \varepsilon}\right)^{n+1}+3^{n}\right\}
$$

To finish up, we want to put our inequalities in terms of the ratio $\|\mathcal{X}\| / \varepsilon$. Since we have assumed that $M \geq 3$, we have that $\pi / M \leq \frac{4}{3}\|\mathcal{X}\|$. Using this in the previous inequality and simplifying, we arrive at

$$
F_{\varepsilon, \mathcal{X}}(\zeta)<16 \pi \cdot 3^{n-1} \omega_{n-1} \beta_{n+2, k, \kappa} \frac{\|\mathcal{X}\|}{\varepsilon}\left\{1+\frac{3}{2 n}\left(\frac{8\|\mathcal{X}\|}{9 \varepsilon}\right)^{n+1}\right\}
$$

We remark that if $\|\mathcal{X}\| \leq \varepsilon \leq 1$, then the assumption that $M \geq 3$ is automatically fulfilled. In addition, the right side of the inequality above is independent of $\zeta$, so it holds for the left replaced by $\sup _{\zeta \in \mathbb{S}^{n}} F_{\varepsilon, \mathcal{X}}(\zeta)$. Finally, the inequality itself simplifies considerably. We collect all these observations in the result below.

Proposition 4.1. Let $\kappa$ satisfy (10) with $k \geq n+2$, and for $f \in L^{1}\left(\mathbb{S}^{n}\right)$ let $g=K_{\varepsilon, n} * f$. If $\mathcal{X}$ is the decomposition of $\mathbb{S}^{n}$ described above and if $\|\mathcal{X}\| \leq \varepsilon \leq 1$, then

$$
\begin{equation*}
\left|\|g\|_{1}-\sum_{\xi \in X}\right| g(\xi)\left|\mu\left(R_{\xi}\right)\right| \leq 16 \pi \cdot 3^{n} \omega_{n-1} \beta_{n+2, k, \kappa} \frac{\|\mathcal{X}\|}{\varepsilon}\|f\|_{1} \tag{35}
\end{equation*}
$$

This result leads immediately to a version of the Marcinkiewicz-Zygmund inequalities for $\mathbb{S}^{n}$. This result extends an earlier result proved in [14, Theorem 3.1]. As we noted at the start of the section, the earlier result held only for restricted classes of decompositions.

THEOREM 4.2. Let $L>0$ be an integer and let $\delta \in(0,1)$. If $\mathcal{X}$ is the decomposition of $\mathbb{S}^{n}$ described above and $S \in \Pi_{L}$, then there exists a constant $s_{n} \geq 1$, which depends only on $n$, such that

$$
\begin{equation*}
(1-\delta)\|S\|_{1} \leq \sum_{\xi \in X}|S(\xi)| \mu\left(R_{\xi}\right) \leq(1+\delta)\|S\|_{1} \tag{36}
\end{equation*}
$$

holds whenever $\|\mathcal{X}\| \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$.
Proof. Let $\kappa$ satisfy (10), with $k \geq n+2$. In addition, require $\kappa(t) \equiv 1$ for $t \in[0,1]$. Choose $\varepsilon=\left(L+\lambda_{n}\right)^{-1}$. By Lemma 3.8, $S=K_{\varepsilon, n} * S$, and so if we take $f=S$ and $\|\mathcal{X}\| \leq \varepsilon=\left(L+\lambda_{n}\right)^{-1} \leq 1$ in Proposition 4.1, then $g=K_{\varepsilon, n} * S=S$ there. Manipulating the resulting expression in (35) then gives us

$$
\tilde{s}_{n}:=\sup \frac{\left|\|S\|_{1}-\sum_{\xi \in X}\right| S(\xi)\left|\mu\left(R_{\xi}\right)\right|}{\left(L+\lambda_{n}\right)\|\mathcal{X}\|\|S\|_{1}} \leq 16 \pi \cdot 3^{n} \omega_{n-1} \beta_{n+2, k, \kappa}
$$

where the supremum is over all $\mathcal{X}$ and $L>0$ such that $\|\mathcal{X}\| \leq\left(L+\lambda_{n}\right)^{-1}$ and clearly depends only on $n$. Now, let

$$
\begin{equation*}
s_{n}:=\max \left\{1, \tilde{s}_{n}\right\} \leq \max \left\{1,16 \pi \cdot 3^{n} \omega_{n-1} \beta_{n+2, k, \kappa}\right\} \tag{37}
\end{equation*}
$$

If we further restrict $\|\mathcal{X}\|$ so that $\|\mathcal{X}\| \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$, then (36) follows.
4.2. Positive-weight quadrature for $\mathbb{S}^{\boldsymbol{n}}$. Our aim is to extend the quadrature formula in [14, Theorem 4.1] to more general sets of centers and decompositions than the restricted class covered there. Even more important for us here is obtaining upper and lower bounds on the positive weights. For the restricted case covered in [14], upper bounds were given in [15], but nothing was said about lower bounds, which we need for constructing tight-frames on $\mathbb{S}^{n}$.

There is an important map associated with $\Pi_{L}$ and the decomposition $\mathcal{X}$ and the corresponding finite set $X$. Let $|X|$ be the cardinality of $X$. We define the sampling map, $T_{X}: \Pi_{L} \rightarrow \mathbb{R}^{|X|}$, by $T_{X} S:=(S(\xi))_{\xi \in X}$. From Theorem 4.2, it follows that if $\|\mathcal{X}\| \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$ holds and if $T_{X} S=0$, we have that $\|S\|_{1}=0$ and, hence, $S \equiv 0$. The sampling map, which is linear, is therefore injective. Moreover, if we let the subspace $V_{L}=T_{X} \Pi_{L} \subset \mathbb{R}^{|X|}$, then the inverse map $T_{X}^{-1}: V_{L} \rightarrow \Pi_{L}$ is of course linear. Also, we will let $S_{X}=(S(\xi))_{\xi \in X}$.

Since our interest here is in weights for quadrature, we start with the linear functional $\Phi: \Pi_{L} \rightarrow \mathbb{R}$ given by

$$
\Phi(S):=\int_{\mathbb{S}^{n}} S(\eta) d \mu(\eta), S \in \Pi_{L}
$$

Let $\Phi_{X}\left(S_{X}\right)=\Phi\left(T_{X}^{-1}\left(S_{X}\right)\right)=\Phi(S)$. If $S_{X} \geq 0$, then $|S(\xi)|=S(\xi)$ for $\xi \in X$, and so from (36) we have that

$$
\left|\Phi(S)-\sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right)\right| \leq\left|\|S\|_{1}-\sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right)\right| \leq \frac{\delta}{1-\delta} \sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right)
$$

provided only that $\|\mathcal{X}\| \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$. For any $\delta<\frac{1}{2}$, this implies that

$$
\frac{1-2 \delta}{1-\delta} \sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right) \leq \Phi(S) \leq \frac{1}{1-\delta} \sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right)
$$

From this, we see that the linear functional

$$
\begin{equation*}
\Psi_{X}\left(S_{X}\right):=\Phi_{X}\left(S_{X}\right)-\frac{1-2 \delta}{1-\delta} \sum_{\xi \in X} S(\xi) \mu\left(R_{\xi}\right) \tag{38}
\end{equation*}
$$

is positive on the cone $0 \leq S_{X} \in V_{L}$, which itself is contained in the positive cone of $\mathbb{R}^{|X|}$.

There are two facts we will take account of. The first is that the positive cone of $V_{L}$ is contained in the positive cone of $\mathbb{R}^{|X|}$. The second is that the vector $(1)_{\xi \in X}$, which is in both cones, is an interior point of the positive cone of $\mathbb{R}^{|X|}$. By the KreinRutman theorem [9], there exists a positive linear functional $\widetilde{\Psi}_{X}$ that extends $\Psi_{X}$ to all $\mathbb{R}^{|X|}$. Consequently, there exist weights $\alpha_{\xi} \geq 0$ such that $\widetilde{\Psi}_{X}(x)=\sum_{\xi \in X} \alpha_{\xi} x_{\xi}$. Using this and $\Phi_{X}\left(S_{X}\right)=\Phi(S)$ in (38), we obtain

$$
\begin{equation*}
\Phi(S)=\sum_{\xi \in X} c_{\xi} S(\xi), \quad c_{\xi}:=a_{\xi}+\frac{1-2 \delta}{1-\delta} \mu\left(R_{\xi}\right), a_{\xi} \geq 0 \tag{39}
\end{equation*}
$$

This is of course a positive-weight quadrature formula on $\mathbb{S}^{n}$, with weights bounded below by $\frac{1-2 \delta}{1-\delta} \mu\left(R_{\xi}\right)$.

We want to get upper bounds as well. To do that, we let $L^{\prime}=\left\lfloor\frac{L}{2}\right\rfloor$ and fix $\xi_{0} \in X$. If $S \in \Pi_{L^{\prime}}$, then $S^{2}$ is in $\Pi_{L}$. The quadrature formula (39) then implies that

$$
\|S\|_{2}^{2}=\Phi\left(S^{2}\right)=\sum_{\xi \in X} c_{\xi}(S(\xi))^{2} \geq c_{\xi_{0}}\left(S\left(\xi_{0}\right)\right)^{2}
$$

Choose $S(\eta)=\sum_{\ell=0}^{L^{\prime}} \sum_{m=1}^{d_{\ell}^{n}} Y_{\ell, m}(\eta) \overline{Y_{\ell, m}\left(\xi_{0}\right)}=\sum_{\ell=0}^{L^{\prime}} \frac{\ell+\lambda_{n}}{\omega_{n} \lambda_{n}} P_{\ell}^{\left(\lambda_{n}\right)}\left(\xi_{0} \cdot \eta\right)$, which is real valued. Using the orthogonality of the $Y_{\ell, m}$ 's, one can show that $\|S\|_{2}^{2}=S\left(\xi_{0}\right)=$ $\sum_{\ell=0}^{L^{\prime}} \frac{\ell+\lambda_{n}}{\omega_{n} \lambda_{n}}\binom{\ell+n-2}{\ell}$. From the previous inequality, (13) and (4), and the fact that $\operatorname{dim} \Pi_{L^{\prime}}=d_{L^{\prime}}^{n+1}\left[17\right.$, p. 4] , we get $c_{\xi_{0}} \leq \omega_{n} / d_{L^{\prime}}^{n+1}$, where $L^{\prime}:=\lfloor L / 2\rfloor$. We summarize these results below.

TheOrem 4.3. Adopt the notation of Theorem 4.2. In particular, $s_{n}$ is given by (37) and depends only on $n$. For any $0<\delta<\frac{1}{2}$ and any integer $L>0$, if $\|\mathcal{X}\| \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$, then there exist positive weights $c_{\xi}, \xi \in X$, such that the quadrature formula

$$
\begin{equation*}
\int_{\mathbb{S}^{n}} f(\eta) d \mu(\eta) \doteq \sum_{\xi \in X} c_{\xi} f(\xi) \tag{40}
\end{equation*}
$$

is exact for spherical harmonics in $\Pi_{L}$. Also, the weights satisfy the bounds

$$
\begin{equation*}
\frac{1-2 \delta}{1-\delta} \mu\left(R_{\xi}\right) \leq c_{\xi} \leq \frac{\omega_{n}}{d_{L^{\prime}}^{n+1}}, L^{\prime}=\lfloor L / 2\rfloor \tag{41}
\end{equation*}
$$

The theorem just proved starts with $L$ and puts conditions on the decomposition $\mathcal{X}$. The centers in $X$ play a secondary role, serving as labels for regions in $\mathcal{X}$ and as evaluation points in the quadrature formula.

It's useful to turn this around and have the centers $X$ play the primary role. To do that, we need to make the assumption that we are considering only $\rho$-uniform $X$; that is, for some fixed $\rho$ we assume that the mesh ratio $h_{X} / q_{X}=\rho_{X} \leq \rho$. We will take the $\mathcal{X}=\mathcal{X}_{V}$ to be the Voronoi decomposition associated with $X$. For this decomposition, we have $h_{X} \leq\left\|\mathcal{X}_{V}\right\|$. Also, since the smallest distance between two points in $X$ is $2 q_{X}$, every $R_{\xi} \in \mathcal{X}_{V}$ contains a spherical cap with center $\xi$ and radius $q_{X} \geq h_{X} / \rho$; hence, $\mu\left(R_{\xi}\right) \geq \omega_{n-1}(2 / \pi)^{n-1} \rho^{-n} h_{X}^{n} / n$. Applying Theorem 4.3, we arrive at this result.

Corollary 4.4. Adopt the notation of Theorem 4.3 and let $X$ be a $\rho$-uniform set of centers. If $h_{X} \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$, then the quadrature formula (40) holds with weights satisfying

$$
\begin{equation*}
\omega_{n-1}(2 / \pi)^{n-1}\left(\frac{1-2 \delta}{1-\delta}\right) \rho^{-n} h_{X}^{n} \leq c_{\xi} \leq \frac{\omega_{n}}{d_{L^{\prime}}^{n+1}}, \quad L^{\prime}=\lfloor L / 2\rfloor \tag{42}
\end{equation*}
$$

Set $\delta=1 / 4$. To get a better idea of how the weights are bounded in terms of $h=h_{X}$ or $L$, note that by (4) we have $d_{L^{\prime}}^{n+1} \sim \frac{(L / 2)^{n}}{\lambda_{n+1}(n-1)!}$. In addition, if we take $L$ as large as possible, but still consistent with the condition that $h_{X} \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$, then $L \sim h^{-1}$. In that case, we see that

$$
\begin{equation*}
c_{\xi}=\mathcal{O}\left\{h^{n}\right\}=\mathcal{O}\left\{L^{-n}\right\} \tag{43}
\end{equation*}
$$

where the constants hidden by $\mathcal{O}$ are dependent only on the dimension $n$.

So far we have only addressed the existence of positive weights, along with bounds on them. In fact, the existence of such weights implies the feasibility of solving a quadratic programming problem that produces weights minimizing $\sum_{\xi \in X} c_{\xi}^{2}$, subject to constraints. Thus it is possible to numerically compute the weights. For more details, see [14, section 4.3].
5. Tight frames on $\mathbb{S}^{\boldsymbol{n}}$. In this section, we discuss three important features of the operator frames on $\mathbb{S}^{n}$ introduced earlier in section 2.2. The first is the approximation power of these frames in various spaces. The second is how to turn them into tight frames for $\mathbb{S}^{n}$. This requires discretizing them using the quadrature results from the previous section. The third and final feature is their excellent localization properties.

We will turn to discussing the approximation power of these operator frames, after a brief word about notation. Throughout this section, the operators $\mathrm{A}_{j}$ and $\mathrm{B}_{J}$ are their kernels $A_{j}$ and $B_{J}$, which are defined in section 2.2. The function $b(t)$ is defined in (1). We assume that the function $a(t)$, whose properties are discussed in section 1 , is in $C^{k}(\mathbb{R})$.

Proposition 5.1. Let $k>\max \{n, 2\}$, and let $b$ be defined by $(1)$, with $a \in C^{k}(\mathbb{R})$. If $f \in L^{p}\left(\mathbb{S}^{n}\right), 1 \leq p \leq \infty$, and if $L>0$ is an integer such that $2^{-J-j_{n}} \leq\left(L+\lambda_{n}\right)^{-1}$, then

$$
\begin{equation*}
\left\|f-\mathrm{B}_{J} f\right\|_{p} \leq C_{b, k, n} E_{L}(f)_{p}, \quad E_{L}(f)_{p}:=\operatorname{dist}_{L^{p}}\left(f, \Pi_{L}\right) \tag{44}
\end{equation*}
$$

Also, for $1 \leq p<\infty$ or, if $p=\infty$, for $f \in C\left(\mathbb{S}^{n}\right)$, we have $\lim _{J \rightarrow \infty} \mathrm{~B}_{J} f=f$.
Proof. Apply Corollary 3.10 with $\kappa=b, k$ as above, and $\varepsilon=2^{-J-j_{n}}$.
The proposition implies that $\mathrm{B}_{J} f$ approximates $f$ to within an error comparable to $E_{L}(f)_{p}$, which is that for the best approximation to $f$ from $\Pi_{L}$ in $L^{p}$. Much work [11, 20, 22, 23, 27] has been done on estimating this error for various smoothness classes and spaces. This work allows us to obtain rates of approximation when $f$ has additional smoothness requirements. A typical result [11] is this: If $f \in L^{p}\left(\mathbb{S}^{n}\right)$, with $\|f\|_{p}=1$, belongs to a smoothness class $W_{p}^{\alpha}\left(\mathbb{S}^{n}\right)$, which is analogous to a Sobolev space, then $E_{L}(f)_{p} \sim L^{-\alpha}$. Choosing $f$ similarly and taking $L \sim 2^{J}$, we get a corresponding result for our case: $\left\|f-\mathrm{B}_{J} f\right\|_{p} \sim 2^{-\alpha J}$.

We now turn to constructing tight frames on $\mathbb{S}^{n}$. The quadrature formulas from section 4.2 will play a pivotal role in their construction; we will also require a sequence of sets of centers to use in conjunction with them. Let $\rho \geq 2$ be fixed. By Proposition 2.1, we can find a sequence of sets of centers $\left\{X_{j} \in \mathcal{F}_{\rho}\right\}_{j=0}^{\infty}$ such that $X_{j}$ is nested and such that the mesh norm $h_{j}:=h_{X_{j}}$ halves going from $j$ to $j+1$; that is, $h_{j+1} \leq h_{j} / 2$. In what follows, assume that the $X_{j}$ 's form such a sequence.

Recall that on $\mathbb{S}^{n}$, the frame transform $f \rightarrow w_{j}=\widetilde{\mathrm{A}}_{j}^{*} f$ takes the form $w_{j}(\eta)=$ $\mathrm{A}_{j}^{*} f(\eta)=\left\langle f(\zeta), A_{j}(\zeta \cdot \eta)\right\rangle_{L^{2}\left(\mathbb{S}^{n}\right)}$. Because $A_{j}(\zeta \cdot \eta)$ is a spherical polynomial with degree less than $2^{j+j_{n}+1}$, the function $w_{j}(\eta)$ is a spherical polynomial of degree less than $2^{j+j_{n}+1}$. In the reconstruction formula this then contributes the term

$$
\mathrm{A}_{j} w_{j}(\omega)=\int_{\mathbb{S}^{n}} A_{j}(\omega \cdot \eta) w_{j}(\eta) d \mu(\eta)
$$

The product $A_{j}(\omega \cdot \eta) w_{j}(\eta)$ is a spherical polynomial having degree less than $2^{j+j_{n}+1}+$ $2^{j+j_{n}+1}=2^{j+j_{n}+2}$.

We can integrate this exactly using the quadrature formula (40), with $L=$ $2^{j+j_{n}+2}$. First of all, the condition on the mesh norm $h$ in both Theorem 4.3
and Corollary 4.4 is that $h \leq \delta s_{n}^{-1}\left(L+\lambda_{n}\right)^{-1}$, where $\delta \in(0,1 / 2)$ is arbitrary. Choose $\delta=1 / 4$ to be definite. For $n=1$ (the circle), we have $\lambda_{1}=0$ and $j_{1}=0$, and the condition is $h \leq \delta s_{1}^{-1} 2^{-j-2}=s_{1}^{-1} 2^{-j-4}$. For $n \geq 2$, note that $2^{j+j_{n}+2}+\lambda_{n} \leq 2^{j+2}\left\lfloor\lambda_{n}\right\rfloor+\lambda_{n}<2^{j+3} \lambda_{n}$. The condition for $n \geq 2$ is then fulfilled if $h \leq \delta\left(\lambda_{n} s_{n}\right)^{-1} 2^{-j-3}=\left(\lambda_{n} s_{n}\right)^{-1} 2^{-j-5}$. It is clear that these conditions can be met by using the sets $X_{j}$.

Let the quadrature weight corresponding to the center $\xi \in X_{j}$ be denoted by $c_{j, \xi}$, so that

$$
\begin{equation*}
\mathrm{A}_{j} w_{j}(\omega)=\sum_{\xi \in X_{j}} c_{j, \xi} A_{j}(\xi \cdot \omega) w_{j}(\omega)=\sum_{\xi \in X_{j}}\left\langle f, \psi_{j, \xi}\right\rangle \psi_{j, \xi} \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{j, \xi}(\eta):=\sqrt{c_{j, \xi}} A_{j}(\eta \cdot \xi), \xi \in X_{j} \tag{46}
\end{equation*}
$$

is the analysis frame function at level $j$. The frame function $\psi_{j, \xi}$ is computable: $A_{j}$ is known and, as we noted at the end of section 4.2, the weights can be found numerically. We can now prove this result.

ThEOREM 5.2. Let $k>\max \{n, 2\}$, and let $A_{j}$ be the kernel in (8), with $a \in$ $C^{k}(\mathbb{R})$. If $f \in C\left(\mathbb{S}^{n}\right)$ or, for $1 \leq p<\infty$, if $f \in L^{p}\left(\mathbb{S}^{n}\right)$, then

$$
f=\sum_{j=0}^{\infty} \sum_{\xi \in X_{j}}\left\langle f, \psi_{j, \xi}\right\rangle \psi_{j, \xi}
$$

with convergence being in the appropriate space. In addition, if $f \in L^{2}\left(\mathbb{S}^{n}\right)$, the frame $\left\{\psi_{j, \xi}\right\}_{j \in \mathbb{Z}_{+}, \xi \in X_{j}}$ is tight:

$$
\|f\|^{2}= \begin{cases}\frac{1}{2 \pi}|\langle f, 1\rangle|^{2}+\sum_{j=0}^{\infty} \sum_{\xi \in X_{j}}\left|\left\langle f, \psi_{j, \xi}\right\rangle\right|^{2}, & n=1 \\ \sum_{j=0}^{\infty} \sum_{\xi \in X_{j}}\left|\left\langle f, \psi_{j, \xi}\right\rangle\right|^{2}, & n \geq 2\end{cases}
$$

Finally, the frame functions have vanishing moments that increase with $j$, and are orthogonal on nonadjacent levels.

Proof. From (9) and (45), for $n \geq 2$ we get $\mathrm{B}_{J} f=\sum_{j=0}^{J} \sum_{\xi \in X_{j}}\left\langle f, \psi_{j, \xi}\right\rangle \psi_{j, \xi}$. By Proposition 5.1 this converges to $f$ in all of the spaces mentioned. To prove that the frame is tight, just observe that for $f \in L^{2}\left(\mathbb{S}^{n}\right)$, we have $\left\langle\mathrm{B}_{J} f, f\right\rangle=$ $\sum_{j=0}^{J} \sum_{\xi \in X_{j}} \mid\left\langle f,\left.\psi_{j, \xi\rangle}\right|^{2}\right.$. Taking the limit as $J \rightarrow \infty$ then yields the equation for $\|f\|^{2}$. The statement concerning vanishing moments follows from the structure of the $A_{j}$ 's, and the orthogonality between nonadjacent levels is proved in Proposition 1.1. The $n=1$ case has a projection $\mathrm{P}_{0}$ in $\mathrm{B}_{J}$, where $\mathrm{P}_{0}$ projects onto the constants. The effect of this is to add a term to the series for $\|f\|^{2}$.

Our last result concerns the localization properties of the frame function defined by (46).

Corollary 5.3. Let $k>\max \{n, 2\}$ and let $\psi_{j, \xi}$ be given by (46). If $\theta:=$ $\cos ^{-1}(\eta \cdot \xi)$, then for all $\theta \in[0, \pi]$ there are constants $C$ and $C^{\prime}$, which depend on $k$, $n$, and a, such that these hold:

$$
\left|\psi_{j, \xi}(\eta)\right| \leq \frac{2^{n\left(j+j_{n}\right) / 2} C}{1+\left(2^{j+j_{n}} \theta\right)^{k}} \text { and }\left|B_{J}(\eta \cdot \xi)\right| \leq \frac{2^{n\left(J+j_{n}\right)} C^{\prime}}{1+\left(2^{J+j_{n}} \theta\right)^{k}}
$$

Proof. Use Theorem 3.5, with $\kappa=b$ and $\varepsilon=2^{-J-j_{n}}$, to bound $B_{J}(\xi \cdot \eta)$, and again, with $\kappa=a$ and $\varepsilon=2^{-j-j_{n}}$, to bound $A_{j}(\eta \cdot \xi)$. Next, use $L=2^{j+j_{n}+2}$ in (43) to see that $c_{\xi}=\mathcal{O}\left\{2^{-\left(j+j_{n}\right) n}\right\}$, where the constants depend only on $n$. To bound $\psi_{j, \xi}$, use the bounds on $A_{j}$ and $c_{\xi}$ in (46).
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#### Abstract

This paper deals with a model for traffic flow based on a system of conservation laws [A. Aw and M. Rascle, SIAM J. Appl. Math., 60 (2000), pp. 916-938]. We construct a solution of the Riemann problem at an arbitrary junction of a road network. Our construction provides a solution of the full system. In particular, all moments are conserved.
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1. Introduction. Macroscopic modeling of vehicular traffic started with the work of Lighthill and Whitham (LWR) [25]. Since then there has been intense discussion and research; see $[26,10,2,19,21,22,6,24]$ and the references therein. Today, fluid dynamic models for traffic flow are appropriate for describing traffic phenomena such as congestion and stop-and-go waves [18, 14, 20]. The case of road networks based on the LWR model has been considered in particular in $[17,5,16]$. Recently in [12], Garavello and Piccoli considered a road network based on the Aw-Rascle (AR) model [2] of traffic flow. Here, in contrast to [12], we propose a modeling of the junctions conserving the mass and the pseudo-"momentum" $\rho v w$. We will discuss below further differences between the two modelings.

We consider a finite directed graph as a model for a road network with unidirectional flow. Each road $i=1, \ldots, \mathcal{I}$ is modeled by an interval $I_{i}:=\left[a_{i}, b_{i}\right] \subset \mathbb{R}$ possibly with $a_{i}=-\infty$ or $b_{i}=\infty$. Each vertex of the graph corresponds to a junction. For a fixed junction $k$ the set $\delta_{k}^{-}$contains all road indices $i$ which are incoming roads, so that $\forall i \in \delta_{k}^{-}: b_{i}=k$. Similarly, $\delta_{k}^{+}$denotes the indices of outgoing roads: $\forall j \in \delta_{k}^{+}: a_{j}=k$. We skip the index $k$ whenever the situation is clear.

The evolution of $\rho_{i}(x, t)$ and $v_{i}(x, t)$ on each road $i$ is given by the AR model [2]

$$
\begin{array}{r}
\partial_{t} \rho_{i}+\partial_{x}\left(\rho_{i} v_{i}\right)=0, \\
\partial_{t}\left(\rho_{i} w_{i}\right)+\partial_{x}\left(\rho_{i} v_{i} w_{i}\right)=0, \\
w_{i}=v_{i}+p_{i}\left(\rho_{i}\right), \tag{1.1c}
\end{array}
$$

where for each $i, \rho \mapsto p_{i}(\rho)$ is a known function ("traffic pressure") with the following properties:

$$
\begin{equation*}
\forall \rho: \rho p_{i}^{\prime \prime}(\rho)+2 p_{i}^{\prime}(\rho)>0 \text { and } p_{i}(\rho) \sim \rho^{\gamma} \text { near } \rho=0 \tag{1.2}
\end{equation*}
$$

[^32]and where $\gamma>0$. The conservative form of (1.1) is
$$
\partial_{t}\binom{\rho_{i}}{y_{i}}+\partial_{x}\binom{y_{i}-\rho_{i} p_{i}\left(\rho_{i}\right)}{\left(y_{i}-\rho_{i} p_{i}\left(\rho_{i}\right)\right) y_{i} / \rho_{i}}=0
$$
where $y_{i}=\rho_{i} w_{i}=\rho\left(v_{i}+p_{i}\left(\rho_{i}\right)\right)$. Since $w_{i}$ and $v_{i}$ are related by (1.1), we choose to describe solutions in terms of $\rho_{i}$ and $\rho_{i} v_{i}$. For a motivation and a complete discussion of these equations we refer to section 2 and [2], respectively.

We consider weak solutions of the network problem as in [17]: Let a set $i=$ $1, \ldots, \mathcal{I}$ of smooth functions $\phi_{i}:[0,+\infty] \times I_{i} \rightarrow \mathbb{R}^{2}$ having compact support in $I_{i}=\left[a_{i}, b_{i}\right]$, which are "smooth" across each junction $k$, be given, i.e.,

$$
\begin{equation*}
\phi_{i}\left(b_{i}\right)=\phi_{j}\left(a_{j}\right) \quad \forall i \in \delta_{k}^{-}, \quad \forall j \in \delta_{k}^{+} \tag{1.3}
\end{equation*}
$$

Then a set of functions

$$
\begin{equation*}
U_{i}=\left(\rho_{i}, \rho_{i} v_{i}\right), \quad i=1, \ldots, \mathcal{I} \tag{1.4}
\end{equation*}
$$

is called a weak solution of (1.1) if and only if equations (1.5) hold for all families of test functions $\left\{\phi_{i}\right\}_{i \in \mathcal{I}}$ with the property (1.3).

$$
\begin{align*}
& \sum_{i=1}^{\mathcal{I}} \int_{0}^{\infty} \int_{a_{i}}^{b_{i}}\binom{\rho_{i}}{\rho_{i} w_{i}} \cdot \partial_{t} \phi_{i}+\binom{\rho_{i} v_{i}}{\rho_{i} v_{i} w_{i}} \cdot \partial_{x} \phi_{i} d x d t \\
& \quad-\int_{a_{i}}^{b_{i}}\binom{\rho_{i, 0}}{\rho_{i, 0} w_{i, 0}} \cdot \phi_{i}(x, 0) d x=0  \tag{1.5a}\\
& w_{i}(x, t)=v_{i}(x, t)+p_{i}^{\dagger}\left(\rho_{i}(x, t)\right) \tag{1.5b}
\end{align*}
$$

Here, $U_{i, 0}(x)=\left(\rho_{i, 0}(x),\left(\rho_{i, 0} v_{i, 0}\right)(x)\right)$ are the initial data. The functions $p_{i}^{\dagger}(\cdot)$ are initially unknown. The explicit form of each $p_{i}^{\dagger}$ depends on the initial data and the type of junction. Near any junction $k$ the function $p_{i}^{\dagger}$ is equal to $p_{i}$ for all incoming roads. The same is true for all outgoing roads of the junction if there is only one incoming road. This is discussed in sections 3 and 4. In section 6 we discuss the case where $p_{i}^{\dagger} \neq p_{i}$ and give arguments for the necessity of introducing $p_{i}^{\dagger}$. At this point let us just note that in the general case $p_{i}^{\dagger}$ depends on a mixture of the incoming flows.

In the case of a single junction we derive from (1.5a), (1.5b) the Rankine-Hugoniot conditions for piecewise smooth solutions:

$$
\begin{align*}
\sum_{i \in \delta^{-}}\left(\rho_{i} v_{i}\right)\left(b_{i}^{-}, t\right) & =\sum_{i \in \delta^{+}}\left(\rho_{i} v_{i}\right)\left(a_{i}^{+}, t\right),  \tag{1.6a}\\
\sum_{i \in \delta^{-}}\left(\rho_{i} v_{i} w_{i}\right)\left(b_{i}^{-}, t\right) & =\sum_{i \in \delta^{+}}\left(\rho_{i} v_{i} w_{i}\right)\left(a_{i}^{+}, t\right) . \tag{1.6b}
\end{align*}
$$

Properties (1.6a) and (1.6b) correspond to conservation of mass and of (pseudo-) "momentum." We remark that the solution constructed in [12] does not conserve the (pseudo-) "momentum" (see Proposition 2.3 in [12]) and therefore is not a weak solution in the sense of (1.5a), (1.6a), and (1.6b).

In the next section we discuss the construction of weak solutions in the sense of (1.5) for initial data constant on each road:

$$
\begin{equation*}
\left(\rho_{i, 0}, \rho_{i, 0} v_{i, 0}\right)=U_{i, 0}=\text { const }_{i} \tag{1.7}
\end{equation*}
$$

We consider a single junction. We look for solutions to Riemann problems on each road $i$ as if the road were extended to $]-\infty, \infty[$ :

$$
\partial_{t}\binom{\rho_{i}}{\rho_{i} w_{i}}+\partial_{x}\binom{\rho_{i} v_{i}}{\rho_{i} v_{i} w_{i}}=0, \quad U_{i}(x, 0)=\left(\begin{array}{ll}
U^{-} & x<x_{0}  \tag{1.8}\\
U^{+} & x>x_{0}
\end{array}\right)
$$

Depending on the road, only one of the Riemann data is defined for $t=0$ :

$$
\begin{equation*}
\text { If } i \in \delta^{-}: U^{-}=U_{i, 0}, x_{0}=b_{i} \text { and if } i \in \delta^{+}: U^{+}=U_{i, 0}, x_{0}=a_{i} \tag{1.9}
\end{equation*}
$$

We construct an (entropy) solution to (1.5) such that all generated waves have nonpositive $\left(i \in \delta^{-}\right)$or nonnegative $\left(i \in \delta^{+}\right)$speed. Moreover, the solutions satisfy conditions (1.6a) and (1.6b).

We have to impose additional conditions [12] to obtain a unique solution. First, the flux $\rho v$ is nonnegative. Next, it has to be distributed according to a priori given ratios; see sections 3 to 7 for further details. Finally, we require that the total flux be maximized subject to the other conditions.

The paper is organized as follows. In section 2 we discuss the general properties of the Riemann problem for (1.1). First, we construct the demand and supply functions, which are necessary to determine the flux at the junction. Refer to $[23,8,9]$ for the presentation of supply and demand functions for first-order models. Next, we define admissible states on each road at the junction and finally we construct all intermediate states in the solution of (1.1).

In section 3 we consider the easiest possible situation, namely, two roads connected by a junction. In section 4 we extend the results to a junction with one incoming and two outgoing roads. For the results on two incoming and one outgoing road we need a description of the mixture of flows on the outgoing road. Therefore we briefly revisit the main results of [1] and [3] in section 5 . In section 6 we solve the case of two incoming and two outgoing roads and define homogenized flow. In section 7 we consider the general case of an intersection with an arbitrary number of incoming and outgoing roads.
2. Preliminary discussion. The conservative variables are $\rho_{i}$ and $y_{i}:=\rho_{i} w_{i}$. We assume $\forall i: 0 \leq \rho_{i} \leq \rho_{\max }=1$ and $\forall i: 0 \leq v_{i} \leq v_{\max }=1$. Furthermore, we set

$$
\begin{equation*}
U_{i}:=\left(\rho_{i}, \rho_{i} v_{i}\right), U:=(\rho, \rho v) \tag{2.1}
\end{equation*}
$$

and we skip the subindex $i$ at $\rho_{i}$ and $v_{i}$ whenever the intention is clear. The system (1.1) is strictly hyperbolic if $\rho_{i}>0$ for all $i$. The eigenvalues are

$$
\begin{equation*}
\lambda_{1, i}(U)=v-\rho p_{i}^{\prime}(\rho) \quad \text { and } \quad \lambda_{2, i}(U)=v \tag{2.2}
\end{equation*}
$$

The right eigenvectors corresponding to $\lambda_{1, i}$ and $\lambda_{2, i}$ are

$$
\mathbf{r}_{1, i}=\binom{1}{-p_{i}^{\prime}(\rho)} \quad \text { and } \quad \mathbf{r}_{2, i}=\binom{1}{0}
$$

Let $\nabla$ denote the gradient with respect to $(\rho, v)$. We recall that $k$ is called a genuinely nonlinear characteristic family if $\nabla \lambda_{k, i}(\rho, v) \cdot \mathbf{r}_{k, i}(\rho, v) \neq 0 \forall(\rho, v)$. Depending on
the initial data, the associated waves are rarefaction or shock waves. If $\nabla \lambda_{k, i}(\rho, v)$. $\mathbf{r}_{k, i}(\rho, v)=0 \forall(\rho, v)$, then $k$ is called a linearly degenerated characteristic family and the associated waves are contact discontinuities. We refer to Definitions 7.2.1 and 7.5.1 in [7] for more details.

Here, $k=1$ is a genuinely nonlinear and $k=2$ is a linearly degenerated characteristic family for all roads $i$. Moreover, the 1 -shock and 1-rarefaction curves coincide and we have a 2 -contact discontinuity; see [2]. For each road $i$ the Riemann invariants are

$$
\begin{equation*}
w_{i}(U)=v+p_{i}(\rho) \quad \text { and } \quad v_{i}(U)=v \tag{2.3}
\end{equation*}
$$

Let us be more specific about the physical interpretation of $w$ and $p(\cdot)$. Other descriptions than (2.3) could be envisioned. In particular, the additive role of $p_{i}(\cdot)$ in $w_{i}$ (as in the Payne-Whitham model [26]) is not essential. It was introduced in [2] for "historical" reasons, but it has a drawback: The associated individual fundamental diagram (see Figure 1 below) implies a zero speed at a maximal (jam) traffic density which is different for each category of car-driver pairs, i.e., each pairing $\left(w_{i}, p_{i}\right)$. We keep the above expression (2.3) throughout the paper for the sake of simplicity. As noted in [3], the only crucial property of $w_{i}$ is that it is a Lagrangian marker. As an example assume that on each road $i$, the (pseudo-)pressure is $p_{i}(\rho):=v_{\max }-V_{i}(\rho)$, where, e.g., $v_{\max }$ is the maximal speed on all roads and $V_{i}(\rho)$ is an equilibrium speed on road $i$. Therefore, the function $U:=(\rho, v) \rightarrow w_{i}(U)=v+p_{i}(\rho)$ describes the distance to equilibrium. The "momentum" equation tells us that each value $w$ is a Lagrangian property, such as a label or a color. Hence, when passing from road $i$ to another road $j$, each driver will preserve its "color." In other words, he will keep the same value $w$, which will now satisfy

$$
w_{j}(U)=w=w_{i}(U)
$$

This simple observation will be essential in what follows. In particular, it will lead to a very natural homogenization problem in section 6.

The classical description by first-order models is just a particular case of our second-order model. It corresponds to setting all the $w$ 's equal to the same constant. So our description can be drastically simplified when no sophisticated information is needed.

We return to the mathematical description. Usually, we draw the level curves of the Riemann invariants (in short the Riemann invariants) in the ( $\rho, \rho v$ ) plane. An example of the curves is depicted in Figure 1. There is a one-to-one correspondence to the $(\rho, y)$ plane; see [2].

For an arbitrary fixed $i$ we discuss the shape of the Riemann invariants in the $(\rho, \rho v)$ plane and characterize important points.

The Riemann invariant $\left\{v_{i}(U)=c\right\}$ is a straight line with slope $c$ passing through the origin. Consider the curve $\left\{w(U):=w_{i}(U)=c\right\}$, where $c \in \mathbb{R}$ denotes a constant. By assumption (1.2) on $p:=p_{i}$ this curve is strictly concave and passes through the origin. Furthermore, if $c>0$, then the curve $\{w(U)=c\}$ lies in the first quadrant of the $(\rho, \rho v)$ plane for $\rho$ between 0 and a maximal value $\bar{\rho} \in] 0,1]$. The maximal value $\bar{\rho}$ depends on $c$ and $p(\cdot)$. Due to the strict concavity there exists a unique point (i.e., the "sonic point") $\sigma(w, c)$ with $0<\sigma(w, c) \leq 1$, depending on $c$ and the function $p(\cdot)$. The point $\sigma(w, c)$ maximizes the flux $\rho v$ on $\{w(U)=c\}$.

The total flux has to be conserved through an intersection. Therefore, we introduce the functions $r(\rho ; w, c)$ and $u(\rho ; w, c)$ below. Assume $c>0$. Then for all


Fig. 1. Riemann invariants in the $(\rho, \rho v)$ plane.
$\rho \in[0, \bar{\rho}]$ there exists a unique $v$ such that $w((\rho, \rho v))=c$. Moreover, there exists a unique pair $(r, u)$ such that

$$
\begin{align*}
w(r, r u) & =w(\rho, \rho v)  \tag{2.4a}\\
r u & =\rho v  \tag{2.4b}\\
r & \neq \rho \text { except for } \rho=\sigma(w, c) \tag{2.4c}
\end{align*}
$$

In other words $(\rho, v)$ and $(r, u)$ correspond to the same flux and the same level curve of $w$; see Figure 2 for an example. Hence, for each curve $\{w(U)=c\}$ with $c>0$ there exist two unique functions $\rho \rightarrow r(\rho ; w, c)$ and $\rho \rightarrow u(\rho ; w, c)$ satisfying (2.4) for all $\rho \in[0, \bar{\rho}]$.

Next, we describe the construction of the demand and supply functions for a given curve $\{w(U)=c\}, c \geq 0$. As in the case of first-order models, e.g., [23], in the ( $\rho, \rho v$ ) plane, the demand function $d(\rho ; w, c)$ is an extension of the nondecreasing part of the curve $\{w(U)=c\}$ for $\rho \geq 0$, whereas the supply function $s(\rho ; w, c)$ is an extension of the nonincreasing part of the curve $\{w(U)=c\}$ and $\rho \geq 0$; see Figures 2 and 3 for examples.

Now we consider the Riemann problem (1.8) for a given incoming road $i \in \delta^{-}$. Hence, only the initial datum $U^{-}=U_{i, 0}$ is given. We want to determine all "admissible" states $U^{+}$: A state $U^{+}$is called "admissible" if and only if either the waves of the solution to (1.8) with initial data $\left(U^{-}, U^{+}\right)$have negative speed or the solution is constant $\left(U^{+}=U^{-}\right)$. As in [17] we neglect waves of zero speed (stationary waves). Later on $U^{+}$will be an intermediate state in the solution $U_{i}(\cdot, \cdot)$ on the incoming road $i$ for the full Riemann problem at the junction, i.e., $U_{i}\left(x_{0}-, t\right)=U^{+}$.

Proposition 2.1. Let $U^{-}=\left(\rho^{-}, \rho^{-} v^{-}\right) \neq(0,0)$ be the initial value on an incoming road $i$. Let the 1-curve through $U^{-}$be $w_{i}(U)=v+p_{i}(\rho)=w^{-}$with $w^{-}:=$ $w_{i}\left(U^{-}\right)$. Then the "admissible" states $U^{+}=\left(\rho^{+}, \rho^{+} v^{+}\right)$for the Riemann problem


FIG. 2. Demand function for given $w(U)=v+p(\rho)=$ const. Additionally, $\sigma(w, c)$ and the position of a sample point ( $\rho, \rho v$ ) and the corresponding ( $r, r u$ ) are shown.


Fig. 3. Supply function for a given $w(U)=v+p(\rho)=$ const.
must belong to that curve; i.e., $w_{i}\left(U^{+}\right)=w^{-}$and $\rho^{+} v^{+} \geq 0$. Depending on $U^{-}$we distinguish two cases:

1. $\rho^{-}<\sigma\left(w_{i}, w^{-}\right): U^{+}$is admissible if and only if $\rho^{+}>r\left(\rho^{-} ; w_{i}, w^{-}\right)$or if $U^{+} \equiv U^{-}$.
2. $\rho^{-} \geq \sigma\left(w_{i}, w^{-}\right): U^{+}$is admissible if and only if $\sigma\left(w_{i}, w^{-}\right) \leq \rho^{+} \leq 1$.

If $U^{-}=(0,0)$, then the admissible state is $U^{+} \equiv U^{-}$.

In all cases the maximal possible flux associated with any admissible state $U^{+}$is $d\left(\rho^{-} ; w, w^{-}\right)$with $w=w_{i}$.

Proof. For $U^{-} \neq(0,0)$ the 2-contact discontinuities are waves with speed $v^{-}>0$. Hence, we only have to discuss 1 -shock or 1-rarefaction waves. Following [2], a left state $U^{-}$can be connected to a right state $U^{+}$by a 1-shock if and only if $\rho^{+}>\rho^{-}$. The shock speed is then given by the slope of the chord $U^{-} U^{+}$. A left state $U^{-}$can be connected to a right state $U^{+}$by a 1-rarefaction wave if and only if $\rho^{+}<\rho^{-}$. Note that in the $(\rho, \rho v)$ plane the slope of the tangent to the curve $\left\{w_{i}(U)=c\right\}$ at a point $U$ is the characteristic speed $\lambda_{1}(U)$.

By the discussion in the previous section there exists a state $U^{*}$ with $\rho^{*}=$ $r\left(\rho^{-} ; w_{i}, w^{-}\right)$and $v^{*}=u\left(\rho^{-} ; w_{i}, w^{-}\right)$, such that $w_{i}\left(U^{*}\right)=w^{-}$. Furthermore, the chord $U^{-} U^{*}$ has a zero slope. Hence, we have a 1-rarefaction wave for all states $U^{+}$ with $\sigma\left(w_{i}, w^{-}\right) \leq \rho^{+} \leq \rho^{-}$, and a 1 -shock for $\rho^{+} \geq \rho^{-}$.

In both cases the associated flux is not greater than the demand $d\left(\rho^{-} ; w, w^{-}\right)$.
Finally, if $\rho^{+}>0$, then $U^{-}=(0,0)$ can be connected to $U^{+}$by a 2-contact discontinuity, which has either positive speed or zero speed; cf. Case 5 in [2]. Hence, only $U^{+} \equiv(0,0)$ is admissible.

Next, we consider the Riemann problem (1.8) for a given outgoing road $i \in \delta^{+}$, a function $w(U):=v+p_{i}(\rho)$, and a nonnegative constant $c$. Later on, $c$ will of course depend on the initial states on the incoming roads (!); see sections 3 to 7 . We look for "admissible" states $U^{-}$, i.e., all the states such that the waves of the solution have a positive speed or such that the solution is a constant. Again, we exclude the case of stationary waves. As in the previous case, $U^{-}$will be an intermediate state in the solution on the outgoing road $i$ for the full Riemann problem at the junction. Now $U_{i}\left(x_{0}+, t\right)=U^{-}$will hold.

Proposition 2.2. Consider a state $U^{+} \neq(0,0)$ and the level curve of the first Riemann invariant $\{w(U)=c\}$ with an arbitrary nonnegative constant $c$.

Let $U^{\dagger}=\left(\rho^{\dagger}, \rho^{\dagger} v^{\dagger}\right)$ be the point of intersection, if it exists, of the two Riemann invariants $\left\{v(U)=v^{+}\right\}$and $\{w(U)=c\}$ with $\rho>0$ and $v>0$.

Then the "admissible" states $U^{-}$for the Riemann problem satisfying $w\left(U^{-}\right)=c$ and $\rho^{-} v^{-} \geq 0$ are given by two cases:

1. $\rho^{\dagger} \leq \sigma(w, c): U^{-}$is admissible if and only if $0 \leq \rho^{-} \leq \sigma(w, c)$.
2. $\rho^{\dagger}>\sigma(w, c): U^{-}$is admissible if and only if $0 \leq \rho^{-}<r\left(\rho^{\dagger} ; w, c\right)$ or if $U^{-} \equiv U^{\dagger}$.
Note that the set of admissible states $U^{-}$depends on the existence of the point $U^{\dagger}$. Now assume that either $U^{+}=(0,0)$ or there is no such point $U^{\dagger}$ with $\rho^{\dagger}, v^{\dagger}>0$. Then we set $U^{\dagger}=(0,0)$ and as in Case $1, U^{-}$is admissible if and only if $0 \leq \rho^{-} \leq \sigma(w, c)$.

In all cases the maximal possible flux associated with any "admissible" state $U^{-}$ is $s\left(\rho^{\dagger} ; w, c\right)$.

Proof. Due to the range of the eigenvalues we can connect a left state $U^{-}$to an intermediate state $U^{\dagger}$ by a 1 -shock or a 1-rarefaction wave of positive speed. Then $U^{\dagger}$ can be connected to $U^{+}$by a 2 -contact discontinuity.

If $U^{\dagger}$ exists, it is well defined, since the curves $\{w(U)=c\}$ and $\left\{v(U)=v^{+}\right\}$ have a unique intersection point such that $\rho>0, \rho v>0$. If there is no point $U^{\dagger}$ with $\rho, v>0$, then the curves have a unique intersection point at $(0,0)$.

Using the same kind of argument as in Proposition 2.1, we see that either the 1 -shock or the 1-rarefaction waves connecting $U^{-}$and $U^{\dagger}$ have a positive speed or the solution is constant.

Next, if $\rho^{+}=0$, we set $U^{\dagger}=U^{+}$and can connect to $U^{-}$by waves of the first family only; cf. Case 4 in [2].

Combining these two results, we obtain the following proposition.
Proposition 2.3. Consider an incoming (resp., outgoing) road $i$, an initial datum $U^{-}:=U_{i, 0}\left(\right.$ resp., $\left.U^{+}:=U_{i, 0}\right)$, and an arbitrary flux $q_{0} \geq 0$. Let $w(U):=$ $v+p_{i}(\rho)$ and $c:=w\left(U_{i, 0}\right)$. Assume

$$
q_{0} \leq d\left(\rho_{i, 0} ; w, c\right)\left(\text { resp., } q_{0} \leq s\left(\rho_{i, 0} ; w, c\right)\right)
$$

By Propositions 2.1 and 2.2, there exists a unique state $U^{+}$(resp., $U^{-}$), such that the corresponding Riemann problem (1.8) admits a solution such that $w\left(U^{+}\right)=c$ and $\rho^{+} v^{+}=q_{0}$ (resp., $w\left(U^{+}\right)=c$ and $\rho^{+} v^{+}=q_{0}$ ) and either all the waves have negative (resp., positive) speed, or the solution is a constant on the corresponding road.

The reader is advised to pay attention to the notation. In the full solution to the Riemann problem at a junction we will have

$$
\begin{equation*}
\text { for } i \in \delta^{-}: U_{i}^{+}=U_{i}\left(x_{0}-, t\right) \quad \text { and } \quad \text { for } i \in \delta^{+}: U_{i}^{-}=U_{i}\left(x_{0}+, t\right) \tag{2.5}
\end{equation*}
$$

Unfortunately, it seems hard to avoid this possibly misleading notation. Moreover, the state referred to here as $U^{+}$will itself be an intermediate state called $U^{\dagger}$, defined as in Proposition 2.2.

To summarize, Proposition 2.3 describes the set of "admissible" states for the Riemann data on incoming and outgoing roads. We will refer to Proposition 2.3 regarding these states, which will be intermediate states in the solution of the full problem, satisfying (1.6a) and (1.6b). We now turn to the study of the first case.
3. One incoming and one outgoing road. The simplest possible network contains two roads connected by a junction, i.e., one road with two different road conditions.

Proposition 3.1. Consider two roads $i=1,2$ with $a_{1}=-\infty, b_{1}=a_{2}$, and $b_{2}=\infty$ and initial data $U_{i, 0}=\left(\rho_{i, 0}, \rho_{i, 0} v_{i, 0}\right), i=1,2$ constant .

Then there exists a unique solution $U_{i}(x, t)$ of the Riemann problem at the junction (1.8) and (1.9) with the properties (1) and (2). We refer to equation (3.2) and to the end of the proof for a description of the structure of this solution.
(1) $U_{i}(x, t)$ is a weak solution of the network problem (1.5a)-(1.5b), where $p_{i}^{\dagger} \equiv$ $p_{i}, i=1,2$, as given in (1.1). Furthermore (1.6a)-(1.6b) are satisfied, and $\rho_{i}(x, t) v_{i}(x, t) \geq 0, i=1,2$.
(2) The flux $\left(\rho_{1} v_{1}\right)\left(b_{1}^{-}, t\right)$ is maximal at the interface, subject to the above conditions.
Proof. Let $U_{1}^{-}:=U_{1,0}, U_{2}^{+}:=U_{2,0}$, and $w_{i}(U)=v+p_{i}(\rho)$ for $i=1,2$. As described in section 2 we construct the demand function for the incoming road

$$
d(\rho):=d\left(\rho ; w_{1}, w_{1}\left(U_{1}^{-}\right)\right)
$$

and the supply function for the outgoing road

$$
\begin{equation*}
s(\rho):=s\left(\rho ; w_{2}, w_{1}\left(U_{1}^{-}\right)\right) \tag{3.1}
\end{equation*}
$$

Note that the supply function is an extension of the nonincreasing part of the curve $\left\{w_{2}(U)=w_{1}\left(U_{1}^{-}\right)\right\}$. The expression (3.1) of the supply function $s(\cdot)$ involves the function $w_{2}$ and the value $w_{1}\left(U_{1}^{-}\right)$, since the cars which are initially on road 1 and have moved onto road 2 have kept their Lagrangian "color" $w_{1}\left(U_{1}^{-}\right)$.

By Proposition 2.2 we obtain $U_{2}^{\dagger}$ either as the intersection of the curves $\left\{v_{2}(U)=\right.$ $\left.v_{2}^{+}\right\}$and $\left\{w_{2}(U)=w_{1}\left(U_{1}^{-}\right)\right\}$or by $U_{2}^{\dagger}=(0,0)$. Then we solve the maximization problem

$$
\begin{gathered}
\max q_{1} \text { subject to } \\
0 \leq q_{1} \leq d\left(\rho_{1}^{-}\right) \\
0 \leq q_{1} \leq s\left(\rho_{2}^{\dagger}\right)
\end{gathered}
$$

Denote by $\tilde{q}$ the point where the maximum is attained. Of course the above is equivalent to $\tilde{q}=\min \left\{d\left(\rho_{1}^{-}\right), s\left(\rho_{2}^{\dagger}\right)\right\}$, but we will need the general form later.

Now, as in Proposition 2.3 there exist $U_{1}^{+}$and $U_{2}^{-}$such that $\rho_{1}^{+} v_{1}^{+}=\rho_{2}^{-} v_{2}^{-}=\tilde{q}$.
Knowing the states $U_{1}^{+}$and $U_{2}^{-}$, we solve the two Riemann problems to obtain weak entropy solutions $U_{1}(x, t)$ and $U_{2}(x, t)$ :

$$
\begin{array}{r}
i=1,2: \partial_{t}\left[\begin{array}{c}
\rho_{i} \\
v_{i}
\end{array}\right]+\partial_{x}\left[\begin{array}{c}
\rho_{i} v_{i} \\
\rho_{i} v_{i} w_{i}
\end{array}\right]=0, \\
i=1: U_{1}(x, 0)=\left[\begin{array}{cc}
U_{1}^{-} \equiv U_{1,0} & x<b_{1} \\
U_{1}^{+} & x \geq b_{1}
\end{array}\right], \\
i=2: U_{2}(x, 0)=\left[\begin{array}{cc}
U_{2}^{-} & x \leq a_{2} \\
U_{2}^{+} \equiv U_{2,0} & x>a_{2}
\end{array}\right] . \tag{3.2c}
\end{array}
$$

Each solution consists of at most two waves: a 1-rarefaction or a 1 -shock wave associated with the first eigenvalue, followed by a 2-contact discontinuity associated with the second eigenvalue.

The conditions (1.6a)-(1.6b) are satisfied since

$$
\tilde{q}=\rho_{1}^{+} v_{1}^{+}=\rho_{2}^{-} v_{2}^{-}
$$

and

$$
w_{1}\left(U_{1}^{+}\right)=w_{1}\left(U_{1}^{-}\right)=w_{2}\left(U_{2}^{-}\right)=w_{2}\left(U_{2}^{\dagger}\right)
$$

An example of a solution in the $(x, t)$ plane is depicted in Figure 4.
4. One incoming and two outgoing roads. We now consider the case of one incoming and two outgoing roads. We cannot expect to obtain a unique solution without imposing additional assumptions on the distribution of the flux among the outgoing roads. One could impose an optimization criterion, such as maximizing the total flux at the interface $[17,5]$.

Here, we impose the proportions $(\alpha$ and $(1-\alpha)$ ) of cars which go from road 1 to roads 2 and 3. This condition was first introduced in [5] for the first-order LWR model and in [12] for the AR model. In the case of first-order models, the car distribution at junctions has also been studied in $[23,8]$ and many other works.

Proposition 4.1. Consider three roads $i=1,2,3$ with $a_{1}=-\infty, b_{1}=a_{2}=a_{3}$, and $b_{2}=b_{3}=\infty$ and constant initial data $U_{i, 0}=\left(\rho_{i, 0}, \rho_{i, 0} v_{i, 0}\right), i=1,2,3$. Let $0 \leq \alpha \leq 1$ be given.

Then there exists a unique solution $U_{i}(x, t), i=1,2,3$, of the Riemann problem at the junction (1.8) and (1.9) with the following properties (1) and (2). A description of its structure can be found at the end of the proof.
(1) $U_{i}(x, t)$ is a weak solution of the network problem (1.5a)-(1.5b), wherein $p_{i}^{\dagger} \equiv$ $p_{i}$ for all $i=1,2,3$.
Furthermore (1.6a)-(1.6b) are satisfied, and $\rho_{i}(x, t) v_{i}(x, t) \geq 0, \quad i=1,2,3$.


Fig. 4. Possible solution to the Riemann problems of road 1 (left) and road 2 (right). $1-s / 1-r$ stands for the 1-shock or 1-rarefaction wave connecting the left and right states. Similarly, 2-cd denotes the 2-contact discontinuity.
(2) For all $t>0$ the flux is distributed in proportions $\alpha$ and $1-\alpha$ between roads 2 and 3:

$$
\begin{align*}
\alpha\left(\rho_{1} v_{1}\right)\left(b_{1}^{-}, t\right) & =\left(\rho_{2} v_{2}\right)\left(a_{2}^{+}, t\right)  \tag{4.1a}\\
(1-\alpha)\left(\rho_{1} v_{1}\right)\left(b_{1}^{-}, t\right) & =\left(\rho_{3} v_{3}\right)\left(a_{3}^{+}, t\right) \tag{4.1b}
\end{align*}
$$

(3) The flux $\left(\rho_{1} v_{1}\right)\left(b_{1}^{-}, t\right)$ is maximal at the interface, subject to the above conditions.
Proof. Let $U_{1}^{-}=U_{1,0}, U_{i}^{+}=U_{i, 0}, i=2,3$, and for $i=1,2,3$ let $w_{i}(U):=$ $v+p_{i}(\rho)$. As in section 2 we construct the demand function

$$
d(\rho):=d\left(\rho ; w_{1}, w_{1}\left(U_{1}^{-}\right)\right)
$$

and the two supply functions

$$
s_{2}(\rho):=s\left(\rho ; w_{2}, w_{1}\left(U_{1}^{-}\right)\right), \quad s_{3}(\rho):=s\left(\rho ; w_{3}, w_{1}\left(U_{1}^{-}\right)\right)
$$

For $i=2,3$ we obtain the points $U_{i}^{\dagger}$ as the intersection of $\left\{v(U)=v_{i}^{+}\right\}$with $\left\{w_{i}(U)=\right.$ $\left.w_{1}\left(U_{1}^{-}\right)\right\}$or as $U_{i}^{\dagger}=(0,0)$; cf. Proposition 2.2. We solve the maximization problem
$\max q_{1}$ subject to

$$
0 \leq q_{1} \leq d\left(\rho_{1}^{-}\right)
$$

$$
0 \leq \alpha q_{1} \leq s_{2}\left(\rho_{2}^{\dagger}\right)
$$

$$
0 \leq(1-\alpha) q_{1} \leq s_{3}\left(\rho_{3}^{\dagger}\right)
$$

Denote by $\tilde{q}$ the point where the maximum is attained. Of course the above is equivalent to $\tilde{q}=\min \left\{d\left(\rho_{1}^{-}\right), s_{2}\left(\rho_{2}^{\dagger}\right) / \alpha, s_{3}\left(\rho_{3}^{\dagger}\right) /(1-\alpha)\right\}$. By Proposition 2.3 we conclude that

$$
\begin{array}{r}
\exists U_{1}^{+} \text {such that } \rho_{1}^{+} v_{1}^{+} \tilde{q}, w_{1}\left(U_{1}^{+}\right)=w_{1}\left(U_{1}^{-}\right), \\
\exists U_{2}^{-} \text {such that } \rho_{2}^{-} v_{2}^{-}=\alpha \tilde{q}, w_{2}\left(U_{2}^{-}\right)=w_{1}\left(U_{1}^{-}\right), \\
\text {and } \exists U_{3}^{-} \text {such that } \rho_{3}^{-} v_{3}^{-}=(1-\alpha) \tilde{q}, w_{3}\left(U_{3}^{-}\right)=w_{1}\left(U_{1}^{-}\right) . \tag{4.3c}
\end{array}
$$

Clearly, the conditions (1.6a)-(1.6b) and (4.1a)-(4.1b) are satisfied by (4.3). Again, each solution $U_{i}(x, t)$ consists of a juxtaposition of rarefaction or shock waves associated with the first eigenvalue and a contact discontinuity associated with the second eigenvalue of (1.1). The construction is similar to (3.2) in Proposition (3.1). In the limit cases $\alpha=0$ or $\alpha=1$ we are exactly in the setting of Proposition 3.1.

Before studying the more surprising case of two incoming and one outgoing roads in section 6, we must recall a few basic facts on the Lagrangian version of the model and the corresponding homogenized system.

The reader is advised to take a look at the first part of section 5 and then move to section 6. The second part of section 5 deals with details on the homogenization and can be read after section 6 .
5. The Lagrangian model and its homogenized version. The Lagrangian formulation is introduced in [1]. A formal derivation is given in [28] and a mathematical study in [13]. The homogenization of this system is studied in [3]. Proofs of statements below can be found in the above references.

Consider a single road with $p_{i}:=p$. Then it turns out that the weak entropy solutions of

$$
\rho_{t}+(\rho v)_{x}=0, \quad(\rho w)_{t}+(\rho v w)_{x}=0, \quad w=v+p(\rho)
$$

correspond to the weak entropy solutions of the equivalent system in (mass) Lagrangian coordinates ( $X, t$ ):

$$
\begin{equation*}
\tau_{t}-v_{X}=0, \quad w_{t}=0, \quad w=v+P(\tau), \tag{5.1}
\end{equation*}
$$

with $\tau:=1 / \rho, P(\tau):=p(\rho)$. Here, $X$ is the Lagrangian (mass) coordinate, defined by $\partial_{x} X=\rho$ and $\partial_{t} X=-\rho v$. The existence of $X(\cdot, \cdot)$ follows from the mass conservation equation. For some unspecified $t_{0}, X\left(x, t_{0}\right):=\int_{0}^{x} \rho\left(y, t_{0}\right) d y$, where we implicitly define $\rho$ as the dimensionless density, i.e., the fraction of space occupied by the cars; see [1]. Therefore $X$ is the position of each car if all cars are parked "nose to tail."

As in [1] consider two different approximations of the system (5.1):
(i) the fully discrete solution of (5.1) constructed with the Godunov scheme, with space and time steps $\Delta X$ and $\Delta t$;
(ii) the semidiscrete approximation, namely the (infinite) system of ODEs

$$
\partial_{t}\left[\begin{array}{c}
\tau_{j} \\
w_{j}
\end{array}\right]-\left[\begin{array}{c}
\frac{v_{j+1}-v_{j}}{\Delta X} \\
0
\end{array}\right]=0,
$$

where $\Delta X$ is the length of a car (fixed for simplicity). It is easy to see that this system can be rewritten in the form

$$
\begin{equation*}
\dot{x_{j}}=v_{j}, \dot{w_{j}}=0 \text { with } \tau_{j}=\left(x_{j+1}-x_{j}\right) / \Delta X, w_{j}=v_{j}+P\left(\tau_{j}\right) . \tag{5.2}
\end{equation*}
$$

In other words, the semidiscretization of (5.1) is exactly the "follow-the-leader model" [15].

The rigorous results of convergence in $[1,13]$ are as follows:
(a) When $\Delta X$ and $\Delta t$ tend to zero with a fixed ratio and satisfy the CFL stability condition, a subsequence of the fully discrete (Godunov) solution converges to a weak entropy solution of (5.1). This limit is viewed as a coarse graining limit, i.e., a "zooming" with the same ratio in $X$ and $t$ ("hyperbolic scaling").
(b) Next, when $\Delta t$ tends to zero, with $\Delta X$ fixed, the Godunov solution converges to the unique solution of the microscopic follow-the-leader model (FLM) system.
(c) Finally, when $\Delta X$ tends to zero, this microscopic FLM solution converges to a weak entropy solution to (5.1).

These results were essentially based on uniform a priori BV-estimates (estimates on the total variation) for the Godunov solution. Indeed, this Lagrangian scheme preserves the total variation of the two Riemann invariants if the initial data are BV-functions.

The case of initial data with large oscillations in $w$, i.e., oscillations in the characteristics of car-driver pairs, is studied in [3]. Oscillations in $w$ also generate oscillations in $\tau$. Note that oscillations in $v$ would be unrealistic (and dangerous!) and would be immediately cancelled by the genuinely nonlinear eigenvalue $\lambda_{1}$.

In the above mentioned (hyperbolic) "zooming," the oscillations in $w$ are wilder and wilder as the zoom parameter goes to 0 . Therefore, the corresponding sequence of functions converges only weakly to some limit. The above results can be extended, and uniqueness can be proved in this more general setting. The modification involves a homogenized relation between $v, w$, and $\tau$, which uses the language of Young measures; see [27, 4, 11].

Let us briefly recall a few basic facts on Young measures, adapted to our context. The reader is advised to take a look at the practical example given in section 6 .

We introduce a (Lagrangian) grid $\left(X_{j}\right)$ and define $U_{j}=\left(\tau_{j}, w_{j}\right)$ and $U_{\Delta X}(X, t):=$ $\sum_{j} U_{j}(t) \chi_{j}(X)$, where $\chi_{j}$ is the characteristic function on $I_{j}:=\left(X_{j-1 / 2}, X_{j+1 / 2}\right)$. For any $\Delta X>0$, let $U_{j}^{0}=\left(\tau_{j}^{0}, w_{j}^{0}\right)$ be uniformly bounded for all $j$, and let $U_{\Delta X}^{0}(X):=$ $\sum_{j} U_{j}^{0} \chi_{j}(X)$ be the corresponding sequence of piecewise constant initial data. Of course, this sequence is uniformly bounded in $L^{\infty}$ when $\Delta X \rightarrow 0$.

Therefore $[27,4]$, there exist a subsequence, still denoted by $U_{\Delta X}^{0}(\cdot)$, and a family of probability measures $\nu_{X, t}$ in the $(v, w)$ plane, depending on $X$, such that the weak-* limit of any continuous function $F\left(v_{\Delta X}^{0}, w_{\Delta X}^{0}\right)$ is equal a.e. to

$$
\begin{equation*}
\left\langle\nu_{X, t}, F(v, w)\right\rangle:=\int F(v, w) d \nu_{X, t}(v, w) \tag{5.3}
\end{equation*}
$$

Since the sequence ( $v_{\Delta X}$ ) does not oscillate, the same subsequence converges pointwise to some strong limit $v^{*}(X, t)$. Hence, (5.3) can be rewritten as

$$
\left\langle\nu_{X, t}, F(v, w)\right\rangle=\left\langle\mu_{X}, F\left(v^{*}(X, t), w\right)\right\rangle:=\int F\left(v^{*}(X, t), w\right) d \mu_{X}(w)
$$

where the probability measures $\mu_{X}$ describe the weak limit of all functions in the single variable $w$. Therefore $\mu$ depends on $X$ but not on $t$.

The main result in [3] can be stated as follows.
Proposition 5.1. (i) Under the above assumptions, the (sub) sequence of weak entropy solutions corresponding to the above (sub)sequence converges in $L^{\infty}$ weak-*
to the unique weak"entropy" solution $U^{*}=\left(\tau^{*}, w^{*}\right)$ of the homogenized problem

$$
\begin{equation*}
\partial_{t} \tau^{*}-\partial_{X} v^{*}=0, \partial_{t} w^{*}=0 \tag{5.4}
\end{equation*}
$$

(ii) Furthermore, $\left(v_{\Delta X}\right)$ converges almost everywhere, and the limit state can be characterized as

$$
\begin{align*}
\tau^{*}(X, t) & =\int P^{-1}\left(w-v^{*}(X, t)\right) d \mu_{X}(w)  \tag{5.5a}\\
w^{*}(X, t) & =w^{*}(X, 0)=\int w d \mu_{X}(w) \tag{5.5b}
\end{align*}
$$

where $\mu_{X}$ is the Young measure associated with the sequence $\left(w_{\Delta X}\right)$.
Moreover, there is a similar result of homogenization for a multiclass FLM, similar to (5.2), with oscillating data $w_{j}$. We again refer to [3] for more details. Proposition 6.1 in the next section deals with a practical example of the above result.
6. Two incoming and one outgoing road. As in section 4, we need an additional assumption to obtain a unique solution at the junction. We introduce a "mixture rule," which describes how cars of the incoming road mix when they enter the outgoing road. One of the most natural assumptions is an equal priority rule: The cars of both incoming roads enter the outgoing road alternately.

Note that other assumptions on the mixture of cars are also possible. The discussion below remains valid with obvious changes according to different mixture rules.

Proposition 6.1. Consider three roads $i=1,2,3$ with $a_{1}=a_{2}=-\infty, b_{1}=$ $b_{2}=a_{3}$, and $b_{3}=\infty$ and constant initial data $U_{i, 0}=\left(\rho_{i, 0} \rho_{i, 0} v_{i, 0}\right), i=1,2,3$.

Then there exists a unique solution $U_{i}(x, t), i=1,2,3$, of the Riemann problem at the junction (1.8) and (1.9) with the following properties.
(1) $U_{i}(x, t)$ is a weak solution of the network problem (1.5a)-(1.5b), where $p_{i}^{\dagger} \equiv p_{i}$ for the incoming roads $i=1,2$.
For the outgoing road $i=3$, we obtain two different expressions for $p_{3}^{\dagger}$, depending on the position $(x, t)$ :
(a) In the triangle $\left\{(x, t): a_{3} \leq x \leq a_{3}+v_{3,0} t\right\}$ of the $x-t$ plane, we consider the homogenized solution described below. Therefore, $p_{i}^{\dagger}(\cdot):=p_{i}^{*}(\cdot)$ is given by (6.3)-(6.6). This solution depends on the applied mixture principle, the initial data on $U_{1,0}, U_{2,0}$, and the road conditions $p_{3}$. The triangle is bounded at any fixed time $t>0$ by $x=a_{3}$ and $x=a_{3}+t v_{3,0}$.
(b) In the remaining part of the outgoing road we have $p_{3}^{\dagger} \equiv p_{3}$.
(2) The equations (1.6a)-(1.6b) are satisfied, with $\rho_{i}(x, t) v_{i}(x, t) \geq 0,1 \leq i \leq 3$. In particular $U_{3}\left(a_{3}^{+}, t\right)$ satisfies

$$
w_{3}^{\dagger}\left(U_{3}\left(a_{3}^{+}, t\right)\right):=w_{3}^{*}\left(U_{3}\left(a_{3}^{+}, t\right)\right):=v_{3}\left(a_{3}^{+}, t\right)+p_{3}^{*}\left(\rho_{3}\left(a_{3}^{+}, t\right)\right)=\bar{w}
$$

where $\bar{w}$ is the homogenized value:

$$
\begin{equation*}
\bar{w}:=\frac{1}{2}\left(w_{1}\left(U_{1,0}\right)+w_{2}\left(U_{2,0}\right)\right) \tag{6.1}
\end{equation*}
$$

(3) The two incoming fluxes are equal (equal priority rule), and the total flux $2\left(\rho_{1} v_{1}\right)\left(b_{1}^{-}, t\right)=2\left(\rho_{2} v_{2}\right)\left(b_{2}^{-}, t\right)=\left(\rho_{3} v_{3}\right)\left(a_{3}^{+}, t\right)$ is maximal subject to the other conditions.

Before giving the proof of this result, let us motivate the definition of (6.1) and the necessity of dealing with a function $p_{3}^{*}$. Consider the discrete FLM (5.2), with oscillating $w_{j}=v_{j}+P\left(\tau_{j}\right)$ :

$$
\partial_{t}\left[\begin{array}{c}
\tau_{j} \\
w_{j}
\end{array}\right]-\left[\begin{array}{c}
\frac{v_{j+1}-v_{j}}{\Delta X} \\
0
\end{array}\right]=0
$$

More precisely, consider a microscopic situation on the outgoing road 3. As in the introduction of this section, assume that the cars coming from each incoming road pass the junction in an alternating way.

Although $w$ was constant on each of the roads 1 and 2 , the outgoing flow is obviously oscillating. In fact, in Lagrangian coordinates,

$$
w_{j}^{0}=\left[\begin{array}{ll}
w_{1} & j \text { even } \\
w_{2} & j \text { odd }
\end{array}\right]
$$

where the constants $w_{1}$ and $w_{2}$ are given by the two incoming flows. The corresponding function $P$ on the outgoing road is the function $P_{3}(\tau):=p_{3}(1 / \tau)$. Then the piecewise constant approximation $w_{\Delta X}$ alternately takes the two values $w_{1}$ and $w_{2}$. Consequently, for any continuous function $F$,

$$
\begin{align*}
& F\left(w_{\Delta X}\right) \rightarrow^{*}(F(w))^{*}:=\frac{1}{2}\left(F\left(w_{1}\right)+F\left(w_{2}\right)\right)=\int F(w) d \mu_{X}(w) \\
& \text { where } \mu_{X}:=\frac{1}{2}\left(\delta_{w_{1}}+\delta_{w_{2}}\right) \tag{6.2}
\end{align*}
$$

The value of $w$ has to be given by (6.1), since one car out of two comes from each road 1 or 2 (think of black and white cars producing a grey homogenized flow) and since any Lagrangian interval of length $\Delta X$ contains one car. Recall that we assumed that all cars have the same length. This assumption could be relaxed, and the formulas would be modified in an obvious way.

Therefore, in the limit $\Delta X \rightarrow 0$, the cars passing through the junction have the average property associated with the Young measure $\mu_{X}$ in (6.2). By section 5 , the corresponding homogenized solution is the unique weak entropy solution of (5.4), where $\tau^{*}$ is given by (5.5a), i.e., here by

$$
\begin{equation*}
\tau^{*}(X, t)=\frac{1}{2}\left(P_{3}^{-1}\left(w_{1}-v^{*}(X, t)\right)+P_{3}^{-1}\left(w_{2}-v^{*}(X, t)\right)\right) \tag{6.3}
\end{equation*}
$$

which (by monotonicity of $P_{3}$ ) defines a one-to-one relation between $v:=v^{*}(X, t)$ and $\tau:=\tau^{*}(X, t)$.

We choose to rewrite (6.3) in the form

$$
\begin{equation*}
v=w-P_{3}^{*}(\tau), w:=\bar{w} \tag{6.4}
\end{equation*}
$$

where $\bar{w}$ is given by (6.1). In other words, we define $P_{3}^{*}$ so that, for each $\tau=\tau^{*}$, the value $v=v^{*}$ defined by (6.4) is the unique solution of (6.3) to the unknown $v$. This (convenient) notation could be misleading for an arbitrary value $w$. Indeed, the homogenized relation between $v$ and $\tau$ depends on $\mu_{X}$; see (5.5a). Therefore, it depends on the local proportions of cars coming from each incoming road. In other words, (6.4) would be wrong for any value $w \neq \bar{w}$. However, as we see below, on the relevant portion of road 3 , the homogenized $w$ only takes the value $\bar{w}$.

Now, three questions arise:
(i) How do we express this in Eulerian coordinates?
(ii) In Eulerian coordinates, what is the portion of road 3 concerned with this homogenized flow?
(iii) Does this solution respect the Rankine-Hugoniot relations (1.6a), (1.6b) at the interface $x=b_{1}=b_{2}=a_{3}$, and how is it connected with the downstream flow on road 3 ?
(i) First (see [1]), we can rewrite (5.4), (6.3) in Eulerian coordinates to get the equivalent system (even for weak entropy solutions):

$$
\begin{array}{r}
\partial_{t} \rho+\partial_{x}(\rho v)=0, \\
\partial_{t}(\rho w)+\partial_{x}(\rho v w)=0, \\
w(U) \equiv w^{*}(U)=v+p_{3}^{*}(\rho), \tag{6.5c}
\end{array}
$$

with $w(U) \equiv \bar{w}$ and

$$
\begin{equation*}
p_{3}^{*}(\rho):=P_{3}^{*}\left(\rho^{-1}\right) \tag{6.6}
\end{equation*}
$$

defined by (6.4). Again, for arbitrary values of $w$, we would not recover the correct homogenized solution.
(ii) In the $(x, t)$ plane, at time $t>0$, the portion of road 3 concerned with this self-similar, homogenized flow is a triangle bounded by $x=b_{1}=b_{2}=a_{3}$ and by $x=a_{3}+t v_{3,0}$. Here, $v_{3,0}$ is the initial datum on road 3 .
(iii) On the above portion of road 3, our solution satisfies (6.5), (6.6) and the value of $w$ is a constant and is equal to the corresponding average value given by (6.1).

The boundary data specified below preserve the conservation of mass at the intersection and satisfy the equal priority rule on the mixture of the cars:

$$
\rho_{3} v_{3}=\rho_{1} v_{1}+\rho_{2} v_{2}=2 \rho_{1} v_{1} .
$$

Therefore, combining with (6.1), we see that $\rho_{3} v_{3} w_{3}=\rho_{1} v_{1} w_{1}+\rho_{2} v_{2} w_{2}$; i.e., we recover (1.6b): Our solution also satisfies the conservation of $y=\rho w$ at the junction. Roughly speaking, the total number of white cars is also preserved at the intersections!

Now we can give the proof of Proposition 6.1.
Proof. Let $U_{i}^{-}=U_{i, 0}$ for $i=1,2$ and let $U_{3}^{+}=U_{3,0}$. Denote by $w_{i}(U)=v+p_{i}(\rho)$. Let the demand functions $d_{1}$ and $d_{2}$ be defined by

$$
d_{1}(\rho):=d\left(\rho ; w_{1}, w_{1}\left(U_{1}^{-}\right)\right), \quad d_{2}(\rho):=d\left(\rho ; w_{2}, w_{2}\left(U_{2}^{-}\right)\right) .
$$

With all the previous remarks in mind and again with $w_{3}^{\dagger}(U)=v+p_{3}^{\dagger}(U)$ and $p_{3}^{\dagger}(\cdot):=$ $p_{3}^{*}(\cdot)$, we consider the following supply function:

$$
s_{3}(\rho):=s_{3}^{\dagger}(\rho):=s\left(\rho ; w_{3}^{\dagger}, \bar{w}\right), \bar{w}=\frac{1}{2}\left(w_{1}\left(U_{1}^{-}\right)+w_{2}\left(U_{2}^{-}\right)\right) .
$$

As in Proposition 2.2 we obtain the intermediate state $U_{3}^{\dagger}=\left(\rho_{3}^{\dagger}, \rho_{3}^{\dagger} v_{3}^{\dagger}\right)$ as the intersection of $\left\{v_{3}(U)=v_{3}^{+}\right\}$and $\left\{w_{3}^{\dagger}(U)=\bar{w}\right\}$, or as $U_{3}^{\dagger}=(0,0)$. Then we solve for
$q_{1}, q_{2}:$

$$
\begin{aligned}
& \quad \max q_{1}+q_{2} \text { subject to } \\
& 0 \leq \quad q_{i} \quad \leq d_{i}\left(\rho_{i}^{-}\right), \quad i=1,2 \\
& 0 \leq q_{1}+q_{2} \\
& q_{1}=q_{2}
\end{aligned}
$$

Clearly, $\tilde{q}=q_{1}=q_{2}=\min \left\{s_{3}\left(\rho_{3}^{\dagger}\right) / 2, d_{1}\left(\rho_{1}^{-}\right), d_{2}\left(\rho_{2}^{-}\right)\right\}$is the unique solution. As in Proposition (2.3) we conclude that

$$
\begin{array}{r}
\exists U_{i}^{+} \text {such that } \rho_{i}^{+} v_{i}^{+}=\tilde{q}, \quad w_{i}\left(U_{i}^{+}\right)=w_{i}\left(U_{i}^{-}\right), i=1,2 \\
\exists U_{3}^{-} \text {such that } \rho_{3}^{-} v_{3}^{-}=2 \tilde{q}, \quad w_{3}^{\dagger}\left(U_{3}^{-}\right)=\bar{w}
\end{array}
$$

We recall that $U_{i}\left(b_{i}-, t\right)=U_{i}^{+}$for $i=1,2$ and $U_{3}\left(a_{3}+, t\right)=U_{3}^{-}$.
Then the conditions (1.6a)-(1.6b) are satisfied. Using the considerations above, the function $p_{3}^{\dagger}$ is defined in the triangle $\left\{(x, t): a_{3} \leq x \leq a_{3}+t v_{3,0}\right\}$ of the $x-t$ plane.

Each solution $U_{i}(x, t)$ is a juxtaposition of either a rarefaction or a shock wave and a contact discontinuity.

In particular, on the outgoing road $i=3$, the states $U_{3}^{-}$and $U_{3}^{\dagger}$ are connected by a rarefaction or a shock wave associated with the first eigenvalue of system (1.1), with $p_{i}=p_{3}^{\dagger}=p_{3}^{*}$. Then $U_{3}^{\dagger}$ is connected to $U_{3}^{+}=U_{3,0}$ by a contact discontinuity associated with the second eigenvalue $\lambda_{2}=v_{3,0}$, which is independent of $p_{i}$. Hence, out of the above mentioned triangle, $U_{3}(x, t) \equiv U_{3,0}$.

An example of a solution is depicted in Figures 5 and 6.
7. Arbitrary number of incoming and outgoing roads. We combine the results of sections 4 to 6 to treat the general case. We consider a fixed junction with $m$ incoming roads $\delta^{-}=\{1, \ldots, m\}$ and $n$ outgoing roads $\delta^{+}=\{m+1, \ldots, m+n\}$. We assume constant initial data $U_{i, 0}$ for all $i$ and we look for solutions to the Riemann problem (1.8) and (1.9).

In sections 4 to 6 we imposed additional conditions to obtain a unique solution. Here, as in section 6 we introduce a mixture principle for the outgoing traffic which is an extension of the equal priority rule; cf. assumption (H4) below. However, the stated results can be adapted to other mixture rules.

For a set of functions $U_{i}(x, t)=\left(\rho_{i}(x, t), \rho_{i}(x, t) v_{i}(x, t)\right), i \in \delta^{-} \cup \delta^{+}$, we introduce the following abbreviations:

$$
\begin{align*}
& \mathbf{q}_{i}:=\rho_{i}\left(b_{i}^{-}, t\right) v_{i}\left(b_{i}^{-}, t\right) \forall i \in \delta^{-}  \tag{7.1a}\\
& \mathbf{q}_{j}:=\rho_{j}\left(a_{j}^{+}, t\right) v_{j}\left(a_{j}^{+}, t\right) \forall j \in \delta^{+} \tag{7.1b}
\end{align*}
$$

Next, we introduce real numbers $q_{j i} \in \mathbb{R}$ for $j \in \delta^{+}$and $i \in \delta^{-}$corresponding to the (a priori unknown) actual fluxes of cars coming from road $i$ and going to road $j$. Since the number of cars entering and leaving the junction is the same,

$$
\begin{equation*}
\mathbf{q}_{i}=\sum_{j \in \delta^{+}} q_{j i}, \quad \mathbf{q}_{j}=\sum_{i \in \delta^{-}} q_{j i} \tag{7.2}
\end{equation*}
$$

We look for a solution $U_{k}(x, t)$ which satisfies the following assumptions and constraints.


Fig. 5. An example of intermediate states on road 1 (top) and road 3 (bottom) in the case where $\tilde{q}=d_{2}\left(\rho_{2,0} ; w_{2}, w_{2}\left(U_{2,0}\right)\right)$, i.e., $\tilde{q}<d_{1}(\cdot)$ and $\tilde{q}<s_{3}^{\dagger}(\cdot)$, respectively. In this case the solution $U_{2}$ on road 2 is a constant $U_{2}(x, t)=U_{2,0} \equiv U_{2}^{-}$and therefore is omitted from the plots. In the drawings $U_{3}^{*}, s_{3}^{*}, w_{3}^{*}$, and $w_{1}^{*}$ stand for $U_{3}^{\dagger}, s_{3}^{\dagger}, w_{3}^{\dagger}$, and $w_{1}^{\dagger}$, respectively.
(H1) Preferred choice of the drivers:
As in [12] we are given a matrix $A$,

$$
\begin{equation*}
A=\left(\alpha_{j i}\right)_{j \in \delta^{+}, i \in \delta^{-}} \in \mathbb{R}^{n \times m} \tag{7.3}
\end{equation*}
$$

such that $0 \leq \alpha_{j i} \leq 1$ and $\sum_{j \in \delta^{+}} \alpha_{j i}=1 \forall i \in \delta^{-}$.
We introduce $\mathbf{a}_{j}:=\sum_{i \in \delta^{-}} \alpha_{j i}$ for notational convenience. We impose the constraint

$$
\begin{equation*}
q_{j i}=\alpha_{j i} \mathbf{q}_{i} \quad \forall j \in \delta^{+}, i \in \delta^{-} \tag{7.4}
\end{equation*}
$$



FIG. 6. Plot of the solution $U_{1}$ and $U_{3}$ in the $x-t$ plane with data as in Figure 5. Left of the interface, $U_{1}^{-} \equiv U_{1,0}$ is connected by a 1-rarefaction to $U_{1}^{+}$. Right of the interface, $U_{3}^{-}$is connected by a 2 -shock to $U_{3}^{*} \equiv U_{3}^{\dagger}$, and this state in turn is connected to $U_{3}^{+} \equiv U_{3,0}$ by a 2 -contact discontinuity. We omit the solution $U_{2}$ since it is constant.
(H2) Relation for $w_{j}^{\dagger}$ (on the outgoing roads):

$$
\begin{equation*}
\forall j \in \delta^{+}: w_{j}^{\dagger}\left(U_{j}\left(a_{j}^{+}, t\right)\right)=\sum_{i \in \delta^{-}} \frac{q_{j i}}{\mathbf{q}_{j}} w_{i}\left(U_{i}\left(b_{i}^{-}, t\right)\right) \tag{7.5}
\end{equation*}
$$

As in the previous sections $w_{i}\left(U_{i}\left(b_{i}-, t\right)\right)=w_{i}\left(U_{i, 0}\right) \forall i \in \delta^{-}$and $\forall j \in \delta^{+}$:

$$
w_{j}^{\dagger}\left(U_{j}\left(a_{j}^{+}, t\right)\right):=v_{j}\left(a_{j}^{+}, t\right)+p_{j}^{\dagger}\left(\rho_{j}\left(a_{j}^{+}, t\right)\right)=\bar{w}_{j} .
$$

The functions $p_{j}^{\dagger}$ and the homogenized values $\bar{w}_{j}$ have to be specified later.
(H3) Bounds on the actual fluxes:

$$
\begin{align*}
& 0 \leq \mathbf{q}_{i} \leq d_{i}\left(\rho_{i, 0}\right) \forall i \in \delta^{-}  \tag{7.6a}\\
& 0 \leq \mathbf{q}_{j} \leq s_{j}\left(\rho_{j}^{\dagger}\right) \forall j \in \delta^{+} \tag{7.6b}
\end{align*}
$$

Here $d_{i}$ denotes the demand function on $\operatorname{road} i$, i.e., $d_{i}:=d_{i}\left(\rho ; w_{i}, w_{i}\left(U_{i, 0}\right)\right)$, where $w_{i}(U)=v+p_{i}(\rho)$, and $s_{j}:=s_{j}\left(\rho ; w_{j}^{\dagger}, \bar{w}_{j}\right)$ is the supply function on road $j$. The functions $w_{j}^{\dagger}$ and the homogenized values $\bar{w}_{j}$ are specified later and depend on the applied mixture rule. Finally, $\left(\rho_{j}^{\dagger}, \rho_{j}^{\dagger} v_{j}^{\dagger}\right)$ is the intermediate state on road $j$, i.e., the unique intersection of the curves $\left\{v_{j}(U)=v_{j, 0}\right\}$ and $\left\{w_{j}^{\dagger}(U)=\bar{w}_{j}\right\}$.
In order to define a unique solution, we have to impose a further constraint, i.e., a maximization criterion as in $[17,12]$. Here, as in section 6 , we choose to impose the following rule.
(H4) The mixture rule:
The actual incoming fluxes $\left(\mathbf{q}_{i}\right)_{i \in \delta^{-}}$are proportional to a given nonnegative vector $\left(\tilde{q}_{i}\right)_{i \in \delta^{-}}$. The equal priority rule introduced in section 6 is a particular subcase, with $\left(\tilde{q}_{i}\right)_{i \in \delta^{-}}=(1, \ldots, 1)$. So we impose in general

$$
\begin{equation*}
\mathbf{q}_{i}=\tilde{q} \tilde{q}_{i} \geq 0 \tag{7.7}
\end{equation*}
$$

where $\tilde{q}>0$ is a priori unknown, but $\left(\tilde{q}_{i}\right)_{i \in \delta^{-}}$is given.
THEOREM 7.1. Consider a junction with $m$ incoming and $n$ outgoing roads, with constant initial data $U_{i, 0}=\left(\rho_{i, 0}, \rho_{i, 0} v_{i, 0}\right) \forall i \in \delta^{-} \cup \delta^{+}$under the assumptions (H1)-(H4).

Then there exists a unique solution $\left\{U_{i}(x, t)\right\}_{i \in \delta^{-} \cup \delta^{+}}$to the Riemann problems (1.8)-(1.9) which is described below, and which satisfies the following properties.
(1) $\left\{U_{i}(x, t)\right\}_{i \in \delta^{-} \cup \delta^{+}}$is a weak entropy solution of the network problem (1.5a)(1.5b) and for $i \in \delta^{-}: p_{i}^{\dagger} \equiv p_{i}$.

For the outgoing roads $j \in \delta^{+}$we obtain two different expressions for $p_{j}^{\dagger}$, depending on the region. In the $x-t$ plane in a triangle near the junction, we consider the homogenized solution and hence $p_{j}^{\dagger}(\cdot)=p_{j}^{*}(\cdot)$ defined below in (7.14). This triangle is defined by $\left\{(x, t): a_{j} \leq x \leq t v_{j, 0}\right\}$ for any fixed time $t>0$. Beyond this triangle we have $p_{j}^{\dagger}(\cdot) \equiv p_{j}(\cdot)$.
(2) The constraints (7.4)-(7.6) are satisfied, and the homogenized values $\bar{w}_{j}$ are given by

$$
\begin{equation*}
\bar{w}_{j}:=\sum_{i \in \delta^{-}} \frac{q_{j i}}{\mathbf{q}_{j}} w_{i}\left(U_{i, 0}\right) \forall j \in \delta^{+} \tag{7.8}
\end{equation*}
$$

The ratios $q_{j i} / \mathbf{q}_{j}$ are defined below in (7.15).
(3) Moreover, the incoming fluxes satisfy (7.7) and are maximal subject to the other conditions.
For simplicity we restrict ourselves the case of the equal priority rule. Obviously the proof can be extended to the general case (7.7). Note that the matrix $A$ plays the same role as in [12], but we do not need the same restrictions on $A$.

Proof. With the discussion in section 6 in mind we consider the following supply functions for $j \in \delta^{+}$:

$$
\begin{gather*}
s_{j}(\rho):=s\left(\rho ; w_{j}^{\dagger} ; \bar{w}_{j}\right),  \tag{7.9}\\
\bar{w}_{j}:=\sum_{i \in \delta^{-}} \frac{q_{j i}}{\mathbf{q}_{j}} w_{i}\left(U_{i, 0}\right), \tag{7.10}
\end{gather*}
$$

where $w_{i}(U)=v+p_{i}(U) \forall i \in \delta^{-}$and where $w_{j}^{\dagger}(U)=v+p_{j}^{\dagger}(U)$ and $p_{j}^{\dagger}(\cdot):=p_{j}^{*}(\cdot)$ $\forall j \in \delta^{+}$. For each $j \in \delta^{+}, p_{j}^{*}(\cdot)$ is defined as in section 6 . Namely, we first define the function

$$
\begin{equation*}
P_{j}(\tau):=p_{j}(1 / \tau) \tag{7.11}
\end{equation*}
$$

Then we set

$$
\begin{equation*}
v \rightarrow \tau:=\sum_{i \in \delta^{-}} \frac{q_{j i}}{\mathbf{q}_{j}} P_{j}^{-1}\left(w_{i}\left(U_{i, 0}\right)-v\right) \tag{7.12}
\end{equation*}
$$

Next, we choose to define a new invertible function $P_{j}^{*}$ by rewriting the relation (7.12) under the form

$$
\begin{equation*}
\tau:=\left(P_{j}^{*}\right)^{-1}\left(\bar{w}_{j}-v\right) \tag{7.13}
\end{equation*}
$$

which we use only with the particular value $\bar{w}_{j}$ defined in (7.8). Finally, we set

$$
\begin{equation*}
p_{j}^{\dagger}(\rho):=p_{j}^{*}(\rho):=P_{j}^{*}(1 / \rho) \tag{7.14}
\end{equation*}
$$

Of course this construction assumes that the proportions $q_{j i} / \mathbf{q}_{j}$ are known. Here, thanks to the crucial assumption (H4), we can determine them:

$$
\begin{equation*}
\frac{q_{j i}}{\mathbf{q}_{j}}=\frac{\alpha_{j i} \mathbf{q}_{i}}{\sum_{i \in \delta^{-}} q_{j i}}=\frac{\alpha_{j i} \tilde{q}_{i}}{\sum_{i \in \delta^{-}} \alpha_{j i} \tilde{q}_{i}} \forall i \in \delta^{-}, \forall j \in \delta^{+} \tag{7.15}
\end{equation*}
$$

In particular in the case of the equal priority rule, $\tilde{q}_{i}=1 \forall i \in \delta^{-}$holds true. Therefore, $\mathbf{q}_{i}=\tilde{q}, \mathbf{q}_{j}=\mathbf{a}_{j} \tilde{q}$, and $q_{j i} / \mathbf{q}_{j}=\alpha_{j i} / \mathbf{a}_{j}$ for $i \in \delta^{-}, j \in \delta^{+}$and for some unknown $\tilde{q} \in \mathbb{R}$.

Before we turn to the determination of $\tilde{q}$ we define $U_{j}^{\dagger}$. As in Proposition 2.2 we obtain for each $j$ the intermediate state $U_{j}^{\dagger}$ as the intersection of $\left\{v_{j}(U)=v_{j, 0}\right\}$ and $\left\{w_{j}^{\dagger}(U)=\bar{w}_{j}\right\}$.

Now, we obtain $\tilde{q}$ as the unique solution to the following maximization problem:

$$
\begin{gather*}
\max _{q \in \mathbb{R}} q \text { subject to }  \tag{7.16a}\\
0 \leq \mathbf{q}_{i}=q \leq d_{i}\left(\rho_{i, 0} ; w_{i} ; w_{i}\left(U_{i, 0}\right)\right) \forall i \in \delta^{-}  \tag{7.16b}\\
0 \leq \mathbf{q}_{j}=\mathbf{a}_{j} q \leq s_{j}\left(\rho_{j}^{\dagger} ; w_{j}^{\dagger} ; \bar{w}_{j}\right) \forall j \in \delta^{+} \tag{7.16c}
\end{gather*}
$$

where the functions $s_{j}(\cdot), w_{j}^{\dagger}(\cdot)$ and the values $\bar{w}_{j}$ are well defined since the proportions $q_{j i} / \mathbf{q}_{j}$ are known.

We conclude as before that

$$
\begin{aligned}
& \exists U_{i}^{+} \text {such that } \rho_{i}^{+} v_{i}^{+}=\tilde{q}, \quad w_{i}\left(U_{i}^{+}\right)=w_{i}\left(U_{i, 0}\right) \forall i \in \delta^{+} \\
& \exists U_{j}^{-} \text {such that } \rho_{j}^{-} v_{j}^{-}=\mathbf{a}_{j} \tilde{q}, \quad w_{j}^{\dagger}\left(U_{j}^{-}\right)=\bar{w}_{j} \forall j \in \delta^{+}
\end{aligned}
$$

The conditions (1.6a)-(1.6b) are satisfied. Also (7.5) and (7.6) are fulfilled.
Again, each $U_{i}(x, t)$ consists of a juxtaposition of rarefaction or shock waves associated with the first eigenvalue and, for $i \in \delta^{+}$, an additional contact discontinuity associated with the second eigenvalue. Furthermore, the solution satisfies on the incoming roads $i \in \delta^{-}: U_{i}^{+}=U_{i}\left(b_{i}-, t\right)$ and on the outgoing roads $j \in \delta^{+}: U_{j}^{-}=$ $U_{i}\left(a_{j}+, t\right)$.

For general $\tilde{q}_{i},(7.16 \mathrm{~b})$ and (7.16c), respectively, become

$$
\begin{aligned}
& 0 \leq \mathbf{q}_{i}=\tilde{q}_{i} q \leq d_{i}\left(\rho_{i, 0} ; w_{i}, w_{i}\left(U_{i, 0}\right)\right) \forall i \in \delta^{-}, \\
& \text {and } 0 \leq \mathbf{q}_{j}=\left(\sum_{i \in \delta^{-}} \alpha_{j i} \tilde{q}_{i}\right) q \leq s_{j}^{\dagger}\left(\rho_{j, 0} ; w_{j}^{\dagger}, \bar{w}_{j}\right) \forall j \in \delta^{+} .
\end{aligned}
$$

8. Conclusion. In this paper, we have introduced coupling conditions for the AR traffic flow model. Contrary to [12] the total "momentum" (e.g., the total number of white cars) is conserved at each junction. We have presented the full solution to Riemann problems for different cases and have given a microscopic motivation and validation of the approach. Last, we have discussed the general case of arbitrary numbers of incoming and outgoing roads. The most striking fact is the role of the homogenized flow on some part of the outgoing roads. It is worth noting that, even with Riemann data and with the same function $p_{j} \equiv p$ on all the roads, after some time, due to the mixture of cars at each junction, the flow is associated with a new homogenized pseudopressure $p_{j}^{\dagger}$, which depends on the proportions of the mixture.

As we already said in section 2, the model presented is too sophisticated for real life applications. But it contains as a particular case the classical first-order models.
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#### Abstract

We derive the high frequency limit of the Helmholtz equation with source term when the source is the sum of two point sources. We study it in terms of Wigner measures (quadratic observables). We prove that the Wigner measure associated with the solution satisfies a Liouville equation with, as source term, the sum of the source terms that would be created by each of the two point sources taken separately. The first step, and main difficulty, in our study is to obtain uniform estimates on the solution. Then, from these bounds, we derive the source term in the Liouville equation together with the radiation condition at infinity satisfied by the Wigner measure.
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1. Introduction. In this article, we are interested in the analysis of the high frequency limit of the Helmholtz equation

$$
\begin{equation*}
-i \frac{\alpha_{\varepsilon}}{\varepsilon} u^{\varepsilon}+\Delta u^{\varepsilon}+\frac{n(x)^{2}}{\varepsilon^{2}} u^{\varepsilon}=S^{\varepsilon}(x), \quad x \in \mathbb{R}^{3} \tag{1.1}
\end{equation*}
$$

with

$$
S^{\varepsilon}(x)=S_{0}^{\varepsilon}(x)+S_{1}^{\varepsilon}(x)=\frac{1}{\varepsilon^{3}} S_{0}\left(\frac{x}{\varepsilon}\right)+\frac{1}{\varepsilon^{3}} S_{1}\left(\frac{x-q_{1}}{\varepsilon}\right)
$$

where $q_{1}$ is a point in $\mathbb{R}^{3}$ different from the origin.
In what follows, we assume that the refraction index $n$ is constant, $n(x) \equiv 1$.
Equation (1.1) models the propagation of a source wave in a medium with refraction index $n(x)$. There, the small positive parameter $\varepsilon$ is related to the frequency $\omega=\frac{1}{2 \pi \varepsilon}$ of $u^{\varepsilon}$. In this paper, we study the high frequency limit, i.e., the asymptotics $\varepsilon \rightarrow 0$. We assume that the regularizing parameter $\alpha_{\varepsilon}$ is positive, with $\alpha_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$. The positivity of $\alpha_{\varepsilon}$ ensures the existence and uniqueness of a solution $u^{\varepsilon}$ to the Helmholtz equation (1.1) in $L^{2}\left(\mathbb{R}^{3}\right)$ for any $\varepsilon>0$.

The source term $S^{\varepsilon}$ models a source signal that is the sum of two source signals concentrating, respectively, close to the origin and close to the point $q_{1}$ at the scale $\varepsilon$. The concentration profiles $S_{0}$ and $S_{1}$ are given functions. Since $\varepsilon$ is also the scale of the oscillations dictated by the Helmholtz operator $\Delta+\frac{1}{\varepsilon^{2}}$, resonant interactions can occur between these oscillations and the oscillations due to the sources $S_{0}^{\varepsilon}$ and $S_{1}^{\varepsilon}$. On the other hand, since the two sources are concentrating close to two different points in $\mathbb{R}^{3}$, one can guess that they do not interact when $\varepsilon \rightarrow 0$. These are the phenomena that the present paper aims at studying quantitatively. We refer to section 3 for the precise assumptions we need on the sources.

[^33]In some sense, the sign of the term $-i \alpha_{\varepsilon} u^{\varepsilon} / \varepsilon$ prescribes a radiation condition at infinity for $u^{\varepsilon}$, i.e., the oscillations of the solution at infinity (as $e^{-i n|x|}$ ). One of the key difficulties in our problem is following this condition in the limiting process $\varepsilon \rightarrow 0$. We refer to section 3 for more details.

We study the high frequency limit in terms of Wigner measures (or semiclassical measures). This is a means of describing the propagation of quadratic quantities, like the local energy density $\left|u^{\varepsilon}(x)\right|^{2}$, as $\varepsilon \rightarrow 0$. The Wigner measure $\mu(x, \xi)$ is the energy carried by rays at the point $x$ with frequency $\xi$. These measures were introduced by Wigner [14] and mathematically developed by Gérard [6] and Lions and Paul [9] (see also the surveys [3] and [7]). They are relevant when a typical length $\varepsilon$ is prescribed. They have already proven to be an efficient tool in the study of high frequencies; see, for instance, [2], [4] for Helmholtz equations, Gérard et al. [7] for periodic media, Papanicolaou and Ryzhik [11] for a formal analysis of general wave equations, Erdös and Yau [5] for an approach linked to statistical physics, and Miller [10] for a study in the case with sharp interface.

The high frequency limit of Helmholtz equations has been studied in Benamou et al. [2] and Castella, Perthame, and Runborg [4]. In [2], the authors considered the case of one point source and a general index of refraction, whereas in [4] they treated the case of a source concentrating close to a general manifold with a constant refraction index. In the present paper, we borrow the methods used in both articles.

In the case of one point source, for instance, $S_{0}^{\varepsilon}$ only, with a constant index of refraction, it is proved in [2] that the corresponding Wigner measure $\mu_{0}$ is the solution to the Liouville equation

$$
0^{+} \mu_{0}(x, \xi)+\xi \cdot \nabla_{x} \mu_{0}(x, \xi)=Q_{0}(x, \xi)=\frac{1}{(4 \pi)^{2}} \delta(x) \delta\left(|\xi|^{2}-1\right)\left|\widehat{S_{0}}(\xi)\right|^{2}
$$

the term $0^{+}$meaning that $\mu$ is the outgoing solution given by

$$
\mu_{0}(x, \xi)=\int_{-\infty}^{0} Q_{0}(x+t \xi, \xi) d t
$$

In particular, the energy source created by $S_{0}^{\varepsilon}$ is supported at $x=0$. Similarly, the energy source created by the source $S_{1}^{\varepsilon}$ is supported at $x=q_{1}$. Thinking of the orthogonality property on Wigner measures, one can guess that the energy source generated by the sum $S_{0}^{\varepsilon}+S_{1}^{\varepsilon}$ is the sum of the two energy sources created asymptotically by $S_{0}^{\varepsilon}$ and $S_{1}^{\varepsilon}$.

Indeed, we prove in this paper that the Wigner measure $\mu$ associated with the sequence ( $u^{\varepsilon}$ ) satisfies

$$
\begin{equation*}
0^{+} \mu(x, \xi)+\xi \cdot \nabla_{x} \mu(x, \xi)=Q_{0}+Q_{1} \tag{1.2}
\end{equation*}
$$

where $Q_{0}$ and $Q_{1}$ are the source terms obtained in [2] in the case of one point source. However, our proof does not rest on the mere orthogonality property.

Let us now give some details about our proof. Our strategy is borrowed from [2]. First, we prove uniform estimates on the sequence of solutions ( $u^{\varepsilon}$ ). It turns out that we also need to study the limiting behavior of (and to estimate) the rescaled solutions $\varepsilon u^{\varepsilon}(\varepsilon x)$ and $\varepsilon u^{\varepsilon}\left(q_{1}+\varepsilon x\right)$. The latter point is the key difficulty in our paper. It relies on the study of the sequence ( $a^{\varepsilon}$ ) such that

$$
-i \alpha_{\varepsilon} \varepsilon a^{\varepsilon}+\Delta a^{\varepsilon}+a^{\varepsilon}=S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right)
$$

Using the explicit formula for the Fourier transform of $a^{\varepsilon}$, we prove that $a^{\varepsilon}$ is uniformly bounded in a suitable space and that $a^{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$ weakly. We would like to point out that our analysis, based on a study in Fourier space, strongly rests on the assumption of a constant index of refraction.

Second, our results on the Wigner measure then follow from the properties proved in [2]. They are essentially consequences of the uniform bounds on $\left(u^{\varepsilon}\right)$ : we write the equation satisfied by the Wigner transform associated with $\left(u^{\varepsilon}\right)$ and pass to the limit $\varepsilon \rightarrow 0$ in the various terms that appear in this equation. The only difficult (and new) term to handle is the source term.

Third, we prove an improved version of the radiation condition of [2]. Our argument relies on the observation that $\mu$ is localized on the energy set $\left\{|\xi|^{2}=1\right\}$, a property that was not exploited in [2].

The paper is organized as follows. In section 2, we recall some definitions and state our assumptions. Section 3 is devoted to the proof of uniform bounds on the sequence of solutions $\left(u^{\varepsilon}\right)$ and of the convergence of the rescaled solutions. Then, in section 4, we establish the transport equation satisfied by the Wigner measure $\mu$ together with the radiation condition at infinity.
2. Notation and assumptions. In this section, we recall the definitions of Wigner transforms and of the $B, B^{*}$ norms introduced by Agmon and Hörmander [1] for the study of Helmholtz equations. Then, we give our assumptions.
2.1. Wigner transform and Wigner measures. We use the following definition for the Fourier transform:

$$
\hat{u}(\xi)=\left(\mathcal{F}_{x \rightarrow \xi} u\right)(\xi)=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{d}} e^{-i x \cdot \xi} u(x) d x
$$

For $u, v \in \mathcal{S}\left(\mathbb{R}^{3}\right)$ and $\varepsilon>0$, we define the Wigner transform

$$
\begin{aligned}
W^{\varepsilon}(u, v)(x, \xi) & =\left(\mathcal{F}_{y \rightarrow \xi}\right)\left(u\left(x+\frac{\varepsilon}{2} y\right) \bar{v}\left(x-\frac{\varepsilon}{2} y\right)\right), \\
W^{\varepsilon}(u) & =W^{\varepsilon}(u, u)
\end{aligned}
$$

In what follows, we denote $W^{\varepsilon}=W^{\varepsilon}\left(u^{\varepsilon}\right)$.
If $\left(u^{\varepsilon}\right)$ is a bounded sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ (or in some weighted- $L^{2}$ space, as we will see later on), it turns out that (see [6], [9]), up to extracting a subsequence, the sequence $\left(W^{\varepsilon}\left(u^{\varepsilon}\right)\right)$ converges weakly to a positive Radon measure $\mu$ on the phase space $T^{*} \mathbb{R}^{3}=\mathbb{R}_{x}^{3} \times \mathbb{R}_{\xi}^{3}$ called the Wigner measure (or semiclassical measure) associated with $\left(u^{\varepsilon}\right)$ :

$$
\begin{equation*}
\forall \varphi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right), \lim _{\varepsilon \rightarrow 0}\left\langle W^{\varepsilon}\left(u^{\varepsilon}\right), \varphi\right\rangle=\int \varphi(x, \xi) d \mu \tag{2.1}
\end{equation*}
$$

We recall that these measures can be obtained using pseudodifferential operators. The Weyl semiclassical operator $a^{W}\left(x, \varepsilon D_{x}\right)\left(\right.$ or $\left.O p_{\varepsilon}^{W}(a)\right)$ is the continuous operator from $\mathcal{S}\left(\mathbb{R}^{d}\right)$ to $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ associated with the symbol $a \in \mathcal{S}^{\prime}\left(T^{*} \mathbb{R}^{d}\right)$ by Weyl quantization rule

$$
\begin{equation*}
\left(a^{W}\left(x, \varepsilon D_{x}\right) u\right)(x)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}_{\xi}^{d}} \int_{\mathbb{R}_{y}^{d}} a\left(\frac{x+y}{2}, \varepsilon \xi\right) f(y) e^{i(x-y) \cdot \xi} d \xi d y \tag{2.2}
\end{equation*}
$$

We have the following formula: for $u, v \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $a \in \mathcal{S}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left\langle W^{\varepsilon}(u, v), a\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\left\langle\bar{v}, a^{W}\left(x, \varepsilon D_{x}\right) \bar{u}\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}} \tag{2.3}
\end{equation*}
$$

where the duality brackets $\langle.,$.$\rangle are semilinear with respect to the second argument.$ This formula is also valid for $u, v$ lying in other spaces, as we will see in section 3.
2.2. Besov-like norms. In order to get uniform (in $\varepsilon$ ) bounds on the sequence $\left(u^{\varepsilon}\right)$, we shall use the following Besov-like norms, introduced by Agmon and Hörmander [1]: for $u, f \in L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$, we denote

$$
\begin{aligned}
\|u\|_{B^{*}} & =\sup _{j \geq-1}\left(2^{-j} \int_{C(j)}|u|^{2} d x\right)^{1 / 2} \\
\|f\|_{B} & =\sum_{j \geq-1}\left(2^{j+1} \int_{C(j)}|f|^{2} d x\right)^{1 / 2}
\end{aligned}
$$

where $C(j)$ denotes the ring $\left\{x \in \mathbb{R}^{3} / 2^{j} \leq|x|<2^{j+1}\right\}$ for $j \geq 0$ and $C(-1)$ is the unit ball.

These norms are adapted to the study of Helmholtz operators. Indeed, Agmon and Hörmander [1] proved that if $v$ is the solution to

$$
-i \alpha v+\Delta v+v=f
$$

where $\alpha>0$, then there exists a constant $C$ independent of $\alpha$ such that

$$
\|v\|_{B^{*}} \leq C\|f\|_{B}
$$

Perthame and Vega [12] generalized this result to Helmholtz equations with general indices of refraction.

We denote, for $x \in \mathbb{R}^{3},|x|=\sqrt{\sum_{j=1}^{3} x_{j}^{2}}$ and $\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2}$. For all $\delta>\frac{1}{2}$, we have

$$
\begin{equation*}
\|u\|_{L_{-\delta}^{2}}:=\left\|\langle x\rangle^{-\delta} u\right\|_{L^{2}} \leq C(\delta)\|u\|_{B^{*}} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{B} \leq C(\delta)\|f\|_{L_{\delta}^{2}} \tag{2.5}
\end{equation*}
$$

We end this section by stating two properties of these spaces that will be useful for our purpose (the reader can find the proofs in [1]). The first proposition states that, in some sense, we can define the trace of a function in $B$ on a linear manifold of codimension 1.

Proposition 2.1. There exists a constant $C$ such that for all $f \in B$, we have

$$
\int_{\mathbb{R}}\left\|f\left(x_{1}, .\right)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} d x_{1} \leq C\|f\|_{B}
$$

The second property gives the stability of the space $B$ by change of variables in Fourier space.

Proposition 2.2. Let $\Omega_{1}, \Omega_{2}$ be two open sets in $\mathbb{R}^{3}, \psi: \Omega_{1} \rightarrow \Omega_{2}$ a $\mathcal{C}^{2}$ diffeomorphism, $\chi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{3}\right)$. For all $u \in B$, we denote

$$
T u=\mathcal{F}^{-1}(\chi(\hat{u} \circ \psi)) .
$$

Then

$$
\|T u\|_{B} \leq C\|\chi\|_{\mathcal{C}_{b}^{1}}\|\psi\|_{\mathcal{C}_{b}^{2}}\|u\|_{B}
$$

2.3. Assumptions. We are now ready to state our assumptions. Our first assumption, borrowed from [2], concerns the regularizing parameter $\alpha_{\varepsilon}>0$.
(H1) $\alpha_{\varepsilon} \geq \varepsilon^{\gamma}$ for some $\gamma>0$.
This assumption is technical and is used to get a radiation condition at infinity in the limit $\varepsilon \rightarrow 0$. Next, in order to compute the limit of the energy source, we shall need the following assumption.
(H2) $\langle x\rangle^{N} S_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$ and $\langle x\rangle^{N} S_{1} \in L^{2}\left(\mathbb{R}^{3}\right)$ for some $N>\frac{1}{2}+\frac{3 \gamma}{\gamma+1}$.
Note that (H2) implies that the source terms $S_{0}$ and $S_{1}$ belong to the natural Besov space that is needed to actually solve the Helmholtz equation (1.1):

$$
\left\|S_{0}\right\|_{B},\left\|S_{1}\right\|_{B}<\infty
$$

3. Bounds on solutions to Helmholtz equations. In this section, we first establish uniform bounds on the sequence $\left(u^{\varepsilon}\right)$ that will imply estimates on the sequence of Wigner transforms $\left(W^{\varepsilon}\right)$. It turns out that we shall also need to compute the limit of the rescaled solutions $w_{0}^{\varepsilon}$ and $w_{1}^{\varepsilon}$ defined below in order to obtain the energy source in the equation satisfied by the Wigner measure $\mu$.

Before stating our two results, let us define these rescaled solutions. Following [2] and [4], we denote

$$
\left\{\begin{align*}
w_{0}^{\varepsilon}(x) & =\varepsilon u^{\varepsilon}(\varepsilon x),  \tag{3.1}\\
w_{1}^{\varepsilon}(x) & =\varepsilon u^{\varepsilon}\left(q_{1}+\varepsilon x\right) .
\end{align*}\right.
$$

They, respectively, satisfy

$$
\left\{\begin{array}{l}
-i \alpha_{\varepsilon} \varepsilon w_{0}^{\varepsilon}+\Delta w_{0}^{\varepsilon}+w_{0}^{\varepsilon}=S_{0}(x)+S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right) \\
-i \alpha_{\varepsilon} \varepsilon w_{1}^{\varepsilon}+\Delta w_{1}^{\varepsilon}+w_{1}^{\varepsilon}=S_{0}\left(x+\frac{q_{1}}{\varepsilon}\right)+S_{1}(x)
\end{array}\right.
$$

We are ready to state our results on $u^{\varepsilon}, w_{0}^{\varepsilon}$, and $w_{1}^{\varepsilon}$.
Proposition 3.1. Assume $S_{0}, S_{1} \in B$. Then
(i) the solution $u^{\varepsilon}$ to the Helmholtz equation (1.1) satisfies the bound

$$
\left\|u^{\varepsilon}\right\|_{B^{*}} \leq C\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)
$$

(ii) the rescaled solutions $\left(w_{0}^{\varepsilon}\right)$ and $\left(w_{1}^{\varepsilon}\right)$ are uniformly bounded in $B^{*}$ :

$$
\left\|w_{0}^{\varepsilon}\right\|_{B^{*}}+\left\|w_{1}^{\varepsilon}\right\|_{B^{*}} \leq C\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)
$$

(In both points, $C$ denotes a constant independent of $\varepsilon$.)
Proposition 3.2. The sequences of rescaled solutions $\left(w_{0}^{\varepsilon}\right)$ and $\left(w_{1}^{\varepsilon}\right)$ converge weakly-* in $B^{*}$ to the outgoing solutions $w_{0}$ and $w_{1}$ to the Helmholtz equations

$$
\left\{\begin{array}{l}
\Delta w_{0}+w_{0}=S_{0}, \\
\Delta w_{1}+w_{1}=S_{1},
\end{array}\right.
$$

i.e., $w_{0}$ and $w_{1}$ are given in Fourier space by

$$
\widehat{w_{j}}(\xi)=\frac{-\widehat{S_{j}}(\xi)}{|\xi|^{2}-1+i 0}=-\left(p \cdot v \cdot\left(\frac{1}{|\xi|^{2}-1}\right)+i \pi \delta\left(|\xi|^{2}-1\right)\right) \widehat{S_{j}}(\xi), \quad j=0,1
$$

Remark．The Helmholtz equation $\Delta w+w=S$ does not uniquely specify the solution $w$ ．An extra condition is necessary，for instance，the Sommerfeld radiation condition．When the refraction index is constant equal to 1 ，this condition reads

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{1}{r} \int_{S_{r}}\left|\frac{\partial w}{\partial r}+i w\right|^{2} d \sigma=0 \tag{3.2}
\end{equation*}
$$

Such a solution is called an outgoing solution．
Alternatively，still assuming that the refraction index is constant，the outgoing solution to the Helmholtz equation may be defined as the weak limit，as $\delta \rightarrow 0, w$ of the sequence $\left(w^{\delta}\right)$ such that

$$
-i \delta w^{\delta}+\Delta w^{\delta}+w^{\delta}=S(x)
$$

We point out that the two points of view are equivalent in the case of a constant index of refraction（which is not true for a general index of refraction）．

We prove the two propositions in the following two sections．As we will see in the proofs，our main difficulties are linked to the rays that are emitted by the source at 0 towards the point $q_{1}$（and conversely）．Hopefully，the interaction between those rays is＂destructive＂and not constructive．

3．1．Proof of Proposition 3．1．In what follows，$C$ will denote any constant independent of $\varepsilon$ ．

Proof of point（i）．Since $u^{\varepsilon}$ is a solution to the Helmholtz equation（1．1），and since the refraction index is constant，we may write $u^{\varepsilon}(x)=u_{0}^{\varepsilon}(x)+u_{1}^{\varepsilon}\left(x-q_{1}\right)$ ，where $u_{0}^{\varepsilon}$ and $u_{1}^{\varepsilon}$ satisfy

$$
\left\{\begin{array}{l}
-i \frac{\alpha_{\varepsilon}}{\varepsilon} u_{0}^{\varepsilon}+\Delta u_{0}^{\varepsilon}+\frac{1}{\varepsilon^{2}} u_{0}^{\varepsilon}=\frac{1}{\varepsilon^{3}} S_{0}\left(\frac{x}{\varepsilon}\right), \\
-i \frac{\alpha_{\varepsilon}}{\varepsilon} u_{1}^{\varepsilon}+\Delta u_{1}^{\varepsilon}+\frac{1}{\varepsilon^{2}} u_{1}^{\varepsilon}=\frac{1}{\varepsilon^{3}} S_{1}\left(\frac{x}{\varepsilon}\right) .
\end{array}\right.
$$

If we denote，for $j=0,1, \widetilde{w_{j}^{\varepsilon}}(x)=\varepsilon u_{j}^{\varepsilon}(\varepsilon x)$ ，then

$$
\left\{\begin{array}{l}
-i \alpha_{\varepsilon} \varepsilon \widetilde{w_{0}^{厄}}+\Delta \widetilde{w_{0}^{\varepsilon}}+\widetilde{w_{0}^{厄}}=S_{0}(x), \\
-i \alpha_{\varepsilon} \varepsilon \widetilde{w_{1}^{厄}}+\Delta \widetilde{w_{1}^{厄}}+\widetilde{w_{1}^{厄}}=S_{1}(x) .
\end{array}\right.
$$

Moreover，the bound $\left\|\widetilde{w_{j}^{e}}\right\|_{B^{*}} \leq C\left\|S_{j}\right\|_{B}$ is established in Agmon and Hörmander［1］ （see also Perthame and Vega［12］）．Hence，using the scaling invariance

$$
\left\|u_{j}^{\varepsilon}\right\|_{B^{*}} \leq\left\|\widetilde{w_{j}^{\varepsilon}}\right\|_{B^{*}},
$$

we get

$$
\left\|u_{j}^{\varepsilon}\right\|_{B^{*}} \leq C\left\|S_{j}\right\|_{B}
$$

Finally，we obtain the uniform estimate on $u^{\varepsilon}$ by noting that，since $q_{1}$ is a fixed point， we have

$$
\left\|u_{1}^{\varepsilon}\left(.-q_{1}\right)\right\|_{B^{*}} \leq C\left(q_{1}\right)\left\|u_{1}^{\varepsilon}\right\|_{B^{*}}
$$

which implies

$$
\left\|u^{\varepsilon}\right\|_{B^{*}} \leq\left\|u_{0}^{\varepsilon}\right\|_{B^{*}}+C\left(q_{1}\right)\left\|u_{1}^{\varepsilon}\right\|_{B^{*}} \leq C\left(q_{1}\right)\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)
$$

Proof of point (ii). Unfortunately, to get the bound on the rescaled sequences $w_{0}^{\varepsilon}$ and $w_{1}^{\varepsilon}$, we cannot use a method similar to the one used in the proof of point (i) (roughly, because of the translation $q_{1} / \varepsilon$ and not $q_{1}$ ). We instead use the explicit formula for $w_{j}^{\varepsilon}$ that is available. In what follows, we prove the result for $w_{0}^{\varepsilon}$; the estimate on $w_{1}^{\varepsilon}$ can be obtained similarly.

Since $w_{0}^{\varepsilon}$ is a solution to

$$
-i \alpha_{\varepsilon} \varepsilon w_{0}^{\varepsilon}+\Delta w_{0}^{\varepsilon}+w_{0}^{\varepsilon}=S_{0}(x)+S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right)
$$

we may decompose $w_{0}^{\varepsilon}=\widetilde{w_{0}^{\varepsilon}}+a^{\varepsilon}$, where $\widetilde{w_{0}^{\varepsilon}}$ is defined above and $a^{\varepsilon}$ satisfy

$$
-i \alpha_{\varepsilon} \varepsilon a^{\varepsilon}+\Delta a^{\varepsilon}+a^{\varepsilon}=S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right) .
$$

Since $\left\|\widetilde{w_{0}^{\varepsilon}}\right\|_{B^{*}} \leq C\left\|S_{0}\right\|_{B}$, the proof of point (ii) reduces to the proof of the following lemma.

Lemma 3.3. If $a^{\varepsilon}$ is the solution to

$$
-i \alpha_{\varepsilon} \varepsilon a^{\varepsilon}+\Delta a^{\varepsilon}+a^{\varepsilon}=S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right)
$$

then $a^{\varepsilon}$ is uniformly (in $\varepsilon$ ) bounded in $B^{\star}$ :

$$
\left\|a^{\varepsilon}\right\|_{B^{*}} \leq C\left\|S_{1}\right\|_{B}
$$

Proof. We want to prove that

$$
\forall v \in B, \quad\left|\left\langle a^{\varepsilon}, v\right\rangle\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B}
$$

Using Parseval's equality, we write

$$
\begin{equation*}
\left\langle a^{\varepsilon}, v\right\rangle=\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1} \cdot \xi}{\varepsilon}} \widehat{S_{1}}(\xi) \overline{\hat{v}}(\xi)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi \tag{3.3}
\end{equation*}
$$

To estimate this integral, we shall distinguish the values of $\xi$ close to or far from two critical sets: the sphere $\left\{|\xi|^{2}=1\right\}$ (the set where the denominator in (3.3) vanishes when $\varepsilon \rightarrow 0$ ) and the line $\left\{\xi\right.$ collinear to $\left.q_{1}\right\}$ (the set where we cannot apply directly the stationary phase theorem to (3.3)).

More precisely, we first take a small parameter $\delta \in] 0,1[$, and we distinguish in the integral (3.3) the contributions due to the values of $\xi$ such that $\left|\xi^{2}-1\right| \geq \delta$ or $\left|\xi^{2}-1\right| \leq \delta$. Let $\chi \in \mathcal{C}_{c}^{\infty}(\mathbb{R})$ be a truncation function such that $\chi(\lambda)=0$ for $|\lambda| \geq 1$. We denote $\chi_{\delta}(\xi)=\chi\left(\frac{|\xi|^{2}-1}{\delta}\right)$. We accordingly decompose

$$
\begin{aligned}
\left\langle a^{\varepsilon}, v\right\rangle & =\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi} \widehat{S_{1}}(\xi) \overline{\hat{v}}(\xi) \chi_{\delta}(\xi)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi+\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi \widehat{S_{1}}(\xi) \overline{\hat{v}}(\xi)\left(1-\chi_{\delta}(\xi)\right)}}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi \\
& =I^{\varepsilon}+I I^{\varepsilon}
\end{aligned}
$$

First, since the denominator is not singular on the support of $\chi_{\delta}$, we easily bound the first part with the $L^{2}$ norms,

$$
\left|I^{\varepsilon}\right| \leq \frac{\|\chi\|_{L^{\infty}}}{\delta}\left\|\widehat{S_{1}}\right\|_{L^{2}}\|\hat{v}\|_{L^{2}}
$$

and using $B \hookrightarrow L^{2}$, we obtain the desired bound:

$$
\begin{equation*}
\left|I^{\varepsilon}\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B} \tag{3.4}
\end{equation*}
$$

Let us now study the second part, $I I^{\varepsilon}$, where the denominator is singular. Up to a rotation, we may assume $q_{1}=\left|q_{1}\right| e_{1}$, where $e_{1}$ is the first vector of the canonical base. We make the polar change of variables,

$$
\xi=\left\{\begin{array}{l}
r \sin \theta \cos \varphi \\
r \sin \theta \sin \varphi \\
r \cos \theta
\end{array}\right.
$$

Hence, $q_{1} \cdot \xi=\left|q_{1}\right| r \sin \theta \cos \varphi$, and we get

$$
I I^{\varepsilon}=\int \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r \sin \theta \cos \varphi}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\left(\widehat{S_{1}} \overline{\hat{v}}\left(1-\chi_{\delta}\right)\right)(\xi(r, \theta, \varphi)) r^{2} \sin \theta d r d \theta d \varphi
$$

Now, we distinguish the contributions to the integral $d \theta d \phi$ linked to the values close to or far from the critical direction $\left\{\theta=\frac{\pi}{2}, \varphi=0\right.$, or $\left.\varphi=\pi\right\}$ (which corresponds to the case $\left\{\xi\right.$ collinear to $\left.\left.q_{1}\right\}\right)$. To that purpose, let $\eta>0$ be a small parameter and denote

$$
\begin{aligned}
& \Omega_{0}=\left\{(r, \theta, \varphi) \left\lvert\,\left(1-\chi\left(\frac{r^{2}-1}{\delta}\right)\right) \neq 0\right., \chi\left(\frac{\theta-\frac{\pi}{2}}{\eta}\right) \neq 0, \chi\left(\frac{\varphi}{\eta}\right) \neq 0\right\}, \\
& \Omega_{\pi}=\left\{(r, \theta, \varphi) \left\lvert\,\left(1-\chi\left(\frac{r^{2}-1}{\delta}\right)\right) \neq 0\right., \chi\left(\frac{\theta-\frac{\pi}{2}}{\eta}\right) \neq 0, \chi\left(\frac{\varphi-\pi}{\eta}\right) \neq 0\right\} .
\end{aligned}
$$

Let $k_{0}, k_{\pi} \in \mathcal{C}_{c}^{\infty}$ be such that $\left(1-\chi_{\delta}\right) k_{0}(\theta, \varphi)$ is a localization function on $\Omega_{0}$ and $\left(1-\chi_{\delta}\right) k_{\pi}(\theta, \varphi)$ is a localization function on $\Omega_{\pi}$. We denote $k=k_{0}+k_{\pi}$. We write

$$
\begin{aligned}
I I^{\varepsilon} & =\int \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r \sin \theta \cos \varphi}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\left(\widehat{S_{1}} \overline{\hat{v}}\right)(\xi(r, \theta, \varphi))\left(1-\chi_{\delta}(r)\right) k_{0}(\theta, \varphi) r^{2} \sin \theta d r d \theta d \varphi \\
& +\int \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r \sin \theta \cos \varphi}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\left(\widehat{S_{1}} \overline{\hat{v}}\right)(\xi(r, \theta, \varphi))\left(1-\chi_{\delta}(r)\right) k_{\pi}(\theta, \varphi) r^{2} \sin \theta d r d \theta d \varphi \\
& +\int \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r \sin \theta \cos \varphi}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\left(\widehat{S_{1}} \overline{\hat{v}}\right)(\xi(r, \theta, \varphi))\left(1-\chi_{\delta}(r)\right)(1-k(\theta, \varphi)) r^{2} \sin \theta d r d \theta d \varphi \\
I I^{\varepsilon} & =I I I_{0}^{\varepsilon}+I I I_{\pi}^{\varepsilon}+I V^{\varepsilon}
\end{aligned}
$$

The two parts $I I I_{0}^{\varepsilon}$ and $I I I_{\pi}^{\varepsilon}$ being similar, we write only how to estimate $I I I_{0}^{\varepsilon}$. In order to translate the stationary point in $(0,0)$, we consider the new variable $\alpha=\theta-\frac{\pi}{2}$. The phase function is $r g(\alpha, \varphi)=r \cos \alpha \cos \varphi$, so

$$
\begin{aligned}
& \frac{\partial g}{\partial \alpha}=-\sin \alpha \cos \varphi=0 \text { at }(\alpha, \varphi)=(0,0) \\
& \frac{\partial g}{\partial \varphi}=-\cos \alpha \sin \varphi=0 \quad \text { at }(\alpha, \varphi)=(0,0)
\end{aligned}
$$

and the Hessian at the point $(0,0)$ is

$$
D^{2} g(0,0)=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

We apply the Morse lemma: upon choosing $\eta>0$ small enough, there exists a $\mathcal{C}^{\infty}$ change of variables on $\Omega_{0},(\alpha, \varphi) \mapsto\left(\alpha^{\prime}, \varphi^{\prime}\right)$, such that

$$
g(\alpha, \varphi)=1-\frac{\alpha^{\prime 2}}{2}-\frac{\varphi^{\prime 2}}{2}
$$

Then, we make the change of variables $\alpha^{\prime \prime}=\sqrt{\frac{r}{2}} \alpha^{\prime}, \varphi^{\prime \prime}=\sqrt{\frac{r}{2}} \varphi^{\prime}$. Finally, we decompose $\left(1-\chi_{\delta}\right) k_{0}=\chi^{1} \chi^{2}$, with $\chi^{1}, \chi^{2} \in \mathcal{C}_{c}^{\infty}$. Thus, we obtain, for the contribution $I I I_{0}^{\varepsilon}$, the formula

$$
\begin{equation*}
I I I_{0}^{\varepsilon}=\int \frac{e^{i \frac{q_{1}}{\varepsilon}\left(-r+\alpha^{\prime \prime 2}+\varphi^{\prime \prime 2}\right)}}{-r+1+i \varepsilon \alpha_{\varepsilon}} \widehat{T^{1} S_{1}}\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) \widehat{\widehat{T^{2} v}}\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) d r d \alpha^{\prime \prime} d \varphi^{\prime \prime} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& T^{1} S_{1}:=\mathcal{F}^{-1}\left(\left(\chi^{1} \widehat{S_{1}}\right) \circ \xi\left(r, \alpha\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right), \varphi\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right)\right)\right) \\
& T^{2} v:=\mathcal{F}^{-1}\left(\frac{-r+1+i \varepsilon \alpha_{\varepsilon}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\left(\chi^{2} \hat{v}\right) \circ \xi\left(r, \alpha\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right), \varphi\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right)\right)\right. \\
&\left.\quad \times \frac{2}{r}\left|\frac{\mathrm{~d} \xi}{\mathrm{~d}(r, \alpha, \varphi)}\right|\left|\frac{\mathrm{d}(\alpha, \varphi)}{\mathrm{d}\left(\alpha^{\prime}, \varphi^{\prime}\right)}\right|\right)
\end{aligned}
$$

As a first step, using Proposition 2.2 , we directly get $T^{1} S_{1} \in B$ with

$$
\left\|T^{1} S_{1}\right\|_{B} \leq C\left\|S_{1}\right\|_{B}
$$

As a second step, we study $T^{2} v$. Since for $r$ close to 1 ,

$$
\left|\frac{-r+1+i \varepsilon \alpha_{\varepsilon}}{-r^{2}+1-i \varepsilon \alpha_{\varepsilon}}\right| \leq 1
$$

we recover, from Proposition 2.2,

$$
T^{2} v \in B \quad \text { and } \quad\left\|T^{2} v\right\|_{B} \leq C\|v\|_{B}
$$

Now, we apply Parseval's equality with respect to the $r$ variable in the formula (3.5)

$$
\begin{gathered}
I I I_{0}^{\varepsilon}=\int \frac{e^{i \frac{\left|q_{1}\right|}{\varepsilon}\left(\alpha^{\prime \prime 2}+\varphi^{\prime \prime 2}\right)}}{-r+1+i \varepsilon \alpha_{\varepsilon}} T^{1} S_{1}\left(\widehat{\left(-\frac{\left|q_{1}\right|}{\varepsilon}\right.}, ., .\right) \widehat{\widehat{T^{2} v}} d r d \alpha^{\prime \prime} d \varphi^{\prime \prime} \\
=\int e^{i \frac{\left|q_{1}\right|}{\varepsilon}\left(\alpha^{\prime \prime 2}+\varphi^{\prime \prime 2}\right)} \mathbf{1}_{\{t>0\}} e^{-\left(\varepsilon \alpha_{\varepsilon}-i\right) t} \mathcal{F}_{r \rightarrow \rho}\left(T^{1} S_{1}\left(\widehat{-\frac{\left|q_{1}\right|}{\varepsilon}}, ., .\right)\right)\left(\rho-t, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) \\
\quad \times \mathcal{F}_{r \rightarrow \rho}\left(\widehat{\widehat{T^{2} v}}\right)\left(\rho, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) d t d \rho d \alpha^{\prime \prime} d \varphi^{\prime \prime}
\end{gathered}
$$

where $\mathbf{1}_{\{t>0\}}$ denotes the characteristic function of the set $\{t>0\}$. Hence, we obtain

$$
\begin{aligned}
\left|I I I_{0}^{\varepsilon}\right| \leq & \left(\int\left\|\mathcal{F}_{r \rightarrow \rho}\left(T^{1} S_{1}\left(\widehat{\left(-\frac{\left|q_{1}\right|}{\varepsilon}\right.}, ., .\right)\right)(\rho)\right\|_{L^{2}} d \rho\right) \\
& \times\left(\int\left\|\mathcal{F}_{r \rightarrow \rho}\left(\widehat{T^{2} v}\right)(\rho)\right\|_{L^{2}} d \rho\right) \\
\left|I I I^{\varepsilon}\right| \leq & \left(\int\left\|T^{1} S_{1}\left(\rho-\frac{\left|q_{1}\right|}{\varepsilon}\right)\right\|_{L^{2}} d \rho\right)\left(\int\left\|T^{2} v(\rho)\right\|_{L^{2}} d \rho\right) \\
\left|I I I^{\varepsilon}\right| \leq & \sum_{j=1}^{n}\left(\int\left\|T^{1} S_{1}(\rho)\right\|_{L^{2}} d \rho\right)\left(\int\left\|T^{2} v(\rho)\right\|_{L^{2}} d \rho\right)
\end{aligned}
$$

Now, using Proposition 2.1, we get

$$
\begin{aligned}
& \left|I I I_{0}^{\varepsilon}\right| \leq C\left\|T^{1} S_{1}\right\|_{B}\left\|T^{2} v\right\|_{B} \\
& \left|I I I_{0}^{\varepsilon}\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B}
\end{aligned}
$$

which is the desired estimate.
We are left with the part $I V^{\varepsilon}$, which corresponds to the directions $\xi$ that are not collinear to $q_{1}$. We denote by $K^{\prime}$ the support of $\left(1-\chi_{\delta}\right)(1-k)$, which is a compact set. If we denote

$$
\begin{equation*}
\eta_{1}=|\xi|^{2}-1, \quad \eta_{2}=-q_{1} \cdot \xi \tag{3.6}
\end{equation*}
$$

then

$$
\frac{\mathrm{d}\left(\eta_{1}, \eta_{2}\right)}{\mathrm{d} \xi}=\binom{2 \xi}{-q_{1}}
$$

is of maximal rank 2 for $\xi \in K^{\prime}$. Hence, there exists a finite covering $\left(\Omega_{j}\right)_{j=1, m}$ $(m \in \mathbb{N})$ of $K^{\prime}$ such that in $\Omega_{j}$, we can make the change of variables $\xi \mapsto \eta$, where $\eta_{1}, \eta_{2}$ are given by (3.6) and $\eta_{3}$ is one of the components of $\xi$ (depending on $\Omega_{j}$ ). We denote by $\chi_{j}=\chi_{j}^{3} \chi_{j}^{4}$ some localization functions on $\Omega_{j}$ such that $\left(1-\chi_{\delta}\right)(1-k)=\sum_{j=1}^{m} \chi_{j}$. Thus, for $j=1, \ldots, m$,

$$
\int \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi}}{-|\xi|^{2}+1+i \varepsilon \alpha_{\varepsilon}} \widehat{S_{1}} \overline{\hat{v}} \chi_{j} d \xi=\int \frac{e^{i \frac{\eta_{2}}{\varepsilon}}}{-\eta_{1}+i \varepsilon \alpha_{\varepsilon}}\left(\widehat{S_{1}} \overline{\hat{v}} \chi_{j}\right)(\xi(\eta))\left|\frac{\mathrm{d} \xi}{\mathrm{~d} \eta}\right| d \eta
$$

If we denote

$$
\begin{aligned}
T_{j}^{3} S_{1} & :=\mathcal{F}^{-1}\left(\left(\chi_{j}^{3} \widehat{S_{1}}\right) \circ \xi\right) \\
T_{j}^{4} v & :=\mathcal{F}^{-1}\left(\left(\chi_{j}^{4} \hat{v}\right) \circ \xi\right)\left|\frac{\mathrm{d} \xi}{\mathrm{~d} \eta}\right|
\end{aligned}
$$

and if $\mathcal{F}_{1}$ denotes the Fourier transform with respect to the $\eta_{1}$ variable, Parseval's equality with respect to $\eta_{1}$ gives

$$
\begin{aligned}
\left|\int \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi}}{-|\xi|^{2}+1+i \varepsilon \alpha_{\varepsilon}} \widehat{S_{1}} \hat{v} \chi_{j} d \xi\right|= & (2 \pi)^{d} \mid \int \chi_{\{t>0\}} e^{-\varepsilon \alpha_{\varepsilon} t}\left(\mathcal{F}_{1}^{-1}\left(\widehat{T_{j}^{3} S_{1}}\right)\right)\left(x_{1}-t\right) \\
& \times\left(\mathcal{F}_{1}^{-1}\left(\widehat{\widehat{T_{j}^{4}} v}\right)\right)\left(x_{1}\right) e^{i \eta_{2} / \varepsilon} d t d x_{1} d \eta_{2} d \eta_{3} \mid \\
\leq & C\left\|S_{1}\right\|_{B}\|v\|_{B},
\end{aligned}
$$

using Proposition 2.1 again. Summing over $j$, we obtain

$$
\left|I V^{\varepsilon}\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B}
$$

which ends the proof of the bound

$$
\left|\left\langle a^{\varepsilon}, v\right\rangle\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B}
$$

3.2. Proof of Proposition 3.2. As before, we prove the result for the sequence $\left(w_{0}^{\varepsilon}\right)$ only. As we did in the proof of Proposition 3.1, we write $w_{0}^{\varepsilon}=\widetilde{w_{0}^{\varepsilon}}+a^{\varepsilon}$. Since $\widetilde{w_{0}^{\varepsilon}}$ is the solution to a Helmholtz equation with constant index of refraction and fixed source, it converges weakly-* to the outgoing solution $w_{0}$ to $\Delta w+w=S_{0}$. Hence, it suffices to show the following result.

Lemma 3.4. If $a^{\varepsilon} \in B^{\star}$ is the solution to

$$
-i \alpha_{\varepsilon} \varepsilon a^{\varepsilon}+\Delta a^{\varepsilon}+a^{\varepsilon}=S_{1}\left(x-\frac{q_{1}}{\varepsilon}\right)
$$

then $a^{\varepsilon} \rightarrow 0$ in $B^{\star}$.
Proof. The proof of this result requires two steps (using a density argument):

1. For $v \in B$, we have the bound $\left|\left\langle a^{\varepsilon}, v\right\rangle\right| \leq C\left\|S_{1}\right\|_{B}\|v\|_{B}$.
2. If $S_{1}$ and $v$ are smooth, then $\left\langle a^{\varepsilon}, v\right\rangle \rightarrow 0$.

The first point is exactly the result in Lemma 3.3. It remains to prove the convergence in the smooth case (the second point above). We write

$$
\left\langle a^{\varepsilon}, v\right\rangle=\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi \widehat{S_{1}}(\xi) \overline{\hat{v}}(\xi)}}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi
$$

We are thus left with the study of

$$
\begin{equation*}
R_{\varepsilon}(\psi)=\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi} \psi(\xi)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi \tag{3.7}
\end{equation*}
$$

where $\psi=\widehat{S_{1}} \widehat{v}$ belongs to $\mathcal{S}\left(\mathbb{R}^{3}\right)$.
As in the proof of Lemma 3.3, we distinguish the contributions of various values of $\xi$. We shall use exactly the same partition, according to the values of $\xi$ close to or far from the sphere $|\xi|=1$ and collinear or not to $q_{1}$. We shall use the same notation for the various truncation functions.

We first separate the contributions of $\xi$ such that $\left|\xi^{2}-1\right| \leq \delta$ and $\left|\xi^{2}-1\right| \geq \delta$ using the truncation function $\chi_{\delta}$ :

$$
\begin{aligned}
R_{\varepsilon}(\psi) & =\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi} \psi(\xi) \chi_{\delta}(\xi)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi+\int_{\mathbb{R}^{3}} \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi} \psi(\xi)\left(1-\chi_{\delta}(\xi)\right)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}} d \xi \\
& =I^{\varepsilon}+I I^{\varepsilon}
\end{aligned}
$$

In the support of $\chi_{\delta}$, since the denominator is not singular, we can apply the nonstationary phase method. Since $q_{1} \neq 0$, we may assume $q_{1}^{1} \neq 0$, and we have

$$
\begin{aligned}
I^{\varepsilon} & =\frac{\varepsilon}{i q_{1}^{1}} \int_{\mathbb{R}^{3}} e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi} \partial_{\xi_{1}}\left(\frac{\psi(\xi) \chi_{\delta}(\xi)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}}\right) d \xi \\
& =\frac{\varepsilon}{i q_{1}^{1}} \int_{\mathbb{R}^{3}} e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi}\left(\frac{\partial_{\xi_{1}}\left(\psi(\xi) \chi_{\delta}(\xi)\right)}{-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}}-\frac{2 \psi(\xi) \chi_{\delta}(\xi) \xi_{1}}{\left(-|\xi|^{2}+1-i \varepsilon \alpha_{\varepsilon}\right)^{2}}\right) .
\end{aligned}
$$

Hence, we obtain the bound

$$
\left|I^{\varepsilon}\right| \leq \frac{\varepsilon}{\left|q_{1}^{1}\right|} \int_{\mathbb{R}^{3}}\left(\frac{1}{\delta}\left|\partial_{\xi_{1}}(\chi \psi)\right|+\frac{2}{\delta^{2}}\left|\xi_{1} \chi \psi\right|\right) d \xi
$$

Since $\partial_{\xi_{1}}(\chi \psi)$ and $\xi_{1} \chi \psi$ belongs to $\mathcal{S}$, we have, as $\varepsilon \rightarrow 0$,

$$
I^{\varepsilon} \rightarrow 0
$$

Let us now study the second term, $I I^{\varepsilon}$. As in section 3.1, we first decompose $I I^{\varepsilon}$ into the sum $I I I_{0}^{\varepsilon}+I I I_{\pi}^{\varepsilon}+I V^{\varepsilon}$. We then use the same changes of variables. It leads to the following formula for $I I I_{0}^{\varepsilon}$ :

$$
I I I_{0}^{\varepsilon}=\int \frac{e^{-i \frac{q_{1}}{\varepsilon}\left(r-\alpha^{\prime \prime 2}-\varphi^{\prime \prime 2}\right)}}{-r+1+i \varepsilon \alpha_{\varepsilon}} \widetilde{\chi}\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) \widetilde{\psi}\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right) d r d \alpha^{\prime \prime} d \varphi^{\prime \prime}
$$

where

$$
\begin{aligned}
& \begin{array}{r}
\chi \\
\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right)
\end{array}=\left(\left(1-\chi_{\delta}\right) k_{0}\right) \circ \xi\left(r, \alpha\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right), \varphi\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right)\right) \\
& \times \frac{2\left(-r+1+i \varepsilon \alpha_{\varepsilon}\right)}{r\left(-r^{2}+1-i \varepsilon \alpha_{\varepsilon}\right)}\left|\frac{\mathrm{d}(\alpha, \varphi)}{\mathrm{d}\left(\alpha^{\prime}, \varphi^{\prime}\right)}\right|, \\
& \widetilde{\psi}\left(r, \alpha^{\prime \prime}, \varphi^{\prime \prime}\right)=\psi \circ \xi\left(r, \alpha\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right), \varphi\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right)\right)
\end{aligned}
$$

are still smooth functions that are bounded independently from $\varepsilon$.
Using Parseval's inequality with respect to the variables $\left(\alpha^{\prime \prime}, \varphi^{\prime \prime}\right)$, we obtain the bound

$$
\left|I I I_{0}^{\varepsilon}\right| \leq C \varepsilon\left|\int \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} e^{-i \varepsilon\left(\lambda^{2}+\mu^{2}\right)}}{-r+1+i \varepsilon \alpha_{\varepsilon}} \mathcal{F}_{\lambda, \mu}(\widetilde{\chi} \widetilde{\psi}) d r d \lambda d \mu\right|
$$

To obtain the convergence of $I I I_{0}^{\varepsilon}$, it remains to study an integral of the type

$$
\int_{|r-1| \leq \delta} \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)}{-r+1+i \varepsilon \alpha_{\varepsilon}} d r, \text { where } w \in \mathcal{S} \text {. }
$$

This is done in the following lemma.
Lemma 3.5. For all $w \in \mathcal{S}$ and all $\theta \in(0,1)$, we have

$$
\int_{|r| \leq \delta} \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)}{-r+i \varepsilon \alpha_{\varepsilon}} d r=-i \pi w(0)+O_{\varepsilon \rightarrow 0}\left(\varepsilon^{-\theta}\right)
$$

Using this lemma, we readily get the estimate

$$
\begin{equation*}
\left|I I I^{\varepsilon}\right| \leq C \varepsilon^{1-\theta} \quad \forall \theta \in(0,1) \tag{3.8}
\end{equation*}
$$

which proves that $I I I^{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Remark. In order to make the calculations easier, we write this paper in dimension equal to 3 , but the proof would be similar in any dimension $d \geq 2$. For a general dimension $d \geq 2$, we will obtain an estimate in $O\left(\varepsilon^{(d-1) / 2-\theta}\right)$ instead of $O\left(\varepsilon^{1-\theta}\right)$ above. The result fails in dimension $d=1$.

It remains to give the following proof.
Proof of Lemma 3.5. We write

$$
\begin{aligned}
\int_{-\delta}^{\delta} \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)}{-r+i \varepsilon \alpha_{\varepsilon}} d r & =\int_{-\delta}^{\delta} \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}}\left(r-i \varepsilon \alpha_{\varepsilon}\right) d r \\
& =-i \varepsilon \alpha_{\varepsilon} \int_{-\delta}^{\delta} \frac{e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}} d r+\int_{-\delta}^{\delta} e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} \frac{r w(r)}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}} d r \\
& =I+I I
\end{aligned}
$$

We have

$$
I=-i \int_{-\frac{\delta}{\varepsilon \alpha_{\varepsilon}}}^{\frac{\delta}{\varepsilon \alpha_{\varepsilon}}} \frac{e^{-i\left|q_{1}\right| \alpha_{\varepsilon} y} w\left(\varepsilon \alpha_{\varepsilon} y\right)}{y^{2}+1} d y \rightarrow-i \pi w(0)
$$

and

$$
I I=\int_{-\delta}^{\delta}\left(e^{-i \frac{\left|q_{q}\right|}{\varepsilon} r} w(r)-w(0)\right) \frac{r}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}} d r+\int_{-\delta}^{\delta} w(0) \frac{r}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}} d r
$$

The last term vanishes because the integrand is odd. Moreover, using the smoothness of $w$, we easily obtain that for all $\theta \in(0,1)$,

$$
\left|e^{-i \frac{\left|q_{1}\right|}{\varepsilon} r} w(r)-w(0)\right| \leq C_{\theta}\left(\frac{r}{\varepsilon}\right)^{\theta} .
$$

Thus,

$$
\left|\int_{-\delta}^{\delta}\left(e^{\left.-i \frac{\mid q, 1}{\varepsilon} \right\rvert\,} w(r)-w(0)\right) \frac{r}{r^{2}+\left(\varepsilon \alpha_{\varepsilon}\right)^{2}} d r\right| \leq \frac{C}{\varepsilon^{\theta}} \int_{-\delta}^{\delta}|r|^{\theta-1} d r
$$

and the result is proved.
We are left with the study of $I V^{\varepsilon}$. We use the same change of variables as in section 3.1:

$$
\begin{aligned}
I V^{\varepsilon} & =\sum_{j=1}^{m} \int \frac{e^{-i \frac{q_{1}}{\varepsilon} \cdot \xi}}{-|\xi|^{2}+1+i \varepsilon \alpha_{\varepsilon}} \psi(\xi) \chi_{j}(\xi) d \xi \\
& =\sum_{j=1}^{m} \int \frac{e^{i \frac{\eta_{2}}{\varepsilon}}}{-\eta_{1}+i \varepsilon \alpha_{\varepsilon}}\left(\psi \chi_{j}\right)(\xi(\eta))\left|\frac{\mathrm{d} \xi}{\mathrm{~d} \eta}\right| d \eta \\
& =i \varepsilon \sum_{j=1}^{m} \int \frac{e^{i \frac{\eta_{2}}{\varepsilon}}}{-\eta_{1}+i \varepsilon \alpha_{\varepsilon}} \partial_{\eta_{2}}\left(\left(\psi \chi_{j}\right)(\xi(\eta))\left|\frac{\mathrm{d} \xi}{\mathrm{~d} \eta}\right|\right) d \eta .
\end{aligned}
$$

The integral obviously converges with respect to all the variables except $\eta_{1}$. It remains to prove the convergence with respect to the $\eta_{1}$ variable, i.e., the convergence of

$$
\int \frac{\phi(\eta)}{-\eta_{1}+i \varepsilon \alpha_{\varepsilon}} d \eta_{1}
$$

where

$$
\phi=\partial_{\eta_{2}}\left(\left(\psi \chi_{j}\right)(\xi(\eta))\left|\frac{\mathrm{d} \xi}{\mathrm{~d} \eta}\right|\right)
$$

is smooth and compactly supported with respect to $\eta$. It is a consequence of the fact that the distribution $(x+i 0)^{-1}$ is well defined on $\mathbb{R}$ by

$$
\frac{1}{x+i 0}=p \cdot v \cdot\left(\frac{1}{x}\right)-i \pi \delta(x)
$$

We conclude that $I V^{\varepsilon} \rightarrow 0$ and $\left\langle a^{\varepsilon}, v\right\rangle \rightarrow 0$ as $\varepsilon \rightarrow 0$.
4. Transport equation and radiation condition on $\boldsymbol{\mu}$. In this section, we state and prove our results on the Wigner measure associated with $\left(u^{\varepsilon}\right)$. Since we established the uniform bounds on $\left(u^{\varepsilon}\right)$ and the convergence of $\left(w_{0}^{\varepsilon}\right),\left(w_{1}^{\varepsilon}\right)$, these results now essentially follow from the results proved in [2]. We first prove bounds on the sequence of Wigner transforms $\left(W^{\varepsilon}\right)$ that allow us to define a Wigner measure $\mu$ associated to $\left(u^{\varepsilon}\right)$. Then, we get the transport equation satisfied by $\mu$ together with the radiation condition at infinity, which uniquely determines $\mu$.

### 4.1. Results.

ThEOREM 4.1. Let $S_{0}, S_{1} \in B$ and $\lambda>0$. The sequence $\left(W^{\varepsilon}\right)$ is bounded in the Banach space $X_{\lambda}^{\star}$, and up to extracting a subsequence, it converges weakly-* to a positive and locally bounded measure $\mu$ such that

$$
\begin{equation*}
\sup _{R>0} \frac{1}{R} \int_{|x|<R} \int_{\xi \in \mathbb{R}^{3}} \mu(x, \xi) d x d \xi \leq C\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)^{2} . \tag{4.1}
\end{equation*}
$$

The Banach space $X_{\lambda}^{*}$ is defined as the dual space of the set $X_{\lambda}$ of functions $\hat{\varphi}(x, \xi)$ such that $\varphi(x, y):=\mathcal{\mathcal { F }}_{\xi \rightarrow y}(\hat{\varphi}(x, \xi))$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \sup _{x \in \mathbb{R}^{3}}(1+|x|+|y|)^{1+\lambda}|\varphi(x, y)| d y<\infty \tag{4.2}
\end{equation*}
$$

Theorem 4.2. Assume (H1), (H2). Then the Wigner measure $\mu$ associated with $\left(u^{\varepsilon}\right)$ satisfies the transport equation

$$
\begin{equation*}
\xi \cdot \nabla_{x} \mu=\frac{1}{(4 \pi)^{2}}\left(\delta(x)\left|\widehat{S_{0}}(\xi)\right|^{2}+\delta\left(x-q_{1}\right)\left|\widehat{S_{1}}(\xi)\right|^{2}\right) \delta\left(|\xi|^{2}-1\right):=Q(x) \tag{4.3}
\end{equation*}
$$

Moreover, $\mu$ is the outgoing solution to (4.3) in the following sense: for all test functions $R \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right)$, if we denote $g(x, \xi)=\int_{0}^{\infty} R(x-\xi t, \xi) d t$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{6}} R(x, \xi) d \mu(x, \xi)=-\int_{\mathbb{R}^{6}} Q(x, \xi) g(x, \xi) d x d \xi \tag{4.4}
\end{equation*}
$$

Remark. Here the support of the test function $R$ contains 0 , contrary to [2].
4.2. Proof of Theorem 4.1. This theorem, which is proved in [2], is a consequence of the uniform estimate on the sequence $\left(u^{\varepsilon}\right)$ in the space $B^{*}$ obtained in Proposition 3.1. We observe that for any $\lambda>0$,

$$
\begin{equation*}
\left\|\langle x\rangle^{-\frac{1}{2}-\lambda} u^{\varepsilon}(x)\right\|_{L^{2}} \leq C\left\|u^{\varepsilon}\right\|_{B^{*}} \leq C\left(\left\|S_{0}\right\|_{B}+\left(\left\|S_{1}\right\|_{B}\right)\right. \tag{4.5}
\end{equation*}
$$

hence, for any function $\varphi$ satisfying (4.2), we have

$$
\begin{aligned}
& \left|\left\langle W^{\varepsilon}\left(u^{\varepsilon}\right), \hat{\varphi}\right\rangle\right| \\
& \leq \int_{\mathbb{R}^{6}} \frac{\left|u^{\varepsilon}\right|\left(x+\frac{\varepsilon}{2} y\right)\left|\overline{u^{\varepsilon}}\right|\left(x-\frac{\varepsilon}{2} y\right)}{\left\langle x+\frac{\varepsilon}{2} y\right\rangle^{\frac{1}{2}+0}\left\langle x-\frac{\varepsilon}{2} y\right\rangle^{\frac{1}{2}+0}}\left\langle x+\frac{\varepsilon}{2} y\right\rangle^{\frac{1}{2}+0}\left\langle x-\frac{\varepsilon}{2} y\right\rangle^{\frac{1}{2}+0}|\varphi|(x, y) d x d y \\
& \leq C\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)^{2} \int_{\mathbb{R}^{3}} \sup _{x \in \mathbb{R}^{3}}\langle | x|+|y|\rangle^{1+0}|\varphi(x, y)| d y
\end{aligned}
$$

So $\left(W^{\varepsilon}\left(u^{\varepsilon}\right)\right)$ is bounded in $X_{\lambda}^{*}, \lambda>0$. We deduce that, up to extracting a subsequence, $\left(W^{\varepsilon}\left(u^{\varepsilon}\right)\right)$ converges weakly-* to a nonnegative measure $\mu$ satisfying

$$
\begin{equation*}
|\langle\mu, \hat{\varphi}\rangle| \leq C\left(\left\|S_{0}\right\|_{B}+\left\|S_{1}\right\|_{B}\right)^{2} \int_{\mathbb{R}^{3}} \sup _{x \in \mathbb{R}^{3}}\langle | x|+|y|\rangle^{1+0}|\varphi(x, y)| d y \tag{4.6}
\end{equation*}
$$

We refer, for instance, to Lions and Paul [9] for the proof of the nonnegativity of $\mu$.
The bound (4.1) is obtained using the family of functions

$$
\varphi_{\delta}^{R}(x, y)=\frac{1}{\delta^{3 / 2}} e^{-|y|^{2} / \delta} \frac{1}{R} \chi(\langle x\rangle \leq R)
$$

and letting $\delta \rightarrow 0, R \rightarrow \infty$.
4.3. Proof of the transport equation (4.3). This section is devoted to the proof of the transport equation satisfied by $\mu$. We first write the transport equation satisfied by $W^{\varepsilon}$ in a dual form. Then we study the convergence of the source term (the convergence of the other terms is obvious). Finally, choosing an appropriate test function in the limiting process, we get the radiation condition at infinity satisfied by $\mu$. Proving first a localization property, we improve the radiation condition proved in [2].
4.3.1. Transport equation satisfied by $W^{\varepsilon} . W^{\varepsilon}$ satisfies the equation

$$
\begin{equation*}
\alpha_{\varepsilon} W^{\varepsilon}+\xi \cdot \nabla_{x} W^{\varepsilon}=Q^{\varepsilon}, \tag{4.7}
\end{equation*}
$$

where, for $\psi \in \mathcal{S}\left(T^{*} \mathbb{R}^{d}\right)$, if $\varphi(x, y)=\mathcal{F}_{y \rightarrow \xi}^{-1}(\psi(x, \xi))$,

$$
\begin{aligned}
\left\langle Q^{\varepsilon}, \psi\right\rangle & =\frac{i \varepsilon}{2} \operatorname{Im}\left\langle W^{\varepsilon}\left(S^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle \\
& =\frac{i}{2} \operatorname{Im}\left(\int_{\mathbb{R}^{6}} \overline{w_{0}^{\varepsilon}}(x+y) S_{0}^{\varepsilon}(y) \varphi\left(\varepsilon\left(x+\frac{y}{2}\right), y\right) d x d y\right) \\
& +\frac{i}{2} \operatorname{Im}\left(\int_{\mathbb{R}^{6}} \overline{\omega_{1}^{\varepsilon}}(x+y) S_{1}^{\varepsilon}(y) \varphi\left(q_{1}+\varepsilon\left(x+\frac{y}{2}\right), y\right) d x d y\right) .
\end{aligned}
$$

This equation can be obtained writing first the equation satisfied by

$$
v^{\varepsilon}(x, y)=u^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right) \overline{u^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right) .
$$

From the equality

$$
\nabla_{y} \cdot \nabla_{x} v^{\varepsilon}=\frac{\varepsilon}{2}\left[\Delta u^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right) \overline{u^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right)-\Delta \overline{u^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right) u^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right)\right],
$$

we deduce

$$
\alpha_{\varepsilon} v^{\varepsilon}+i \nabla_{y} \cdot \nabla_{x} v^{\varepsilon}+\frac{i}{2 \varepsilon}\left[n^{2}\left(x+\frac{\varepsilon}{2} y\right)-n^{2}\left(x-\frac{\varepsilon}{2} y\right)\right] v^{\varepsilon}=\sigma_{\varepsilon}(x, y),
$$

where

$$
\sigma_{\varepsilon}(x, y):=\frac{i \varepsilon}{2}\left[S^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right) \overline{u^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right)-\overline{S^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right) u^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right)\right] .
$$

After a Fourier transform, we obtain (4.7).
Then we write the dual form of this equation. Letting $\psi \in \mathcal{S}\left(\mathbb{R}^{6}\right)$, we have

$$
\begin{equation*}
\alpha_{\varepsilon}\left\langle W^{\varepsilon}, \psi\right\rangle-\left\langle W^{\varepsilon}, \xi \cdot \nabla_{x} \psi\right\rangle=\left\langle Q^{\varepsilon}, \psi\right\rangle . \tag{4.8}
\end{equation*}
$$

By the definition of the Wigner measure $\mu$, we get

$$
\alpha_{\varepsilon}\left\langle W^{\varepsilon}, \psi\right\rangle \rightarrow 0 \quad \text { and } \quad\left\langle W^{\varepsilon}, \xi \cdot \nabla_{x} \psi\right\rangle \rightarrow\left\langle\mu, \xi \cdot \nabla_{x} \psi\right\rangle .
$$

Hence we are left with the study of the source term $\left\langle Q^{\varepsilon}, \psi\right\rangle$.
4.3.2. Convergence of the source term. In order to compute the limit of the source term in (4.7), we develop

$$
\left\langle Q^{\varepsilon}, \psi\right\rangle=\frac{i \varepsilon}{2} \mathcal{I} m\left(\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle+\left\langle W^{\varepsilon}\left(S_{1}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle\right)
$$

Thus, the result is contained in the following proposition.
Proposition 4.3. The sequences $\left(\varepsilon W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right)\right)$ and $\left(\varepsilon W^{\varepsilon}\left(S_{1}^{\varepsilon}, u^{\varepsilon}\right)\right)$ are bounded in $\mathcal{S}^{\prime}\left(\mathbb{R}^{6}\right)$, and for all real-valued $\psi \in \mathcal{S}\left(\mathbb{R}^{6}\right)$, we have

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \overline{\widehat{w_{0}}}(\xi) \widehat{S_{0}}(\xi) \psi(0, \xi) d \xi  \tag{4.9}\\
& \lim _{\varepsilon \rightarrow 0} \varepsilon\left\langle W^{\varepsilon}\left(S_{1}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \overline{\widehat{w_{1}}}(\xi) \widehat{S_{1}}(\xi) \psi\left(q_{1}, \xi\right) d \xi \tag{4.10}
\end{align*}
$$

where $w_{0}$ and $w_{1}$ are defined in Proposition 3.2.
Using Proposition 4.3, we readily get, for any real-valued test function $\psi$,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0}\left\langle Q^{\varepsilon}, \psi\right\rangle= & \frac{i}{2(2 \pi)^{3}} \mathcal{I} m\left(\int_{\mathbb{R}^{3}} \overline{\widehat{w_{0}}}(\xi) \widehat{S_{0}}(\xi) \psi(0, \xi) d \xi+\int_{\mathbb{R}^{3}} \overline{\widehat{w_{1}}}(\xi) \widehat{S_{1}}(\xi) \psi\left(q_{1}, \xi\right) d \xi\right) \\
= & \frac{1}{(4 \pi)^{2}}\left(\int_{\mathbb{R}^{3}}\left|\widehat{S_{0}}(\xi)\right|^{2} \delta\left(\xi^{2}-1\right) \psi(0, \xi) d \xi\right. \\
& \left.\quad+\int_{\mathbb{R}^{3}}\left|\widehat{S_{1}}(\xi)\right|^{2} \delta\left(\xi^{2}-1\right) \psi\left(q_{1}, \xi\right) d \xi\right),
\end{aligned}
$$

which is the result in Theorem 4.2.
Let us now prove Proposition 4.3.
Proof of Proposition 4.3. The two terms to study being of the same type, we consider only the first one in our proof. Let $\psi \in \mathcal{S}\left(T^{*} \mathbb{R}^{d}\right)$ and $\varphi(x, y)=\mathcal{F}_{y \rightarrow \xi}^{-1}(\psi(x, \xi))$. Then we have

$$
\begin{aligned}
\varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}} & =\varepsilon \int S_{0}^{\varepsilon}\left(x+\frac{\varepsilon}{2} y\right) \overline{u^{\varepsilon}}\left(x-\frac{\varepsilon}{2} y\right) \varphi(x, y) d x d y \\
& =\int S_{0}(x) \overline{w_{0}^{\varepsilon}}(x+y) \varphi\left(\varepsilon\left(x+\frac{y}{2}\right), y\right) d x d y
\end{aligned}
$$

As a first step, let us prove that $\varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}$ is bounded. Using the fact that $\psi \in \mathcal{S}\left(\mathbb{R}^{2 d}\right)$, we get

$$
\begin{aligned}
\left|\varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| & \leq C \int\langle x\rangle^{N}\left|S_{0}(x)\right| \frac{\left|w_{0}^{\varepsilon}(x+y)\right|}{\langle x+y\rangle^{\beta}} \frac{\langle x+y\rangle^{\beta}}{\langle x\rangle^{N}\langle y\rangle^{k}} d x d y \\
& \leq C\left\|\langle x\rangle^{N} S_{0}\right\|_{L^{2}}\left\|w_{0}^{\varepsilon}\right\|_{B^{*}} \int_{\mathbb{R}_{y}^{3}} \sup _{x \in \mathbb{R}^{3}} \frac{\langle x+y\rangle^{\beta}}{\langle x\rangle^{N}\langle y\rangle^{k}} d y
\end{aligned}
$$

for any $k \geq 0$ and $\frac{1}{2}<\beta<N$, upon using the Cauchy-Schwarz inequality in $x$. Then we distinguish the cases $|x| \leq|y|$ and $|x| \geq|y|$ : the term stemming from the first case gives a contribution which is bounded by $C \int \frac{d y}{\langle y\rangle^{k-\beta}}$, and the second contribution is bounded by $C \int \frac{d y}{\langle y\rangle^{k}}$. Hence, upon choosing $k$ large enough, we obtain

$$
\left|\varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \leq C\left\|\langle x\rangle^{N} S_{0}\right\|_{L^{2}}\left\|w^{\varepsilon}\right\|_{B^{*}}
$$

As a second step, we compute the limit (4.9). We write

$$
\begin{aligned}
\varepsilon\left\langle W^{\varepsilon}\left(S_{0}^{\varepsilon}, u^{\varepsilon}\right), \psi\right\rangle= & \int S_{0}(x) \overline{w_{0}^{\varepsilon}}(x+y)\left(\varphi\left(\varepsilon\left(x+\frac{y}{2}\right), y\right)-\varphi(0, y)\right) d x d y \\
& +\int \overline{w_{0}^{\varepsilon}}(x) S_{0}(x-y) \varphi(0, y) d x d y \\
= & I_{\varepsilon}+I I_{\varepsilon}
\end{aligned}
$$

Reasoning as above, we readily get that $\lim _{\varepsilon \rightarrow 0} I_{\varepsilon}=0$. Indeed, since $\varphi \in \mathcal{S}\left(\mathbb{R}^{2 d}\right)$, we have, for all $k \in \mathbb{N}$ and $x, y \in \mathbb{R}^{d}$,

$$
\left|\varphi\left(\varepsilon\left(x+\frac{y}{2}\right), y\right)-\varphi(0, y)\right| \leq C \varepsilon \frac{|x|+|y|}{\langle y\rangle^{k}} \leq C \varepsilon \frac{\langle | x|+|y|\rangle}{\langle y\rangle^{k}}
$$

Hence,

$$
\begin{aligned}
\left|I^{\varepsilon}\right| & \leq C \varepsilon \int\langle x\rangle^{N}\left|S_{0}(x)\right| \frac{\left|w_{0}^{\varepsilon}(x+y)\right|}{\langle x+y\rangle^{\beta}} \frac{\langle | x|+|y|\rangle^{\beta+1}}{\langle x\rangle^{N}\langle y\rangle^{k}} d x d y \\
& \leq C \varepsilon\left\|\langle x\rangle^{N} S_{0}\right\|_{L^{2}}\left\|w_{0}^{\varepsilon}\right\|_{B^{*}} \int_{\mathbb{R}_{y}^{3}} \sup _{x \in \mathbb{R}^{3}} \frac{\langle | x|+|y|\rangle^{\beta+1}}{\langle x\rangle^{N}\langle y\rangle^{k}} d y
\end{aligned}
$$

for any $k \geq 0$ and $1 / 2<\beta<N-1$. As above, the previous integral converges for $k$ large enough. Therefore, $I^{\varepsilon} \rightarrow 0$.

We end the proof by proving that the second term, $I I^{\varepsilon}$, converges to $\int S_{0}(x) \overline{w_{0}}(x+$ y) $\widehat{\psi}(0, y) d x d y$. We have

$$
I I_{\varepsilon}=\int \overline{w_{0}^{\varepsilon}}(x)\left(S_{0} * \varphi(0, .)\right)(x) d x
$$

Hence, since $w_{0}^{\varepsilon}$ converges weakly-* in $B^{*}$, it suffices to prove that $S_{0} * \varphi(0,$.$) belongs$ to $B$. We denote $\phi=\varphi(0,$.$) . Then, \phi \in \mathcal{S}\left(\mathbb{R}^{3}\right)$. Let $1 / 2<\beta<N$. We have, using (2.5),

$$
\left\|S_{0} * \phi\right\|_{B}^{2} \leq C\left\|S_{0} * \phi\right\|_{L_{\beta}^{2}}^{2}=C \int\langle x\rangle^{2 \beta}\left|S_{0} * \phi(x)\right|^{2} d x
$$

Moreover, upon using the Cauchy-Schwarz inequality, we get, for all $x \in \mathbb{R}^{3}$,

$$
\begin{aligned}
\left|S_{0} * \phi(x)\right|^{2} & \leq\left(\int_{\mathbb{R}_{y}^{d}}\left|S_{0}(x-y) \| \phi(y)\right| d y\right)^{2} \\
& \leq\left(\int_{\mathbb{R}_{y}^{d}}\left|S_{0}(x-y)\right|^{2}|\phi(y)| d y\right)\left(\int_{\mathbb{R}_{y}^{d}}|\phi(y)| d y\right) \\
& =\|\phi\|_{L^{1}}\left|S_{0}\right|^{2} *|\phi|(x) .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
\left\|S_{0} * \phi\right\|_{B}^{2} & \leq C\|\phi\|_{L^{1}} \int\langle x\rangle^{2 \beta}\left|S_{0}(x-y)\right|^{2}|\phi(y)| d y d x \\
& \leq C\left\|\langle x\rangle^{N} S_{0}\right\|_{L^{2}}^{2} \int_{\mathbb{R}_{y}^{3}} \sup _{x \in \mathbb{R}^{3}} \frac{\langle x+y\rangle^{2 \beta}}{\langle x\rangle^{2 N}\langle y\rangle^{k}} d y
\end{aligned}
$$

for any $k$. As before, this integral converges. Thus, we have established that $S_{0} * \widehat{\psi}(0,$. belongs to $B$, which implies that

$$
I I_{\varepsilon} \rightarrow \int S_{0}(x) \overline{w_{0}}(x+y) \widehat{\psi}(0, y) d x d y
$$

4.4. Proof of the radiation condition (4.4). It remains to prove that $\mu$ satisfies the weak radiation condition (4.4).
4.4.1. Support of $\boldsymbol{\mu}$. In order to prove the radiation condition without restriction on the test function $R$ (as assumed in [2]), we first prove a localization property on the Wigner measure $\mu$. This property is well known when $u^{\varepsilon}$ satisfies a Helmholtz equation without source term. It is still valid here thanks to the scaling of $S^{\varepsilon}$.

Proposition 4.4. Under hypotheses (H1), (H2), the Wigner measure $\mu$ satisfies

$$
\operatorname{supp}(\mu) \subset\left\{(x, \xi) \in \mathbb{R}^{6} /|\xi|^{2}=1\right\}
$$

Proof. Let $\phi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right)$ and $\phi^{\varepsilon}=\phi^{W}\left(x, \varepsilon D_{x}\right)$. Let us denote $H^{\varepsilon}=-\varepsilon^{2} \Delta-1$. Since $u^{\varepsilon}$ satisfies the Helmholtz equation (1.1), we have

$$
\begin{equation*}
i \alpha_{\varepsilon} \varepsilon u^{\varepsilon}+H^{\varepsilon} u^{\varepsilon}=\varepsilon^{2} S^{\varepsilon} \tag{4.11}
\end{equation*}
$$

Moreover, $H^{\varepsilon}$ is a pseudodifferential operator with symbol $|\xi|^{2}-1$. By pseudodifferential calculus, $\phi^{\varepsilon} H^{\varepsilon}=O p_{\varepsilon}^{W}\left(\phi(x, \xi)\left(|\xi|^{2}-1\right)\right)+O(\varepsilon)$; thus, using the definition of the measure $\mu$, we get that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0}\left(\phi^{\varepsilon} H^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right) & =\lim _{\varepsilon \rightarrow 0}\left(O p_{\varepsilon}^{W}\left(\phi(x, \xi)\left(|\xi|^{2}-1\right)\right) u^{\varepsilon}, u^{\varepsilon}\right) \\
& =\int \phi(x, \xi)\left(|\xi|^{2}-1\right) d \mu
\end{aligned}
$$

Using (4.11), we write

$$
\left(\phi^{\varepsilon} H^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right)=\varepsilon^{2}\left(\phi^{\varepsilon} S^{\varepsilon}, u^{\varepsilon}\right)-i \alpha_{\varepsilon} \varepsilon\left(\phi^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right)=\varepsilon^{2}\left(W^{\varepsilon}\left(S^{\varepsilon}, u^{\varepsilon}\right), \phi\right)-i \alpha_{\varepsilon} \varepsilon\left(\phi^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right)
$$

On the one hand, Proposition 4.3 gives that $\lim _{\varepsilon \rightarrow 0} \varepsilon^{2}\left(W^{\varepsilon}\left(S^{\varepsilon}, u^{\varepsilon}\right), \phi\right)=0$. On the other hand, $\left(\phi^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right)$ is bounded, so $\lim _{\varepsilon \rightarrow 0} \alpha_{\varepsilon} \varepsilon\left(\phi^{\varepsilon} u^{\varepsilon}, u^{\varepsilon}\right)=0$. Therefore, for any $\phi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right)$, we have $\int \phi\left(|\xi|^{2}-1\right) d \mu=0$, so $\operatorname{supp}(\mu) \subset\left\{|\xi|^{2}=1\right\}$.
4.4.2. Proof of the condition (4.4). Using the previous localization property, in order to prove the radiation condition (4.4), one may only use test functions $R \in$ $\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right)$ such that $\operatorname{supp}(R) \subset \mathbb{R}^{6} \backslash\{\xi=0\}$.

Let $R$ be such a test function. We associate with $R$ the solution $g^{\varepsilon}$ to

$$
-\alpha_{\varepsilon} g^{\varepsilon}+\xi \cdot \nabla_{x} g^{\varepsilon}=R(x, \xi)
$$

By duality, we have

$$
\left\langle Q^{\varepsilon}, g^{\varepsilon}\right\rangle=\left\langle W^{\varepsilon}, R\right\rangle
$$

so that it suffices to establish the following two convergences:

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0}\left\langle Q^{\varepsilon}, g^{\varepsilon}\right\rangle=\langle Q, g\rangle  \tag{4.12}\\
& \lim _{\varepsilon \rightarrow 0}\left\langle W^{\varepsilon}, R\right\rangle=\langle f, R\rangle \tag{4.13}
\end{align*}
$$

where $Q$ and $g$ are defined in Theorem 4.2.

As before, since $R \in X_{\lambda}$ for any $\lambda>0$, the limit (4.13) follows from the weak-* convergence of $W^{\varepsilon}$ in $X_{\lambda}^{\star}$.

On the other hand,

$$
\begin{align*}
\left\langle Q^{\varepsilon}, g^{\varepsilon}\right\rangle=\mathcal{I} m \int_{\mathbb{R}^{6}} & \overline{S_{0}}(x) w_{0}^{\varepsilon}(x+y) \widehat{g^{\varepsilon}}\left(\varepsilon\left[x+\frac{y}{2}\right], y\right) d x d y  \tag{4.14}\\
& \quad+\mathcal{I m} \int_{\mathbb{R}^{6}} \overline{S_{1}}(x) w_{1}^{\varepsilon}(x+y) \widehat{g}^{\varepsilon}\left(q_{1}+\varepsilon\left[x+\frac{y}{2}\right], y\right) d x d y
\end{align*}
$$

so $\left\langle Q^{\varepsilon}, g^{\varepsilon}\right\rangle$ is the sum of two terms of the same type. Such a term has been studied in [2], where the following result is proved.

Proposition 4.5. Assume that $\left(w^{\varepsilon}\right)$ is bounded in $B^{*}$ and that $\left(w^{\varepsilon}\right)$ converges weakly-* in $B^{*}$ to $w_{0}$. Assume that $S_{0}$ satisfy (H2). Let $R \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{6}\right)$ be such that $\operatorname{supp}(R) \subset \mathbb{R}^{6} \backslash\{\xi=0\}$. Let $g^{\varepsilon}$ be the solution to

$$
-\alpha_{\varepsilon} g^{\varepsilon}+\xi \cdot \nabla_{x} g^{\varepsilon}=R(x, \xi)
$$

and $g(x, \xi)=\int_{0}^{\infty} R(x+t \xi, \xi) d t$. Then we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{6}} \overline{S_{0}}(x) w_{0}^{\varepsilon}(x+y) \widehat{g^{\varepsilon}}\left(\varepsilon\left[x+\frac{y}{2}\right], y\right) d x d y=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \widehat{\widehat{S_{0}}}(\xi) \widehat{w_{0}}(\xi) g(0, \xi) d \xi .
$$

Using the proposition above together with Proposition 3.2, we get that

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0}\left\langle Q^{\varepsilon}, g^{\varepsilon}\right\rangle \\
& =\mathcal{I m}\left(\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \widehat{\widehat{S_{0}}}(\xi) \widehat{w_{0}}(\xi) g(0, \xi) d \xi+\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} \widehat{\widehat{S_{1}}}(\xi) \widehat{w_{1}}(\xi) g\left(q_{1}, \xi\right) d \xi\right) \\
& =\frac{1}{(4 \pi)^{2}}\left(\left.\int_{\mathbb{R}^{3}} \widehat{S_{0}}(\xi)\right|^{2} \delta\left(\xi^{2}-1\right) g(0, \xi) d \xi+\left.\int_{\mathbb{R}^{3}} \widehat{\left.\right|_{1}}(\xi)\right|^{2} \delta\left(\xi^{2}-1\right) g\left(q_{1}, \xi\right) d \xi\right) .
\end{aligned}
$$

Thus, the radiation condition (4.4) is proved.
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#### Abstract

For one-dimensional kinetic BGK models, regarded as relaxation models for scalar conservation laws with genuinely nonlinear fluxes, existence of small amplitude traveling waves is proven. Dynamic stability of these kinetic shock profiles is shown by extending a classical energy method for viscous regularizations of conservation laws.
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1. Introduction. In this paper we study small amplitude traveling wave solutions of the following one-dimensional Bhatnagar-Gross-Krook (BGK) type equation:

$$
\begin{equation*}
\partial_{t} f+v \partial_{x} f=M\left(\rho_{f}, v\right)-f, \quad \text { with } t>0, x \in \mathbb{R}, v \in \Omega \tag{1.1}
\end{equation*}
$$

Here $f(t, x, v)$ can be interpreted (in analogy with the Boltzmann equation) as a time-dependent phase space density of particles with time $t$, position $x$, and velocity $v$. We shall assume that $\Omega \subset \mathbb{R}$ is the support of a measure $d \mu(v)$. In particular, both continuous velocity distributions as well as discrete velocity models, where (1.1) is a hyperbolic system, are included in our assumptions.

The function $\rho_{f}(t, x)$ in (1.1) is the macroscopic density corresponding to the distribution $f$, i.e., the zeroth order velocity moment

$$
\begin{equation*}
\rho_{f}(t, x)=\int f(t, x, v) d \mu(v) \tag{1.2}
\end{equation*}
$$

Here and in the following we refrain from writing $\Omega$ under the integral sign in integrals with respect to the measure $d \mu(v)$. Note that in the case of a discrete velocity model, $\Omega$ is a discrete set, and the integral above is a sum. The "Maxwellian" $M(\rho, v)$ is an equilibrium distribution satisfying the moment conditions

$$
\begin{equation*}
\int M(\rho, v) d \mu(v)=\rho \quad \text { and } \int v M(\rho, v) d \mu(v)=a(\rho) \tag{1.3}
\end{equation*}
$$

for a macroscopic flux function $a(\rho)$ that will be assumed smooth and genuinely nonlinear, actually (without loss of generality) concave: $a^{\prime \prime}(\rho)<0$. The properties (1.3) ensure, at least formally, that the macroscopic limit equation (scaling with $(t, x) \rightarrow(t / \varepsilon, x / \varepsilon)$ and taking $\varepsilon \rightarrow 0)$ of (1.1) is the scalar conservation law

$$
\begin{equation*}
\partial_{t} \rho+\partial_{x} a(\rho)=0 \tag{1.4}
\end{equation*}
$$

[^34]It is well known that initial value problems for (1.4) do not possess smooth solutions in general, and that weak solutions are not unique. Uniqueness can be obtained by considering (1.4) as the limit of an appropriately regularized problem. Classically this is done by introducing an artificial viscosity and carrying out the limit $\nu \rightarrow 0^{+}$in

$$
\begin{equation*}
\partial_{t} \rho+\partial_{x} a(\rho)=\nu \partial_{x}^{2} \rho ; \tag{1.5}
\end{equation*}
$$

see, e.g., [10]. In this work, instead of (1.5), the kinetic regularization (1.1) is studied.
Typical weak solutions of (1.4) are shock waves of the form

$$
\rho(t, x)= \begin{cases}\rho_{-} & \text {if } x-s t<x_{0} \\ \rho_{+} & \text {if } x-s t>x_{0}\end{cases}
$$

where the constants $\rho_{ \pm}$and the wave speed $s$ are related by the Rankine-Hugoniot condition

$$
\begin{equation*}
s=\frac{a\left(\rho_{+}\right)-a\left(\rho_{-}\right)}{\rho_{+}-\rho_{-}} . \tag{1.6}
\end{equation*}
$$

The admissibility condition

$$
\begin{equation*}
\frac{a(\rho)-a\left(\rho_{-}\right)}{\rho-\rho_{-}}-s>0 \quad \text { for all } \rho \in\left(\min \left(\rho_{+}, \rho_{-}\right), \max \left(\rho_{+}, \rho_{-}\right)\right) \tag{1.7}
\end{equation*}
$$

can be derived by constructing viscous profiles, i.e., traveling wave solutions of (1.5). In this framework, (1.7) gives a necessary and sufficient condition for existence of traveling wave solutions connecting the values $\rho_{ \pm}$at $x-s t= \pm \infty$. For the concave flux functions $a(\rho)$ considered here, (1.7) reduces to the condition $\rho_{-}<\rho_{+}$. This is called an entropy condition since it can also be obtained from the (distributional) entropy inequality

$$
\partial_{t} \phi(\rho)+\partial_{x} \psi(\rho) \leq 0
$$

which can be derived for every convex entropy density $\phi(\rho)$ and corresponding entropy flux $\psi(\rho)$ (satisfying $\psi^{\prime}=\phi^{\prime} a$ ) in the limit $\nu \rightarrow 0$ from (1.5).

An entropy inequality can also be derived for solutions of the kinetic equation (1.1) under an additional structure condition on the equilibrium distribution. We shall assume that the Maxwellian is a smooth and strictly increasing function of $\rho$ :

$$
\begin{equation*}
\partial_{\rho} M(\rho, v)>0 \tag{1.8}
\end{equation*}
$$

Then there exists a function $\theta(f, v)$ such that $f=M(\rho, v)$ is equivalent to $\rho=\theta(f, v)$. With the primitive $\Theta(f, v)\left(\partial_{f} \Theta=\theta\right)$, solutions of (1.1) formally satisfy the entropy inequality

$$
\begin{aligned}
& \partial_{t} \int \Theta(f, v) d \mu(v)+\partial_{x} \int v \Theta(f, v) d \mu(v) \\
& =\int\left(M\left(\rho_{f}, v\right)-f\right)\left(\theta(f, v)-\rho_{f}\right) d \mu(v) \leq 0
\end{aligned}
$$

In the context of relaxation systems, condition (1.8) can be seen as a subcharacteristic condition. It can be used for proving stability results such as a total variation
diminishing property corresponding to that for entropy solutions of the macroscopic equation (1.4); see [1], [5]. A class of examples of Maxwellians $M(\rho, v)$ satisfying the moment conditions (1.3) as well as (1.8) has been given by the authors in [3]:

$$
M(\rho, v)=\int_{0}^{\rho} m\left(v-a^{\prime}(r)\right) d r
$$

where $m(v)>0$ for $v \in \mathbb{R}$ is an even function satisfying $\int_{-\infty}^{\infty} m(v) d \mu(v)=1(\Omega=\mathbb{R}$, $d \mu(v)=d v)$.

It is our aim to study small amplitude kinetic shock profiles as traveling wave solutions of kinetic models of the form (1.1). Assuming (1.8), we shall prove their existence under the same entropy condition as required for the viscous regularization in section 3. This is no surprise considering that our constructive existence proof shows asymptotic closeness of viscous and kinetic profiles for small shocks. A main ingredient of the proof is a fluid-kinetic (or micro-macro) decomposition in the spirit of the one introduced by Caflisch and Nicolaenko [2] for the gas dynamics Boltzmann equation.

A well-known kinetic model for scalar conservation laws is the Perthame-Tadmor model [9]. There the Maxwellian is a discontinuous function. This lack of smoothness is an obstacle for the study of small waves by perturbation arguments as carried out here. Existence of big traveling waves has been studied by compactness arguments in [4]. The same approach has been carried out for (1.1) by the authors of this work [3]. In this parallel, the results of the present study are reviewed, and the existence result is extended to large amplitude waves. As opposed to the results here, the existence proof for large waves is nonconstructive, and their stability is still open.

In section 4 , local dynamic stability of the constructed traveling waves is proven. Again, a micro-macro decomposition (now in the spirit of Liu and Yu [7]) is at the heart of the argument. A classical energy method for proving stability on the macroscopic level is combined with entropy estimates for the kinetic perturbations.

In the remainder of this section, we present the formal asymptotics for the construction of small amplitude waves as well as the energy method for proving stability of viscous profiles.

Formal construction of kinetic shock profiles. We look for solutions of (1.1), whose dependence on $x$ and $t$ is only through the traveling wave variable $\xi=x-s t$, with $s$ being the wave speed:

$$
\begin{equation*}
(v-s) \partial_{\xi} f=M\left(\rho_{f}, v\right)-f, \quad \xi \in \mathbb{R}, v \in \Omega \tag{1.9}
\end{equation*}
$$

subject to the far-field conditions

$$
\begin{equation*}
f( \pm \infty, v)=M\left(\rho^{ \pm}, v\right), \quad v \in \Omega \tag{1.10}
\end{equation*}
$$

We are interested in small amplitude waves and assume

$$
\begin{equation*}
\rho^{+}-\rho^{-}=\varepsilon \quad \text { with } 0<\varepsilon \ll 1 \tag{1.11}
\end{equation*}
$$

The positivity of $\varepsilon$ reflects the entropy condition (1.7). It turns out that it is appropriate to rescale the traveling wave variable by $\xi \rightarrow \xi / \varepsilon$, to get

$$
\begin{equation*}
\varepsilon(v-s) \partial_{\xi} f=M\left(\rho_{f}, v\right)-f, \quad \xi \in \mathbb{R}, v \in \Omega \tag{1.12}
\end{equation*}
$$

The Rankine-Hugoniot condition (1.6) is derived as a necessary condition for existence by integrating (1.12) with respect to $v$ and by (1.3).

The formal asymptotics below is a variant of the Chapman-Enskog expansion procedure. We start by introducing the decomposition

$$
\begin{equation*}
f=M\left(\rho_{f}, v\right)+\varepsilon^{2} f^{\perp}, \quad \text { with } \int f^{\perp} d \mu(v)=0 \tag{1.13}
\end{equation*}
$$

of the solution into an equilibrium part and a remainder (or into a macroscopic and a microscopic contribution, or into a fluid and a kinetic part). As a next step, the traveling wave equation (1.12) is integrated with respect to $v$ and $\xi$ :

$$
\begin{equation*}
\int v f d \mu(v)-s \rho_{f}=a\left(\rho_{-}\right)-s \rho_{-} \tag{1.14}
\end{equation*}
$$

Essentially, this equation is considered as an equation for the macroscopic density $\rho_{f}$, and the full kinetic equation (1.12) should determine $f^{\perp}$. The smallness of the wave is reflected in the fact that the macroscopic density is everywhere close to its far-field value at $\xi=-\infty$ and that the wave speed is close to the characteristic speed there:

$$
\begin{equation*}
\rho_{f}=\rho_{-}+\varepsilon u, \quad s=a^{\prime}\left(\rho_{-}\right)+\varepsilon \sigma . \tag{1.15}
\end{equation*}
$$

Substitution of this and (1.13) into (1.12) and (1.14) give the leading order $\left(O\left(\varepsilon^{2}\right)\right)$ term equation

$$
\begin{align*}
& f^{\perp}=-\left(v-a^{\prime}\left(\rho_{-}\right)\right) \partial_{\rho} M\left(\rho_{-}, v\right) \partial_{\xi} u  \tag{1.16}\\
& -\int v f^{\perp} d \mu(v)=\frac{a^{\prime \prime}\left(\rho_{-}\right)}{2} u^{2}-\sigma u \tag{1.17}
\end{align*}
$$

The limiting version of the Rankine-Hugoniot condition (1.6) is given by $\sigma=a^{\prime \prime}\left(\rho_{-}\right) / 2$ $<0$. After elimination of $f^{\perp}$, this becomes the traveling wave equation of the viscous Burgers equation

$$
\begin{equation*}
D_{0} \partial_{\xi} u=-\sigma u(1-u), \tag{1.18}
\end{equation*}
$$

with the diffusivity

$$
\begin{equation*}
D_{0}=\int\left(v-a^{\prime}\left(\rho_{-}\right)\right)^{2} \partial_{\rho} M\left(\rho_{-}, v\right) d \mu(v)>0 \tag{1.19}
\end{equation*}
$$

by $\partial_{\rho} M>0$. Obviously, solutions of (1.18) connecting $u=0$ at $\xi=-\infty$ to $u=1$ at $\xi=+\infty$ exist. The lack of uniqueness due to the translation invariance of the traveling wave problem will be an issue below.

It is far from obvious how to make this argument rigorous, since (1.16) for $f^{\perp}$ is a singular limit and, even worse, its solution is a differentiation problem. In the existence proof in section 3 we adapt an idea from Caflisch and Nicolaenko [2], where existence of weak shock profiles for the Boltzmann equation of gas dynamics has been proven. It is based on a slight modification of the micro-macro decomposition such that the fluid and the kinetic terms satisfy a system of equations with separated derivatives.

Stability of viscous shock profiles. In section 4 we prove local dynamic stability of small amplitude traveling waves. The idea is to decouple the equation into a macroscopic part and a small microscopic part. Then we use $L^{2}$-type energy (actually entropy) methods for the macroscopic equation, which can be extended to also control the microscopic part. Similar techniques have been used by Liu and Yu [7] for the Boltzmann equation. For the Broadwell model, a discrete velocity model for the Boltzmann equation, energy estimates have also been used in [6].

We expand briefly on the ideas behind the $L^{2}$-estimates at the macroscopic level. If $\phi$ is a traveling wave solution of the diffusive regularization (1.5), then the perturbation $\tilde{\rho}=\rho-\phi$ satisfies

$$
\partial_{t} \tilde{\rho}-s \partial_{\xi} \tilde{\rho}+\partial_{\xi}(a(\phi+\tilde{\rho})-a(\phi))=\nu \partial_{\xi}^{2} \tilde{\rho}
$$

Linearizing this equation and testing it with $\tilde{\rho}$ produces a term with the wrong sign, which is not possible to control. The usual trick (see, e.g., [8]) for overcoming this problem is to introduce the new macroscopic unknown

$$
\begin{equation*}
W(\xi, t)=\int_{-\infty}^{\xi} \tilde{\rho}(x, t) d x \tag{1.20}
\end{equation*}
$$

after choosing the shift in $\phi$ such that $\int_{\mathbb{R}}(\rho-\phi) d \xi=0$. Testing the integrated perturbation equation

$$
\partial_{t} W-s \partial_{\xi} W+a(\phi+\tilde{\rho})-a(\phi)=\nu \partial_{\xi}^{2} W
$$

with $W$, gives in particular the term

$$
\int_{\mathbb{R}}(a(\phi+\tilde{\rho})-a(\phi)) W d \xi=-\frac{1}{2} \int_{\mathbb{R}} \partial_{\xi}\left(a^{\prime}(\phi)\right) W^{2} d \xi+\text { n.l.t. }
$$

(n.l.t. stands for nonlinear terms). By the monotonicity of the wave profile the term on the right-hand side is positive, indicating decay of the $L^{2}$-norm of $W$ if the nonlinear terms can be controlled.

The idea now consists of combining the energy estimates for $W$ and for $\tilde{\rho}=\partial_{\xi} W$ to get an estimate on the $H^{1}$-norm of $W$. Clearly in both cases the contribution of the diffusion term has the good sign. This way we can also control the term with the wrong sign for $\tilde{\rho}$ by the term coming from diffusion for $W$. The basic estimate reads

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(W^{2}+\gamma\left(\partial_{\xi} W\right)^{2}\right) d \xi \leq-\left(\nu-C_{0} \sup |W|-\gamma C_{1}\right) \int_{\mathbb{R}}\left(\partial_{\xi} W\right)^{2} d \xi \tag{1.21}
\end{equation*}
$$

for some arbitrary $\gamma>0$. Here $C_{0}$ and $C_{1}$ are positive constants depending on pointwise bounds for the density $\rho$ which are a consequence of the maximum principle. The supremum norm of $W$ is controlled by the $H^{1}$-norm in one dimension. Hence, starting with initial data such that $\sup |W(t=0)|$ is small enough, and choosing $\gamma$ small enough, the right-hand side of (1.21) is negative initially and remains so. This implies global existence for $W \in H^{1}(\mathbb{R})$, as well as stability of macroscopic traveling waves. To achieve an analogous result for the kinetic equation, the argument will be similar, but one has to take care of the contribution of the microscopic part, which shall, however, be small by assumption (1.11). Additional difficulties will rise from the absence of a maximum principle requiring estimates for $\tilde{\rho}$ in $H^{1}$ ( $W$ in $H^{2}$ ) for pointwise control of $\tilde{\rho}$, as well as from the fact that the monotonicity of the macroscopic density of the kinetic traveling wave is not obvious.
2. Notation and assumptions. Since we shall linearize around the state $M\left(\rho_{-}, v\right)$, we introduce the notation $F(v):=\partial_{\rho} M\left(\rho_{-}, v\right)$ for simplicity. We shall sometimes skip the dependence on $v$ in the function $M$, and write $M^{\prime}(\rho)$ instead of $\partial_{\rho} M(\rho, v)$ (i.e., $F=M^{\prime}\left(\rho_{-}\right)$).

We shall work in the weighted Hilbert space $L_{v}^{2}$ of functions of the velocity, defined by the scalar product

$$
\langle f, g\rangle_{v}=\int \frac{f g}{F} d \mu(v)
$$

where $\|\cdot\|_{v}$ denotes the induced norm. We also consider the $L^{2}$ - and $H^{k}$-norms for functions of $\xi$. We write these spaces as $L_{\xi}^{2}$ and $H_{\xi}^{k}$, and their norms as $\|\cdot\|_{\xi}$ and $\|\cdot\|_{H^{k}}$, respectively.

The Hilbert space $L_{\xi, v}^{2}$ is then naturally defined by the scalar product

$$
\langle f, g\rangle_{\xi, v}=\int_{\mathbb{R}}\langle f, g\rangle_{v} d \xi
$$

with the induced norm $\|\cdot\|_{\xi, v}$. Similarly, we shall denote by $H_{\xi}^{k}\left(L_{v}^{2}\right)$ the space of functions with derivatives with respect to $\xi$ up to order $k$ in $L_{v}^{2}$, and the corresponding norm

$$
\begin{equation*}
\|f\|_{H_{\xi}^{k}\left(L_{v}^{2}\right)}=\left(\|f\|_{\xi, v}^{2}+\cdots+\left\|\partial_{\xi}^{k} f\right\|_{\xi, v}^{2}\right)^{1 / 2} \tag{2.1}
\end{equation*}
$$

The linearization of the collision operator on the right-hand side of (1.1) around $M\left(\rho_{-}, v\right)$ is given by

$$
\begin{equation*}
\mathcal{L} f:=F \rho_{f}-f \tag{2.2}
\end{equation*}
$$

It is symmetric and negative semidefinite in $L_{v}^{2}$. These properties are easily seen from the identity

$$
\left\langle\mathcal{L} f_{1}, f_{2}\right\rangle_{v}=-\frac{1}{2} \iint F F^{\prime}\left(\frac{f_{1}}{F}-\frac{f_{1}^{\prime}}{F^{\prime}}\right)\left(\frac{f_{2}}{F}-\frac{f_{2}^{\prime}}{F^{\prime}}\right) d \mu(v) d \mu\left(v^{\prime}\right)
$$

where ' denotes evaluation at $v^{\prime}$. The entropy inequality $\langle\mathcal{L} f, f\rangle_{v} \leq 0$ is a straightforward consequence.

Apart from the essential requirements (1.3) and (1.8), our existence and stability proofs rely on additional technical assumptions on $M$. For fixed $v \in \Omega$, we assume that $M(\rho, v)$ is a $C^{3}$-function of $\rho$. Moreover, for a given $\rho$, up to fourth order moments of the derivatives exist, i.e.,

$$
\begin{equation*}
\int\left|v^{m} \partial_{\rho}^{k} M(\rho, v)\right| d \mu(v)<\infty \quad \text { for } k \leq 3, m \leq 4 \tag{2.3}
\end{equation*}
$$

For the second and third order derivatives of $M$ with respect to $\rho$ we require that for given $\rho_{1}$ and $\rho_{2}$,

$$
\begin{equation*}
\int|v|^{m} \frac{\left(\partial_{\rho}^{k} M\left(\rho_{1}, v\right)\right)^{2}}{\partial_{\rho} M\left(\rho_{2}, v\right)} d \mu(v)<\infty \quad \text { for } k \leq 3, m \leq 4 \tag{2.4}
\end{equation*}
$$

As a consequence of (2.3), up to second order moments of velocity distributions can be bound by their $L_{v}^{2}$-norm:

$$
\begin{equation*}
\left|\int(v-s)^{m} f d \mu(v)\right| \leq\left(\int|v-s|^{2 m} F d \mu(v)\right)^{1 / 2}\|f\|_{v} \quad \text { for } m \leq 2 \tag{2.5}
\end{equation*}
$$

This will be used repeatedly in the following. For simplicity we also adopt the notation

$$
\begin{equation*}
\hat{D}:=\int(v-s)^{2} F d \mu(v) \tag{2.6}
\end{equation*}
$$

Finally, we assume that for fixed $\rho, \partial_{\rho} M(\rho, v)$ is a continuous function of $v \in \Omega$.

## 3. Existence of small amplitude traveling waves.

3.1. An approximate solution. In this section we prove existence of solutions of (1.12) subject to (1.10) for $\varepsilon \ll 1$. We start by returning to the problem of constructing a formal approximation. Instead of formally passing to the limit as in section 1, we avoid expansion errors wherever possible and produce a residual whose $v$-integral vanishes. We start with the ansatz

$$
\begin{equation*}
f_{a s}:=M(\rho, v)+\varepsilon^{2} f^{\perp} \tag{3.1}
\end{equation*}
$$

formally resembling (1.13). The residual is then given by

$$
\begin{equation*}
\varepsilon^{3} h:=M\left(\rho_{a s}\right)-f_{a s}-\varepsilon(v-s) \partial_{\xi} f_{a s}, \quad \text { with } \rho_{a s}=\rho+\varepsilon^{2} \rho^{\perp} \tag{3.2}
\end{equation*}
$$

Recalling (1.16), we eliminate two terms in the right-hand side by the choice

$$
\begin{equation*}
f^{\perp}:=-\frac{1}{\varepsilon}(v-s) \partial_{\xi} M(\rho, v) . \tag{3.3}
\end{equation*}
$$

Finally, the requirement that the $v$-integral of $h$ vanish and that $f_{a s}$ satisfy the far-field conditions (1.10) leads to an ordinary differential equation (ODE) for $\rho$ :

$$
\begin{equation*}
\frac{a(\rho)-a\left(\rho_{-}\right)-s\left(\rho-\rho_{-}\right)}{\varepsilon^{2}}=\frac{1}{\varepsilon}\left(\int(v-s)^{2} M^{\prime}(\rho, v) d \mu(v)\right) \partial_{\xi} \rho \tag{3.4}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\rho(-\infty)=\rho_{-} \quad \text { and } \quad \rho(+\infty)=\rho_{+} \tag{3.5}
\end{equation*}
$$

With $\rho=\rho_{-}+\varepsilon u$ the problem for $u$ formally tends to (1.18) in the limit $\varepsilon \rightarrow 0$. Actually, since the diffusivity $D(\rho):=\int(v-s)^{2} M^{\prime}(\rho, v) d \mu(v)$ is obviously positive, (3.4) has the same qualitative properties as (1.18), and a solution of (3.4), (3.5) exists, which is determined uniquely by the condition

$$
\begin{equation*}
\rho(0)=\frac{\rho_{-}+\rho_{+}}{2} . \tag{3.6}
\end{equation*}
$$

It is easily shown that $u$ and $\partial_{\xi} u$ are uniformly bounded as $\varepsilon \rightarrow 0$ and for $\xi \in \mathbb{R}$, and, therefore, the same holds for $\rho$ and $\partial_{\xi} \rho / \varepsilon$. As a consequence, $D(\rho)$ is uniformly bounded away from zero. Division of (3.4) by $D(\rho)$ and differentiation shows that also $\partial_{\xi}^{k} \rho / \varepsilon$ is uniformly bounded for $k=2,3$ (here assumption (2.3) is used). Furthermore, the convergence of all these terms as $\xi \rightarrow \pm \infty$ is exponential. Recalling $s=a^{\prime}\left(\rho_{-}\right)+$ $O(\varepsilon)$,

$$
\rho^{\perp}=-\frac{1}{\varepsilon}\left(a^{\prime}(\rho)-s\right) \partial_{\xi} \rho=O(\varepsilon)
$$

holds uniformly for $\xi \in \mathbb{R}$. This shows that the scaling of the residual in (3.2) has been chosen correctly in terms of the sup-norm:

$$
\begin{equation*}
h=\frac{M\left(\rho+\varepsilon^{2} \rho^{\perp}\right)-M(\rho)}{\varepsilon^{3}}-(v-s) \partial_{\xi} f^{\perp} \tag{3.7}
\end{equation*}
$$

is uniformly bounded in $\varepsilon$ and $\xi$ and decays exponentially as $\xi \rightarrow \pm \infty$. However, we shall need the following result also in other norms.

Lemma 3.1. Let the assumptions (2.3) and (2.4) be satisfied and let $f_{\text {as }}$ be determined by (3.1) and (3.3)-(3.5). Then $f_{\text {as }}$ satisfies the far-field conditions (1.10), and the traveling wave equation (1.12) up to the residual $\varepsilon^{3} h$, where $h$ is in $H_{\xi}^{1}\left(L_{v}^{2}\right)$ uniformly in $\varepsilon$, and $\int h d \mu(v)=0$.

Proof. The far-field conditions and the last statement are a direct consequence of the construction of $f_{a s}$.

The boundedness of the first term on the right-hand side of (3.7) in $H_{\xi}^{1}\left(L_{v}^{2}\right)$ is a consequence of our observations above and of $(2.4)(m=0, k=2)$. For the second term (2.4) is used with $m=4, k=2$. Of course the exponential decay of all terms suffices for integrability with respect to $\xi$.
3.2. The micro-macro decomposition of the correction term. In terms of the correction term $\varepsilon^{2} g=f-f_{a s}$, the traveling wave problem reads

$$
\begin{align*}
& \varepsilon(v-s) \partial_{\xi} g-\mathcal{L} g \\
& =\left(M^{\prime}\left(\rho_{a s}\right)-F\right) \rho_{g}+\frac{M\left(\rho_{a s}+\varepsilon^{2} \rho_{g}\right)-M\left(\rho_{a s}\right)-\varepsilon^{2} M^{\prime}\left(\rho_{a s}\right) \rho_{g}}{\varepsilon^{2}}+\varepsilon h \tag{3.8}
\end{align*}
$$

subject to

$$
\begin{equation*}
g( \pm \infty, v)=0 \quad \text { for all } v \in \Omega \tag{3.9}
\end{equation*}
$$

The left-hand side of (3.8) is the linearization of the traveling wave equation (1.12) around $M\left(\rho_{-}\right)$with the linearized collision operator $\mathcal{L}$ defined in (2.2). The righthand side contains an $O(\varepsilon)$ linear correction (since we should actually linearize around $\left.M\left(\rho_{a s}\right)\right)$, an $O\left(\varepsilon^{2} \rho_{g}^{2}\right)$ nonlinear term, and the residual. The homogeneous far-field conditions and Lemma 3.1 imply, after integration of (3.8) with respect to $\xi$, that the flux of $g$ vanishes:

$$
\begin{equation*}
\int(v-s) g d \mu(v)=0 \tag{3.10}
\end{equation*}
$$

The problem (3.8), (3.9) will be solved in several steps. First, we introduce a splitting of $g$ into a macroscopic part and a microscopic part. Then, in the following two subsections, we solve the linear equations associated to the decomposition of $g$, and finally solve the nonlinear problem.

In the first step, two ideas from the work by Caflisch and Nicolaenko [2] on the Boltzmann equation will be adapted to the present situation. The first one is a special micro-macro decomposition defined by

$$
\begin{equation*}
g(\xi, v)=z(\xi) \Phi(v)+\varepsilon w(\xi, v) \tag{3.11}
\end{equation*}
$$

where $\Phi:=F\left(1+\varepsilon \frac{\sigma}{\hat{D}}(v-s)\right)$, and the orthogonality condition $\langle(v-s) \Phi, w\rangle_{v}=0$ holds.

The choice of the coefficient $\sigma / \hat{D}$ (see (1.15) and (2.6) for the definition of the constants) in front of the correction term in $\Phi$ guarantees that $\Phi$ shares the property (3.10) with $g$ :

$$
\begin{equation*}
\int(v-s) \Phi d \mu(v)=0 \tag{3.12}
\end{equation*}
$$

This and the definition of the decomposition imply several properties of $z$ and $w$.

Lemma 3.2. If $g$ satisfies (3.8), (3.9), then

$$
\begin{equation*}
w( \pm \infty, v) \equiv 0, \quad z( \pm \infty)=0 \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\int(v-s) w(\xi, v) d \mu(v)=0, \quad \int(v-s)^{2} w(\xi, v) d \mu(v)=0 \quad \text { for all } \xi \in \mathbb{R} \tag{3.14}
\end{equation*}
$$

Substitution of (3.11) into (3.8) and division by $\varepsilon$ gives

$$
\begin{equation*}
(v-s) \Phi \partial_{\xi} z+\varepsilon(v-s) \partial_{\xi} w-\mathcal{L} w-\Lambda z=\varepsilon \Gamma \rho_{w}+\varepsilon R\left(\rho_{g}\right)+h \tag{3.15}
\end{equation*}
$$

where again the right-hand side contains a linear correction, the nonlinearity, and the residual, with

$$
\begin{aligned}
& \Lambda:=\frac{M^{\prime}\left(\rho_{a s}\right) \rho_{\Phi}-\Phi}{\varepsilon}, \quad \Gamma:=\frac{M^{\prime}\left(\rho_{a s}\right)-F}{\varepsilon} \\
& R\left(\rho_{g}\right):=\frac{1}{\varepsilon^{4}}\left[M\left(\rho_{a s}+\varepsilon^{2} \rho_{g}\right)-M\left(\rho_{a s}\right)-\varepsilon^{2} M^{\prime}\left(\rho_{a s}\right) \rho_{g}\right]
\end{aligned}
$$

These terms are formally $O(1)$ such that the $\varepsilon$-powers in (3.15) reflect the expected orders of magnitude.

Observe that, in terms of $z$ and $w$, the nonlinearity should be written as $R\left(\rho_{g}\right)=$ $R\left(z \rho_{\Phi}+\varepsilon \rho_{w}\right)$ with $\rho_{\Phi}=1-\varepsilon^{2} \sigma^{2} / \hat{D}$ (a constant). The identities $\int \Lambda d \mu(v)=$ $\int \Gamma d \mu(v)=\int R\left(\rho_{g}\right) d \mu(v)=0$ hold.

In order to get an equation for $z$ (the macroscopic equation), we apply an approximation of the macroscopic projection to (3.15), i.e., we multiply (3.15) by $(v-s)$ and integrate with respect to $v$ :

$$
\begin{equation*}
\tilde{D} \partial_{\xi} z-r(\xi) z=\varepsilon \frac{a^{\prime}\left(\rho_{a s}\right)-s}{\varepsilon} \rho_{w}+\varepsilon \int(v-s) R\left(\rho_{g}\right) d \mu(v)+\int(v-s) h d \mu(v) \tag{3.16}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{D} & :=\int(v-s)^{2} \Phi d \mu(v)=D_{0}+O(\varepsilon)>0  \tag{3.17}\\
r(\xi) & :=\int(v-s) \Lambda(\xi, v) d \mu(v)=\frac{a^{\prime}\left(\rho_{a s}(\xi)\right)-s}{\varepsilon} \rho_{\Phi} \tag{3.18}
\end{align*}
$$

Here we have used (3.12) and Lemma 3.2. This equation already reveals the magic of the micro-macro decomposition (3.11). It does not contain derivatives of $w$, and actually becomes independent of $w$ as $\varepsilon \rightarrow 0$. The formal limit is the linearization of the viscous Burgers traveling wave equation (1.18). In particular, $r(\xi)=\sigma(2 u-1)+$ $O(\varepsilon)$ and, consequently, there exist $\gamma, \bar{\xi}>0$ such that

$$
\begin{equation*}
r(\xi) \leq-\gamma \quad \text { for } \xi \geq \bar{\xi}, \quad r(\xi) \geq \gamma \quad \text { for } \xi \leq-\bar{\xi} \tag{3.19}
\end{equation*}
$$

Now an equation for $w$ (the microscopic equation) is derived by substituting (3.16) into (3.15), which actually amounts to applying the projection

$$
\begin{equation*}
P f:=f-\frac{(v-s) \Phi}{\tilde{D}} \int(v-s) f d \mu(v) \tag{3.20}
\end{equation*}
$$

to (3.15):

$$
\begin{equation*}
\varepsilon(v-s) \partial_{\xi} w-\mathcal{L} w-P \Lambda z=\varepsilon \tilde{\Gamma} \rho_{w}+\varepsilon P R\left(\rho_{g}\right)+P h \tag{3.21}
\end{equation*}
$$

with

$$
\tilde{\Gamma}=P \Gamma-\frac{(v-s) \Phi}{\tilde{D}} \int(v-s) F d \mu(v)=\Gamma-\frac{(v-s) \Phi}{\tilde{D}}\left(a^{\prime}\left(\rho_{a s}\right)-s\right)
$$

We make one more manipulation to get a final equation for $w$. This corresponds to the second idea from [2]. As we observed in section 2 the operator $\mathcal{L}$ is symmetric negative semidefinite, but not strictly negative. We introduce a new operator $\mathcal{M}$, which is strictly negative and coincides with $\mathcal{L}$ on the set of functions $w$ satisfying the property (3.14):

$$
\mathcal{M} w:=\mathcal{L} w-(v-s)^{2} F \int(v-s)^{2} w d \mu(v)
$$

Lemma 3.3. The operator $\mathcal{M}$ is symmetric and negative definite in $L_{v}^{2}$, i.e., there exists a $\kappa>0$ such that

$$
-\langle\mathcal{M} w, w\rangle_{v}>\kappa\|w\|_{v}^{2} \quad \text { for all } w \in L_{v}^{2}
$$

Proof. The symmetry follows from the symmetry of $\mathcal{L}$ and from

$$
\left\langle\mathcal{M} w_{1}, w_{2}\right\rangle_{v}=\left\langle\mathcal{L} w_{1}, w_{2}\right\rangle_{v}-\int(v-s)^{2} w_{1} d \mu(v) \int(v-s)^{2} w_{2} d \mu(v)
$$

To prove that $\mathcal{M}$ is negative definite, we write $w=F \rho_{w}+w^{\perp}$ and observe that $\mathcal{L} w=-w^{\perp}$ :

$$
\begin{aligned}
-\langle\mathcal{M} w, w\rangle_{v}= & \left\|w^{\perp}\right\|_{v}^{2}+\left(D_{0} \rho_{w}+\int(v-s)^{2} w^{\perp} d \mu(v)\right)^{2} \\
= & \left\|w^{\perp}\right\|_{v}^{2}+\gamma D_{0}^{2} \rho_{w}^{2}+(1-\gamma) D_{0}^{2} \rho_{w}^{2} \\
& +2 D_{0} \rho_{w} \int(v-s)^{2} w^{\perp} d \mu(v)+\left(\int(v-s)^{2} w^{\perp} d \mu(v)\right)^{2}
\end{aligned}
$$

for $\gamma \in(0,1)$. Hence

$$
\begin{aligned}
& -\langle\mathcal{M} w, w\rangle_{v}=\left\|w^{\perp}\right\|_{v}^{2}+\gamma D_{0}^{2} \rho_{w}^{2} \\
& \quad+(1-\gamma)\left[D_{0} \rho_{w}+\frac{1}{1-\gamma} \int(v-s)^{2} w^{\perp} d \mu(v)\right]^{2}-\frac{\gamma}{1-\gamma}\left(\int(v-s)^{2} w^{\perp} d \mu(v)\right)^{2} \\
& \geq \gamma D_{0}^{2} \rho_{w}^{2}+\left\|w^{\perp}\right\|_{v}^{2}\left(1-\frac{\gamma}{1-\gamma}\left\|(v-s)^{2} F\right\|_{v}^{2}\right) \geq \kappa\left(\rho_{w}^{2}+\left\|w^{\perp}\right\|_{v}^{2}\right)=\kappa\|w\|_{v}^{2}
\end{aligned}
$$

with $\kappa>0$ for $\gamma$ small enough. Here we have used (2.5) with $m=2$.
We shall prove existence of solutions of equations (3.16) and

$$
\begin{equation*}
\varepsilon(v-s) \partial_{\xi} w-\mathcal{M} w-z P \Lambda=\varepsilon \tilde{\Gamma} \rho_{w}+\varepsilon P R\left(\rho_{g}\right)+P h \tag{3.22}
\end{equation*}
$$

subject to (3.13). The relation to the original problem (3.8), (3.9) is not obvious.

Lemma 3.4. The function $g=z \Phi+\varepsilon w$ is a solution of (3.8), (3.9) iff $z$ and $w$ solve (3.16), (3.22) subject to (3.13).

Proof. The problem (3.16), (3.22), (3.13) has been derived from (3.8), (3.9) using the property $(3.14)$ of solutions of the latter. The proof relies on showing that (3.14) also holds for solutions of $(3.16),(3.22),(3.13)$ without requiring it as a side condition.

The properties of $\Phi$ imply that for an $f(v)$ satisfying $\int f d \mu(v)=0$, also $\int P f d \mu(v)$ $=0$ and $\int(v-s) P f d \mu(v)=0$ hold. Since the $v$-integrals of $\Lambda, \Gamma, R\left(\rho_{g}\right)$, and $h$ vanish, these terms do note contribute when we integrate (3.22) and its product with $v-s$ with respect to $v$ :

$$
\begin{aligned}
& \varepsilon \partial_{\xi} \int(v-s) w d \mu(v)=-D_{0} \int(v-s)^{2} w d \mu(v) \\
& \varepsilon \partial_{\xi} \int(v-s)^{2} w d \mu(v)=-\int(v-s) w d \mu(v)-\int(v-s)^{3} F d \mu(v) \int(v-s)^{2} w d \mu(v)
\end{aligned}
$$

This is a system of linear ODEs with constant coefficients for the unknowns $\int(v-$ $s) w d \mu(v)$ and $\int(v-s)^{2} w d \mu(v)$. The decay of $w$ at $\xi= \pm \infty$ implies homogeneous far-field conditions for these quantities and, thus, $\int(v-s) w d \mu(v) \equiv \int(v-s)^{2} w d \mu(v)$ $\equiv 0$.
3.3. The linear problem. In this section we prove solvability of (3.16) and (3.22) regarding the right-hand sides as given inhomogeneities. In particular, we look for solutions of

$$
\begin{equation*}
\varepsilon(v-s) \partial_{\xi} w-\mathcal{M} w=h_{w} \quad \text { with } h_{w} \in H_{\xi}^{1}\left(L_{v}^{2}\right) \tag{3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{\xi} z-r(\xi) z=h_{z} \quad \text { with } h_{z} \in L_{\xi}^{2} \tag{3.24}
\end{equation*}
$$

We shall look for solutions in the same spaces as the inhomogeneities. This will replace homogeneous far-field conditions in the following. Whereas this requirement provides uniqueness for the solution of (3.23), it permits a one-parameter set of solutions of (3.24). This reflects the arbitrary shift in traveling wave solutions. Uniqueness will be guaranteed by the additional requirement

$$
\begin{equation*}
z(0)=z_{0} \tag{3.25}
\end{equation*}
$$

where $z_{0} \in \mathbb{R}$ parametrizes the set of solutions.
Lemma 3.5. Let $z$ be the solution of (3.24), (3.25) with $r$ bounded and satisfying (3.19). Then there exists a positive constant $C$, such that

$$
\|z\|_{H_{\xi}^{1}} \leq C\left(\left|z_{0}\right|+\left\|h_{z}\right\|_{\xi}\right) .
$$

Proof. The solution of $(3.24),(3.25)$ is given by

$$
z(\xi)=E(\xi, 0) z_{0}+\int_{0}^{\xi} E(\xi, y) h_{z}(y) d y \quad \text { with } \quad E(\xi, y)=\exp \left(\int_{y}^{\xi} r(\eta) d \eta\right)
$$

For $|\xi|<\bar{\xi}, E(\xi, y)$ is bounded and thus, obviously,

$$
\|z\|_{L_{\xi}^{2}(-\bar{\xi}, \bar{\xi})} \leq C\left\|h_{z}\right\|_{L_{\xi}^{2}(-\bar{\xi}, \bar{\xi})} .
$$

For $\xi>\bar{\xi}$, by (3.19), we have

$$
\begin{aligned}
|z(\xi)| & \leq E(\bar{\xi}, 0) e^{\gamma(\bar{\xi}-\xi)}\left|z_{0}\right|+\int_{0}^{\bar{\xi}} E(\bar{\xi}, y) e^{\gamma(\bar{\xi}-\xi)}\left|h_{z}(y)\right| d y+\int_{\bar{\xi}}^{\xi} e^{\gamma(y-\xi)}\left|h_{z}(y)\right| d y \\
& \leq C e^{-\gamma \xi}\left(\left|z_{0}\right|+\left\|h_{z}\right\|_{L_{\xi}^{2}(0, \bar{\xi})}\right)+z_{1}(\xi),
\end{aligned}
$$

where $z_{1}$ solves $\partial_{\xi} z_{1}=-\gamma z_{1}+\left|h_{z}\right|$, with $z_{1}(\bar{\xi})=0$. Multiplying by $z_{1}$ and integrating over $(\bar{\xi}, \infty)$ gives $\left\|z_{1}\right\|_{L_{\xi}^{2}(\bar{\xi}, \infty)} \leq \frac{1}{\gamma}\left\|h_{z}\right\|_{L_{\xi}^{2}(\bar{\xi}, \infty)}$, and hence

$$
\|z\|_{L_{\xi}^{2}(\bar{\xi}, \infty)} \leq C\left(\left|z_{0}\right|+\left\|h_{z}\right\|_{L_{\xi}^{2}(0, \infty)}\right)
$$

The interval $(-\infty,-\bar{\xi})$ is treated analogously, completing the estimation of $\|z\|_{\xi}$.
The estimate on $\left\|\partial_{\xi} z\right\|_{\xi}$ is an obvious consequence of the differential equation and the boundedness of $r$.

THEOREM 3.6. There exists a unique solution $w \in H_{\xi}^{1}\left(L_{v}^{2}\right)$ of (3.23). Moreover $w$ satisfies

$$
\left\|\partial_{\xi}^{k} w\right\|_{\xi, v} \leq \frac{1}{\kappa}\left\|\partial_{\xi}^{k} h_{w}\right\|_{\xi, v} \quad \text { for } k=0,1
$$

with $\kappa$ as in Lemma 3.3.
Proof. We introduce an approximation by discrete velocity models. We choose an increasing sequence $\left\{\Omega^{N}\right\}$ of bounded measurable subsets of the support of the velocity measure exhausting it:

$$
\Omega^{N} \subset \Omega^{N+1}, \quad \bigcup_{N=1}^{\infty} \Omega^{N}=\Omega
$$

Each of the $\Omega^{N}$ is written as a finite disjoint union $\Omega^{N}=\bigcup_{j=1}^{N} \Omega_{j}^{N}$ of connected measurable subsets $\Omega_{j}^{N}$, and the discrete velocities are chosen from these subsets: $v_{j}^{N} \in \Omega_{j}^{N}$ such that

$$
\frac{1}{F\left(v_{j}^{N}\right)}=\frac{1}{\mu\left(\Omega_{j}^{N}\right)} \int_{\Omega_{j}^{N}} \frac{d \mu(v)}{F(v)}
$$

which is possible by the continuity of $F$. A quadrature formula for $v$-integrals is then defined by

$$
\int f(v) d \mu(v) \approx \sum_{j=1}^{N} f\left(v_{j}^{N}\right) \mu\left(\Omega_{j}^{N}\right)
$$

These choices imply that for functions $f$ and $g$, whose support is a subset of $\Omega^{N}$ and which are piecewise constant, i.e., constant on each $\Omega_{j}^{N}$, the quadrature formula is exact both for the scalar product $\langle f, g\rangle_{v}$ and for the integrals $\int f d \mu(v)$ and $\int g d \mu(v)$. Finally, we make the decomposition of $\Omega^{N}$ fine enough such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{1 \leq j \leq N}\left|\left(v_{j}^{N}-s\right)^{2}-\frac{1}{\mu\left(\Omega_{j}^{N}\right)} \int_{\Omega_{j}^{N}}(v-s)^{2} d \mu(v)\right|=0 \tag{3.26}
\end{equation*}
$$

Now we approximate (3.23) by the discrete velocity model

$$
\begin{equation*}
\varepsilon\left(v_{j}^{N}-s\right) \partial_{\xi} w_{j}^{N}-\left(\mathcal{M}^{N} w^{N}\right)_{j}=h_{w j}^{N}:=\frac{F\left(v_{j}^{N}\right)}{\mu\left(\Omega_{j}^{N}\right)} \int_{\Omega_{j}^{N}} \frac{h_{w}(v)}{F(v)} d \mu(v), \quad j=1, \ldots, N \tag{3.27}
\end{equation*}
$$

where $w^{N}$ denotes both the vector $\left(w_{1}^{N}, \ldots, w_{N}^{N}\right)$ and the piecewise constant function in $L_{v}^{2}$ defined by

$$
w^{N}(v)= \begin{cases}w_{j}^{N} & \text { for } v \in \Omega_{j}^{N} \\ 0 & \text { for } v \in \Omega \backslash \Omega^{N}\end{cases}
$$

Note that by the construction of the quadrature we have

$$
\left\langle f^{N}, g^{N}\right\rangle_{N}:=\sum_{j=1}^{N} \frac{f_{j}^{N} g_{j}^{N}}{F\left(v_{j}^{N}\right)} \mu\left(\Omega_{j}^{N}\right)=\left\langle f^{N}, g^{N}\right\rangle_{v}
$$

The matrix $\mathcal{M}^{N}$ is defined by

$$
\begin{equation*}
\left(\mathcal{M}^{N} w^{N}\right)_{j}:=F\left(v_{j}^{N}\right) \sum_{l=1}^{N} w_{l}^{N} \mu\left(\Omega_{l}^{N}\right)-w_{j}^{N}-\left(v_{j}^{N}-s\right)^{2} F\left(v_{j}^{N}\right) \sum_{l=1}^{N}\left(v_{l}^{N}-s\right)^{2} w_{l}^{N} \mu\left(\Omega_{l}^{N}\right) \tag{3.28}
\end{equation*}
$$

Equations (3.27) are a system of linear constant coefficient ODEs. A proof analogous to that of Lemma 3.3 shows that $\mathcal{M}^{N}$ is symmetric and negative definite with respect to $\langle\cdot, \cdot\rangle_{N}$ and, as a consequence, the generalized eigenvalue problem

$$
\left(\mathcal{M}^{N}-\lambda\left(\mathcal{V}^{N}-s \operatorname{Id}^{N}\right)\right) \phi=0, \quad \text { with } \mathcal{V}^{N}=\operatorname{diag}\left(v_{1}^{N}, \ldots, v_{N}^{N}\right)
$$

corresponding to the left-hand side of (3.27) has only real eigenvalues away from zero. Thus, a unique bounded solution exists which converges to zero as $\xi \rightarrow \pm \infty$. Computing the scalar product of the resulting equation with $w^{N}$ and integration with respect to $\xi$ gives

$$
-\int_{-\infty}^{\infty}\left\langle\mathcal{M}^{N} w^{N}, w^{N}\right\rangle_{N} d \xi=\int_{-\infty}^{\infty}\left\langle h_{w}^{N}, w^{N}\right\rangle_{N} d \xi
$$

With the definiteness of $\mathcal{M}^{N}$ and the properties of the quadrature, this implies

$$
\left\|w^{N}\right\|_{\xi, v} \leq \frac{1}{\kappa}\left\|h_{w}\right\|_{\xi, v}
$$

The uniform boundedness of $w^{N}$ in $L_{\xi, v}^{2}$ implies its weak convergence (for a subsequence) to $w \in L_{\xi, v}^{2}$. We can also pass to the limit in (3.27). Here we use (3.26) for proving convergence of the last term in (3.28). The above estimate carries over to the limit $w$. Then the estimate for $\partial_{\xi} w$ is obtained by differentiating equation (3.23). Uniqueness is an obvious consequence.
3.4. The nonlinear problem. In this section we prove existence and uniqueness of solutions of the nonlinear problem $(3.16),(3.22)$ subject to $z(0)=z_{0}$ and to the requirement that the solution is square integrable with respect to $\xi$, replacing homogeneous far-field conditions.

After the preparations in the previous subsections, the proof is a straightforward contraction argument. We need, however, estimates for the right-hand sides of (3.16) and (3.22). In the following, $C$ denotes (possibly different) $\varepsilon$-independent constants. Lemma 3.7.
(i) The coefficients $\Lambda$ and $\Gamma$ satisfy

$$
\|\Lambda\|_{C_{\xi}^{1}\left(L_{v}^{2}\right)}+\|\Gamma\|_{C_{\xi}^{1}\left(L_{v}^{2}\right)} \leq C .
$$

(ii) The nonlinear term $R(\rho)$ is quadratic in $\rho$ : Let $\rho_{1}, \rho_{2} \in H_{\xi}^{1}$ satisfy $\left|\rho_{1}\right|,\left|\rho_{2}\right| \leq$ $C \varepsilon^{-2}$. Then

$$
\left\|R\left(\rho_{1}\right)-R\left(\rho_{2}\right)\right\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \leq C\left(\left\|\rho_{1}\right\|_{H_{\xi}^{1}}+\left\|\rho_{2}\right\|_{H_{\xi}^{1}}\right)\left\|\rho_{1}-\rho_{2}\right\|_{H_{\xi}^{1}}
$$

Proof. The proofs of the statements are straightforward. All that is needed is the boundedness in $L_{v}^{2}$ of the derivatives $\partial_{\rho}^{k} M\left(\rho_{a s}+\varepsilon^{2} \tilde{\rho}\right)$ for $k \leq 3$ with $\tilde{\rho}$ between values of $\rho_{1}$ and $\rho_{2}$, as well as the continuous embedding $L_{\xi}^{\infty} \rightarrow H_{\xi}^{1}$.

Lemma 3.8. The projection $P: L_{v}^{2} \rightarrow L_{v}^{2}$, defined by (3.20), is a bounded operator.

Proof. The proof is a straightforward consequence of (2.3)-(2.5).
Before stating the existence and uniqueness result for traveling waves we recall the micro-macro decomposition $g(\xi, v)=z(\xi) \Phi(v)+\varepsilon w(\xi, v)$ of functions $g \in H_{\xi}^{1}\left(L_{v}^{2}\right)$, made unique by the requirement $\langle(v-s) \Phi, w\rangle_{v}=0$, since

$$
\langle(v-s) \Phi, \Phi\rangle_{v}=\frac{\varepsilon \sigma \tilde{D}}{\hat{D}} \neq 0
$$

We define a norm on $H_{\xi}^{1}\left(L_{v}^{2}\right)$ by

$$
\begin{equation*}
\|g\|:=\|z\|_{H_{\xi}^{1}}+\varepsilon\|w\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \tag{3.29}
\end{equation*}
$$

We also note that in terms of the original unknown $f=f_{a s}+\varepsilon^{2} g$, the condition $z(0)=z_{0}$ reads

$$
\begin{equation*}
\left\langle(v-s) \Phi, f-f_{a s}\right\rangle_{v}(\xi=0)=\frac{\varepsilon^{3} \sigma \tilde{D}}{\hat{D}} z_{0} \tag{3.30}
\end{equation*}
$$

THEOREM 3.9. Let the assumptions stated in section 2 be satisfied. Then for every $z_{0} \in \mathbb{R}$ and for $\varepsilon$ small enough, there exists a solution $f$ of (1.12) satisfying (3.30), unique in a ball in $\left(H_{\xi}^{1}\left(L_{v}^{2}\right),\| \|\right)$ with center $f_{a s}$ and an $O(\varepsilon)$ radius. It satisfies

$$
\|f-M(\rho)\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)}=O\left(\varepsilon^{2}\right)
$$

where $\rho$ is the solution of (3.4)-(3.6), or, more precisely,

$$
f=M(\rho)-\varepsilon(v-s) \partial_{\xi} M(\rho)+\varepsilon^{2} z \Phi+\varepsilon^{3} w
$$

where $\|z\|_{H_{\xi}^{1}}$ and $\|w\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)}$ are uniformly bounded as $\varepsilon \rightarrow 0$.

Proof. As a consequence of Lemmas 3.7 and 3.8 we have

$$
\begin{aligned}
& \left\|\frac{a^{\prime}\left(\rho_{a s}\right)-s}{\varepsilon} \rho_{w}\right\|_{H_{\xi}^{1}} \leq C\|w\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \\
& \|P \Lambda z\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \leq C\|z\|_{H_{\xi}^{1}}, \quad\left\|\tilde{\Gamma} \rho_{w}\right\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \leq C\|w\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)}
\end{aligned}
$$

This implies that for $\varepsilon$ small enough, the results from Lemmas 3.5 and 3.6 can be extended to the linear system

$$
\begin{aligned}
& \tilde{D} \partial_{\xi} z-r(\xi) z=\varepsilon \frac{a^{\prime}\left(\rho_{a s}\right)-s}{\varepsilon} \rho_{w}+h_{z} \\
& \varepsilon(v-s) \partial_{\xi} w-\mathcal{M} w-z P \Lambda=\varepsilon \tilde{\Gamma} \rho_{w}+h_{w}
\end{aligned}
$$

with inhomogeneities $h_{z}, h_{w}$ and $z_{0}=z(0)$. Applying the solution operator for this system to (3.16), (3.22), we obtain a fixed point problem of the form

$$
\begin{align*}
z & =\varepsilon R_{z}\left(z \rho_{\Phi}+\varepsilon \rho_{w}\right)+\tilde{h}_{z}  \tag{3.31}\\
w & =\varepsilon R_{w}\left(z \rho_{\Phi}+\varepsilon \rho_{w}\right)+\tilde{h}_{w} \tag{3.32}
\end{align*}
$$

with $R_{z}$ and $R_{w}$ sharing the properties of $R$ given in Lemma 3.7, and $\tilde{h}_{z}$ and $\tilde{h}_{w}$ are given and bounded. Using $\left\|z \rho_{\Phi}+\varepsilon \rho_{w}\right\|_{H_{\xi}^{1}} \leq\|(z, w)\|$ (see (3.29)), the estimate

$$
\left\|\left(\varepsilon R_{z}\left(z \rho_{\Phi}+\varepsilon \rho_{w}\right)+\tilde{h}_{z}, \varepsilon R_{w}\left(z \rho_{\Phi}+\varepsilon \rho_{w}\right)+\tilde{h}_{w}\right)\right\| \leq c\left(1+\varepsilon\|(z, w)\|^{2}\right)
$$

follows. Here we have identified $g=z \Phi+\varepsilon w$ with the pair $(z, w)$. The estimate implies that for $\varepsilon$ small enough both the ball with radius $2 c$ and the ball with radius $1 /(2 \varepsilon c)$ are mapped into themselves by the right-hand side of (3.31), (3.32). Also, with the property of the nonlinearity from Lemma 3.7, the fixed point operator is a contraction on a ball with an $O\left(\varepsilon^{-1}\right)$ radius. We conclude that for $\varepsilon$ small enough, (3.31), (3.32) has a solution with $\|(z, w)\| \leq 2 c$ which is unique in a ball with an $O\left(\varepsilon^{-1}\right)$ radius. Knowing this and returning to (3.32), the boundedness of $\|w\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)}$ follows.

By its construction the approximating density $\rho$ is strictly monotone. It will be important for the stability proof below to extend this property to the exact density $\rho_{f}$.

LEMMA 3.10. Let the assumptions of Theorem 3.9 hold and let $f$ be the solution of (1.12), (3.30). Then the macroscopic density $\rho_{f}(\xi)$ is strictly monotone.

Proof. The previous proof is easily extended to show that the dependence of $z$ and $w$ on $z_{0}$ is Lipschitz continuous with $\varepsilon$-independent Lipschitz constant. Actually, the difference of two solutions $(z, w)$ and $(\hat{z}, \hat{w})$ with different $z_{0}$-values $z_{0}$ and $\hat{z}_{0}$, respectively, satisfies a system similar to (3.31), (3.31) with inhomogeneities proportional to $z_{0}-\hat{z}_{0}$. With the properties of the nonlinearities from Lemma 3.7 it is straightforward that

$$
\begin{equation*}
\|z-\hat{z}\|_{H_{\xi}^{1}},\|w-\hat{w}\|_{H_{\xi}^{1}\left(L_{v}^{2}\right)} \leq C\left|z_{0}-\hat{z}_{0}\right| \tag{3.33}
\end{equation*}
$$

For the corresponding solutions $f$ and $\hat{f}$ of (1.12), (3.30),

$$
\rho_{f}(0)-\rho_{\hat{f}}(0)=\varepsilon^{2}\left(z_{0}-\hat{z}_{0}\right) \rho_{\Phi}+\varepsilon^{3}\left(\rho_{w}(0)-\rho_{\hat{w}}(0)\right)
$$

holds. The continuous embedding of $C(\mathbb{R})$ in $H_{\xi}^{1}$ and (3.33) imply

$$
\left|\rho_{w}(0)-\rho_{\hat{w}}(0)\right| \leq C\left|z_{0}-\hat{z}_{0}\right|
$$

and, thus, strict monotonicity (and therefore invertibility) of the map $z_{0} \mapsto \rho_{f}(0)$ for $\varepsilon$ small enough. This in turn implies that the traveling wave can also be made locally unique by prescribing the value of $\rho_{f}(0)$ instead of $z_{0}$. This argument can of course be repeated with $\rho_{f}\left(\xi_{0}\right)$ for every $\xi_{0} \in \mathbb{R}$ instead of the origin.

Now assume that $\rho_{f}$ is not strictly monotone. Then there are two $\xi$-values $\xi_{0}$ and $\xi_{0}+\delta$ with arbitrarily small positive $\delta$ such that $\rho_{f}\left(\xi_{0}\right)=\rho_{f}\left(\xi_{0}+\delta\right)$. Now $\tilde{f}(\xi, v)=f(\xi+\delta, v)$ is a traveling wave with $\rho_{\tilde{f}}\left(\xi_{0}\right)=\rho_{f}\left(\xi_{0}\right)$ and $\tilde{f}$ arbitrarily close to $f$ by making $\delta$ small. By the uniqueness result $\tilde{f} \equiv f$, and, consequently, $f$ is periodic, which is a contradiction to the far-field boundary conditions.
4. Local stability of small amplitude traveling waves. In this section we prove dynamic stability of the small amplitude traveling waves constructed above. As mentioned in the introduction, the techniques we employ are commonly used for conservation laws regularized with diffusion terms. This motivates the following scaling: we write (1.1) in the traveling wave variable $\xi=(x-s t) \varepsilon$, and introduce the parabolic scaling $t \rightarrow t / \varepsilon^{2}$, where $\varepsilon$ is the amplitude of the wave. Then (1.1) reads

$$
\begin{equation*}
\varepsilon^{2} \partial_{t} f+\varepsilon(v-s) \partial_{\xi} f=M\left(\rho_{f}\right)-f \tag{4.1}
\end{equation*}
$$

and we pose the same far-field boundary conditions as for the traveling wave:

$$
f(t, \xi= \pm \infty, v)=M\left(\rho_{ \pm}, v\right)
$$

Let us denote by $\phi$ a traveling wave solution as constructed in Theorem 3.9. By Lemma 3.10 its macroscopic profile is monotone, implying

$$
\begin{equation*}
\partial_{\xi}\left(a^{\prime}\left(\rho_{\phi}\right)\right) \leq 0 \tag{4.2}
\end{equation*}
$$

Observe that formally the integral of $\rho_{f}-\rho_{\phi}$ is constant in $t$. This allows us to choose $\phi$, by shifting in the $\xi$-direction if necessary, such that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\rho_{f}-\rho_{\phi}\right) d \xi=0 \tag{4.3}
\end{equation*}
$$

Condition (4.3) fixes the shift in $\xi$; we expect the solution $f$ to approach this particular $\phi$ as $t \rightarrow \infty$.

Let us denote by $G$ the deviation of $f$ from $\phi$, namely,

$$
\begin{equation*}
\varepsilon G=f-\phi \tag{4.4}
\end{equation*}
$$

Then $G$ satisfies the equation

$$
\begin{equation*}
\varepsilon \partial_{t} G+(v-s) \partial_{\xi} G=\frac{1}{\varepsilon^{2}}\left[M\left(\rho_{\phi}+\varepsilon \rho_{G}\right)-M\left(\rho_{\phi}\right)\right]-\frac{1}{\varepsilon} G \tag{4.5}
\end{equation*}
$$

We recall that condition (4.3) allows us to deal with the macroscopic unknown $W=\int_{-\infty}^{\xi} \rho_{G} d \xi$; see (1.20).

We decompose $G$ into a macroscopic part and into a microscopic part by simply using the natural macroscopic projection $f \rightarrow F \rho_{f}$; thus we write

$$
G=\rho F+\varepsilon g, \quad \text { i.e., } \quad \rho:=\rho_{G}
$$

Analogously, we split (4.5) into its microscopic and macroscopic parts, i.e., we apply the macroscopic projection, and its complementary microscopic projection, which is in fact the operator $-\mathcal{L}$. Application of the macroscopic projection and division by $F$ gives the equation

$$
\begin{equation*}
\partial_{t} \rho+\frac{1}{\varepsilon}\left(a^{\prime}\left(\rho_{-}\right)-s\right) \partial_{\xi} \rho+\partial_{\xi} \int(v-s) g d \mu(v)=0 \tag{4.6}
\end{equation*}
$$

and application of $-\mathcal{L}$ gives

$$
\begin{equation*}
\varepsilon^{2} \partial_{t} g+\left(v-a^{\prime}\left(\rho_{-}\right)\right) F \partial_{\xi} \rho-\varepsilon \partial_{\xi} \mathcal{L}((v-s) g)=R_{2}[\rho]-g \tag{4.7}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{2}[\rho](t, \xi, v)=\frac{1}{\varepsilon^{2}}\left[M\left(\rho_{\phi}(\xi)+\varepsilon \rho(t, \xi), v\right)-M\left(\rho_{\phi}(\xi), v\right)-\varepsilon \rho(t, \xi) F(v)\right] \tag{4.8}
\end{equation*}
$$

Integrating (4.6) with respect to $\xi$ gives, in terms of $W=\int_{-\infty}^{\xi} \rho(t, y) d y$,

$$
\begin{equation*}
\partial_{t} W-\sigma \partial_{\xi} W+\int(v-s) g d \mu(v)=0 \tag{4.9}
\end{equation*}
$$

Using (4.7) we compute

$$
\begin{align*}
\int(v-s) g d \mu(v)= & \int(v-s) R_{2}[\rho] d \mu(v)-\varepsilon^{2} \int(v-s) \partial_{t} g d \mu(v) \\
& +\varepsilon \partial_{\xi} \int(v-s) \mathcal{L}((v-s) g) d \mu(v)-D_{0} \partial_{\xi} \rho \tag{4.10}
\end{align*}
$$

Substituting (4.10) into (4.9) and setting

$$
\begin{equation*}
r_{2}[\rho](t, \xi):=\int(v-s) R_{2}[\rho](t, \xi, v) d \mu(v) \tag{4.11}
\end{equation*}
$$

we arrive at the integrated macroscopic equation

$$
\begin{equation*}
\partial_{t} W-\sigma \partial_{\xi} W+r_{2}[\rho]-D_{0} \partial_{\xi}^{2} W=\varepsilon S[g] \tag{4.12}
\end{equation*}
$$

with

$$
\begin{equation*}
S[g]=\partial_{\xi} \int(v-s)\left(\varepsilon \partial_{t} g-\mathcal{L}\left((v-s) \partial_{\xi} g\right)\right) d \mu(v) \tag{4.13}
\end{equation*}
$$

Observe that (4.12) has the form of the perturbation equation for viscous shock profiles with a microscopic perturbation on the right-hand side and the nonlinearity

$$
\begin{equation*}
r_{2}[\rho]=\frac{1}{\varepsilon^{2}}\left(a\left(\rho_{\phi}+\varepsilon \rho\right)-a\left(\rho_{\phi}\right)-\varepsilon \rho a^{\prime}\left(\rho_{-}\right)\right) . \tag{4.14}
\end{equation*}
$$

For controlling the nonlinear terms, a uniform (in $\varepsilon$ ) bound on the $L^{\infty}$-norm of the density $\rho$ is needed. For the macroscopic equation without the microscopic perturbation on the right-hand side, this is a consequence of the maximum principle. Here we shall employ bounds in $H_{\xi}^{1}$ for the same purpose.

Assuming such a bound, we write $R_{2}[\rho]$ as

$$
R_{2}[\rho]=\rho \int_{0}^{1} \frac{M^{\prime}\left(\rho_{\phi}+\varepsilon \rho \eta\right)-M^{\prime}\left(\rho_{-}\right)}{\varepsilon} d \eta
$$

Then by differentiation with respect to $\xi$ and by assumption (2.4),

$$
\begin{equation*}
\left\|R_{2}[\rho]\right\|_{H_{\xi}^{k}\left(L_{v}^{2}\right)} \leq C\|\rho\|_{H_{\xi}^{k}} \quad \text { for } k=0,1,2 \tag{4.15}
\end{equation*}
$$

and, consequently, by (2.5),

$$
\begin{equation*}
\left\|r_{2}[\rho]\right\|_{H_{\xi}^{k}} \leq C\|\rho\|_{H_{\xi}^{k}} \quad \text { for } k=0,1,2 \tag{4.16}
\end{equation*}
$$

where here and in the following the symbols $C$ as well as $C_{j}$ with various $j$ denote constants depending on $\|\rho\|_{L_{\xi}^{\infty}}$ but independent of $\varepsilon$.

As the next step we derive integral estimates as one would do for the purely macroscopic case.

Lemma 4.1. Let $W$ be a solution of (4.12) (for given g) and $\rho=\partial_{\xi} W$. Then the following estimates hold:

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\|W\|_{\xi}^{2}+\left(D_{0}-C_{0}\|W\|_{L_{\xi}^{\infty}}\right)\left\|\partial_{\xi} W\right\|_{\xi}^{2} \leq \varepsilon \int_{-\infty}^{\infty} W S[g] d \xi  \tag{4.17}\\
\frac{1}{2} \frac{d}{d t}\left\|\partial_{\xi}^{k} W\right\|_{\xi}^{2}+\frac{D_{0}}{2}\left\|\partial_{\xi}^{k+1} W\right\|_{\xi}^{2}-C_{k}\|\rho\|_{H_{\xi}^{k-1}}^{2} \leq \varepsilon \int_{-\infty}^{\infty} \partial_{\xi}^{k} W S\left[\partial_{\xi}^{k} g\right] d \xi \tag{4.18}
\end{gather*}
$$

for $k=1,2$. The constants $C_{0}, C_{1}, C_{2}$ depend on $\|\rho\|_{L_{\xi}^{\infty}}$.
Proof. For proving (4.17), we test (4.12) with $W$. Let us look at the term containing $r_{2}[\rho]$ by writing

$$
r_{2}[\rho]=\frac{1}{\varepsilon}\left(a^{\prime}\left(\rho_{\phi}\right)-a^{\prime}\left(\rho_{-}\right)\right) \rho+\frac{1}{2} a^{\prime \prime}(\tilde{\rho}) \rho^{2}
$$

with $\tilde{\rho}$ between $\rho_{\phi}$ and $\rho_{\phi}+\varepsilon \rho$. Then we get

$$
\begin{align*}
\int_{\mathbb{R}} r_{2}[\rho] W d \xi & =\frac{1}{2 \varepsilon} \int_{\mathbb{R}}\left(a^{\prime}\left(\rho_{\phi}\right)-a^{\prime}\left(\rho_{-}\right)\right) \partial_{\xi}\left(W^{2}\right) d \xi+\frac{1}{2} \int_{\mathbb{R}} a^{\prime \prime}(\tilde{\rho})\left(\partial_{\xi} W\right)^{2} W d \xi \\
& \geq-\frac{1}{2 \varepsilon} \int_{\mathbb{R}} \partial_{\xi}\left(a^{\prime}\left(\rho_{\phi}\right)\right) W^{2} d \xi-C_{0}\|W\|_{L_{\xi}^{\infty}}\left\|\partial_{\xi} W\right\|_{\xi}^{2} \tag{4.19}
\end{align*}
$$

The first term on the right-hand side of (4.19) is positive by (4.2), completing the proof of (4.17).

For $k=1,2$, the corresponding $\xi$-derivatives of (4.12) are tested with $\partial_{\xi}^{k} W$. As already mentioned in the introduction, no positive term can be expected to arise from the nonlinearity. Therefore we just estimate the corresponding terms using (4.16):

$$
\begin{equation*}
\left|\int_{\mathbb{R}} \partial_{\xi}^{k} r_{2}[\rho] \partial_{\xi}^{k} W d \xi\right| \leq \int_{\mathbb{R}}\left|\partial_{\xi}^{k-1} r_{2}[\rho] \partial_{\xi}^{k+1} W\right| d \xi \leq C_{k}\|\rho\|_{H_{\xi}^{k-1}}^{2}+\frac{D_{0}}{2}\left\|\partial_{\xi}^{k+1} W\right\|_{\xi}^{2} \tag{4.20}
\end{equation*}
$$

completing the proof of (4.18).
Before deriving estimates for the microscopic contributions, we have to deal with the difficulty that the operator $S[g]$ describing the microscopic perturbation of the macroscopic equation contains the time derivative $\partial_{t} g$.

Lemma 4.2. Let $W$ and $g$ satisfy (4.9), and let the operator $S$ be defined by (4.13). Then for $k=0,1,2$ the following holds:

$$
\begin{align*}
& \int_{-\infty}^{\infty} \partial_{\xi}^{k} W S\left[\partial_{\xi}^{k} g\right] d \xi  \tag{4.21}\\
\leq & \varepsilon \frac{d}{d t} \int_{-\infty}^{\infty}\left\langle F \partial_{\xi}^{k} W,(v-s) \partial_{\xi}^{k} g\right\rangle_{\xi, v}+C\left(\left\|\partial_{\xi}^{k+1} W\right\|_{\xi}^{2}+\left\|\partial_{\xi}^{k} g\right\|_{\xi, v}^{2}\right)
\end{align*}
$$

Proof. A straightforward computation, using the $k$ th order derivative of (4.9), gives

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \partial_{\xi}^{k} W S\left[\partial_{\xi}^{k} g\right] d \xi=\varepsilon \frac{d}{d t} \int_{-\infty}^{\infty} \partial_{\xi}^{k} W \int(v-s) \partial_{\xi}^{k} g d \mu(v) d \xi \\
& -\varepsilon \sigma \int_{-\infty}^{\infty} \partial_{\xi}^{k+1} W \int(v-s) \partial_{\xi}^{k} g d \mu(v) d \xi+\int_{-\infty}^{\infty}\left(\int(v-s) \partial_{\xi}^{k} g d \mu(v)\right)^{2} d \xi \\
& +\int_{-\infty}^{\infty} \partial_{\xi}^{k+1} W \int(v-s) \mathcal{L}\left((v-s) \partial_{\xi}^{k} g\right) d \mu(v) d \xi
\end{aligned}
$$

To estimate the last three terms, we use the Cauchy-Schwarz inequality and (2.5).
To get control of the microscopic part, we derive entropy estimates from the full kinetic perturbation equation (4.5).

Lemma 4.3. Let $G=\rho F+\varepsilon g$ be a solution of (4.5). Then, for $k=0,1,2$,

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|\partial_{\xi}^{k} \rho\right\|_{\xi}^{2}+\varepsilon^{2}\left\|\partial_{\xi}^{k} g\right\|_{\xi, v}^{2}\right)+\left\|\partial_{\xi}^{k} g\right\|_{\xi, v}^{2} \leq C\|\rho\|_{H_{\xi}^{k}}^{2} \tag{4.22}
\end{equation*}
$$

Proof. Writing the right-hand side of (4.5) as $R_{2}[\rho]-g$ and taking the scalar product of its $k$ th derivative with $\partial_{\xi}^{k} G=\partial_{\xi}^{k} \rho F+\partial_{\xi}^{k} g$, we get

$$
\frac{1}{2} \frac{d}{d t}\left\|\partial_{\xi}^{k} G\right\|_{\xi, v}^{2}+\left\|\partial_{\xi}^{k} g\right\|_{\xi, v}^{2}=\left\langle\partial_{\xi}^{k} R_{2}[\rho], \partial_{\xi}^{k} g\right\rangle_{\xi, v}
$$

The result is a consequence of using $\left\|\partial_{\xi}^{k} G\right\|_{\xi, v}^{2}=\left\|\partial_{\xi}^{k} \rho\right\|_{\xi}^{2}+\varepsilon^{2}\left\|\partial_{\xi}^{k} g\right\|_{\xi, v}^{2}$, and then applying the Cauchy-Schwarz inequality, the Young inequality, and (4.15) to the right-hand side.

Now we are prepared for proving our stability result for small kinetic shock profiles.

ThEOREM 4.4. Let the assumptions of Theorem 3.9 hold and let $\phi$ be a traveling wave solution. Let $f_{0}(\xi, v)$ be an initial datum for (4.1) and let $W_{0}(\xi)=$ $\frac{1}{\varepsilon} \int_{-\infty}^{\xi}\left(\rho_{f_{0}}(\eta)-\rho_{\phi}(\eta)\right) d \eta$. Let $f_{0}-\phi \in H_{\xi}^{2}\left(L_{v}^{2}\right)$ (implying that $f_{0}$ satisfies the same farfield conditions as $\phi$ ) and $W_{0} \in L_{\xi}^{2}$ (implying $\left.W_{0}(\infty)=\int_{-\infty}^{\infty}\left(\rho_{f_{0}}(\xi)-\rho_{\phi}(\xi)\right) d \xi=0\right)$. Let

$$
\begin{equation*}
\left\|W_{0}\right\|_{L_{\xi}^{2}}+\frac{1}{\varepsilon}\left\|f_{0}-\phi\right\|_{H_{\xi}^{2}\left(L_{v}^{2}\right)} \leq \delta \tag{4.23}
\end{equation*}
$$

for $\delta$ small enough, but independent from $\varepsilon$. Then (4.1) subject to the initial condition $f(t=0)=f_{0}$ has a unique global solution and

$$
\lim _{t \rightarrow \infty} \int_{t}^{\infty}\|f(s, \cdot, \cdot)-\phi\|_{H_{\xi}^{2}\left(L_{v}^{2}\right)}^{2} d s=0
$$

Remark 4.5. The shortcomings of Theorem 4.4 are that it gives only local stability (i.e., the perturbations have to be small enough) of small amplitude traveling waves. Also convergence as $t \rightarrow \infty$ holds only in a very weak sense. The smallness of the wave is the basic assumption of this work allowing a perturbative treatment close to macroscopic equations. The other shortcomings are already present in the underlying results for viscous shock profiles.

Proof. The proof is based on the construction of a Lyapunov functional $H$, such that both $H$ and $-d H / d t$ measure the size of the perturbation. However, it will be impossible to estimate $H$ in terms of $-d H / d t$, which is the reason why we do not have a result on the time decay rate.

We start by defining a partial functional for each differentiation order $k$ appearing in Lemmas 4.1 and 4.3. By adding the corresponding inequality from Lemma 4.1 and the product of $\varepsilon A_{k}$ with the corresponding inequality from Lemma 4.3, we produce an inequality for the time derivative of

$$
\begin{aligned}
H_{k} & =\frac{1}{2}\left\|\partial_{\xi}^{k} W\right\|_{L_{\xi}^{2}}^{2}-\varepsilon^{2}\left\langle F \partial_{\xi}^{k} W,(v-s) \partial_{\xi}^{k} g\right\rangle_{\xi, v}+\varepsilon^{3} A_{k}\left\|\partial_{\xi}^{k} g\right\|_{L_{\xi}^{2}\left(L_{v}^{2}\right)}^{2}+\varepsilon A_{k}\left\|\partial_{\xi}^{k+1} W\right\|_{L_{\xi}^{2}}^{2} \\
& \geq \kappa_{k}\left(\left\|\partial_{\xi}^{k} W\right\|_{L_{\xi}^{2}}^{2}+\varepsilon\left\|\partial_{\xi}^{k+1} W\right\|_{L_{\xi}^{2}}^{2}+\varepsilon^{3}\left\|\partial_{\xi}^{k} g\right\|_{L_{\xi}^{2}\left(L_{v}^{2}\right)}^{2}\right)
\end{aligned}
$$

where the last inequality holds with an $\varepsilon$-independent $\kappa_{k}>0$ if $A_{k}>0$ is chosen independently of $\varepsilon$ (but otherwise arbitrarily). With two more positive constants $\gamma_{1}$ and $\gamma_{2}$, we define the Lyapunov functional as $H=H_{0}+\gamma_{1} H_{1}+\gamma_{2} H_{2}$ and observe that it can be bounded from above and below by

$$
\|W\|_{H_{\xi}^{2}}^{2}+\varepsilon\left\|\partial_{\xi}^{3} W\right\|_{\xi}^{2}+\varepsilon^{3}\|g\|_{H_{\xi}^{2}\left(L_{v}^{2}\right)}^{2} .
$$

With the aid of the Lemmas 4.1, 4.2, and 4.3, it is now straightforward to obtain an inequality of the form

$$
\begin{equation*}
\frac{d H}{d t} \leq-C\left(\|\rho\|_{L_{\xi}^{\infty}}\right)\left(1-\|W\|_{L_{\xi}^{\infty}}\right)\left(\|\rho\|_{H_{\xi}^{2}}^{2}+\varepsilon\|g\|_{H_{\xi}^{2}\left(L_{v}^{2}\right)}^{2}\right) \tag{4.24}
\end{equation*}
$$

with an $\varepsilon$-independent positive $C\left(\|\rho\|_{L_{\xi}^{\infty}}\right)$. Since (by one-dimensional Sobolev embedding) $H$ controls the $L_{\xi}^{\infty}$-norms of $W$ and $\rho$, the right-hand side is negative at $t=0$ and remains so if $H(0)$ is small enough. This in turn is guaranteed by assumption (4.23). Note that the $L_{\xi}^{2}$-norm of $W$ (and, thus, $H$ ) is not controlled by the dissipation term in (4.24), which is the reason that we cannot obtain a decay rate. The proof is completed by integrating (4.24) with respect to $t$.
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# RIGOROUS DERIVATION OF FÖPPL'S THEORY FOR CLAMPED ELASTIC MEMBRANES LEADS TO RELAXATION* 
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#### Abstract

We consider the nonlinear elastic energy of a thin membrane whose boundary is kept fixed, and assume that the energy per unit volume scales as $h^{\beta}$, with $h$ the film thickness and $\beta \in(0,4)$. We derive, by means of $\Gamma$ convergence, a limiting theory for the scaled displacements, which takes a form similar to the one proposed by Föppl in 1907. Our variational approach fully incorporates the possibility of buckling already observed during the derivation of the reduced twodimensional theory. At variance with Föppl's, our limiting model is lower semicontinuous and has an energetics that vanishes on all contractions. Therefore buckling does not need to be explicitly resolved when computing with the reduced theory. If forces normal to the membrane are included, then our result predicts that the normal displacement scales as the cube root of the force. This scaling depends crucially on the clamped boundary conditions. Indeed, if the boundary is left free, then a much softer response is obtained, as was recently shown by Friesecke, James, and Müller [Arch. Ration. Mech. Anal., 180 (2006), pp. 183-236].
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1. Introduction. Reduced theories for thin elastic bodies have been proposed and used since the early days of the theory of elasticity, but only in the last decade has it become possible to derive them rigorously from three-dimensional nonlinear elasticity. The convergence criterion which has been used for these problems is $\Gamma$ convergence (which is very closely related to convergence of minimizers), and the different physical regimes are reflected by different scalings of the applied forces, and hence of the elastic energy, and different topologies on the space of deformations $[17,18,13,12,22,23,10]$ (we refer to [10] for a review of the recent mathematical literature and of the mechanical context).

One key property of the elasticity of thin bodies is that tangential displacements enter the strain to first order, but normal displacements only to second order (see Figure 1.1). Therefore linear theories are not usable, as they would describe all normal displacements as completely stress-free (soft). The first nonvanishing contribution of normal displacements to strain is quadratic, and correspondingly the leading energy contribution is of fourth order.

A generalization of the linear theory which incorporates the normal displacements to leading order was proposed by Föppl [9]. In a variational language, and for the special case of isotropic elastic moduli and zero Poisson's ratio, his model corresponds

[^35]

Fig. 1.1. Consider a rod of unit length. If one endpoint is displaced tangentially by $\epsilon$, the length also changes by $\epsilon$. If instead the endpoint is displaced by $\epsilon$ in the normal direction, then the length changes only to order $\epsilon^{2}$.
to minimizing

$$
\begin{equation*}
\frac{1}{2} \int_{S}\left|\nabla u+\nabla u^{T}+\nabla v \otimes \nabla v\right|^{2}+f v d x^{\prime} \tag{1.1}
\end{equation*}
$$

subject to appropriate boundary conditions. Here $S \subset \mathbb{R}^{2}$ represents the cross-section of the membrane, $u: S \rightarrow \mathbb{R}^{2}$ the tangential displacement, $v: S \rightarrow \mathbb{R}$ the normal displacement, and $f: S \rightarrow \mathbb{R}$ the applied normal force.

The functional (1.1) is not lower semicontinuous with respect to the weak $W^{1,2}\left(S, \mathbb{R}^{2}\right) \times W^{1,4}(S, \mathbb{R})$ topology. Physically, a sheet subject to moderate compression can relax its strain by forming fine-scale folds, which are not penalized by the functional (1.1) since it does not contain any curvature term. (We note in passing that even if bending energy is included compression is often still relaxed by fine-scale oscillations; see, e.g., $[3,7]$.)

It is therefore to be expected that a variational derivation will not lead to the functional (1.1), but to its relaxation. Indeed, we show here that under suitable scaling assumptions and with clamped boundary conditions three-dimensional elasticity reduces, in the sense of $\Gamma$-convergence, to a functional corresponding to the relaxation of (1.1), which, for the same special case, takes the form

$$
\begin{equation*}
\frac{1}{2} \int_{S} W_{\mathrm{rel}}\left(\nabla u+(\nabla u)^{T}+\nabla v \otimes \nabla v\right) d x^{\prime}+f v d x^{\prime} \tag{1.2}
\end{equation*}
$$

where $W_{\text {rel }}(F)=\left(\lambda_{1}^{+}(F)\right)^{2}+\left(\lambda_{2}^{+}(F)\right)^{2}, \lambda_{1}(F)$ and $\lambda_{2}(F)$ are the eigenvalues of the symmetric matrix $F$, and $\lambda^{+}=\max \{\lambda, 0\}$.

Our result, as will be explained in greater detail in the next section, has important consequences for the scaling behavior of the response of clamped membranes. Consider indeed application of a force $f_{h}\left(x^{\prime}\right)=h^{\alpha} f\left(x^{\prime}\right)$ normal to the membrane. If $\alpha \in(0,3)$, then our convergence result applied for $\beta=4 \alpha / 3$ implies that the three-dimensional variational problems converge as $h \rightarrow 0$ to the relaxed problem $I_{0}(u, v)+\int_{S} f v d x^{\prime}$, for $I_{0}$ as in (1.2). The tangential displacements scale as $h^{\beta / 2}=h^{2 \alpha / 3}$, and the normal one as $h^{\beta / 4}=h^{\alpha / 3}$.

For $\alpha>3$ one obtains a different limiting theory, which is quadratic and involves only bending energy (see, e.g., [10]). The limit functional takes the form $\int\left|\nabla^{2} v\right|^{2}+f v$. In this regime the out-of-plane displacement is linear in the applied force and thus scales like $h^{\alpha}$.

Understanding the crossover from the linear to the sublinear scaling, which had also been observed experimentally, was an important motivation for the work of Föppl and von Kármán [27]. Indeed von Kármán points out that his theory interpolates between the linear (pure bending) theory and Föppl's theory [27, p. 350]. ${ }^{1}$ This crossover was analyzed quantitatively by Neubert and Sommer [20] and Way [28], finding good quantitative agreement with von Kármán's theory. Extensive experimental tests in the nonlinear regime appropriate to Föppl's theory were performed by Head and Sechler [14], finding very good agreement between Föppl's theory and the measured deflections with applied pressures varying over four orders of magnitude. While the von Kármán equations have received a lot of attention and there are several derivations available (with asymptotic expansions [5], with the implicit function theorem [19], and with $\Gamma$-convergence $[10,11]$ ), we are not aware of any derivation of Föppl's geometrically linear membrane theory.

The scaling of the force appropriate for the present result is different than the one used in the derivation of the theory which includes bending [10]. Roughly speaking, one can say that the presence of the boundary conditions makes the membrane stiffer. In parallel, this additional stiffness of the membrane term makes the bending term irrelevant in the present scaling. The crucial difference between the present result and the hierarchy of models derived by $\Gamma$-convergence in [10] resides in the boundary conditions. In [10] natural boundary conditions are used, and as a consequence a variety of deformations $y: S \rightarrow \mathbb{R}^{3}$ are admissible which have zero membrane energy (isometric immersions, or developable maps). This leads to a rather soft response, dominated by the bending term. Here the boundary conditions rule out all nontrivial deformations with zero membrane energy, and as a consequence the response is much stiffer. The crucial dependence of the behavior on boundary conditions and in particular on the availability of (infinitesimally) isometric deformations was emphasized by Sanchez-Palencia [24]. In his terminology our situation corresponds to the case of ill-inhibited flexion, where the approach based on the spectral method is bound to fail. Our variational approach identifies the appropriate limiting theory, and shows that in this nonlinear regime the deformation scales as the cube root of the applied force.

Notation. The vectors $e_{1}, e_{2}$, and $e_{3}$ form an orthonormal basis of $\mathbb{R}^{3}$, and $\mathbb{R}^{2}$ is the space generated by $e_{1}$ and $e_{2}$. To every element $x=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} \in \mathbb{R}^{3}$ we associate $x^{\prime}:=x_{1} e_{1}+x_{2} e_{2} \in \mathbb{R}^{2}$. Thus $x=x^{\prime}+x_{3} e_{3}$.

The space of tensors generated by $\left\{e_{i} \otimes e_{j}\right\}_{i, j=1,2,3}$ is denoted by $\mathbb{R}^{3 \times 3}$, and $\mathbb{R}^{2 \times 2}$ is the subspace of $\mathbb{R}^{3 \times 3}$ generated by the tensors $\left\{e_{i} \otimes e_{j}\right\}_{i, j=1,2}$. To every $F=\sum_{i, j=1,2,3} F_{i j} e_{i} \otimes e_{j} \in \mathbb{R}^{3 \times 3}$ we associate $F^{\prime}:=\sum_{i, j=1,2} F_{i j} e_{i} \otimes e_{j} \in \mathbb{R}^{2 \times 2}$. By $\mathbb{R}_{\text {sym }}^{n \times n}$ we denote the space of symmetric matrices, and by $\mathbb{R}_{+}^{n \times n}$ the subsets of positive semidefinite symmetric ones (i.e., $\left\{F \in \mathbb{R}_{\text {sym }}^{n \times n}: F \geq 0\right\}$ ). Finally $\mathrm{Id}_{n}$ is the identity matrix in $\mathbb{R}^{n \times n}$. For scalar functions, we write for brevity $W_{0}^{1,2}(S)=W_{0}^{1,2}(S, \mathbb{R})$.
2. The relaxed Föppl functional. We consider the nonlinear elastic energy of a thin three-dimensional body $\Omega_{h}:=S \times(-h / 2, h / 2)$, where $S \subset \mathbb{R}^{2}$ is the cross section and $h>0$ the (small) thickness. The deformation is a map $w_{h} \in W^{1,2}\left(\Omega_{h}, \mathbb{R}^{3}\right)$,

[^36]and its elastic energy per unit thickness is
$$
E\left(w_{h}, \Omega_{h}\right):=\frac{1}{h} \int_{\Omega_{h}} W\left(\nabla w_{h}(x)\right) d x .
$$

By general arguments it suffices to prove $\Gamma$-convergence without external forces [8]. The stored energy function $W$ is assumed to satisfy the following:
(W1) $W: \mathbb{R}^{3 \times 3} \rightarrow[0, \infty]$ is a Borel measurable function of class $C^{2}$ in an open neighborhood of $S O(3)$.
(W2) $W(R F)=W(F)$ for every $R \in S O(3)$ and every $F \in \mathbb{R}^{3 \times 3}$; furthermore, $W\left(\operatorname{Id}_{3}\right)=0$.
(W3) $W(F) \geq C$ dist $^{2}(F, S O(3))$ for every $F \in \mathbb{R}^{3 \times 3}$.
We study the asymptotic behavior as $h \rightarrow 0$ of the minimization problems

$$
\inf \left\{\frac{E\left(w_{h}, \Omega_{h}\right)}{h^{\beta}}: w_{h} \in W^{1,2}\left(\Omega_{h}, \mathbb{R}^{3}\right), w_{h}(x)=x \text { on } \partial S \times(-h / 2, h / 2)\right\}
$$

in the range $\beta \in(0,4)$, by means of $\Gamma$-convergence theory.
In order to define an appropriate convergence criterion for a sequence of deformations $w_{h}$, which are all defined on different domains, we rescale (following standard practice) to a unique domain. Precisely, for each $w_{h} \in W^{1,2}\left(\Omega_{h}, \mathbb{R}^{3}\right)$ we define $y_{h} \in W^{1,2}\left(\Omega_{1}, \mathbb{R}^{3}\right)$ by $y_{h}(x)=w_{h}\left(x^{\prime}+h x_{3} e_{3}\right)$. Then

$$
E_{h}\left(w_{h}, \Omega_{h}\right)=\int_{\Omega_{1}} W\left(\nabla_{h} y_{h}(x)\right) d x
$$

where $\nabla_{h}$ is the operator $\nabla_{h}:=\nabla^{\prime}+(1 / h) \partial_{3} \otimes e_{3}$, i.e.,

$$
\nabla_{h} y(x)=\partial_{1} y(x) \otimes e_{1}+\partial_{2} y(x) \otimes e_{2}+\frac{1}{h} \partial_{3} y(x) \otimes e_{3} .
$$

In terms of the rescaled deformations, and including the constraint given by the boundary conditions, our problem corresponds to minimizing the functional $I_{h}$ : $W^{1,2}\left(\Omega_{1}, \mathbb{R}^{3}\right) \rightarrow[0, \infty]$ given by

$$
I_{h}(y):= \begin{cases}\int_{\Omega_{1}} W\left(\nabla_{h} y(x)\right) d x & \text { if } y(x)=x^{\prime}+h x_{3} e_{3} \text { for } x \in \partial S \times\left(-\frac{1}{2}, \frac{1}{2}\right), \\ +\infty & \text { else } .\end{cases}
$$

Due to the boundary conditions and to the energy regime under consideration, the behavior of a low energy sequence $y_{h}$ will be understood by considering the scaled displacements

$$
\begin{align*}
& u_{h}\left(x^{\prime}\right):=\frac{1}{h^{\beta / 2}} \int_{0}^{1}\left(y_{h}(x)-x\right)^{\prime} d x_{3},  \tag{2.1}\\
& v_{h}\left(x^{\prime}\right):=\frac{1}{h^{\beta / 4}} \int_{0}^{1}\left(y_{h}(x)-h x\right) \cdot e_{3} d x_{3} . \tag{2.2}
\end{align*}
$$

Note that for every $h$ we have $u_{h} \in W_{0}^{1,2}\left(S, \mathbb{R}^{2}\right)$ and $v_{h} \in W_{0}^{1,2}(S)$. However, for a sequence $y_{h}$ such that $h^{-\beta} I_{h}\left(y_{h}\right)$ stays bounded, we shall prove that, up to extracting subsequences, $\left(u_{h}, v_{h}\right)$ is weakly* convergent only in the larger space $B D(S) \times W_{0}^{1,2}(S)$ (compare with part I of Theorem 2.1 below). We recall that $B D(S)$ denotes the space
of the deformations $u \in L^{1}\left(S, \mathbb{R}^{2}\right)$ such that the symmetric part of the distributional gradient $D^{\prime} u$ is a Radon measure on $S$, namely

$$
\operatorname{sym} D^{\prime} u \in \mathcal{M}\left(S, \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)
$$

(the symbol $\mathcal{M}$ is used for spaces of Radon measures). The limit of the in-plane displacements $u_{h}$ will take values in the smaller space

$$
\begin{equation*}
X(S):=\left\{u \in B D(S): \exists M \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right) \text { s.t. } \operatorname{sym} D^{\prime} \bar{u}+M \in L^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2 \times 2}\right)\right\} \tag{2.3}
\end{equation*}
$$

where $\bar{u}:=u$ in $S$ and $\bar{u}:=0$ in $\mathbb{R}^{2} \backslash S$. This corresponds to requiring that the symmetrized distributional derivative is the sum of an $L^{1}$ term and a negative definite measure, singular with respect to Lebesgue measure. This sign condition does not bring any additional regularity, as $X(S)$ still contains elements that are not in $B V\left(S, \mathbb{R}^{2}\right)$. The formulation of (2.3) in terms of the extension $\bar{u}$ corresponds to a sign condition on the boundary values of $u$ (in the sense of inner traces). Precisely, functions $u \in X(S)$ obey $\operatorname{tr}(u)=\lambda \nu_{S}$, where $\lambda \geq 0$ and $\nu_{S}$ is the outer normal. The structure of $X(S)$ is discussed in more detail in the appendix.

The main result of this paper is that for all $\beta \in(0,4)$, as $h \rightarrow 0$ the functionals $h^{-\beta} I_{h}$ converge (in the sense of $\Gamma$-convergence) to the limit functional $I_{0}: X(S) \times$ $W_{0}^{1,2}(S) \rightarrow[0, \infty]$, defined as

$$
\begin{array}{r}
I_{0}(u, v):=\inf \left\{\frac{1}{2} \int_{S} Q_{2}\left(\left(\operatorname{sym} D^{\prime} u+M\right)\left(x^{\prime}\right)+\frac{\nabla^{\prime} v\left(x^{\prime}\right) \otimes \nabla^{\prime} v\left(x^{\prime}\right)}{2}\right) d x^{\prime}:\right. \\
\left.M \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right), \operatorname{sym} D^{\prime} \bar{u}+M \in L^{1}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)\right\}
\end{array}
$$

Here $Q_{2}: \mathbb{R}^{2 \times 2} \rightarrow[0, \infty)$ is the quadratic form

$$
Q_{2}(A):=\min \left\{Q_{3}\left(\operatorname{sym} A+\operatorname{sym}\left(a \otimes e_{3}\right)\right): a \in \mathbb{R}^{3}\right\}
$$

and $Q_{3}: \mathbb{R}^{3 \times 3} \rightarrow[0, \infty)$ is the Hessian of the energy at the identity, i.e.,

$$
Q_{3}(F):=\nabla^{2} W\left(\operatorname{Id}_{3}\right)[F, F]
$$

By (W3) the quadratic forms $Q_{2}$ and $Q_{3}$ are positive definite on symmetric matrices. If $u \in W^{1,1}\left(S, \mathbb{R}^{2}\right)$ and $I_{0}(u, v)<\infty$, as one can see, the above expression for $I_{0}$ reduces to

$$
\begin{equation*}
I_{0}(u, v)=\frac{1}{2} \int_{S} W_{\mathrm{Fö}}\left(\nabla^{\prime} u\left(x^{\prime}\right), \nabla^{\prime} v\left(x^{\prime}\right)\right) d x^{\prime} \tag{2.4}
\end{equation*}
$$

where $W_{\text {Fö }}: \mathbb{R}^{2 \times 2} \times \mathbb{R}^{2} \rightarrow[0, \infty)$ is defined by

$$
W_{\mathrm{Fö}}(A, b):=\min \left\{Q_{2}\left(\operatorname{sym} A+\frac{b \otimes b}{2}+M\right): M=M^{T}, M \geq 0\right\}
$$

We notice that $W_{\text {Fö }}$ is a convex function; see Lemma A. 2 in the appendix. In the special case mentioned in the introduction, which corresponds to $Q_{3}(F)=|F|^{2}$, we get $Q_{2}(A)=|A|^{2}$, and $W_{\text {Fö }}(A, b)$ coincides, up to a normalization factor, with $W_{\text {rel }}(A+$ $b \otimes b)$ as given after (1.2).

The minimization over positive-definite matrices entering the definition of $W_{\text {Fö }}$ corresponds to the relaxation of compression by means of oscillations, and implies that $W_{\text {Fö }}$ vanishes on all contractions. This minimization was not present in the original theory by Föppl (i.e., he used $\left.\tilde{W}_{\mathrm{Fö}}=Q_{2}(\operatorname{sym} A+b \otimes b / 2)\right)$. This difference is the geometrically linear analogue of the difference between the membrane theory rigorously derived by Le Dret and Raoult $[17,18]$ and those that had been heuristically proposed before.

We now give a precise statement of our convergence result.
Theorem 2.1. Let $S \in \mathbb{R}^{2}$ be a bounded, strictly star-shaped, Lipschitz domain, and let $W$ satisfy (W1), (W2), (W3). Then for every $\beta \in(0,4)$ the functionals $h^{-\beta} I_{h}$ $\Gamma$-converge (as $h \rightarrow 0$ ) to the relaxed Föppl functional $I_{0}$. More precisely we have the following:
I. Compactness. For every sequence $h \rightarrow 0$ and every $y_{h}$ such that

$$
\limsup _{h \rightarrow 0} h^{-\beta} I_{h}\left(y_{h}\right)<\infty
$$

the sequences $\left(u_{h}, v_{h}\right)$ defined by (2.1)-(2.2) have a subsequence such that

$$
\begin{gathered}
u_{h} \rightharpoonup u \text { weakly in } L^{2}\left(S, \mathbb{R}^{2}\right), \\
\operatorname{sym} \nabla^{\prime} u_{h} \stackrel{*}{\rightharpoonup} \operatorname{sym} D^{\prime} u \text { weakly* in } \mathcal{M}\left(S, \mathbb{R}^{2 \times 2}\right), \\
v_{h} \rightharpoonup v \text { weakly in } W_{0}^{1,2}\left(S, \mathbb{R}^{2}\right)
\end{gathered}
$$

for some $u \in X(S)$ and $v \in W_{0}^{1,2}(S)$.
II. Lower bound. Under the same assumptions, and along the same subsequence,

$$
\liminf _{h \rightarrow 0} \frac{I_{h}\left(y_{h}\right)}{h^{\beta}} \geq I_{0}(u, v)
$$

III. Upper bound. For every pair of functions $u \in X(S)$ and $v \in W_{0}^{1,2}(S)$ and every sequence $h \rightarrow 0$ there exists a sequence of functions $y_{h} \in C^{\infty}\left(\Omega_{1}, \mathbb{R}^{3}\right)$ with $y_{h}(x)=x^{\prime}+h x_{3} e_{3}$ for $x \in \partial S \times(-1 / 2,1 / 2)$ and such that the pair $\left(u_{h}, v_{h}\right) \in$ $C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right) \times C_{0}^{\infty}(S)$ defined via (2.1)-(2.2) converges to $(u, v)$ as above, and

$$
\lim _{h \rightarrow 0} \frac{I_{h}\left(y_{h}\right)}{h^{\beta}}=I_{0}(u, v)
$$

By strictly star-shaped we mean that there is a point $x \in S$ such that for each $y \in \partial S$ the open segment $(x, y)$ is contained in $S$. Parts I and II of the theorem hold for generic bounded Lipschitz domains.

We recall that such a $\Gamma$-convergence result implies convergence of minimizers, in the sense that Theorem 2.1 implies that the set of minima of $I_{0}$ coincides with the set of accumulation points of asymptotically minimizing sequences for $h^{-\beta} I_{h}$. Explicitly, $(u, v)$ is a minimizer of $I_{0}$ if and only if there is a sequence $y_{h}$, converging to $(u, v)$ as above, such that $h^{-\beta}\left[I_{h}\left(y_{h}\right)-\inf I_{h}\right] \rightarrow 0$.

Further, the same holds if a continuous perturbation, such as external forces, is included. In the relevant case of normal forces, this means that the sequence of functionals

$$
h^{-\beta}\left[I_{h}\left(y_{h}\right)+\int_{\Omega_{1}} f_{h}\left(x^{\prime}\right)\left(y_{h}(x)-h x\right) \cdot e_{3} d x\right]
$$

$\Gamma$-converges to

$$
I_{0}(u, v)+\int_{S} f\left(x^{\prime}\right) v\left(x^{\prime}\right) d x^{\prime}
$$

provided that $h^{3 \beta / 4} f_{h}\left(x^{\prime}\right)$ converges to $f$ in $L^{2}(S)$.
We remark that the range of scalings covered by the present result $(\beta \in(0,4))$ is much broader than the one covered by the corresponding $\Gamma$-convergence results obtained without clamped boundary conditions. Indeed, without boundary conditions, different $\Gamma$-limits for $h^{-\beta} I_{h}$ have been determined for $\beta \in(0,5 / 3), \beta=2, \beta \in(2,4)$ (no result is yet known for $\beta \in[5 / 3,2)$ ). The two extreme cases $\beta=0$ and $\beta=4$ are special both in the presence or in the absence of clamped boundary conditions. We refer to [10] for a more complete presentation of these different regimes.
3. Proof of Theorem 2.1. We prove the three parts in sequence. We start from the argument for the compactness part, which is more specific to this situation where the energy has very little coercivity and different growth conditions in different variables. The form (1.1) shows that in this scaling regime one cannot expect to have a local coercivity. Compactness is gained by means of the boundary conditions. Indeed, the boundary values imply that $\nabla u_{h}$ has a zero average; hence the integral of $\left|\nabla v_{h}\right|^{2}$ is controlled by the energy. This gives control of $\nabla v_{h}$ in $L^{2}$, but of sym $\nabla u_{h}$ only in $L^{1}$.

The lower bound is obtained by a standard argument exploiting the form of $W$ close to the minimum, again with some subtleties arising from the weakness of the topologies.

Finally, in the upper bound an explicit construction is needed, which characterizes the folds which are used to reduce the energy of compressive deformations. In a first step we reduce to smooth displacements $(u, v)$ with compact support, using the star-shapedness of $S$ and the convexity of $W_{\text {Fö }}$. Then we provide a construction which reverses the relaxation. This is based on the explicit definition of oscillatory sequences which reduce the energy of compressive deformations. From the viewpoint of nonlinear elasticity the typical construction can be seen as a laminate between isometric deformations, whose average is, in general, a short deformation, i.e., a deformation whose gradient lies in the convex hull of the set of isometries $O(2,3)$.

Proof.
Part I: Compactness. We have a family of deformations $y_{h}$ such that

$$
\begin{align*}
& y_{h}(x)=x^{\prime}+h x_{3} e_{3} \quad \forall x \in \partial S \times(-1 / 2,1 / 2)  \tag{3.1}\\
& \int_{\Omega_{1}} W\left(\nabla_{h} y_{h}(x)\right) d x \leq C h^{\beta} \tag{3.2}
\end{align*}
$$

We now introduce new functions which characterize the deviation of the elastic deformation $y_{h}$ from the identity $x^{\prime}+h x_{3} e_{3}$. Since we are dealing with thin sheets it is natural to separate the tangential and the normal displacement. Therefore we consider $U_{h} \in W^{1,2}\left(\Omega_{1}, \mathbb{R}^{2}\right)$ and $V_{h} \in W^{1,2}\left(\Omega_{1}\right)$ defined by

$$
y_{h}(x)=x^{\prime}+h x_{3} e_{3}+U_{h}(x)+V_{h}(x) e_{3} .
$$

Equivalently,

$$
U_{h}(x):=\left(y_{h}(x)-x\right)^{\prime}, \quad V_{h}(x):=\left(y_{h}(x)-h x\right) \cdot e_{3} .
$$

The gradients are related by

$$
\nabla_{h} y_{h}(x)=\operatorname{Id}_{3}+\nabla^{\prime} U_{h}(x)+e_{3} \otimes \nabla^{\prime} V_{h}(x)+\frac{1}{h}\left(\partial_{3} U_{h}(x)+\partial_{3} V_{h}(x) e_{3}\right) \otimes e_{3}
$$

The tangential nonlinear strain takes the form

$$
\begin{equation*}
\left[\left(\nabla_{h} y_{h}\right)^{T} \nabla_{h} y_{h}-\mathrm{Id}_{3}\right]^{\prime}=2 \operatorname{sym} \nabla^{\prime} U_{h}+\left(\nabla^{\prime} U_{h}\right)^{T}\left(\nabla^{\prime} U_{h}\right)+\nabla^{\prime} V_{h} \otimes \nabla^{\prime} V_{h} \tag{3.3}
\end{equation*}
$$

(recall that $F^{\prime}$ denotes projection of $F$ onto $\mathbb{R}^{2 \times 2}$, and that $\left(\operatorname{Id}_{3}+F\right)^{T}\left(\operatorname{Id}_{3}+F\right)=$ $\left.\mathrm{Id}_{3}+2 \operatorname{sym} F+F^{T} F\right)$.

Integrating (3.3) over $x^{\prime} \in S$ the first term cancels, since $\int_{S} \nabla^{\prime} U(x) d x^{\prime}=0$ by (3.1). Taking the trace and integrating over $x_{3} \in(-1 / 2,1 / 2)$ leads to

$$
\begin{equation*}
\int_{\Omega_{1}}\left|\nabla^{\prime} U_{h}(x)\right|^{2}+\left|\nabla^{\prime} V_{h}(x)\right|^{2} d x=\operatorname{Tr} \int_{\Omega_{1}}\left[\left(\nabla_{h} y_{h}\right)^{T} \nabla_{h} y_{h}-\mathrm{Id}_{3}\right]^{\prime} d x \leq C h^{\beta / 2} \tag{3.4}
\end{equation*}
$$

In the last step we used $\left|F^{T} F-\mathrm{Id}\right| \leq C \operatorname{dist}(F, S O(3))+C \operatorname{dist}^{2}(F, S O(3))$, (W3) and (3.2). Plugging this information back into (3.3) gives an analogous bound for $\operatorname{sym} \nabla^{\prime} U_{h}$ in $L^{1}\left(\Omega_{1} ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$. Summarizing we have

$$
\begin{equation*}
\int_{\Omega_{1}}\left|\operatorname{sym} \nabla^{\prime} U_{h}(x)\right|+\left|\nabla^{\prime} U_{h}(x)\right|^{2}+\left|\nabla^{\prime} V_{h}(x)\right|^{2} d x \leq C h^{\beta / 2} \tag{3.5}
\end{equation*}
$$

Therefore it is natural to rescale the tangential displacement $U_{h}$ by $h^{\beta / 2}$, and the normal one $V_{h}$ by $h^{\beta / 4}$.

Taking averages over $x_{3}$, we define the rescaled displacements $u_{h} \in W_{0}^{1,2}\left(S, \mathbb{R}^{2}\right)$ and $v_{h} \in W_{0}^{1,2}(S)$ by

$$
u_{h}\left(x^{\prime}\right):=\frac{1}{h^{\beta / 2}} \int_{-1 / 2}^{1 / 2} U_{h}\left(x^{\prime}, x_{3}\right) d x_{3}, \quad v_{h}\left(x^{\prime}\right):=\frac{1}{h^{\beta / 4}} \int_{-1 / 2}^{1 / 2} V_{h}\left(x^{\prime}, x_{3}\right) d x_{3}
$$

This definition is equivalent to (2.1) and (2.2) above.
By (3.5) the sequence $\nabla^{\prime} v_{h}$ is bounded in $L^{2}\left(S, \mathbb{R}^{2}\right)$; hence there is a subsequence such that

$$
\begin{equation*}
v_{h} \rightharpoonup v \text { weakly in } W_{0}^{1,2}(S) \tag{3.6}
\end{equation*}
$$

By (3.5) the sequence $\operatorname{sym} \nabla^{\prime} u_{h}$ is bounded in $L^{1}\left(S, \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$, and since $u_{h} \in W_{0}^{1,2}$ we can apply the Poincaré-Korn inequality [25] (see also [15, 16] and [26, sect. II.1]) to find

$$
\left\|u_{h}\right\|_{L^{2}\left(S, \mathbb{R}^{2}\right)} \leq C\left\|\operatorname{sym} \nabla^{\prime} u_{h}\right\|_{L^{1}\left(S, \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)} \leq C
$$

In particular there is a subsequence and $u \in L^{2}$ such that

$$
\begin{equation*}
u_{h} \rightharpoonup u \quad \text { weakly in } L^{2}\left(S, \mathbb{R}^{2}\right) \tag{3.7}
\end{equation*}
$$

Further, $\nabla^{\prime} u_{h}$ converges to $D^{\prime} u$ in the sense of distributions, and by (3.5)

$$
\begin{equation*}
\operatorname{sym} \nabla^{\prime} u_{h}\left(x^{\prime}\right) d x^{\prime} \stackrel{*}{\rightharpoonup} \operatorname{sym} D^{\prime} u \quad \text { weakly* in } \mathcal{M}\left(S, \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right) \tag{3.8}
\end{equation*}
$$

This is the compactness entailed in the functionals under considerations. We now use this information to obtain a lower bound that in turn will also allow us to prove that $u \in X(S)$.

Part II: Lower bound. The first part of the argument is along the lines of [12], and in a sense it constitutes the "generic" lower bound argument used in the regime $I_{h}\left(y_{h}\right) \rightarrow 0$, i.e., for $\nabla_{h} y_{h}$ close to $S O(3)$. In this range it is natural to "normalize" the deformation gradients $\nabla_{h} y_{h}$ in order to use the structure of $W$ near $S O(3)$. This amounts to considering a field of rotations $R_{h}: \Omega_{1} \rightarrow S O(3)$ such that

$$
\left|\nabla_{h} y_{h}(x)-R_{h}(x)\right|=\operatorname{dist}\left(\nabla_{h} y_{h}(x), S O(3)\right)
$$

The function $R_{h}$ can be chosen to be measurable (see Lemma A. 6 in the appendix), and hence in $L^{\infty}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right)$. We also note (see Lemma A. 1 in the appendix) that

$$
R_{h}(x)^{T} \nabla_{h} y_{h}(x) \in \mathbb{R}_{\mathrm{sym}}^{3 \times 3}
$$

Consider now

$$
\begin{equation*}
G_{h}:=\frac{R_{h}^{T} \nabla_{h} y_{h}-\mathrm{Id}_{3}}{h^{\beta / 2}} \tag{3.9}
\end{equation*}
$$

Since $\left|G_{h}\right|=\operatorname{dist}\left(\nabla_{h} y_{h}, S O(3)\right) / h^{\beta / 2}$, from (W3) and (3.2) we get that $G_{h}$ is uniformly bounded in $L^{2}$, and taking a subsequence,

$$
G_{h} \rightharpoonup G \quad \text { weakly in } L^{2}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right)
$$

We now use Taylor's formula to obtain a lower bound in terms of the second derivatives of $W$ at the identity. Precisely, by (W1) and (W2) there is $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that $\lim _{t \rightarrow 0} \rho(t) / t^{2}=0$ and

$$
\begin{aligned}
W\left(\nabla_{h} y_{h}\right) & =W\left(\operatorname{Id}_{3}+R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right) \\
& \geq \frac{1}{2} Q_{3}\left(R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right)-\rho\left(\left|R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right|\right)
\end{aligned}
$$

It is convenient to consider separately the part of the domain where $\nabla_{h} y_{h}$ is close to a rotation, which is large, and the small exceptional set. To do this, let

$$
\omega_{h}=\left\{x \in \Omega_{1}: \operatorname{dist}\left(\nabla_{h} y_{h}(x), S O(3)\right) \leq h^{\beta / 4}\right\}
$$

Let $\chi_{h}$ be the characteristic function of $\omega_{h}$. By (W3) and (3.2) we get $\left|\omega_{h}\right| \rightarrow\left|\Omega_{1}\right|$. Restricting the integration to $\omega_{h}$ we get

$$
\begin{align*}
\frac{I_{h}\left(y_{h}\right)}{h^{\beta}} \geq & \frac{1}{2} \int_{\Omega_{1}} \chi_{h}(x) Q_{3}\left(\frac{R_{h}(x)^{T} \nabla_{h} y_{h}(x)-\mathrm{Id}_{3}}{h^{\beta / 2}}\right) d x  \tag{3.10}\\
& -\frac{1}{h^{\beta}} \int_{\Omega_{1}} \chi_{h}(x) \rho\left(\operatorname{dist}\left(\nabla_{h} y_{h}(x), S O(3)\right)\right) d x
\end{align*}
$$

The second term goes to zero as $h \rightarrow 0$, for it is equal to the integral of

$$
\frac{\chi_{h} \rho\left(\operatorname{dist}\left(\nabla_{h} y_{h}, S O(3)\right)\right)}{\operatorname{dist}^{2}\left(\nabla_{h} y_{h}, S O(3)\right)} \cdot \frac{\operatorname{dist}^{2}\left(\nabla_{h} y_{h}, S O(3)\right)}{h^{\beta}}
$$

By the definition of $\omega_{h}$ the first fraction converges uniformly to zero as $h \rightarrow 0$, at the same time the second one is uniformly bounded in $L^{1}$ by (3.2).

As $\chi_{h}(x) \in\{0,1\}$ we also have $\chi_{h} Q_{3}\left(G_{h}\right)=Q_{3}\left(\chi_{h} G_{h}\right)$, and since $\chi_{h} G_{h} \rightharpoonup G$ weakly in $L^{2}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right)$ we easily conclude from (3.10) that

$$
\liminf _{h \rightarrow 0} \frac{I_{h}\left(y_{h}\right)}{h^{\beta}} \geq \frac{1}{2} \int_{\Omega_{1}} Q_{3}(G(x)) d x
$$

Note that $G$ is symmetric, as was $G_{h}$.
In order to extract further information on $G$ it is useful to express it as a limit of a sequence not involving $R_{h}$. Since $\nabla_{h} y_{h}=R_{h}\left(\mathrm{Id}_{3}+h^{\beta / 2} G_{h}\right)$ we get

$$
\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)=\operatorname{Id}_{3}+2 h^{\beta / 2} G_{h}+h^{\beta} G_{h}^{T} G_{h}
$$

and thus

$$
\begin{equation*}
G_{h}-\frac{\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)-\mathrm{Id}_{3}}{2 h^{\beta / 2}}=-\frac{h^{\beta / 2}}{2} G_{h}^{T} G_{h} \rightarrow 0 \quad \text { strongly in } L^{1}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right) \tag{3.11}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\frac{\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)-\mathrm{Id}_{3}}{2 h^{\beta / 2}} \rightharpoonup G \quad \text { weakly in } L^{1}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right) \tag{3.12}
\end{equation*}
$$

As $G(x)$ is symmetric we have $Q_{3}(G(x)) \geq Q_{2}\left(G(x)^{\prime}\right)$. Furthermore, as $Q_{2}$ is convex, we can apply Jensen's inequality in the $x_{3}$ direction and find

$$
\liminf _{h \rightarrow 0} \frac{I_{h}\left(y_{h}\right)}{h^{\beta}} \geq \frac{1}{2} \int_{S} Q_{2}\left(A\left(x^{\prime}\right)\right) d x^{\prime}
$$

where

$$
A\left(x^{\prime}\right)=\int_{-1 / 2}^{1 / 2} G\left(x^{\prime}+x_{3} e_{3}\right)^{\prime} d x_{3} \quad \forall x^{\prime} \in S
$$

It remains to relate $A$ to $u$ and $v$. To do this, we consider the integral over $x_{3} \in(-1 / 2,1 / 2)$ of the nonlinear strain,

$$
A_{h}\left(x^{\prime}\right):=\int_{-1 / 2}^{1 / 2} \frac{\left[\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)-\mathrm{Id}_{3}\right]^{\prime}}{2 h^{\beta / 2}} d x_{3}
$$

By (3.12) we have

$$
\begin{equation*}
A_{h} \rightharpoonup A \text { weakly in } L^{1}\left(S, \mathbb{R}^{2 \times 2}\right) \tag{3.13}
\end{equation*}
$$

At the same time, dividing (3.3) by $2 h^{\beta / 2}$ and integrating over $x_{3}$ gives

$$
A_{h}\left(x^{\prime}\right)=\frac{1}{h^{\beta / 2}} \int_{-1 / 2}^{1 / 2} \operatorname{sym} \nabla^{\prime} U_{h}(x)+\frac{\nabla^{\prime} V_{h}(x) \otimes \nabla^{\prime} V_{h}(x)}{2}+\frac{\nabla^{\prime} U_{h}(x)^{T} \nabla^{\prime} U_{h}(x)}{2} d x_{3}
$$

The first term equals sym $\nabla^{\prime} u_{h}\left(x^{\prime}\right)$, and the other two can be bounded via Jensen's inequality, leading to

$$
A_{h}\left(x^{\prime}\right) \geq \operatorname{sym} \nabla^{\prime} u_{h}\left(x^{\prime}\right)+\frac{\nabla^{\prime} v_{h}\left(x^{\prime}\right) \otimes \nabla^{\prime} v_{h}\left(x^{\prime}\right)}{2}+h^{\beta / 2} \nabla^{\prime} u_{h}\left(x^{\prime}\right)^{T} \nabla^{\prime} u_{h}\left(x^{\prime}\right)
$$

As $v_{h}$ is bounded in $W^{1,2}(S)$ we have that $\nabla v_{h} \otimes \nabla v_{h}$ converges weakly* to a measure $\mu \in \mathcal{M}\left(S, \mathbb{R}^{2 \times 2}\right)$, and by a standard lower semicontinuity argument $\mu \geq \nabla v \otimes \nabla v$. Using (3.8) and the fact that the third term on the right-hand side is positive semidefinite, we conclude that

$$
\begin{equation*}
A\left(x^{\prime}\right) d x^{\prime} \geq \operatorname{sym} D^{\prime} u+\frac{\nabla^{\prime} v\left(x^{\prime}\right) \otimes \nabla^{\prime} v\left(x^{\prime}\right)}{2} d x^{\prime} . \tag{3.14}
\end{equation*}
$$

The difference of the two sides of this inequality defines a Radon measure on $S$ with values in $\mathbb{R}_{+}^{2 \times 2}$ that we denote by $M$. In particular sym $D^{\prime} u+M$ is absolutely continuous with respect to the Lebesgue measure as

$$
\operatorname{sym} D^{\prime} u+M=\left\{A\left(x^{\prime}\right)-\frac{\nabla^{\prime} v\left(x^{\prime}\right) \otimes \nabla^{\prime} v\left(x^{\prime}\right)}{2}\right\} d x^{\prime} .
$$

Finally,

$$
\liminf _{h \rightarrow 0} \frac{I_{h}\left(y_{h}\right)}{h^{\beta}} \geq \frac{1}{2} \inf \left\{\int_{S} Q_{2}\left(\left(\operatorname{sym} D^{\prime} u+M\right)\left(x^{\prime}\right)+\frac{\nabla^{\prime} v\left(x^{\prime}\right) \otimes \nabla^{\prime} v\left(x^{\prime}\right)}{2}\right) d x^{\prime}\right\},
$$

where the infimum runs over all $M \in \mathcal{M}\left(S, \mathbb{R}_{+}^{2 \times 2}\right)$ such that sym $D^{\prime} u+M \in L^{1}\left(S, \mathbb{R}_{\text {sym }}^{2 \times 2}\right)$.
Finally, we repeat the argument for $\bar{y}_{h}(x):=y_{h}(x)$ if $x \in S \times(-h / 2, h / 2)$, $\bar{y}_{h}(x):=x^{\prime}+h x_{3} e_{3}$ if $x \in\left(\mathbb{R}^{2} \backslash S\right) \times(-h / 2, h / 2)$. As $W\left(\operatorname{Id}_{3}\right)=0$ and $Q_{3}(0)=$ $Q_{2}(0)=0$ the above argument can be repeated without any change, and we find that there exists a measure $M \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)$ such that sym $D^{\prime} \bar{u}+M \in L^{1}\left(\mathbb{R}^{2}, \mathbb{R}_{\text {sym }}^{2 \times 2}\right)$. Thus $u \in X(S)$.

Part III: Upper bound. We are given $u \in X(S)$ and $v \in W_{0}^{1,2}(S)$ with $I_{0}(u, v)<\infty$ (otherwise there is nothing to prove), and we have to construct a recovery sequence. We shall now use the star-shapedness of $S$ to show that it suffices to consider $u$ and $v$ with compact support in $S$; then we use convexity of $W_{\mathrm{Fö}}$ to show that it suffices to consider smooth $u$ and $v$, and finally we provide an explicit construction.

After a translation we can assume that $S$ is star-shaped with respect to the origin. Fix $\varepsilon>0$ and consider the functions

$$
u_{\varepsilon}\left(x^{\prime}\right)=\frac{1}{1+\varepsilon} \bar{u}\left((1+\varepsilon) x^{\prime}\right), \quad v_{\varepsilon}\left(x^{\prime}\right)=\frac{1}{1+\varepsilon} \bar{v}\left((1+\varepsilon) x^{\prime}\right) .
$$

As above, we denote by a bar extension by zero outside $S$, so that, e.g., $\bar{u}=u$ on $S$ and $\bar{u}=0$ in $\mathbb{R}^{2} \backslash S$. It is clear that $u_{\varepsilon}$ and $v_{\varepsilon}$ are supported on $S /(1+\varepsilon) \subset \subset S$. At the same time $u_{\varepsilon} \in X(S)($ as $u \in X(S)), v_{\varepsilon} \in W_{0}^{1,2}(S)$, and, as $\varepsilon \rightarrow 0$,

$$
\left(u_{\varepsilon}, v_{\varepsilon}\right) \rightarrow(u, v) \quad \text { weakly* in } X(S) \times W^{1,2}(S)
$$

(i.e., in the convergence stated in Part I). Now we remark that

$$
\begin{equation*}
I_{0}\left(u_{\varepsilon}, v_{\varepsilon}\right) \leq(1+\varepsilon)^{-2} I_{0}(u, v) . \tag{3.15}
\end{equation*}
$$

This follows from a change of variables, once one has proven that $\nabla^{\prime} v_{\varepsilon}\left(x^{\prime}\right)=\nabla^{\prime} v((1+$ $\left.\varepsilon) x^{\prime}\right)$ and that for any $M \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)$ such that sym $D^{\prime} \bar{u}+M \in L^{1}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)$ we can find $M_{\varepsilon} \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)$ such that

$$
\operatorname{sym} D^{\prime} \overline{u_{\varepsilon}}+M_{\varepsilon}=\left(\operatorname{sym} D^{\prime} \bar{u}+M\right)\left((1+\varepsilon) x^{\prime}\right) d x^{\prime} .
$$

We now show how to construct $M_{\varepsilon}$. Since

$$
\operatorname{sym} D^{\prime} \overline{u_{\varepsilon}}=\frac{1}{(1+\varepsilon)^{2}}\left[\frac{1}{1+\varepsilon} \operatorname{Id}_{2} \# \operatorname{sym} D^{\prime} \bar{u}\right]
$$

(where \# stands for the push-forward of measures, that is, $f \# \mu(E):=\mu\left(f^{-1}(E)\right)$ ), it suffices to choose

$$
M_{\varepsilon}:=\frac{1}{(1+\varepsilon)^{2}}\left[\frac{1}{1+\varepsilon} \mathrm{Id}_{2} \# M\right] .
$$

This concludes the proof of (3.15). From now on we assume that $(u, v)$ is supported on $S_{0} \subset \subset S$.

To show that ( $u, v$ ) can be assumed to be smooth, fix $\delta<\operatorname{dist}\left(S_{0}, \partial S\right)$, and set

$$
u_{\delta}\left(x^{\prime}\right)=\int_{S_{0}} \rho_{\delta}\left(x^{\prime}-y^{\prime}\right) u\left(y^{\prime}\right) d y^{\prime}, \quad v_{\delta}\left(x^{\prime}\right)=\int_{S_{0}} \rho_{\delta}\left(x^{\prime}-y^{\prime}\right) v\left(y^{\prime}\right) d y^{\prime},
$$

where $\rho_{\delta}$ is a standard mollification kernel on the scale $\delta$, i.e., $\rho_{\delta}\left(x^{\prime}\right)=\delta^{-2} \rho\left(x^{\prime} / \delta\right)$ for $\rho \in C_{c}^{\infty}\left(B^{2}\right), \int_{\mathbb{R}^{2}} \rho=1$. Then automatically $\left(u_{\delta}, v_{\delta}\right) \in C_{c}^{\infty}\left(S, \mathbb{R}^{2}\right) \times C_{c}^{\infty}(S)$, and as $\delta \rightarrow 0$ we have $\left(u_{\delta}, v_{\delta}\right) \rightarrow(u, v)$ weakly in $X(S) \times W^{1,2}(S)$. It remains to show that $\lim \sup _{\delta \rightarrow 0} I_{0}\left(u_{\delta}, v_{\delta}\right) \leq I_{0}(u, v)$. To see this let $M \in \mathcal{M}\left(\mathbb{R}^{2}, \mathbb{R}_{+}^{2 \times 2}\right)$ be such that $f=\operatorname{sym} D^{\prime} \bar{u}+M \in L^{1}\left(\mathbb{R}^{2}, \mathbb{R}_{\text {sym }}^{2 \times 2}\right)$, and

$$
I_{0}(u, v) \leq \frac{1}{2} \int_{S} Q_{2}\left(\left(\operatorname{sym} D^{\prime} u+M\right)\left(x^{\prime}\right)+\frac{\nabla v\left(x^{\prime}\right) \otimes \nabla v\left(x^{\prime}\right)}{2}\right) d x^{\prime}+\delta
$$

( $M$ and $f$ will depend on $\delta$ ). Then

$$
\nabla^{\prime} u_{\delta}\left(x^{\prime}\right)=\int_{S} \rho_{\delta}\left(x^{\prime}-y^{\prime}\right) f\left(y^{\prime}\right) d y^{\prime}-\int_{S} \rho_{\delta}\left(x^{\prime}-y^{\prime}\right) d M\left(y^{\prime}\right),
$$

where the second integral takes values in the (convex) set $\mathbb{R}_{+}^{2 \times 2}$. We now use that $W_{\mathrm{Fo}}$ is nondecreasing in its (matrix-valued) first argument and that it is convex to obtain

$$
\begin{aligned}
\int_{S} W_{\mathrm{Fö}}\left(\nabla^{\prime} u_{\delta}, \nabla^{\prime} v_{\delta}\right) d x^{\prime} & \leq \int_{S} W_{\mathrm{Fö}}\left(\rho_{\delta} * f, \rho_{\delta} * \nabla^{\prime} v\right) d x^{\prime} \\
& \leq \int_{S} W_{\mathrm{Fö}}\left(f, \nabla^{\prime} v\right) d x^{\prime} .
\end{aligned}
$$

On the smooth functions ( $u_{\delta}, v_{\delta}$ ) we can use (2.4), and since $W_{\mathrm{Fö}} \leq Q_{2}$, we get

$$
I_{0}\left(u_{\delta}, v_{\delta}\right) \leq I_{0}(u, v)+\delta .
$$

It remains to prove the thesis for the case $u \in C_{c}^{\infty}\left(S, \mathbb{R}^{2}\right), v \in C_{c}^{\infty}(S)$. We first show that for every $j \in \mathbb{N}$ we can find $M_{j} \in L^{\infty}\left(S, \mathbb{R}_{+}^{2 \times 2}\right)$ and $a_{j} \in C_{c}^{\infty}\left(S, \mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
\frac{1}{2} \int_{S} Q_{3}\left(\operatorname{sym}\left(\nabla^{\prime} u+a_{j} \otimes e_{3}\right)+\frac{\nabla^{\prime} v \otimes \nabla^{\prime} v}{2}+M_{j}\right) d x^{\prime} \leq I_{0}(u, v)+\frac{C}{j}, \tag{3.16}
\end{equation*}
$$

with $M_{j}$ taking only a finite number of values, each of them on a Lipschitz subset of $S$. To see this, consider a subdivision of $S$ into small squares, say of side $l_{j}$. The
oscillation of the smooth fields $\nabla u$ and $\nabla v$ on each square is uniformly small; hence provided $l_{j}$ is small enough - on each square we can pick one value of $a$ and one value of $M$ so that

$$
Q_{3}\left(\operatorname{sym}\left(\nabla^{\prime} u+a_{j} \otimes e_{3}\right)+\frac{\nabla^{\prime} v \otimes \nabla^{\prime} v}{2}+M_{j}\right) \leq W_{\mathrm{Fö}}\left(\nabla^{\prime} u, \nabla^{\prime} v\right)+\frac{1}{j}
$$

Further, on the squares intersecting $\partial S$ we can choose $a=0$, since $u$ and $v$ have zero boundary values. This defines piecewise constant fields $a_{j}$ and $M_{j}$ with the required property. Smoothing $a_{j}$ concludes the proof of (3.16).

Claim. Given $u \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right), v \in C_{0}^{\infty}(S), a \in C_{0}^{\infty}\left(S, \mathbb{R}^{3}\right)$, and $M \in L^{\infty}\left(S, \mathbb{R}_{+}^{2 \times 2}\right)$, taking finitely many values on Lipschitz subsets of $S$, there exists a sequence $y_{h} \in$ $C^{\infty}\left(\Omega_{1}, \mathbb{R}^{3}\right)$ such that $y_{h}(x)=x^{\prime}+h x_{3} e_{3}$ for $x \in \partial S \times(-1 / 2,1 / 2)$; the functions $u_{h}$ and $v_{h}$ defined as in (2.1) and (2.2) satisfy (3.6), (3.7), and (3.8); the scaled nonlinear strain

$$
F_{h}:=\frac{\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)-\mathrm{Id}_{3}}{2 h^{\beta / 2}}
$$

converges to

$$
\begin{equation*}
F_{h} \rightarrow \operatorname{sym}\left(\nabla^{\prime} u+a \otimes e_{3}\right)+\frac{\nabla^{\prime} v \otimes \nabla^{\prime} v}{2}+M \quad \text { strongly in } L^{2}\left(\Omega_{1}, \mathbb{R}^{3 \times 3}\right) \tag{3.17}
\end{equation*}
$$

and such that there is a field of rotations $R_{h} \in L^{\infty}\left(\Omega_{1}, S O(3)\right)$ such that

$$
\begin{equation*}
\left\|R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right\|_{L^{\infty}\left(S, \mathbb{R}^{3 \times 3}\right)} \leq C h^{\beta / 2} \tag{3.18}
\end{equation*}
$$

for some constant $C$ which does not depend on $h$.
Assume for the moment that this can be done. By (W1) and (W2) we get

$$
W\left(\nabla_{h} y_{h}\right)=W\left(R_{h}^{T} \nabla_{h} y_{h}\right)=\frac{1}{2} Q_{3}\left(R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right)+o\left(\left|R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right|^{2}\right)
$$

so that by (3.18) it follows that

$$
\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} \int_{\Omega_{1}} W\left(\nabla_{h} y_{h}\right) d x=\lim _{h \rightarrow 0} \frac{1}{2} \int_{\Omega_{1}} Q_{3}\left(G_{h}\right) d x<\infty
$$

where $G_{h}:=h^{-\beta / 2}\left(R_{h}^{T} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right)$. By (3.18) $G_{h}$ is bounded in $L^{\infty}$. Then $F_{h}-G_{h}=$ $2^{-1} h^{\beta / 2} G_{h}^{T} G_{h}$ (compare with (3.11)) converges strongly to zero in $L^{\infty}$, while by (3.17) $F_{h}$ itself has a strong limit in $L^{2}$. Therefore $G_{h}$ converges strongly in $L^{2}$ to the same limit as $F_{h}$, and this limit is

$$
G(x):=\operatorname{sym}\left(\nabla^{\prime} u\left(x^{\prime}\right)+a\left(x^{\prime}\right) \otimes e_{3}\right)+\frac{\nabla^{\prime} v\left(x^{\prime}\right) \otimes \nabla^{\prime} v\left(x^{\prime}\right)}{2}+M\left(x^{\prime}\right)
$$

This expression does not depend on $x_{3}$, and recalling (3.16) we get

$$
\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} \int_{\Omega_{1}} W\left(\nabla_{h} y_{h}\right) d x=\int_{\Omega_{1}} Q_{3}(G(x)) d x=\int_{S} Q_{3}\left(G\left(x^{\prime}\right)\right) d x^{\prime}=I_{0}(u, v)+\frac{C}{j}
$$

which is the thesis.

Now we prove the claim. Let us define

$$
\begin{aligned}
y_{h}(x):= & x^{\prime}+h x_{3} e_{3}+h^{\beta / 2}\left(u\left(x^{\prime}\right)+\xi_{h}\left(x^{\prime}\right)\right)+h^{\beta / 4}\left(v\left(x^{\prime}\right)+\varphi_{h}\left(x^{\prime}\right)\right) e_{3} \\
& +h x_{3}\left(h^{\beta / 4} b_{h}\left(x^{\prime}\right)+h^{\beta / 2} s_{h}\left(x^{\prime}\right) e_{3}+h^{\beta / 2} a\left(x^{\prime}\right)\right)
\end{aligned}
$$

where $b_{h} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right)$, $s_{h} \in C_{0}^{\infty}(S), \xi_{h} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right)$, and $\varphi_{h} \in C_{0}^{\infty}(S)$ have to be chosen properly. The choice of these spaces ensures that the boundary condition $y_{h}(x)=x^{\prime}+h x_{3} e_{3}$ for $x \in \partial S \times(-1 / 2,1 / 2)$ is satisfied. Further, we shall choose all those functions to be uniformly Lipschitz (i.e., their gradients are bounded by a constant which can depend on $M, u$, and $v$, but not on $h$ ).

The linear term in $x_{3}$ cancels under integration over $x_{3} \in(-1 / 2,1 / 2)$; the sequences $u_{h}$ and $v_{h}$ defined via (2.1) and (2.2) satisfy

$$
u_{h}=u+\xi_{h}, \quad v_{h}=v+\varphi_{h} .
$$

We shall choose $\xi_{h} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right)$ and $\varphi_{h} \in C_{0}^{\infty}(S)$ in such a way that

$$
\begin{align*}
& \xi_{h} \rightharpoonup 0 \text { weakly in } W^{1,2}\left(S, \mathbb{R}^{2}\right)  \tag{3.19}\\
& \varphi_{h} \rightharpoonup 0 \text { weakly in } W^{1,4}(S)  \tag{3.20}\\
&\left\|\left(\nabla^{\prime}\right)^{2} \varphi_{h}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)} \leq \frac{C}{\varepsilon_{h}} \tag{3.21}
\end{align*}
$$

for a suitable sequence $\varepsilon_{h} \rightarrow 0$ as $h \rightarrow 0$. Note that (3.19) and (3.20) ensure the convergence properties (3.6), (3.7), and (3.8).

Let us now note that we have

$$
\begin{equation*}
\nabla_{h} y_{h}=\operatorname{Id}_{3}+h^{\beta / 4} H_{1}+h^{\beta / 2} H_{2}+h^{1+\beta / 4} H_{3}+h^{1+\beta / 2} H_{4} \tag{3.22}
\end{equation*}
$$

where

$$
\begin{aligned}
H_{1} & :=e_{3} \otimes \nabla^{\prime} v_{h}+b_{h} \otimes e_{3} \\
H_{2} & :=\nabla^{\prime} u_{h}+a \otimes e_{3}+s_{h} e_{3} \otimes e_{3} \\
H_{3} & :=x_{3} \nabla^{\prime} b_{h} \\
H_{4} & :=x_{3}\left(\nabla^{\prime} s_{h}+\nabla^{\prime} a\right)
\end{aligned}
$$

Expanding the nonlinear strain $\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)$ via the rule $\left(\operatorname{Id}_{3}+F\right)^{T}\left(\operatorname{Id}_{3}+F\right)=$ $\mathrm{Id}_{3}+2 \operatorname{sym} F+F^{T} F$ we get

$$
\left(\nabla_{h} y_{h}\right)^{T}\left(\nabla_{h} y_{h}\right)-\mathrm{Id}_{3}=2 h^{\beta / 4} \operatorname{sym} H_{1}+h^{\beta / 2}\left(2 \operatorname{sym} H_{2}+H_{1}^{T} H_{1}\right)+o\left(h^{\beta / 2}\right) J_{h}
$$

for a suitable tensor field $J_{h}$ that we shall consider again later on. In order to obtain a strain of order $h^{\beta / 2}$ we need to render $H_{1}$ antisymmetric, which can be done by choosing

$$
\begin{equation*}
b_{h}:=-\nabla^{\prime} v_{h} \tag{3.23}
\end{equation*}
$$

In this way we find

$$
\begin{aligned}
F_{h} & =\operatorname{sym} H_{2}+\frac{H_{1}^{T} H_{1}}{2}+\frac{o\left(h^{\beta / 2}\right)}{2 h^{\beta / 2}} J_{h} \\
& =\operatorname{sym}\left(\nabla^{\prime} u_{h}+a \otimes e_{3}\right)+\left(s_{h}-\frac{\left|\nabla^{\prime} v_{h}\right|^{2}}{2}\right) e_{3} \otimes e_{3}+\frac{\nabla^{\prime} v_{h} \otimes \nabla^{\prime} v_{h}}{2}+\frac{o\left(h^{\beta / 2}\right)}{2 h^{\beta / 2}} J_{h}
\end{aligned}
$$

Since we are looking for (3.17) we choose

$$
\begin{equation*}
s_{h}:=-\frac{\left|\nabla^{\prime} v_{h}\right|^{2}}{2} \tag{3.24}
\end{equation*}
$$

and then, in order to have (3.17), it remains to show that (i) $\xi_{h}$ and $\varphi_{h}$ can be chosen in such a way that (3.19), (3.20) hold and

$$
\begin{equation*}
\operatorname{sym}\left(\nabla^{\prime} \xi_{h}+\nabla^{\prime} v \otimes \nabla^{\prime} \varphi_{h}\right)+\frac{\nabla^{\prime} \varphi_{h} \otimes \nabla^{\prime} \varphi_{h}}{2} \rightarrow M \quad \text { strongly in } L^{2}\left(S, \mathbb{R}^{2 \times 2}\right) \tag{3.25}
\end{equation*}
$$

and that (ii) the resulting tensor field $J_{h}$ satisfies

$$
\begin{equation*}
\frac{o\left(h^{\beta / 2}\right)}{h^{\beta / 2}} J_{h} \rightarrow 0 \quad \text { strongly in } L^{2}\left(S, \mathbb{R}^{2 \times 2}\right) \tag{3.26}
\end{equation*}
$$

This can be done as follows. Let us define

$$
\xi_{h}=\psi_{h}-\varphi_{h} \nabla^{\prime} v
$$

for some $\psi_{h} \in W_{0}^{1, \infty}\left(S, \mathbb{R}^{2}\right)$ to be chosen later. Then we find

$$
\begin{aligned}
& \operatorname{sym}\left(\nabla^{\prime} \xi_{h}+\nabla^{\prime} v \otimes \nabla^{\prime} \varphi_{h}\right)+\frac{\nabla^{\prime} \varphi_{h} \otimes \nabla^{\prime} \varphi_{h}}{2} \\
= & \operatorname{sym} \nabla^{\prime} \psi_{h}+\frac{\nabla^{\prime} \varphi_{h} \otimes \nabla^{\prime} \varphi_{h}}{2}-\varphi_{h}\left(\nabla^{\prime}\right)^{2} v
\end{aligned}
$$

According to Lemma A. 4 we can find $\psi_{h} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right)$ and $\varphi_{h} \in C_{0}^{\infty}(S)$ uniformly Lipschitz and such that (3.20) and (3.21) hold (with an $\varepsilon_{h}$ that we can choose arbitrarily, provided it goes to zero), with

$$
\operatorname{sym} \nabla^{\prime} \psi_{h}+\frac{\nabla^{\prime} \varphi_{h} \otimes \nabla^{\prime} \varphi_{h}}{2} \rightarrow M
$$

strongly in $L^{2}\left(S, \mathbb{R}^{2 \times 2}\right)$ and $\psi_{h} \rightharpoonup 0$ weakly in $W_{0}^{1,2}\left(S, \mathbb{R}^{2}\right)$. As a consequence the resulting sequence $\xi_{h}$ will satisfy (3.19), and also (3.25) will hold true. We now prove that (3.26) is also true and (3.17) will be established. To this end let us note that, with the above choices of $b_{h}, s_{h}, \xi_{h}$ and $\varphi_{h}$, we have that, for every $h$,

$$
\begin{aligned}
& \left\|H_{1}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)}+\left\|H_{2}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)} \leq C \\
& \left\|H_{3}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)}+\left\|H_{4}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)} \leq C\left(1+\left\|\left(\nabla^{\prime}\right)^{2} \varphi_{h}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)}\right)
\end{aligned}
$$

Then

$$
\frac{o\left(h^{\beta / 2}\right)}{h^{\beta / 2}}\left|J_{h}\right| \leq C\left(h^{\beta / 4}+h^{1-\beta / 4}\left|\left(\nabla^{\prime}\right)^{2} \varphi_{h}\right|\right) \leq C\left(h^{\beta / 4}+\frac{h^{1-\beta / 4}}{\varepsilon_{h}}\right)
$$

Since we are working in the regime $0<\beta<4$, it suffices to choose $\varepsilon_{h}=h^{(1-\beta / 4) / 2}$.
In the end we prove (3.18). First of all let us note that for every $F \in \mathbb{R}^{3 \times 3}$ we have

$$
\operatorname{dist}(F, S O(3)) \leq\left|\operatorname{sym} F-\operatorname{Id}_{3}\right|+C|F-\mathrm{Id}|^{2}
$$

an inequality that reflects the fact that the tangent space of $S O(3)$ at $\operatorname{Id}_{3}$ is the space of antisymmetric matrices. Next we consider a measurable field $\mathbb{R}_{h}: S \rightarrow$ $S O(3)$ such that $\operatorname{dist}\left(\nabla_{h} y_{h}, S O(3)\right)=\left|R_{h}-\nabla_{h} y_{h}\right|$. From (3.22) we deduce that $\left\|\nabla_{h} y_{h}-\operatorname{Id}_{3}\right\|_{L^{\infty}\left(S, \mathbb{R}^{3 \times 3}\right)} \leq C h^{\beta / 4}$ (in particular $R_{h}$ is uniquely defined) and that $\left\|\operatorname{sym} \nabla_{h} y_{h}-\operatorname{Id}_{3}\right\|_{L^{\infty}\left(S, \mathbb{R}^{3 \times 3}\right)} \leq C h^{\beta / 2}$, as sym $H_{1}=0$. Thus from the inequality we pointed out above we have $\left|R_{h}-\nabla_{h} y_{h}\right| \leq C h^{\beta / 2}$, from which (3.18) immediately follows.
4. Membranes with an applied normal force. The $\Gamma$-convergence result of Theorem 2.1 permits one to study the behavior of minimizing sequences for the physically relevant case where external forces are included without any a priori assumption on the scaling of the energy. The following discussion clarifies in particular that the scaling of the energy is dictated by the scaling of the applied forces. Precisely, we consider the extended functional

$$
\begin{equation*}
F_{h}\left(w_{h}, \Omega_{h}\right)=E\left(w_{h}, \Omega_{h}\right)-\frac{1}{h} \int_{\Omega_{h}} f_{h}\left(x^{\prime}\right)\left(w_{h}(x)-x\right) \cdot e_{3} d x \tag{4.1}
\end{equation*}
$$

Here and below $w_{h} \in \mathcal{A}_{h}$, where

$$
\mathcal{A}_{h}:=\left\{w \in W^{1,2}\left(\Omega_{h} ; \mathbb{R}^{3}\right): \quad w(x)=x \text { on } \partial S \times\left(-\frac{h}{2}, \frac{h}{2}\right)\right\}
$$

The normal force $f_{h}$ is in $H^{-1}(S)$ (the dual space to $H_{0}^{1}(S):=W_{0}^{1,2}(S)$ ).
For any $h$ and any $f_{h}$, one has $F_{h}\left(\operatorname{Id}, \Omega_{h}\right)=0$, where $\operatorname{Id}(x)=x$ is the identical map. Hence the infimum of $F_{h}$ is always less than or equal to zero, and if it equals zero it is attained. Therefore we can construct sequences of almost-minimizers, i.e., sequences of deformations $w_{h} \in \mathcal{A}_{h}$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{F_{h}\left(w_{h}, \Omega_{h}\right)}{\inf _{\mathcal{A}_{h}}\left\{F_{h}\right\}}=1 \tag{4.2}
\end{equation*}
$$

with the convention that $0 / 0=1$, and $t / 0=\infty$ for $t>0$. We are interested in the behavior of such almost-minimizers of $F_{h}$ for small $h$, assuming that the external forces $f_{h}$ scale as $h^{\alpha}$.

Corollary 4.1. Let $f_{h} \in H^{-1}(S)$ be such that

$$
\begin{equation*}
\frac{1}{h^{\alpha}} f_{h} \rightarrow f \quad \text { in } H^{-1}(S) \tag{4.3}
\end{equation*}
$$

for some $f \in H^{-1}(S)$ and some $\alpha \in(0,3)$. Let $w_{h} \in \mathcal{A}_{h}$ be a sequence of almostminimizers of $F_{h}$, in the sense of (4.2). Then there exists a constant $C$ (depending on the sequences $\left\{f_{h}\right\}$ and $\left\{w_{h}\right\}$ ) such that, for $\beta=4 \alpha / 3$,

$$
\begin{equation*}
-C h^{\beta} \leq \inf _{\mathcal{A}_{h}}\left\{F_{h}\right\} \leq 0 \tag{4.4}
\end{equation*}
$$

Moreover, there is a subsequence which converges to a limit $(\bar{u}, \bar{v})$ in the sense specified in Theorem 2.1. The limit $(\bar{u}, \bar{v})$ minimizes the functional

$$
\begin{equation*}
I_{0}(u, v)-\int_{S} f v d x^{\prime} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} \inf _{\mathcal{A}_{h}}\left\{F_{h}\right\}=\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} F_{h}\left(w_{h}, \Omega_{h}\right)=I_{0}(\bar{u}, \bar{v})-\int_{S} f \bar{v} d x^{\prime} \tag{4.6}
\end{equation*}
$$

Finally, let $(\tilde{u}, \tilde{v})$ be any minimizer of $I_{0}(u, v)-\int_{S} f v d x^{\prime}$. Then there is a sequence $w_{h} \in \mathcal{A}_{h}$, converging in the sense specified in Theorem 2.1 to ( $\tilde{u}, \tilde{v}$ ), which fulfills (4.2) and (4.6).

Proof. We define

$$
\begin{equation*}
E_{h}:=E\left(w_{h}, \Omega_{h}\right)=\frac{1}{h} \int_{\Omega_{h}} W\left(\nabla w_{h}(x)\right) d x=\int_{\Omega_{1}} W\left(\nabla_{y} y_{h}(x)\right) d x \tag{4.7}
\end{equation*}
$$

and first claim that $E_{h} \rightarrow 0$. Indeed, for sufficiently small $h$, one has $\left\|f_{h}\right\|_{H^{-1}} \leq$ $h^{\alpha}\left(\|f\|_{H^{-1}}+1\right)$ and

$$
\begin{aligned}
\frac{1}{h} \int_{\Omega_{h}} f_{h}\left(x^{\prime}\right)\left(w_{h}(x)-x\right) \cdot e_{3} d x & =\int_{S} f_{h}\left(x^{\prime}\right) \int_{-h / 2}^{h / 2}\left(w_{h}(x)-x\right) \cdot e_{3} d x_{3} d x^{\prime} \\
& \leq C h^{\alpha}\left(\|f\|_{H^{-1}(S)}+1\right)\left\|\nabla^{\prime} \bar{v}_{h}\right\|_{L^{2}(S)}
\end{aligned}
$$

where

$$
\bar{v}_{h}\left(x^{\prime}\right):=\int_{-h / 2}^{h / 2}\left(w_{h}(x)-x\right) \cdot e_{3} d x_{3}
$$

In turn, by assumption (W3) we have

$$
\left|\nabla^{\prime} w_{h}\right|^{2} \leq C\left(W\left(\nabla w_{h}\right)+1\right)
$$

and therefore

$$
\left\|\nabla^{\prime} \bar{v}_{h}\right\|_{L^{2}(S)}^{2} \leq \frac{1}{h}\left\|\nabla^{\prime} w_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C\left(1+E_{h}\right)
$$

We conclude that

$$
F_{h}\left(w_{h}, \Omega_{h}\right) \geq E_{h}-C h^{\alpha}\left(\|f\|_{H^{-1}(S)}+1\right)\left(1+E_{h}\right)^{1 / 2}
$$

By (4.2) and the fact that $\inf \left\{F_{h}\right\} \leq F_{h}\left(\mathrm{Id}, \Omega_{h}\right)=0$, it follows that for sufficiently small $h$ we have

$$
\begin{equation*}
F_{h}\left(w_{h}, \Omega_{h}\right) \leq 0 \tag{4.8}
\end{equation*}
$$

Therefore $E_{h} \rightarrow 0$.
The proof of part I of Theorem 2.1 can now be repeated, replacing $h^{\beta}$ by $E_{h}$ in all statements, and no other change. Precisely, (4.7) replaces (3.2), in both (3.4) and (3.5) the estimate is in terms of $C E_{h}^{1 / 2}$, and the definitions of $u_{h}$ and $v_{h}$ are replaced by

$$
\tilde{u}_{h}\left(x^{\prime}\right):=\frac{1}{E_{h}^{1 / 2}} \int_{-1 / 2}^{1 / 2} U_{h}\left(x^{\prime}, x_{3}\right) d x_{3}, \quad \tilde{v}_{h}\left(x^{\prime}\right):=\frac{1}{E_{h}^{1 / 4}} \int_{-1 / 2}^{1 / 2} V_{h}\left(x^{\prime}, x_{3}\right) d x_{3}
$$

(recall that $\left.y_{h}(x)=w_{h}\left(x^{\prime}+h x_{3} e_{3}\right)=x^{\prime}+h x_{3} e_{3}+U_{h}(x)+V_{h}(x) e_{3}\right)$. We also obtain convergence as in (3.6), (3.7), and (3.8) for $\tilde{u}_{h}$ and $\tilde{v}_{h}$, and to some limit $\tilde{u}$ and $\tilde{v}$.

Consider now the forcing term. Arguing as above, we write

$$
\frac{1}{h} \int_{\Omega_{h}} f_{h}\left(x^{\prime}\right)\left(w_{h}(x)-x\right) \cdot e_{3} d x=\int_{\Omega_{1}} f_{h} V_{h} d x=E_{h}^{1 / 4} \int_{S} f_{h} v_{h} d x^{\prime}
$$

Since $v_{h}$ is bounded in $W_{0}^{1,2}$ and $h^{-\alpha} f_{h}$ is bounded in the dual space $H^{-1}$, we obtain

$$
\begin{equation*}
F_{h}\left(w_{h}, \Omega_{h}\right) \geq E_{h}-C E_{h}^{1 / 4} h^{\alpha} \tag{4.9}
\end{equation*}
$$

Here and in the following $C$ is a constant which depends on the sequences $\left\{f_{h}\right\}$ and $\left\{w_{h}\right\}$. Recalling (4.8), we see that, for sufficiently small $h, E_{h} \leq C E_{h}^{1 / 4} h^{\alpha}$ and hence

$$
\begin{equation*}
E_{h} \leq C h^{4 \alpha / 3} \tag{4.10}
\end{equation*}
$$

In turn, this implies

$$
F_{h}\left(w_{h}, \Omega_{h}\right) \geq-C E_{h}^{1 / 4} h^{\alpha} \geq-C h^{4 \alpha / 3}
$$

and (4.4) is proven.
By (4.10) we can apply Theorem 2.1 with $\beta=4 \alpha / 3$. Let $\bar{u}, \bar{v}$ be the limit deformations in the sense of part I of Theorem 2.1, and fix that subsequence. Using part II of Theorem 2.1 and (4.3) we conclude that, along the same subsequence,

$$
\begin{equation*}
\liminf _{h \rightarrow 0} \inf _{\mathcal{A}_{h}} \frac{1}{h^{4 \alpha / 3}} F_{h}=\liminf _{h \rightarrow 0} \frac{1}{h^{4 \alpha / 3}} F_{h}\left(w_{h}, \Omega_{h}\right) \geq I_{0}(\bar{u}, \bar{v})-\int_{S} f \bar{v} d x^{\prime} \tag{4.11}
\end{equation*}
$$

At the same time, from part III of Theorem 2.1 for every $(\tilde{u}, \tilde{v})$ there is a sequence $\tilde{w}_{h}$ converging to $(\tilde{u}, \tilde{v})$ and such that

$$
\lim _{h \rightarrow 0} \frac{1}{h^{4 \alpha / 3}} F_{h}\left(\tilde{w}_{h}, \Omega_{h}\right)=I_{0}(\tilde{u}, \tilde{v})-\int_{S} f \tilde{v} d x^{\prime}
$$

This shows in particular that

$$
\liminf _{h \rightarrow 0} \inf _{\mathcal{A}_{h}} \frac{1}{h^{4 \alpha / 3}} F_{h} \leq I_{0}(\tilde{u}, \tilde{v})-\int_{S} f \tilde{v} d x^{\prime}
$$

hence the pair $(u, v)$ is a minimizer of the limiting functional, and (4.11) is an equality. This concludes the proof of (4.6). Finally, taking $(\tilde{u}, \tilde{v})$ to be any minimizer of the limiting functional we conclude the proof of the corollary.

Appendix. We start by briefly analyzing the properties of the space $u \in X(S)$, the convex cone in $B D(S)$ that was introduced in (2.3) and that arises naturally in the determination of the domain of the $\Gamma$-limit $I_{0}$. General references for the space of functions of bounded deformation $B D(S)$ are, for example, the monograph by Temam [26] and the paper by Ambrosio, Coscia, and Dal Maso [2].

Let us recall that if $u \in B D(S)$, then

$$
\operatorname{sym} D^{\prime} u=f_{u}\left(x^{\prime}\right) d x^{\prime}+\mu_{u}
$$

where $\mu_{u} \in \mathcal{M}\left(S, \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ is singular with respect to the Lebesgue measure on $S$, and $f_{u} \in L^{1}\left(S, \mathbb{R}^{2 \times 2}\right)$ is the density of $\operatorname{sym} D^{\prime} u$ with respect to the Lebesgue measure. Then $u \in X(S)$ if and only if $\mu_{\bar{u}} \leq 0$, where $\bar{u}=u$ in $S$ and $\bar{u}=0$ in $\mathbb{R}^{2} \backslash S$.

The structure of the singular part of the strain $\mu_{\bar{u}}$ can be further analyzed: indeed, it turns out that there is a rectifiable set $J_{u}$ in $S$ and that, once we have fixed an orientation of it in $\nu_{u} \in L^{\infty}\left(\mathcal{H}^{1}\left\lfloor J_{u}, S^{1}\right)\right.$, there are functions $u^{+}, u^{-} \in L^{1}\left(\mathcal{H}^{1}\left\lfloor J_{u}, \mathbb{R}^{2}\right)\right.$, and a measure $\left(\operatorname{sym} D^{\prime} u\right)^{c}$ singular with respect to both $d x^{\prime}$ and $\mathcal{H}^{1}$, such that

$$
\mu_{\bar{u}}=\left(\operatorname{sym} D^{\prime} u\right)^{c}+\operatorname{sym}\left(\left(u^{+}-u^{-}\right) \otimes \nu_{u}\right) d \mathcal{H}^{1}\left\lfloor J_{u}+\operatorname{sym}\left(-\operatorname{tr}(u) \otimes \nu_{S}\right) d \mathcal{H}^{1}\lfloor\partial S\right.
$$

where $\operatorname{tr}(u) \in L^{1}\left(\mathcal{H}^{1}\left\lfloor\partial S, \mathbb{R}^{2}\right)\right.$ is the trace of $u$ on $\partial S$ and $\nu_{S}$ is the outer normal to $S$. In particular the condition $\mu_{\bar{u}} \leq 0$ implies the compatibility condition

$$
u^{+}\left(x^{\prime}\right)-u^{-}\left(x^{\prime}\right)=-\lambda\left(x^{\prime}\right) \nu_{u}\left(x^{\prime}\right) \text { for } \mathcal{H}^{1} \text {-a.e. } x^{\prime} \in J_{u}
$$

for a suitable $\lambda \in L^{1}\left(\mathcal{H}^{1}\left\lfloor J_{u},[0, \infty)\right.\right.$ ) (we recall that sym $a \otimes b \leq 0$, with $b \neq 0$, if and only if $a=-\lambda b$ ). The sign condition on the boundary term gives analogously

$$
\operatorname{tr}(u)\left(x^{\prime}\right)=\lambda\left(x^{\prime}\right) \nu_{S}\left(x^{\prime}\right) \quad \text { for } \mathcal{H}^{1} \text { a.e. } x^{\prime} \in \partial S
$$

for a function $\lambda \in L^{1}(\partial S,[0, \infty))$. The geometric meaning of the condition $\left(\operatorname{sym} D^{\prime} u\right)^{c}$ $\leq 0$ for the Cantor part of $\operatorname{sym} D^{\prime} u$ is instead less clear as the validity of the "rank-one property" (established in the space $B V$ by Alberti [1]) in $B D$ is at present unknown.

One could ask if the sign condition $\mu_{\bar{u}} \leq 0$ is sufficient to gain more regularity for the distributional gradient $D^{\prime} u$. It turns out that this is not the case, in the sense that there are functions in $X(S)$ that are not in $B V\left(S, \mathbb{R}^{2}\right)$. For example, let $S=(-1,1)^{2}$, and for $i>2$ let $Q_{i}=\left(2^{-i}, 2^{-i+1}\right)^{2}$. In each $Q_{i}$ by [21, Theorem 1] (see also [6, Theorem 1]) there is $u_{i} \in C_{0}^{\infty}\left(Q_{i}, \mathbb{R}^{2}\right)$ such that

$$
\int_{Q_{i}}\left|\operatorname{sym} \nabla^{\prime} u_{i}\right| d x^{\prime} \leq 2\left|Q_{i}\right|, \quad \int_{Q_{i}}\left|\nabla^{\prime} u_{i}\right| d x^{\prime} \geq 2^{i}
$$

We set $u=u_{i}$ in $Q_{i}, u=0$ on $S \backslash \cup Q_{i}$. It is clear that $u$ is in $B D(S)$ but not in $B V\left(S ; \mathbb{R}^{2}\right)$, and that it has zero trace on $\partial S$. To show that it is in $X$, it suffices to check that the symmetric part of the distributional gradient is absolutely continuous with respect to the Lebesgue measure. Since $u \in C^{1}\left(S \backslash\{0\}, \mathbb{R}^{2}\right)$, it suffices to check that the $n$-dimensional density of $\operatorname{sym} D^{\prime} u$ at zero is finite. To this end let $\rho B^{2}$ be the ball of radius $\rho$ and center in the origin; then

$$
\left|\operatorname{sym} D^{\prime} u\right|\left(\rho B^{2}\right) \leq \sum_{\left\{i: Q_{i} \cap \rho B^{2} \neq \emptyset\right\}}\left|\operatorname{sym} D^{\prime} u\right|\left(Q_{i}\right) \leq 4\left|\rho B^{2}\right|
$$

This concludes the proof.
It is not clear if for the $u$ constructed above we can find a $v \in W_{0}^{1,2}(S)$ such that $I_{0}(u, v)<\infty$. In other words, the question of whether the space $\{u \in X(S)$ : $I_{0}(u, v)<\infty$ for some $\left.v \in W_{0}^{1,2}(S)\right\}$ is contained in $B V\left(S, \mathbb{R}^{2}\right)$ remains open. It is, however, clear that this space is not more regular than $B V$. Indeed, let $f:(0,1) \rightarrow$ $(0,1)$ be a generic monotonic $B V$ function, and extend it to $\mathbb{R}$ by $f(t)=t$. Then set $u(x)=-\left(f\left(x_{1}\right)-x_{1}, 0\right), v=0, S=(-2,2)^{2}$. Then $I_{0}(u, v)<\infty$. This construction provides an example of where the jump and Cantor part of $D u$ are nonzero.

The rest of the appendix is devoted to the statement and proof of some lemmas that were used in the proof of the upper bound. Of particular relevance in the description of the relaxation process of compressive deformations are Lemmas A. 3 and A.4.

Lemma A.1. Let $F \in \mathbb{R}^{n \times n}$. Then there is $R \in S O(n)$ such that $\operatorname{dist}(F, S O(n))=$ $\left|R^{T} F-\operatorname{Id}_{n}\right|$. For all such $R$, the product $R^{T} F$ is symmetric.

Proof. This is well known. We recall the argument for the convenience of the reader. Existence is clear. To show symmetry, observe that by replacing $F$ by $\tilde{F}=$ $R^{T} F$ one can reduce to the case $R=\operatorname{Id}_{n}$, i.e., it suffices to show that $\operatorname{dist}(F, S O(n))=$ $\left|F-\operatorname{Id}_{n}\right|$ implies that $F$ is symmetric. Consider the function

$$
f(Q)=|F-Q|^{2}=|F|^{2}-2 F: Q+|Q|^{2}
$$

(we write $F: G=\operatorname{Tr} F^{T} G=\sum F_{i j} G_{i j}$ ). The first and last term are constant (for $Q \in S O(n)$ ) and can be ignored. That $Q=\mathrm{Id}$ is a local minimum among all $Q \in S O(n)$ implies that the gradient of the linear term $-2 F: Q$, i.e., $-2 F$, is normal
to the constraint $S O(n)$ at the identity. The tangent space to $S O(n)$ at the identity is the space of skew-symmetric matrices; hence this requirement corresponds to $-2 F$ being symmetric.

Lemma A.2. $W_{F o ̈}$ is convex.
Proof. Choose $\lambda \in(0,1), A, A^{\prime} \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}$, and $b, b^{\prime} \in \mathbb{R}^{2}$, and set

$$
A_{\lambda}=\lambda A+(1-\lambda) A^{\prime}, \quad b_{\lambda}=\lambda b+(1-\lambda) b^{\prime}
$$

We have to show that

$$
W_{\mathrm{Fö}}\left(A_{\lambda}, b_{\lambda}\right) \leq \lambda W_{\mathrm{Fö}}(A, b)+(1-\lambda) W_{\mathrm{Fö}}\left(A^{\prime}, b^{\prime}\right) .
$$

The key observation is that

$$
b_{\lambda} \otimes b_{\lambda}=\lambda b \otimes b+(1-\lambda) b \otimes b-\lambda(1-\lambda)\left(b-b^{\prime}\right) \otimes\left(b-b^{\prime}\right) .
$$

Therefore for any $M_{\lambda} \in \mathbb{R}_{+}^{2 \times 2}$ we have

$$
\begin{aligned}
W_{\mathrm{Fö}}\left(A_{\lambda}, b_{\lambda}\right) & \leq Q_{2}\left(\operatorname{sym} A_{\lambda}+\frac{1}{2} b_{\lambda} \otimes b_{\lambda}+M_{\lambda}\right) \\
& =Q_{2}\left(\lambda\left[\operatorname{sym} A+\frac{b \otimes b}{2}\right]+(1-\lambda)\left[\operatorname{sym} A^{\prime}+\frac{b^{\prime} \otimes b^{\prime}}{2}\right]-M_{b}+M_{\lambda}\right)
\end{aligned}
$$

where $M_{b}=\lambda(1-\lambda)\left(b-b^{\prime}\right) \otimes\left(b-b^{\prime}\right) \in \mathbb{R}_{+}^{2 \times 2}$.
Choose $M, M^{\prime} \in \mathbb{R}_{+}^{2 \times 2}$ so that

$$
W_{\mathrm{Fö}}(A, b)=Q_{2}\left(\operatorname{sym} A+\frac{1}{2} b \otimes b+M\right)
$$

and the same condition holds for $A^{\prime}, b^{\prime}$, and $M^{\prime}$, and set $M_{\lambda}=\lambda M+(1-\lambda) M^{\prime}+M_{b} \in$ $\mathbb{R}_{+}^{2 \times 2}$. Then the previous expression takes the form

$$
Q_{2}\left(\lambda\left[\operatorname{sym} A+\frac{b \otimes b}{2}+M\right]+(1-\lambda)\left[\operatorname{sym} A^{\prime}+\frac{b^{\prime} \otimes b^{\prime}}{2}+M^{\prime}\right]\right)
$$

and the convexity of $Q_{2}$ concludes the proof. $\square$
Lemma A.3. For each $M \in \mathbb{R}_{+}^{2 \times 2}$ there are $\psi_{\delta} \in W^{1, \infty}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ and $\varphi_{\delta} \in$ $W^{1, \infty}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{aligned}
\psi_{\delta} \stackrel{*}{\rightharpoonup} 0 & \text { weakly* in } W^{1, \infty}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right), \\
\varphi_{\delta} \stackrel{*}{\rightharpoonup} 0 & \text { weakly* in } W^{1, \infty}\left(\mathbb{R}^{2}\right)
\end{aligned}
$$

as $\delta \rightarrow 0$,

$$
\operatorname{sym} \nabla^{\prime} \psi_{\delta}\left(x^{\prime}\right)+\frac{\nabla^{\prime} \varphi_{\delta}\left(x^{\prime}\right) \otimes \nabla^{\prime} \varphi_{\delta}\left(x^{\prime}\right)}{2}=M
$$

for a.e. $x^{\prime} \in \mathbb{R}^{2}$ and $\left\|\psi_{\delta}\right\|_{W^{1, \infty}}+\left\|\varphi_{\delta}\right\|_{W^{1, \infty}} \leq C(|M|+1)$.
Proof. Let $\zeta(t)$ be defined as $t$ if $0<t<1 / 2$, as $(1-t)$ if $1 / 2<t<1$ and extended periodically on the rest of $\mathbb{R}$. Let $\zeta_{\delta}(t):=\delta \zeta(t / \delta)$ for every $\delta>0$ so that $\zeta_{\delta}$ - $^{*} 0$ weakly* in $W^{1, \infty}(\mathbb{R})$ as $\delta \rightarrow 0$.

We can write $M=\lambda_{1} a_{1} \otimes a_{1}+\lambda_{2} a_{2} \otimes a_{2}$ for $a_{1}, a_{2} \in S^{1}$ and $\lambda_{1}, \lambda_{2} \geq 0$. We define

$$
\psi_{\delta}\left(x^{\prime}\right):=\left(\sqrt{\lambda}_{1} a_{1}-\sqrt{\lambda}_{2} a_{2}\right) \zeta_{\delta}\left(\left(\sqrt{\lambda}_{1} a_{1}+\sqrt{\lambda}_{2} a_{2}\right) \cdot x^{\prime}\right)
$$

so that

$$
\nabla^{\prime} \psi_{\delta}\left(x^{\prime}\right):=\zeta_{\delta}^{\prime}\left(\left(\sqrt{\lambda}_{1} a_{1}+\sqrt{\lambda}_{2} a_{2}\right) \cdot x^{\prime}\right)\left(\sqrt{\lambda}_{1} a_{1}-\sqrt{\lambda}_{2} a_{2}\right) \otimes\left(\sqrt{\lambda}_{1} a_{1}+\sqrt{\lambda}_{2} a_{2}\right)
$$

In particular

$$
\operatorname{sym} \nabla^{\prime} \psi_{\delta}\left(x^{\prime}\right)= \begin{cases}\lambda_{1} a_{1} \otimes a_{1}-\lambda_{2} a_{2} \otimes a_{2} & \text { on } S_{\delta}^{+}, \\ \lambda_{2} a_{2} \otimes a_{2}-\lambda_{1} a_{1} \otimes a_{1} & \text { on } S_{\delta}^{-}\end{cases}
$$

where we have put $S_{\delta}^{-}=\mathbb{R}^{2} \backslash S_{\delta}^{+}$and

$$
S_{\delta}^{+}:=\left\{x^{\prime} \in \mathbb{R}^{2}: \text { for a } k \in \mathbb{N} \text { we have }\left(\sqrt{\lambda}_{1} a_{1}+\sqrt{\lambda}_{2} a_{2}\right) \cdot x^{\prime} \in\left(k \delta, k \delta+\frac{1}{2} \delta\right)\right\}
$$

Correspondingly we define

$$
\varphi_{\delta}\left(x^{\prime}\right):= \begin{cases}\zeta_{\delta}\left(2 \sqrt{\lambda}_{2} a_{2} \cdot x^{\prime}\right) & \text { if } x^{\prime} \in S_{\delta}^{+} \\ \zeta_{\delta}\left(-2 \sqrt{\lambda}_{1} a_{1} \cdot x^{\prime}\right) & \text { if } x^{\prime} \in S_{\delta}^{-}\end{cases}
$$

Note that $\varphi_{\delta} \in W^{1, \infty}\left(\mathbb{R}^{2}\right)$. Indeed if $x^{\prime} \in \overline{S_{\delta}^{+}} \cap \overline{S_{\delta}^{-}}$we have that for some $j \in \mathbb{N}$

$$
j \delta=2\left(\sqrt{\lambda}_{1} a_{1}+\sqrt{\lambda}_{2} a_{2}\right) \cdot x^{\prime}
$$

and since $\zeta_{\delta}$ is $\delta$-periodic we deduce that $\varphi_{\delta}$ is continuous on the interfaces, and thus Lipschitz on $\mathbb{R}^{2}$. On the other hand we have that

$$
\nabla^{\prime} \varphi_{\delta}\left(x^{\prime}\right)= \begin{cases}2 \sqrt{\lambda_{2}} \zeta_{\delta}^{\prime}\left(2 \sqrt{\lambda}_{2} a_{2} \cdot x^{\prime}\right) a_{2} & \text { if } x^{\prime} \in S_{\delta}^{+} \\ -2 \sqrt{\lambda}_{1} \zeta_{\delta}^{\prime}\left(-2 \sqrt{\lambda}_{1} a_{1} \cdot x^{\prime}\right) a_{1} & \text { if } x^{\prime} \in S_{\delta}^{-}\end{cases}
$$

and since $\zeta_{\delta}^{\prime}= \pm 1$ a.e. we get

$$
\nabla^{\prime} \varphi_{\delta}\left(x^{\prime}\right) \otimes \nabla^{\prime} \varphi_{\delta}\left(x^{\prime}\right)= \begin{cases}4 \lambda_{2} a_{2} \otimes a_{2} & \text { if } x^{\prime} \in S_{\delta}^{+} \\ 4 \lambda_{1} a_{1} \otimes a_{1} & \text { if } x^{\prime} \in S_{\delta}^{-}\end{cases}
$$

The thesis follows. $\square$
Lemma A.4. Let $M \in L^{\infty}\left(S, \mathbb{R}_{+}^{2 \times 2}\right)$ be constant on each of finitely many Lipschitz subsets $S_{j}$ covering $S$, and let $\varepsilon_{h} \rightarrow 0, \varepsilon_{h}>0$. Then there are $\psi_{h} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right)$ and $\varphi_{h} \in C_{0}^{\infty}(S)$ such that

$$
\begin{aligned}
\psi_{h} & \rightharpoonup 0
\end{aligned} \begin{aligned}
& \varphi_{h} \text { weakly in } W^{1,2}\left(S, \mathbb{R}^{2}\right) \\
& \text { weakly in } W^{1,4}(S) \\
& \operatorname{sym} \nabla^{\prime} \psi_{h}\left(x^{\prime}\right)+\frac{\nabla^{\prime} \varphi_{h}\left(x^{\prime}\right) \otimes \nabla^{\prime} \varphi_{h}\left(x^{\prime}\right)}{2} \rightarrow M \text { strongly in } L^{2}\left(S, \mathbb{R}^{2 \times 2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\varepsilon_{h}\left\|\left(\nabla^{\prime}\right)^{2} \varphi_{h}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)} & \leq 1 \\
\left\|\psi_{h}\right\|_{W^{1, \infty}\left(S, \mathbb{R}^{2}\right)}+\left\|\varphi_{h}\right\|_{W^{1, \infty}(S)} & \leq C\left(\|M\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)}+1\right)
\end{aligned}
$$

Proof. We can without loss of generality assume that $M$ is constant on the entire $S$ (if not, we perform the construction independently on each $S_{j}$ ).

Let $\tilde{\psi}_{\delta}, \tilde{\varphi}_{\delta}$ be the functions given by Lemma A.3, let $S_{\rho}=\left\{x^{\prime} \in S: \operatorname{dist}\left(x^{\prime}, \partial S\right)>\right.$ $\rho\}$, and let $\eta_{\rho} \in C_{0}^{\infty}\left(B_{\rho}, \mathbb{R}\right)$ be a mollification kernel on the scale $\rho$, i.e., such that

$$
\int_{\mathbb{R}^{2}} \eta_{\rho}\left(x^{\prime}\right) d x^{\prime}=1, \quad \int_{\mathbb{R}^{2}} \rho\left|\nabla^{\prime} \eta_{\rho}\left(x^{\prime}\right)\right|+\rho^{2}\left|\left(\nabla^{\prime}\right)^{2} \eta_{\rho}\left(x^{\prime}\right)\right| d x^{\prime} \leq C
$$

We set

$$
\psi_{\delta, \rho}\left(x^{\prime}\right)=\int_{S_{\rho}} \tilde{\psi}_{\delta}\left(y^{\prime}\right) \eta_{\rho}\left(x^{\prime}-y^{\prime}\right) d y^{\prime}
$$

and analogously $\varphi_{\delta, \rho}$. Clearly $\psi_{\delta, \rho} \in C_{0}^{\infty}\left(S, \mathbb{R}^{2}\right), \varphi_{\delta, \rho} \in C_{c}^{\infty}(S)$, and as $\rho \rightarrow 0$

$$
\psi_{\delta, \rho} \rightarrow \tilde{\psi}_{\delta}, \quad \varphi_{\delta, \rho} \rightarrow \tilde{\varphi}_{\delta} \quad \text { strongly in } W^{1,2}\left(S, \mathbb{R}^{2}\right), \text { resp. } W^{1,4}(S)
$$

It remains to take a suitable diagonal subsequence. Indeed, for each $\delta$ we can choose $\rho(\delta)$ such that

$$
\left\|\psi_{\delta, \rho(\delta)}-\tilde{\psi}_{\delta}\right\|_{W^{1,2}\left(S, \mathbb{R}^{2}\right)}+\left\|\varphi_{\delta, \rho(\delta)}-\tilde{\varphi}_{\delta}\right\|_{W^{1,4}(S)} \leq \delta
$$

This ensures all desired convergence properties as $\delta \rightarrow 0$. To include the bound on the second gradient it suffices to choose $\delta(h)$ as the smallest $\delta$ for which

$$
\varepsilon_{h}\left\|\left(\nabla^{\prime}\right)^{2} \varphi_{\delta, \rho(\delta)}\right\|_{L^{\infty}\left(S, \mathbb{R}^{2 \times 2}\right)} \leq 1
$$

This is possible since $\varepsilon_{h} \rightarrow 0$, and for the same reason $\delta(h) \rightarrow 0$. Finally, we set $\psi_{h}=\psi_{\delta(h), \rho(\delta(h))}$ and define $\varphi_{h}$ likewise.

In the proof of Theorem 2.1 we have stated the existence of certain measurable functions. This can be proved by a rather standard application of the measurable selections principle, which is, however, typically disregarded in the literature. We therefore choose to provide here the simple details for the case of interest here.

The basic tool is the following slight simplification of Theorem III. 6 in [4].
Lemma A.5. Let $X$ be a set with a $\sigma$-algebra $\mathcal{F}$, let $Y$ be a complete, separable metric space, and for every $x \in X$ let a nonempty subset $F(x)$ of $Y$ be given in such a way that

$$
\begin{equation*}
\{x \in X: F(x) \cap U \neq \emptyset\} \in \mathcal{F} \tag{A.1}
\end{equation*}
$$

for every open set $U$ in $Y$.
Then a measurable map $f: X \rightarrow Y$ can be defined in such a way that $f(x) \in F(x)$ for every $x \in X$.

For the convenience of the reader we recall the brief proof.
Proof. Let $\left\{y_{k}\right\}_{k}$ be a countable and dense subset of $Y$ and let $f_{0}: X \rightarrow Y$ be defined by

$$
\begin{aligned}
f_{0}(x) & :=y_{k_{0}(x)} \\
k_{0}(x) & :=\min \left\{k \in \mathbb{N}: F(x) \cap B\left(y_{k}, 2^{0}\right) \neq \emptyset\right\}
\end{aligned}
$$

Note that $f_{0}$ is measurable as it takes values in $\left\{y_{k}\right\}_{k}$ and as $\left(f_{0}\right)^{-1}\left(y_{k}\right)$ is measurable for every $k$, by (A.1). Assume that a measurable $f_{j}: X \rightarrow Y$ has been defined in
such a way that $f_{j}(x)=y_{k_{j}(x)}$, for $k_{j}(x)$ such that $F(x) \cap B\left(y_{k_{j}(x)}, 2^{-j}\right) \neq \emptyset$. Then we define $f_{j+1}(x)$ as

$$
\begin{aligned}
& f_{j+1}(x):=y_{k_{j+1}(x)} \\
& k_{j+1}(x):=\min \left\{k \in \mathbb{N}: F(x) \cap B\left(y_{k_{j}(x)}, 2^{-j}\right) \cap B\left(y_{k}, 2^{-j-1}\right) \neq \emptyset\right\}
\end{aligned}
$$

Once again $f_{j+1}$ is measurable by (A.1). Furthermore we have easily that

$$
\operatorname{dist}\left(f_{j}(x), F(x)\right) \leq 2^{-j}, \quad \operatorname{dist}\left(f_{j}(x), f_{j+1}(x)\right) \leq 2^{-j+1}
$$

so that $\operatorname{dist}\left(f_{j}(x), f_{j+h}(x)\right) \rightarrow 0$ as $j \rightarrow \infty$ for every $h$. Since $Y$ is complete for every $x \in X$ we find $f(x) \in F(x)$ such that $f_{j}(x) \rightarrow f(x)$, and in particular the map $f: X \rightarrow Y$ is measurable. This completes the proof of the lemma.

We then state and prove some consequences of this lemma that we have used in the proof of Theorem 2.1.

Lemma A.6. Let $M: \Omega \rightarrow \mathbb{R}^{n \times n}$ be measurable. Then there is a measurable $R: \Omega \rightarrow S O(n)$ such that

$$
|M(x)-R(x)|=\operatorname{dist}(M(x), S O(n)) \quad \forall x \in \Omega
$$

Proof. We apply Lemma A. 5 with $X=\Omega, \mathcal{F}$ the $\sigma$-algebra of the Lebesgue measurable sets of $\Omega, Y=S O(n)$, and $F(x)=\{Q \in S O(n):|Q-M(x)|=$ $\operatorname{dist}(M(x), S O(n))$. Let $U$ be an open set of $S O(3)$ and let $U_{k}$ be an increasing sequence of compact sets exhausting $U$. Then

$$
\begin{aligned}
\{x \in X: & F(x) \cap U \neq \emptyset\} \\
& =\{x \in \Omega: \exists Q \in U,|Q-M(x)|=\operatorname{dist}(M(x), S O(n))\} \\
& =\bigcup_{k \in \mathbb{N}}\left\{x \in \Omega: \operatorname{dist}\left(M(x), U_{k}\right)=\operatorname{dist}(M(x), S O(n))\right\}
\end{aligned}
$$

and each set in this countable union is measurable as it is the coincidence set of two measurable functions.
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#### Abstract

The transform considered in the paper integrates a function supported in the unit disk on the plane over all circles centered at the boundary of this disk. Such a circular Radon transform arises in several contemporary imaging techniques, as well as in other applications. As is common for transforms of Radon type, its range has infinite codimension in standard function spaces. Range descriptions for such transforms are known to be very important for computed tomographyfor instance, when dealing with incomplete data, error correction, and other issues. A complete range description for the circular Radon transform is obtained. Range conditions include the recently found set of moment-type conditions, which happens to be incomplete, as well as other conditions that have less standard form. In order to explain the procedure better, a similar (nonstandard) treatment of the range conditions is described first for the usual Radon transform on the plane.
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1. Introduction. The following "circular" Radon transform, which is the main object of study in this article, arises in several applications, including the newly developing thermoacoustic tomography and its sibling, optoacoustic tomography (e.g., $[5,16,29,56,67,68,69,70])$, as well as radar, sonar, and other applications [40, 48, $51,52]$. It has also been considered in relation to some problems of approximation theory, mathematical physics, and other areas $[1,2,10,13,28,31,38,39]$.

Let $f(x)$ be a continuous function on $\mathbb{R}^{d}, d \geq 2$.
Definition 1. The circular Radon transform of $f$ is defined as

$$
R f(p, \rho)=\int_{|y-p|=\rho} f(y) d \sigma(y)
$$

where $d \sigma(y)$ is the surface area on the sphere $|y-p|=\rho$ centered at $p \in \mathbb{R}^{d}$.
In this definition we do not restrict the set of centers $p$ or radii $r$. It is clear, however, that this mapping is overdetermined, since the dimension of pairs $(p, r)$ is $d+$ 1 , while the function $f$ depends on $d$ variables only. This (as well as the tomographic motivation) suggests that we restrict the set of centers to a set (hypersurface) $S \subset \mathbb{R}^{d}$, while not imposing any restrictions on the radii. This restricted transform is denoted by $R_{S}$ :

$$
R_{S} f(p, \rho)=\left.R f(p, \rho)\right|_{p \in S}
$$

In this paper we will be dealing with the planar case only, i.e., the dimension $d$ will be equal to 2 . Due to tomographic applications, where $S$ is the set of locations of

[^37]transducers $[29,67,68,70]$, from now on we will be looking at the specific case when $S$ is the unit circle $|x|=1$ in the plane.

There are many questions one can ask concerning the circular transform $R_{S}$, e.g., concerning its injectivity, inversion formulas, stability of inversion, and range description. Experience in computerized tomography shows (e.g., [44, 46]) that all these questions are important. Although none of them has been resolved completely for $R_{S}$, significant developments have occurred recently (see, e.g., $[1,2,5,6,12,14$, $16,20,35,46,47,51,52,55,59,60,67,68,69]$ ). The goal of this article is to describe the range of $R_{S}$ in the two-dimensional case, with $S$ being the unit circle. Moreover, we will be dealing with functions supported inside the circle $S$ only. The properties of the operator $R_{S}$ (e.g., stability of the inversion, its Fourier integral operator (FIO) properties, etc.) deteriorate on functions with supports extending outside $S$ (e.g., $[2,16,70]$ and remarks in the last section of this article). However, in tomographic applications one normally deals with functions supported inside $S$ only [29, 56, 67, 70].

As was already mentioned, the range of $R_{S}$ has infinite codimension (e.g., in spaces of smooth functions, see details below) and thus infinitely many range conditions appear. It seems to be a rather standard situation for various types of Radon transforms that range conditions split into two types, one of which is usually easier to discover, while the other "half" is harder to come by. For instance, it took about a decade to find the complete range description for the so-called exponential Radon transform arising in SPECT (single photon emission computed tomography) [3, 4, 33, 34, 66]. For a more general attenuated transform arising in SPECT, it took twice as much time to move from a partial set of range conditions [44, 45] to the complete set [53]. In the circular case, a partial set of such conditions was discovered recently [56]. It happens to be incomplete, and the goal of this text is to find the complete one.

One might ask why is it important to know the range conditions. Such conditions have been used extensively in tomography (as well as in radiation therapy planning, e.g., $[8,9,30]$ ) for various purposes: completing incomplete data, detecting and correcting measurement errors and hardware imperfections, recovering unknown attenuation, etc. $[26,41,42,43,44,49,50,57,64,65]$. Thus, as soon as a new Radontype transform arises in an application, a quest for the range description begins.

In order to explain our approach, we start in the next section with treating a toy example of the standard Radon transform on the plane, where the range conditions are well known (e.g., $[13,17,18,19,25,44,46]$ ). Our approach, however, is different from the standard ones and naturally leads to the considerations of the circular transform in the rest of the paper.
2. The case of the planar Radon transform. In this section we will approach in a somewhat nonstandard way the issue of the range description for the standard Radon transform on the plane. Consider a compactly supported smooth function $f(x)$ on the plane and its Radon transform

$$
\begin{equation*}
(\mathcal{R} f)(\omega, s)=g(\omega, s):=\int_{x \cdot \omega=s} f(x) d l \tag{1}
\end{equation*}
$$

where $s \in \mathbb{R}, \omega \in S^{1}$ is a unit vector in $\mathbb{R}^{2}$, and $d l$ is the arc length measure on the line $x \cdot \omega=s$. We want to describe the range of this transform, say on the space $C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$. Such a description is well known (see, e.g., $[13,17,18,19,25,44,46]$, or any other book or survey on Radon transforms or computed tomography).

Theorem 2. A function $g$ belongs to the range of the Radon transform on $C_{0}^{\infty}$ if and only if the following conditions are satisfied:

1. $g \in C_{0}^{\infty}\left(S^{1} \times \mathbb{R}\right)$;
2. for any $k \in \mathbb{Z}^{+}$the $k$ th moment $G_{k}(\omega)=\int_{-\infty}^{\infty} s^{k} g(\omega, s) d s$ is the restriction to the unit circle $S^{1}$ of a homogeneous polynomial of $\omega$ of degree $k$;
3. $g(\omega, s)=g(-\omega,-s)$.

We would like to look at this result from a slighty different perspective, which will allow us to do a similar thing in the case of the circular Radon transform.

In order to do so, let us expand $g(\omega, s)$ into the Fourier series with respect to the polar angle $\psi$ (i.e., $\omega=(\cos \psi, \sin \psi)$ ):

$$
\begin{equation*}
g(\omega, s)=\sum_{n=-\infty}^{\infty} g_{n}(s) e^{i n \psi} \tag{2}
\end{equation*}
$$

We can now reformulate the last theorem in the following, somewhat unusual way.
Theorem 3. A function $g$ belongs to the range of the Radon transform on $C_{0}^{\infty}$ if and only if the following conditions are satisfied:

1. $g \in C_{0}^{\infty}\left(S^{1} \times \mathbb{R}\right)$;
2. for any $n$, the Mellin transform $M g_{n}(\sigma)=\int_{0}^{\infty} s^{\sigma-1} g_{n}(s) d s$ of the nth Fourier coefficient $g_{n}$ of $g$ vanishes at any pole $\sigma$ of the function $\Gamma\left(\frac{\sigma+1-|n|}{2}\right)$;
3. $g(\omega, s)=g(-\omega,-s)$.

Since the only difference in the statements of these two theorems is in conditions 2 , let us check that these conditions mean the same thing in both cases. Indeed, let us expand $g(\omega, s)$ into Fourier series (2) with respect to $\psi$. Representing $e^{i n \psi}$ as the homogeneous polynomial $\left(\omega_{1}+i(\operatorname{sign} n) \omega_{2}\right)^{|n|}$ of $\omega$ of degree $|n|$, and noticing that $\omega_{1}^{2}+\omega_{2}^{2}=1$ on the unit circle, one easily concludes that condition 2 in Theorem 2 is equivalent to the following: the $k$ th moment $\int_{\mathbb{R}} s^{k} g_{n}(s) d s$ of the $n$th Fourier coefficient vanishes for integers $0 \leq k<|n|$ such that $k-n$ is even.

Let us now look at condition 2 in Theorem 3, still using the same Fourier expansion. Notice that when $k-|n|$ is a negative even integer, $M g_{n}(\sigma)$ is one-half of the moment of order $k=\sigma-1$ of $g_{n}$. Taking into account that $\Gamma\left(\frac{\sigma+1-|n|}{2}\right)=\Gamma\left(\frac{k+2-|n|}{2}\right)$ has poles exactly when $k-|n|$ is a negative even integer, we see that conditions 2 in both theorems are in fact saying the same thing.

One can now ask the question, why should one disguise in the statement of Theorem 3 negative integers as poles of Gamma-function and usual moments as values of Mellin transforms? The answer is that in the less invariant and thus more complex situation of the circular Radon transform, one can formulate a range description in the spirit of Theorem 3, although it is unclear how to get an analogue of the version given in Theorem 2.

As a warm-up, let us derive condition 2 in Theorem 3 directly, without relying on the version given in the preceding theorem. This is in fact an easy by-product of Cormack's inversion procedure; see, e.g., [46, section II.2]. Indeed, if we write down the original function $f(x)$ in polar coordinates $r(\cos \phi, \sin \phi)$ and expand into the Fourier series with respect to the polar angle $\phi$,

$$
\begin{equation*}
f(r(\cos \phi, \sin \phi))=\sum_{n=-\infty}^{\infty} f_{n}(r) e^{i n \phi} \tag{3}
\end{equation*}
$$

then the Fourier coefficients $f_{n}$ and $g_{n}$ of the original and of its Radon transform are
related as follows [44, formula (2.17) and further]:

$$
\begin{equation*}
M\left(r f_{n}(r)\right)(s)=\frac{\left(M g_{n}\right)(s)}{B_{n}(s)} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{n}(s)=\mathrm{const} \frac{\Gamma(s) 2^{-s}}{\Gamma((s+1+|n|) / 2) \Gamma((s+1-|n|) / 2)} \tag{5}
\end{equation*}
$$

Thus, condition 2 of Theorem 3 guarantees that the function $M\left(r f_{n}(r)\right)(s)$ does not develop singularities (which it cannot do for a $C_{0}^{\infty}$-function $f$ ) at zeros of $B_{n}(s)$. It is not that hard now to prove also sufficiency in the theorem, applying Cormack's inversion procedure to $g$ satisfying conditions $1-3$. However, we are not going to do so, since in the next sections we will devote ourselves to doing a similar thing in the more complicated situation of the circular Radon transform.
3. The circular Radon transform. Formulation of the main result. Let us recall the notion of the Hankel transform (e.g., [11]). For a function $h(r)$ on $\mathbb{R}^{+}$, one defines its Hankel transform of an integer order $n$ as follows:

$$
\begin{equation*}
\left(\mathcal{H}_{n} h\right)(\sigma)=\int_{0}^{\infty} J_{n}(\sigma r) h(r) r d r \tag{6}
\end{equation*}
$$

where the standard notation $J_{n}$ is used for Bessel functions of the first kind.
As in the introduction, let $R_{S}$ be the circular Radon transform on the plane that integrates functions compactly supported inside the unit disk $D$ over all circles $|x-p|=\rho$ with centers $p$ located on the unit circle $S=\{p| | p \mid=1$ ). Since this transform commutes with rotations about the origin, the Fourier series expansion with respect to the polar angle partially diagonalizes the operator, and thus the $n$th Fourier coefficient $g_{n}(\rho)$ of $g=R_{S} f$ will depend on the $n$th coefficient $f_{n}$ of the original $f$ only. It was shown in [51] that the following relation between these coefficients holds:

$$
\begin{equation*}
g_{n}(\rho)=2 \pi \rho \mathcal{H}_{0}\left\{J_{n} \mathcal{H}_{n}\left\{f_{n}\right\}\right\} \tag{7}
\end{equation*}
$$

For the reader's convenience, we will provide the brief derivation from [51]. Considering a single harmonic $f=f_{n}(r) e^{i n \phi}$ and using polar coordinates, one obtains

$$
\begin{equation*}
g_{n}(\rho)=\int_{0}^{\infty} r f_{n}(r) d r \int_{0}^{2 \pi} \delta\left[\left(r^{2}+1-2 r \cos \phi\right)^{1 / 2}-\rho\right] e^{-i n \phi} d \phi \tag{8}
\end{equation*}
$$

Thus, the computation boils down to evaluating the integral

$$
I=\int_{0}^{2 \pi} \delta\left[\left(r^{2}+1-2 r \cos \phi\right)^{1 / 2}-\rho\right] e^{-i n \phi} d \phi
$$

Using the standard identity

$$
\delta\left(\rho^{\prime}-\rho\right)=\rho \int_{0}^{\infty} J_{0}\left(\rho^{\prime} z\right) J_{0}(\rho z) z d z
$$

and the identity that is easy to obtain from one of the addition formulas, e.g., from [7, formula (4.10.6)]

$$
2 \pi J_{n}(a z) J_{n}(b z)=\int_{0}^{2 \pi} J_{0}\left[z\left(a^{2}+b^{2}-2 a b \cos \phi\right)^{1 / 2}\right] e^{-i n \phi} d \phi
$$

one goes from (8) to (7).
Since Hankel transforms are involutive, it is easy to invert (7) and get Norton's inversion formulas [51]

$$
\begin{equation*}
f_{n}=\frac{1}{2 \pi} \mathcal{H}_{n}\left\{\frac{\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}}{J_{n}}\right\} \tag{9}
\end{equation*}
$$

Now one can clearly see analogies to the case of the Radon transform, where zeros of Bessel functions should probably introduce some range conditions. This happens to be correct and leads to the main result of this article, as follows.

ThEOREM 4. In order for the function $g(p, \rho)$ on $S^{1} \times \mathbb{R}$ to be representable as $R_{S} f$ with $f \in C_{0}^{\infty}(D)$, it is necessary and sufficient that the following conditions be satisfied:

1. $g \in C_{0}^{\infty}\left(S^{1} \times(0,2)\right)$.
2. For any $n$, the $2 k$ th moment $\int_{0}^{\infty} \rho^{2 k} g_{n}(\rho) d \rho$ of the nth Fourier coefficient of $g$ vanishes for integers $0 \leq k<|n|$. (Equivalently, the $2 k$ th moment $\int_{0}^{\infty} \rho^{2 k} g(p, \rho) d \rho$ is the restriction to the unit circle $S$ of a (nonhomogeneous) polynomial of $p$ of degree at most $k$.)
3. For any $n \in \mathbb{Z}$, function $\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}(\sigma)=\int_{0}^{\infty} J_{0}(\sigma \rho) g_{n}(\rho) d \rho$ vanishes at any zero $\sigma \neq 0$ of Bessel function $J_{n}$. (Equivalently, the $n$th Fourier coefficient with respect to $p \in S^{1}$ of the "Bessel moment" $G_{\sigma}(p)=\int_{0}^{\infty} J_{0}(\sigma \rho) g(p, \rho) d \rho$ vanishes if $\sigma \neq 0$ is a zero of Bessel function $J_{n}$.)
4. Proof of the main result. Let us start by proving necessity, which is rather straightforward. Indeed, the necessity of condition 1 is obvious. Let us prove the second condition. In fact, it has already been established in [56]. Let us repeat for completeness its simple proof. Let $k$ be an integer. Consider the moment of order $2 k$ of $g$ :

$$
\begin{equation*}
\int_{0}^{\infty} \rho^{2 k} g(p, \rho) d \rho=\int_{\mathbb{R}^{2}}|x-p|^{2 k} f(x) d x=\int_{\mathbb{R}^{2}}\left(|x|^{2}-2 x \cdot p+1\right)^{k} f(x) d x \tag{10}
\end{equation*}
$$

(we have taken into account that $|p|=1$ ). We see that the resulting expression is the restriction to $S^{1}$ of a (nonhomogeneous) polynomial of degree $k$ in variable $p$. Expanding into Fourier series with respect to the polar angle of $p$, we see that the $n$th harmonic $g_{n}$ contributes the following homogeneous polynomial of degree $|n|$ in the variable $p$ :

$$
\left(\int_{0}^{\infty} \rho^{2 k} g_{n}(\rho) d \rho\right) e^{i n \psi}
$$

Here as before $p=(\cos \psi, \sin \psi)$. Thus, for $|n|>k$, this term must vanish, which gives necessity of condition 2 . We will return to a discussion of this condition below to add a new twist to it.

Necessity of condition 3 follows immediately from Norton's formula (9), which implies in particular that

$$
\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}=2 \pi J_{n} \mathcal{H}_{n}\left\{f_{n}\right\}
$$

Since both functions $J_{n}$ and $\mathcal{H}_{n}\left\{f_{n}\right\}$ are entire, $\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}$ vanishes whenever $J_{n}$ does.

Remark 5. The reader might ask why in the third condition of the theorem we do not take into account the zero root of $J_{n}$, which in fact has order $n$, while nonzero
roots are all simple. The reason is that condition 2 already guarantees that $\sigma=0$ is zero of order $2 n$ of $\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}$ (twice higher than that of $J_{n}$ ). Indeed, due to evenness of $J_{0}$, function $\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}(\sigma)$ is also even. Thus, all odd order derivatives at $\sigma=0$ vanish. The known Taylor expansion of $J_{0}$ at zero leads to the formula

$$
\mathcal{H}_{0}\left\{g_{n}(\rho) / \rho\right\}(\sigma)=\sum_{m} \frac{(-1)^{m}}{(m!)^{2}}\left(\frac{\sigma}{2}\right)^{2 m} \int_{0}^{\infty} r^{2 m} g_{n}(r) d r
$$

We see now that the moment condition 2 guarantees that $\sigma=0$ is zero of order $2 n$ of $\mathcal{H}_{0}\left\{g_{n} / \rho\right\}(\sigma)$.

Let us move to the harder part, proving sufficiency. Assume a function $g$ satisfies conditions of the theorem and is supported in $S \times(\epsilon, 2-\epsilon)$ for some positive $\epsilon$. We will show that then $g=R_{S} f$ for some $f \in C_{0}^{\infty}\left(D_{\epsilon}\right)$, where $D_{\epsilon}$ is the disk $|x|<1-\epsilon$ in the plane.

Due to Norton's formulas, it is natural to expect the proof to go along the following lines: expand $g$ into the Fourier series $g=\sum_{m} g_{m}(\rho) e^{i m \psi}$ with respect to the angle variable $\psi$, then use (9) to construct a function $f$ and then show that $f$ is of an appropriate function class and that its circular Radon transform is equal to $g$. This is what we are going to do, with a small caveat: instead of constructing $f$ itself, we will construct its two-dimensional Fourier transform. Besides, we will start considering the partial sums of the series $h_{n}=\sum_{|m| \leq n} g_{m}(\rho) e^{i m \phi}$. But first we need to get some simple estimates from below for the Bessel function of the first kind $J_{n}$.

Lemma 6. On the entire complex plane, except for a disk $S_{0}$ centered at the origin and a countable number of disks $S_{k}$ of radii $\pi / 6$ centered at points $\pi\left(k+\frac{2 n+3}{4}\right)$, one has

$$
\begin{equation*}
\left|J_{n}(z)\right| \geq \frac{C e^{|\operatorname{Im} z|}}{\sqrt{|z|}}, \quad C>0 \tag{11}
\end{equation*}
$$

Proof. Let us split the complex plane into three parts by a circle $S_{0}$ of a radius $R$ (to be chosen later) centered at the origin and a planar strip $\{z=x+i y| | y \mid<a\}$, as follows: part I consists of points $z$ satisfying $|z| \geq R$ and $|\operatorname{Im} z| \geq a$; part II consists of points such that $|z| \geq R$ and $|\operatorname{Im} z|<a$; part III is the interior of $S_{0}$, i.e., $|z|<R$. It is clearly sufficient to prove the estimate (11) in the first two parts: outside and inside the strip. Using the parity property of $J_{n}$, it suffices to consider only the right half plane $\operatorname{Re} z \geq 0$.

The Bessel function of the first kind $J_{n}(z)$ has the following known asymptotic representation in the sector $|\arg z| \leq \pi-\delta$ (e.g., [7, formula (4.8.5)] or [36, formula (5.11.6)]):

$$
\begin{align*}
J_{n}(z)= & \sqrt{\frac{2}{\pi z}} \cos \left(z-\frac{\pi n}{2}-\frac{\pi}{4}\right)\left(1+O\left(|z|^{-2}\right)\right) \\
& -\sqrt{\frac{2}{\pi z}} \sin \left(z-\frac{\pi n}{2}-\frac{\pi}{4}\right)\left(\frac{4 n^{2}-1}{8 z}+O\left(|z|^{-3}\right)\right) \tag{12}
\end{align*}
$$

Let us start estimating in the first part of the complex plane, i.e., where $|\operatorname{Im} z|>a$ and $|z|>R$ for sufficiently large $a$ and $R$ (and, as we have agreed, $\operatorname{Re} z \geq 0$ ). There, due to boundedness of $\tan z$ in this region, one concludes that $\frac{\sin z}{z}=\cos z\left(O\left(|z|^{-1}\right)\right)$, and thus (12) implies

$$
J_{n}(z)=\sqrt{\frac{2}{\pi z}} \cos \left(z-\frac{\pi n}{2}-\frac{\pi}{4}\right)\left(1+O\left(|z|^{-1}\right)\right)
$$

which in turn for sufficiently large $a, R$ leads to

$$
\begin{equation*}
\left|J_{n}(z)\right| \geq \frac{C e^{|\operatorname{Im} z|}}{\sqrt{|z|}} \tag{13}
\end{equation*}
$$

In the second part of the plane (right half of the strip), due to boundedness of $\sin z$ we have

$$
J_{n}(z)=\sqrt{\frac{2}{\pi z}}\left[\cos \left(z-\frac{\pi n}{2}-\frac{\pi}{4}\right)\left(1+O\left(|z|^{-2}\right)\right)+O\left(|z|^{-1}\right)\right]
$$

Consider the system of nonintersecting circles $S_{k}$ with centers at $z_{k}=\frac{\pi}{2}+k \pi+\frac{\pi n}{2}+\frac{\pi}{4}$ and radii equal to $\frac{\pi}{6}$. Then outside these circles $\left|\cos \left(z-\frac{\pi n}{2}-\frac{\pi}{4}\right)\right| \geq C$ and

$$
\left|J_{n}(z)\right| \geq \frac{C}{\sqrt{|z|}}\left(1+O\left(|z|^{-1}\right)\right)
$$

This implies that for a suitably chosen and sufficiently large $R$, inside of the strip and outside the circles $S_{k}$, we have

$$
\begin{equation*}
\left|J_{n}(z)\right| \geq \frac{C e^{|\operatorname{Im} z|}}{\sqrt{|z|}} \tag{14}
\end{equation*}
$$

for $|z|>R$. This proves the statement of the lemma.
Let us now return to our task: consider the function $g$ and the partial sums $h_{n}$ of its Fourier series.

Lemma 7.

1. If $g(\phi, \rho)=\sum_{m} g_{m}(\rho) e^{i m \psi}$ satisfies conditions of Theorem 4 and is supported in $S \times(\epsilon, 2-\epsilon)$, then each partial sum $h_{n}=\sum_{|m|<n} g_{m}(\rho) e^{i m \psi}$ does so.
2. For any $n, h_{n}$ is representable as $R_{S} f_{n}$ for a function $f_{n} \in C_{0}^{\infty}\left(D_{\epsilon}\right)$.

Proof. The first statement of the lemma is obvious.
Thus, it is sufficient to prove the second statement for a single term $g=g_{n}(\rho) e^{i n \psi}$. As was just mentioned, we will reconstruct the Fourier transform $F$ of the function $f$. In order to do this, we will use the standard relation between Fourier and Hankel transforms. As before, let $f(x)=f_{n}(r) e^{i n \phi}$, where $r=|x|$ and $\phi$ are polar coordinates on $\mathbb{R}^{2}$. Then the Fourier transform $F(\xi)$ of $f$ at points of the form $\xi=\sigma \omega$, where $\sigma \in \mathbb{C}$ and $\omega=(\cos \psi, \sin \psi) \in \mathbb{R}^{2}$ can be written up to a constant factor as follows:

$$
\begin{equation*}
F(\sigma \omega)=\mathcal{H}_{n}\left(f_{n}\right)(\sigma) e^{i n \psi} \tag{15}
\end{equation*}
$$

(e.g., [11, end of section 14.1]). If we knew that $g=R_{S} f$, then according to (7) this would mean that

$$
\begin{equation*}
F(\sigma \omega)=F(\sigma) e^{i n \psi}=\frac{1}{2 \pi} \frac{\mathcal{H}_{0}\left(g_{n}(\rho) / \rho\right)(\sigma)}{J_{n}(\sigma)} e^{i n \psi} \tag{16}
\end{equation*}
$$

Let us now take (16) as the definition of $F(\sigma \omega)$. Due to the standard parity property of Bessel functions, such an $F$ is a correctly defined function of $\sigma \omega$ for $\sigma \neq 0$ (i.e., $F(\sigma \omega)=F((-\sigma)(-\omega)))$. We would like to show that it is the Fourier transform of a function $f \in C_{0}^{\infty}\left(D_{\epsilon}\right)$. Let us prove first that $F$ belongs to the Schwartz space $\mathcal{S}\left(\mathbb{R}^{2}\right)$. In order to do so, we need to show its smoothness with respect to the angular variable $\psi$; smoothness and fast decay with all derivatives in the radial variable $\sigma$; as
well as that no singularity arises at the origin, which in principle could, due to usage of polar coordinates. Smoothness with respect to the angular variable is obvious, due to (16). Let us deal with the more complex issue of smoothness and decay with respect to $\sigma$. First of all, taking into account that $g_{n}(\rho)$ is supported inside $(0,2)$, and due to the standard two-dimensional Paley-Wiener theorem, we conclude that $u(\sigma)=\mathcal{H}_{0}\left(g_{n}(\rho) / \rho\right)$ is an entire function that satisfies for any $N$ the estimate

$$
\begin{equation*}
|u(\sigma)| \leq C_{N}(1+|\sigma|)^{-N} e^{(2-\epsilon)|\operatorname{Im} \sigma|} . \tag{17}
\end{equation*}
$$

According to the range conditions 2 and 3 of the theorem, this function vanishes at all zeros of Bessel function $J_{n}(\sigma)$ at least to the order of the corresponding zero. This means that function $F(\sigma)=\frac{u(\sigma)}{2 \pi J_{n}(\sigma)}$ is entire. Let us show that it belongs to a Paley-Wiener class.

Indeed, $\mathcal{H}\left(g_{n}(\rho) / \rho\right)$ is an entire function with Paley-Wiener estimate (17). Due to the estimate from below for $J_{n}$ (11) given in Lemma 6 , we conclude that $F(\sigma \omega)$ is an entire function of Paley-Wiener class in the radial directions, uniformly with respect to the polar angle. Namely,

$$
\begin{equation*}
|F(\sigma)| \leq C_{N}(1+|\sigma|)^{-N} e^{(1-\epsilon)|\operatorname{Im} \sigma|} . \tag{18}
\end{equation*}
$$

Indeed, outside the family of circles $S_{k}$ the estimate (11) together with (17) gives the Paley-Wiener estimate (18) we need. Inside these circles, application of the maximum principle finishes the job. Smoothness with respect to the polar angle is obvious. Thus, the only thing one needs to establish to verify that $F$ belongs to the Schwartz class is that $F$ is smooth at the origin. This, however, is the standard question in the Radon transform theory, the answer to which is well known (e.g., [17, pp. 108-109], [18, 19], [25, Chap. 1, proof of Theorem 2.4]). Namely, one needs to establish that for any nonnegative integer $k$, the $k$ th radial (i.e., with respect to $\sigma$ ) derivative of $F(\sigma \omega)$ at the origin is a homogeneous polynomial of order $k$ with respect to $\omega$. So, let us check that this condition is satisfied in our situation. First of all, the parity of the function $F$ is the same as that of $n$. Thus, we do not need to worry about the derivatives $\left.F_{\sigma}^{(k)}\right|_{\sigma=0}$ with $k-n$ odd, since they are zero automatically. Due to the special single-harmonic form of $F$, we only need to check that $\left.F_{\sigma}^{(k)}\right|_{\sigma=0}=0$ for $k<|n|$ with $k-n$ even. This, however, as we have already discussed in Remark 5, follows from the moment conditions 2 of the theorem.

Due to the smoothness that we have just established and Paley-Wiener estimates, $F \in \mathcal{S}\left(\mathbb{R}^{2}\right)$. Thus, $F=\hat{f}$ for some $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$. It remains to show that $f$ is supported inside the disk $D_{\epsilon}$. Consider the usual Radon transform $\mathcal{R} f(s, \phi)$ of $f$. According to the standard Fourier-slice theorem [13, 17, 18, 19, 25, 44], the one-dimensional Fourier transform (denoted by a "hat") from the variable $s$ to $\sigma$ gives (up to a fixed constant factor) the values $\widehat{\mathcal{R} f}(\sigma, \psi)=F(\sigma \omega)$ if, as before, $\omega=(\cos \psi, \sin \psi)$. Here $\mathcal{R}$, as before, denotes the standard Radon transform in the plane. Since functions $F(\sigma \omega)$ of $\sigma$, as we have just discussed, are uniformly with respect to $\omega$ of a Paley-Wiener class, this implies that $\mathcal{R} f(s, \omega)$ has uniformly with respect to $\omega$ bounded support in $|s|<1-\epsilon$. Now the "hole theorem" $[25,44]$ (which is applicable to functions of the Schwartz class), implies that $f$ is supported in $D_{\epsilon}$.

The last step is to show that $R_{S} f=g=g_{n}(r) e^{i n \phi}$. This, however, immediately follows from comparing formulas (16) and (7), which finishes the proof of the main lemma, Lemma 7.

Let us now return to the proof of Theorem 4. We have proven so far that any partial sum $h_{n}$ of the Fourier series for $g$ belongs to the range of the operator $R_{S}$
acting on smooth functions supported inside the disk $D_{\epsilon}$. The function $g$ itself is the limit of $h_{n}$ in $C_{0}^{\infty}(S \times(\epsilon, 2-\epsilon))$. The only thing that remains to be proven is that the range is closed in an appropriate topology. Microlocal analysis can help with this.

Consider $R_{S}$ as an operator acting from functions defined on the open unit disk $D$ to functions defined on the open cylinder $\Omega=S \times(0,2)$. As such, it is an FIO [21, 23, 58]. If $R_{S}^{t}$ is the dual operator, then $E=R_{S}^{t} R_{S}$ is an elliptic pseudodifferential operator of order -1 [21, Theorem 1], [22]. ${ }^{1}$

Lemma 8. The continuous linear operator $E: H_{0}^{2}\left(D_{\epsilon}\right) \mapsto H_{l o c}^{3}(D)$ has zero kernel and closed image.

Proof. Since $E=R_{S}^{t} R_{S}$, the kernel of this operator coincides with the kernel of $R_{S}$ acting on $H_{0}^{2}\left(D_{\epsilon}\right)$. Since $S$ is closed, it is known that $R_{S}$ has no compactly supported functions in its kernel [1, 2] (this also follows from analytic ellipticity of $E$ and Theorem 8.5.6 of [27]; see also Lemma 4.4 in [2]). Thus, the statement about the kernel is proven and we only need to prove the closedness of the range.

Let $P$ be a properly supported pseudodifferential parametrix of order 1 for $E$ [63]. Then $P E=I+B$, where $B$ is an infinitely smoothing operator on $D$. Consider the operator $\Pi$ that acts as the composition of restriction to $D_{\epsilon}$ and then orthogonal projection onto $H_{0}^{2}\left(D_{\epsilon}\right)$ in $H^{2}\left(D_{\epsilon}\right)$. On $H_{0}^{2}\left(D_{\epsilon}\right)$ one has $\Pi P E=I+K$, where $K$ is a compact operator on $H_{0}^{2}\left(D_{\epsilon}\right)$. Notice that the operator $\Pi P$ is continuous from the Fréchet space $H_{l o c}^{3}(D)$ to $H_{0}^{2}\left(D_{\epsilon}\right)$. Due to the Fredholm structure of the operator $\Pi P E=I+K$ acting on $H_{0}^{2}\left(D_{\epsilon}\right)$, its kernel is finite-dimensional. Let $M \subset H_{0}^{2}\left(D_{\epsilon}\right)$ be a closed subspace of finite codimension complementary to the kernel, so $I+K$ is injective on $M$ and has closed range. Then one can find a bounded operator $A$ in $H_{0}^{2}\left(D_{\epsilon}\right)$ such that $A(I+K)$ acts as identity on $M$. Thus, the operator $A \Pi P$ provides a continuous left inverse to $E: M \mapsto H_{l o c}^{3}(D)$. This shows that the range of $E$ on $M$ is closed in $H_{l o c}^{3}(D)$. On the other hand, the total range of $E$ differs only by a finite dimension from the one on $M$. Thus, it is also closed.

We can now finish the proof of the theorem. Indeed, the last lemma shows that the function $R_{S}^{t} g$, being in the closure of the range, is in fact in the range, and thus can be represented as $E f$ with some $f \in H_{0}^{2}\left(D_{\epsilon}\right)$. In other words, $R_{S}^{t}\left(R_{S} f-g\right)=0$. Since the kernel of $R_{S}^{t}$ on compactly supported functions is orthogonal to the range of $R_{S}$, we conclude that $R_{S} f-g=0$. Since $E f=R_{S}^{t} g$ is smooth, due to ellipticity of $E$ we conclude that $f$ is smooth as well. This concludes the proof of the theorem.

We would like to finish with some remarks.

- It should be possible to prove that the operator $R_{S}$ in the situation considered in the text is semi-Fredholm between appropriate Sobolev spaces (analogously to the properties of the standard and attenuated Radon transforms; see, e.g., $[24,44])$. This would eliminate the necessity of the closedness of the range discussion in the end of the proof of Theorem 4.
Such a statement could probably be proven either by using FIO techniques, or by controlling dependence on $n$ of the constant $C$ and of the radius of the circle $S_{0}$ in Lemma 6. The former approach would be better, being more general.
- Proving compactness of support of function $f$ in Lemma 7, we used the standard Radon transform and the "hole theorem." Instead, one could probably use the fact that Fourier transform of $f$ is, by construction, a Paley-Wiener class CR-function on the three-dimensional variety of points $\sigma \omega$ in $\mathbb{C}^{2}$ and then use an appropriate mandatory analytic extension theorem in the spirit of [54].

[^38]- We considered the situation most natural for tomographic imaging, when the functions to reconstruct are supported inside the aperture curve $S$. What happens when the supports of functions extend outside the circle $S$ ? It is known that compactly supported functions [2] (or even those belonging to $L_{p}$ with sufficiently small $p[1]$ ) can still be uniquely reconstructed. Necessity of the range conditions we derived apparently still holds, and they are still sufficient for finite Fourier series. However, many things do go wrong in this case. Our proof of the closedness of the range fails (in particular, since Bolker's condition for the corresponding FIO does not hold anymore, which was also the main hurdle in proving the results of [2]). Moreover, the range will no longer be closed. Indeed, reconstruction will become unstable, since due to standard microlocal reasons $[32,35,40,61,70]$, some parts of the wave front set of the function outside $S$ will not be stably recoverable. This means, in particular, that nonsmooth functions can have smooth circular Radon images. This, in turn implies that the range is not closed in the spaces under consideration, and so sufficiency of the range conditions should fail. We are not sure what kind of range description, if any, could work in this situation. By the way, the nice backprojection-type inversion formulas available in odd dimensions [16] also fail for such functions.
- It would be interesting to understand range conditions in the case of a closed curve $S$ different from a circle. Since our method uses rotational invariance, it is not directly applicable to this situation.
- Our result is stated and proven in two dimensions only. It is possible that a similar approach might work in higher dimensions. As we have been notified by D. Finch, he and Rakesh have recently obtained by different methods some range descriptions in three dimensions [15].
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#### Abstract

We study a mean curvature flow equation in an annulus with periodically undulating boundaries and consider the homogenization limit problem as the period of the boundary undulation tends to zero. We first establish a necessary and sufficient condition for the existence of periodic rotating waves. Then we study how the average rotating speed of the periodic rotating wave depends on the geometry of the boundaries. Our results show that boundary undulation always lowers the speed of a rotating wave. We also determine the homogenization limit of the average rotating speed. Quite surprisingly, this homogenized speed depends only on the maximum opening angles of the domain boundaries.
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1. Introduction. We study a curvature-driven motion of curves in an annulus $\Omega_{m}(m \in \mathbf{N})$, whose boundaries undulate periodically with period $\frac{2 \pi}{m}$. The motion of the curves is a mean curvature flow equation,

$$
\begin{equation*}
V=A+\kappa, \tag{1.1}
\end{equation*}
$$

where $V$ denotes the normal velocity of plane curves, $\kappa$ denotes the curvature, and $A>0$ is a constant. Domain $\Omega_{m}$ is defined as follows: Let $\tilde{g}(s), \tilde{h}(s)$ be $2 \pi$-periodic smooth functions satisfying

$$
\begin{aligned}
\tilde{h}(0)=0, & \tilde{h}(s) \geq 0,
\end{aligned} \quad \max _{s} \tilde{h}^{\prime}(s)=\tan \alpha_{1}, \quad \min _{s} \tilde{h}^{\prime}(s)=-\tan \beta_{1}, ~=0, \quad \tilde{s}(s) \geq 0, \quad \max _{s} \tilde{g}^{\prime}(s)=\tan \alpha_{2}, \quad \min _{s} \tilde{g}^{\prime}(s)=-\tan \beta_{2} .
$$

for some $\alpha_{i}, \beta_{i} \in\left(0, \frac{\pi}{2}\right)(i=1,2)$. For $m \in \mathbf{N}$, define

$$
h(s):=\frac{H}{m} \tilde{h}(m s), \quad g(s):=\frac{G}{m} \tilde{g}(m s),
$$

where $G>H>0$ are fixed. In what follows, we use polar coordinates $(r, \theta)$ to express points in the plane. Define

$$
\Omega_{m}:=\{(r, \theta) \mid H-h(\theta)<r<G+g(\theta), \quad \theta \in[0,2 \pi]\}
$$

Denote the outer (resp., inner) boundary of $\Omega_{m}$ by $\partial_{2} \Omega_{m}$ (resp., $\partial_{1} \Omega_{m}$ ) and call $\alpha_{2}$ (resp., $\alpha_{1}$ ) its maximum opening angle (see Figure 1.1).

[^39]

FIG. 1.1. Undulating annulus and periodic rotating waves.

By a solution of (1.1) we mean a time-dependent simple curve $\Gamma_{t}$ in $\Omega_{m}$ which satisfies (1.1) and contacts both $\partial_{1} \Omega_{m}$ and $\partial_{2} \Omega_{m}$ perpendicularly. In this paper we are interested in those curves rotating counterclockwise along $\Omega_{m}$ periodically, as well as their average rotating speeds.

In the following we state the motivation and background of (i) the study of mean curvature flow equations; (ii) the study of propagation in annuli; and (iii) the study of propagation in a domain with undulating boundaries.
(i) In 1951 [3] proposed that, in the growth of crystals, the evolution of a crystal surface is governed by a curvature flow equation like (1.1). In 1956 [17] also proposed that the motion of idealized grain boundaries is governed by its curvature. Later mean curvature flow equations were used in the study of propagation of wave fronts in an excitable medium, in flame front propagation, in crystal growth, and in many other fields. From a mathematical point of view, it is found that sharp internal layers (or interfaces) appear in singular limit problems of reaction diffusion equations, and the motion of such layers is mean curvature flow equations. For example, a successful model used in the study of Belousov-Zhabotinsky (BZ) reactions are socalled FitzHugh-Nagumo (FHN) equations; the propagation of a pulse solution of FHN equations depends on the mean curvature of the pulse front (e.g., [11], [12], [22]), that is, the motion is a mean curvature flow equation like (1.1).

Mean curvature flow equations are also interesting in their own right from a geometrical point of view. Recently, many geometricians have studied the asymptotic behavior of mean curvature flows ([1], [2], [5], [8], [10], to name only a few). However, as far as we know, very little is known about (periodic) traveling/rotating waves of mean curvature flow equations, though periodic traveling wave solutions of reaction diffusion equations have been studied a lot (cf. [16], [23] and the references therein).
(ii) In the past twenty years many scientists have been interested in BZ reactions in annular gel (for example, [6], [18]). As we said above, one can use FHN equations
to model BZ reactions, and FHN equations can be reduced to a mean curvature flow equation. So the study of mean curvature flow equations in annuli is very helpful to the study of propagation of pulse solutions in BZ reactions in annuli. Some other motivation and studies of rotating waves in annuli can also be found in [9], [20], [22].
(iii) In some cases the domains are not necessarily equipped with flat boundaries. When we consider a propagation in a space with reticulated structure (cf. [4]), or in a media mixed with impurity which blocks the propagation, we may get a domain with undulating boundaries. Such a domain may be an undulating annulus like $\Omega_{m}$ provided the reticulated structure or the masses of impurity are arranged in circles. The propagation of pulses in such an annulus reduces to our problem.

In this paper, we study periodic rotating waves of mean curvature flow (1.1) in annulus $\Omega_{m}$. We believe that the results in this paper can be extended to more general mean curvature flows.

To avoid sign confusion, the normal vector $\nu$ to $\Gamma_{t}$ will always be chosen to be counterclockwise; the sign of the normal velocity $V$ and the curvature $\kappa$ will be understood in accordance with this normal direction (see details below).

We will consider the case that each curve $\Gamma_{t}$ is expressed as a graph of a $C^{2,1}$ function $\theta=u(r, t)$ with $(r, u(r, t)) \in \Omega_{m}$. Let $\eta_{1}(t), \eta_{2}(t)$ be the $r$-coordinates of the end points of $\Gamma_{t}$ lying on $\partial_{1} \Omega_{m}, \partial_{2} \Omega_{m}$, respectively. In other words, $\eta_{1}(t)=$ $H-h\left(u\left(\eta_{1}(t), t\right)\right), \eta_{2}(t)=G+g\left(u\left(\eta_{2}(t), t\right)\right)$. Write the orthogonal coordinates as $(r \cos \theta, r \sin \theta)_{\perp}$ and denote the unit tangent vector of $\Gamma_{t}$ by $\mathbf{T}$ (in the positive direction of $r)$; then $\mathbf{T}=\left(\cos u-r \sin u \cdot u_{r}, \sin u+r \cos u(r, t) \cdot u_{r}\right)_{\perp} / \sqrt{1+r^{2} u_{r}^{2}}$, $\nu=\left(-\sin u-r \cos u \cdot u_{r}, \cos u-r \sin u(r, t) \cdot u_{r}\right)_{\perp} / \sqrt{1+r^{2} u_{r}^{2}}$ and

$$
V=\left(-r \sin u \cdot u_{t}, r \cos u \cdot u_{t}\right)_{\perp} \cdot \nu=\frac{r u_{t}}{\sqrt{1+r^{2} u_{r}^{2}}}, \quad \kappa=\frac{r u_{r r}+2 u_{r}+r^{2} u_{r}^{3}}{\left(1+r^{2} u_{r}^{2}\right)^{3 / 2}}
$$

Hence (1.1) is equivalent to

$$
\begin{equation*}
u_{t}=\frac{u_{r r}}{1+r^{2} u_{r}^{2}}+\frac{2 u_{r}+r^{2} u_{r}^{3}}{r\left(1+r^{2} u_{r}^{2}\right)}+A \frac{\sqrt{1+r^{2} u_{r}^{2}}}{r}, \quad \eta_{1}(t)<r<\eta_{2}(t), t>0 \tag{1.2}
\end{equation*}
$$

Denote the clockwise unit tangent vector of $r=H$ (resp., $r=G, \partial_{1} \Omega_{m}, \partial_{2} \Omega_{m}$ ) by $\mathbf{T}_{1}^{0}$ (resp., $\mathbf{T}_{2}^{0}, \mathbf{T}_{1}, \mathbf{T}_{2}$ ). In what follows, we say that the curve $\Gamma_{t}$ contacts $r=H$ (resp., $r=G, \partial_{1} \Omega_{m}, \partial_{2} \Omega_{m}$ ) with angle $\gamma$ in the sense that $\mathbf{T} \cdot \mathbf{T}_{1}^{0}=\cos \gamma$ (resp., $\mathbf{T} \cdot \mathbf{T}_{2}^{0}=-\cos \gamma, \mathbf{T} \cdot \mathbf{T}_{1}=\cos \gamma, \mathbf{T} \cdot \mathbf{T}_{2}=-\cos \gamma$ ). Our boundary conditions are $\mathbf{T} \cdot \mathbf{T}_{i}=0$ on $\partial_{i} \Omega_{m}(i=1,2)$, which are expressed as

$$
\begin{equation*}
u_{r}\left(\eta_{1}(t), t\right)=\frac{h^{\prime}(u)}{\left(\eta_{1}(t)\right)^{2}}, \quad u_{r}\left(\eta_{2}(t), t\right)=\frac{-g^{\prime}(u)}{\left(\eta_{2}(t)\right)^{2}} \tag{1.3}
\end{equation*}
$$

Let $\Omega_{0}=\{(r, \theta) \mid H<r<G, \theta \in[0,2 \pi]\}$ be the trivial annulus which is formally a limit of $\Omega_{m}$ as $m \rightarrow \infty$. Problem (1.2) in $\Omega_{0}$ with boundary conditions

$$
\begin{equation*}
u_{r}(H, t)=u_{r}(G, t)=0 \tag{1.4}
\end{equation*}
$$

is quite simple. In fact, as is shown in subsection 2.1.3, when $A>0$, there exists a unique $\omega_{0}>0$ such that (1.2), (1.4) has a unique rotating wave $u(r, t)=\varphi(r)+\omega_{0} t$, which has a certain nonplanar profile and rotating speed $\omega_{0}$. Relevant study in trivial annulus can also be found in [9], [20].

On the other hand, in $\Omega_{m}$, a rotating wave with a certain profile does not exist. In fact, as $\Gamma_{t}$ propagates, its shape and speed fluctuate along with the undulation of the domain $\Omega_{m}$. In such a situation, we adopt a generalized notion of rotating waves. A solution $U_{m}(r, t)$ of (1.2)-(1.3) is called a periodic rotating wave if it satisfies

$$
U_{m}\left(r, t+T_{m}\right)=U_{m}(r, t)+\frac{2 \pi}{m}
$$

for some $T_{m}>0$. Clearly, a periodic rotating wave changes its profile periodically in time (see Figure 1.1). The average rotating speed of a periodic rotating wave is

$$
\omega_{m}=\frac{2 \pi}{m T_{m}}
$$

In what follows we concentrate our attention on periodic rotating waves with average rotating speed $\omega_{m}=O(1)$ as $m \rightarrow \infty$.

Before stating the main results, we give some assumptions on the boundaries:

$$
\begin{align*}
\alpha_{1}+\beta_{1}<\frac{\pi}{2}, & \alpha_{2}+\beta_{2}<\frac{\pi}{2}  \tag{1.5}\\
\left|h^{\prime}\right| \cdot \bar{M}<1, & \left|g^{\prime}\right| \cdot \bar{M}<1 \tag{1.6}
\end{align*}
$$

where $\bar{M}=\max \left\{M_{1}, M_{2}\right\}+1$ with

$$
\begin{equation*}
M_{1}:=\max \left\{\frac{\tan \alpha_{1}}{H}, \frac{\tan \beta_{1}}{H}, \frac{\tan \alpha_{2}}{G}, \frac{\tan \beta_{2}}{G}\right\} \tag{1.7}
\end{equation*}
$$

and $M_{2}>0$ is such that

$$
\begin{equation*}
w\left(2+5 H^{2} w^{2}+H^{4} w^{4}\right)>A\left(1+H^{2} w^{2}\right)^{3 / 2} \quad \text { for } \quad w>M_{2} \tag{1.8}
\end{equation*}
$$

Roughly speaking these conditions require that the undulation of the boundaries be gradual. Assumption (1.5) excludes the possible singularity that the curve touches $\partial \Omega_{m}$ at some points besides the two end points. Assumption (1.6) guarantees the boundedness of $\left|u_{r}\right|$ on the boundaries (see Appendix A), and it also ensures that we can convert $u(r, t)$ into another unknown $v(z, t)$ defined on $z \in[0,1]$; we can then simply carry out a rigorous proof (see (A.9) in Appendix A). It should be pointed out that these conditions are not necessary ones and can be weakened in special cases.

About the existence we have the following.
Theorem 1.1. Assume (1.5) and (1.6) hold. Then for large $m$, (1.2)-(1.3) has a periodic rotating wave $U_{m}(r, t)$ if and only if

$$
\begin{equation*}
A>\frac{2 H \sin \alpha_{1}+2 G \sin \alpha_{2}}{G^{2}-H^{2}} \tag{1.9}
\end{equation*}
$$

Moreover, a periodic rotating wave is unique up to a time-shift when it exists.
In fact, (1.9) is a necessary and sufficient condition for the existence of rotating lower solutions (see subsection 2.1.3).

A more important aim in this paper is to study how the periodic rotating wave and its average speed depend on the shape of the boundaries. In chemical, physical, or biological experiments, traveling/rotating waves can be observed directly. In this sense, people concern themselves with the traveling/rotating speed rather than the
existence, though the latter is important from a mathematical point of view. Generally, traveling/rotating waves in a trivial domain with flat boundaries can be studied by converting the problem to an ODE. However, the propagation in a domain with undulating boundaries (a domain with reticulated structure) cannot be converted to an ODE. We have to deal with a PDE directly. Thus the study for the speed of traveling/rotating waves in undulating domains is important and difficult. Very little is known so far.

We estimate the average rotating speed $\omega_{m}$ and determine its homogenization limit as well as the homogenization limit of $U_{m}(r, t)$ as $m \rightarrow \infty$.

Theorem 1.2. Assume (1.5), (1.6), and (1.9) hold. Then for large $m$,
(i) there exists $C=C\left(h^{\prime}, g^{\prime}, H, G, A\right)>0$ such that $\omega_{m}$ satisfies

$$
\begin{equation*}
\omega^{*}-\frac{C}{m}<\omega_{m}<\omega^{*}+\frac{C}{\sqrt{m}}<\omega_{0} \tag{1.10}
\end{equation*}
$$

where $\omega^{*}=\omega^{*}\left(\alpha_{1}, \alpha_{2}, H, G, A\right)$ is given by the unique solution $\left(\omega^{*}, \varphi^{*}\left(r ; \omega^{*}\right)\right)$ of

$$
\left\{\begin{array}{l}
\omega=\frac{\varphi^{\prime \prime}}{1+r^{2} \varphi^{\prime 2}}+\frac{2 \varphi^{\prime}+r^{2} \varphi^{\prime 3}}{r\left(1+r^{2} \varphi^{\prime 2}\right)}+A \frac{\sqrt{1+r^{2} \varphi^{\prime 2}}}{r},  \tag{1.11}\\
\varphi^{\prime}(H)=\frac{\tan \alpha_{1}}{H}, \quad \varphi^{\prime}(G)=\frac{-\tan \alpha_{2}}{G}
\end{array}\right.
$$

where $\omega_{0}$ is given by the unique rotating wave solution of (1.2), (1.4) in $\Omega_{0}$;
(ii) as $m \rightarrow \infty, U_{m}(r, t) \rightarrow \varphi^{*}\left(r ; \omega^{*}\right)+\omega^{*} t+C$ in $C^{2,1}([H, G] \times[-T, T])$ for any $T>0$, where $C$ is a constant independent of $T$.
$\omega_{m}<\omega_{0}$ in (1.10) implies that boundary undulation always lowers the speed of the rotating wave, and $\omega^{*}<\omega_{0}$ implies that the effect of spatial inhomogeneity of $\Omega_{m}$ is left to the homogenization limit. Moreover, the fact that homogenized speed $\omega^{*}$ depends only on $\alpha_{1}, \alpha_{2}$ (besides $H, G, A$ ) is a surprising result.

In [15], we studied periodic traveling waves of (1.1) in an undulating band domain, obtaining results similar to those above. The problem in that paper is different from the present one on several points. First, since the boundaries of an annulus have period $2 \pi$ anyway, Theorem 1.1 remains valid even if the smallest periods of $h$ and $g$ are $2 \pi$, provided the undulation of $h$ and $g$ is gradual. (We omit the detail in this paper.) Second, the backgrounds are different. Mean curvature flows in an unbounded band domain are reduced from a traveling front or a traveling pulse, but in a bounded annulus can be reduced only from a rotating pulse. Third, the symmetries of a band domain and an annulus are different. This can be seen from the following fact. A flat band domain is quite simple, in which we have a planar traveling wave with speed $A$, while a trivial annulus is not symmetric in the direction of radius, in which the rotating wave of $V=\kappa+A$ is $\varphi(r)+\omega_{0} t$; its profile is not planar. Especially, in case $G-H$ is large, the graph of $\varphi(r)$ may be a spiral which turns around the origin for several rounds (cf. [9], [20], [22]). Fourth, the boundaries of the band domain in [15] are symmetric and hence the boundary conditions are symmetric. But in this paper, outer and inner boundaries of $\Omega_{m}$ are given by different functions $h, g$, and the boundary conditions (1.3) are also not symmetric.

In section 2, we prove Theorem 1.1. First, we give a global solution of an initialboundary value problem for appropriate initial data. Next, we use the global solution to construct an entire solution by using the renormalization method. Then we prove the uniqueness (up to a time-shift) of the entire solution; this immediately implies the
existence and uniqueness of periodic rotating wave. The necessity of (1.9) is explained in section 2.5 . Finally, we state without proof the stability of periodic rotating waves.

In section 3 we prove Theorem 1.2: we estimate the average rotating speed by constructing a precise upper solution. We point out that our construction for an upper solution is a peculiar method, since the upper solution is larger than the solution not only on one period and not for all time, but just in time-interval $[0,1]$. However, this is good enough to give the upper bound of the average rotating speed.

## 2. Existence of periodic rotating waves.

2.1. Global solutions of the initial-boundary value problem. The proof for the existence of global solutions is divided into several steps. In subsection 2.1.1 we state the comparison principle as a preliminary. In subsection 2.1.2 we construct appropriate initial data $u_{0}(r)$. In subsection 2.1 .3 we study rotating waves in trivial annuli, and select two of them as the lower solution and the upper solution. Using them we give the estimate of $|u|$ in finite time-interval $(0, T]$. In subsection 2.1.4 we give the a priori estimates for $\left|u_{r}\right|,\left|u_{r}\right|_{\mu}$ and for $|u|_{\mu}$ by converting the problem of $u(r, t)$ to a problem of a new unknown $v(z, t)(z \in(0,1))$. Also we show the global existence, smoothness, and $C^{2+\mu, 1+\frac{\mu}{2}}$ bound of $u$. The proofs in subsection 2.1.4 are long and the idea is similar to that of [15]; we move the details to the appendices.

In what follows, we also write $\frac{1}{m}=\varepsilon$ for convenience.

### 2.1.1. Comparison principle.

DEFINITION 2.1. Let $u_{1}(r, t), u_{2}(r, t)(t \geq 0)$ be two functions satisfying $\left(r, u_{i}(r, t)\right)$ $\in \bar{\Omega}_{m}(i=1,2)$. Then $u_{1}$ is called a lower solution of (1.2)-(1.3) if

$$
\begin{equation*}
u_{1 t} \leq \frac{u_{1 r r}}{1+r^{2} u_{1 r}^{2}}+\frac{2 u_{1 r}+r^{2} u_{1 r}^{3}}{r\left(1+r^{2} u_{1 r}^{2}\right)}+A \frac{\sqrt{1+r^{2} u_{1 r}^{2}}}{r} \tag{2.1}
\end{equation*}
$$

for $t \geq 0$ and $r$ with $\left(r, u_{1}(r, t)\right) \in \Omega_{m}$,

$$
\begin{align*}
& u_{1 r}(r, t) \geq \frac{h^{\prime}\left(u_{1}\right)}{r^{2}} \quad \text { for } t \geq 0 \quad \text { and } \quad r \text { with }\left(r, u_{1}(r, t)\right) \in \partial_{1} \Omega_{m}  \tag{2.2}\\
& u_{1 r}(r, t) \leq \frac{-g^{\prime}\left(u_{1}\right)}{r^{2}} \quad \text { for } t \geq 0 \quad \text { and } \quad r \text { with }\left(r, u_{1}(r, t)\right) \in \partial_{2} \Omega_{m}
\end{align*}
$$

$u_{2}$ is said to be an upper solution of (1.2)-(1.3) if the opposite inequalities hold.
Lemma 2.2. Assume $u_{1}(r, t)$ and $u_{2}(r, t)$ are the lower solution and the upper solution of (1.2)-(1.3) for $0 \leq t<t_{1}$, respectively. If $\underline{u}_{1}(r, 0) \leq u_{2}(r, 0)$, then $u_{1}(r, t) \leq$ $u_{2}(r, t)$ for $0 \leq t<t_{1}$ and $r$ with $\left(r, u_{i}(r, t)\right) \in \bar{\Omega}_{m}$. If $u_{1}(r, 0) \leq u_{2}(r, 0)$ and $u_{1}(r, 0) \not \equiv u_{2}(r, 0)$, then $u_{1}(r, t)<u_{2}(r, t)$ for $0<t<t_{1}$ and $r$ with $\left(r, u_{i}(r, t)\right) \in \bar{\Omega}_{m}$.

This lemma follows from the maximum principle.
2.1.2. Appropriate initial data. Assume $\theta_{1} \in(0,2 \pi \varepsilon)$ such that $h^{\prime}\left(\theta_{1}\right)=0$ and $h^{\prime}(\theta) \leq 0$ for $\theta_{1} \leq \theta<\theta_{1}+\delta_{1}$ for small $\delta_{1}>0$. Since the period of the boundaries is $2 \pi \varepsilon$, there exists $\theta_{2} \in\left(-2 \pi \varepsilon+\theta_{1}, 2 \pi \varepsilon+\theta_{1}\right)$ such that $g^{\prime}\left(\theta_{2}\right)=0$ and $g^{\prime}(\theta) \leq 0$ for $\theta_{2} \leq \theta<\theta_{2}+\delta_{1}$, provided $\delta_{1}>0$ is small. Denote $P_{1}=\left(H-h\left(\theta_{1}\right), \theta_{1}\right)$ and $P_{2}=\left(G+g\left(\theta_{2}\right), \theta_{2}\right)$. It is easy to connect $P_{1}$ and $P_{2}$ by a smooth curve $\Gamma_{0}$ (denote its function by $\left.u_{0}(r)\right)$ such that the parts of $\Gamma_{0}$ near the boundaries are straight line segments, it contacts $\partial_{1} \Omega_{m}$ (resp., $\partial_{2} \Omega_{m}$ ) at $P_{1}$ (resp., $P_{2}$ ) vertically, and

$$
\left|u_{0}(r)\right|=O(\varepsilon), \quad\left|u_{0 r}(r)\right|=O(\varepsilon), \quad\left|u_{0 r r}(r)\right|=O(\varepsilon)
$$

Choose $\delta_{2}>0$ small. Then function $u_{0}(r)+\delta_{2} t$ satisfies (2.1). Moreover, for small $\sigma_{1}>0$ and $t \in\left[0, \sigma_{1}\right]$, this function also satisfies (2.2), which is equivalent to saying that the graph of $u_{0}(r)+\delta_{2} t$ contacts $\partial_{i} \Omega_{m}$ with angles not less than $\frac{\pi}{2}$. Therefore, $u_{0}(r)+\delta_{2} t$ is a lower solution of (1.2)-(1.3) on $t \in\left[0, \sigma_{1}\right)$.

Assume $u(r, t)$ is a solution of (1.2)-(1.3) with initial data $u_{0}(r)$ on time-interval $0 \leq t<\sigma_{2}$. Denote $\sigma_{3}:=\min \left\{\sigma_{1}, \sigma_{2}\right\}$. Then using the comparison principle to solution $u(r, t)$ and lower solution $u_{0}(r)+\delta_{2} t$ we have

$$
u(r, t) \geq u_{0}(r)+\delta_{2} t, \quad 0 \leq t<\sigma_{3}
$$

For any given $t_{1}, t_{2} \in\left[0, \sigma_{3}\right)$ with $t_{2}>t_{1}$, the above inequality implies that

$$
u\left(r, t_{2}-t_{1}\right) \geq u_{0}(r)+\delta_{2}\left(t_{2}-t_{1}\right)>u_{0}(r)
$$

Note that a solution starting at $u\left(r, t_{2}-t_{1}\right)$ is nothing but $u\left(r, t+t_{2}-t_{1}\right)$. Applying again the comparison principle again to $u\left(r, t+t_{2}-t_{1}\right)$ and to solution $u(r, t)$ (which starts at $u_{0}(r)$ ), we have

$$
u\left(r, t+t_{2}-t_{1}\right)>u(r, t), \quad 0 \leq t<\sigma_{2}-\left(t_{2}-t_{1}\right)
$$

Especially, at $t=t_{1}$, it is $u\left(r, t_{2}\right)>u\left(r, t_{1}\right)$. Since $t_{1}, t_{2} \in\left(0, \sigma_{3}\right)$ with $t_{2}>t_{1}$ can be chosen arbitrarily, we have

$$
u_{t}(r, t) \geq 0, \quad 0 \leq t<\sigma_{3}
$$

Finally, it is easily seen that this inequality holds indeed on $\left[0, \sigma_{2}\right)$.
2.1.3. Rotating waves in trivial annuli. In this part we study rotating waves in trivial annuli. We shall select two such rotating waves as the lower solution and the upper solution, and then we can give an a priori estimate of $|u|$ for finite time $T$ by using the lower and upper solutions.

Let $\widetilde{H}$ and $\widetilde{G}$ be constants satisfying $\widetilde{H}=H+O(\varepsilon), \widetilde{G}=G+O(\varepsilon)$. Let $\gamma_{1}, \gamma_{2} \in$ $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ and consider the two-point boundary value problem of the ODE

$$
\left\{\begin{array}{l}
\omega=\frac{\varphi^{\prime \prime}}{1+r^{2} \varphi^{\prime 2}}+\frac{2 \varphi^{\prime}+r^{2} \varphi^{\prime 3}}{r\left(1+r^{2} \varphi^{\prime 2}\right)}+A \frac{\sqrt{1+r^{2} \varphi^{\prime 2}}}{r}, \quad \widetilde{H}<r<\widetilde{G}  \tag{2.3}\\
\varphi^{\prime}(\widetilde{H})=\frac{\tan \gamma_{1}}{\widetilde{H}}, \quad \varphi^{\prime}(\widetilde{G})=\frac{-\tan \gamma_{2}}{\widetilde{G}}, \quad \varphi(\widetilde{H})=0
\end{array}\right.
$$

If there exist $\omega$ and $\varphi(r)=\varphi\left(r ; \omega, \widetilde{H}, \widetilde{G}, \gamma_{1}, \gamma_{2}\right)$ satisfying (2.3), then we call the pair $(\omega, \varphi(r))$ a solution of (2.3). This solution determines a rotating wave $\varphi(r)+\omega t$ of (1.2) in annulus $\{(r, \theta) \mid \widetilde{H}<r<\widetilde{G}\}$, and its graph contacts $r=\widetilde{H}$ (resp., $r=\widetilde{G})$ with angle $\frac{\pi}{2}+\gamma_{1}$ (resp., $\frac{\pi}{2}+\gamma_{2}$ ).

Lemma 2.3. (i) Assume (1.9) holds and $\varepsilon$ is small. Let $\gamma_{i} \in\left[0, \alpha_{i}+\zeta_{i} \varepsilon\right)(i=1,2)$ for $\zeta_{i}=O(1)$. Then (2.3) has a unique solution $\left(\omega_{l}, \varphi\left(r ; \omega_{l}\right)\right)$, and $\omega_{l}>0$.
(ii) Let $\gamma_{i}=-\beta_{i}+O(\varepsilon)(i=1,2)$. Then (2.3) has a unique solution $\left(\omega_{u}, \varphi\left(r ; \omega_{u}\right)\right)$, and $\omega_{u}>0$.
(iii) $\omega_{l}<\omega_{u}$.

Proof. Set $\psi(r)=\varphi^{\prime}(r)$, and consider the following initial value problem:

$$
\left\{\begin{array}{l}
\psi^{\prime}=\omega\left(1+r^{2} \psi^{2}\right)-\frac{2 \psi+r^{2} \psi^{3}}{r}-A \frac{\left(1+r^{2} \psi^{2}\right)^{3 / 2}}{r}, \quad r \geq \widetilde{H}  \tag{2.4}\\
\psi(\widetilde{H})=\frac{\tan \gamma_{1}}{\widetilde{H}}
\end{array}\right.
$$

For each $\omega$, denote the solution of (2.4) by $\psi(r ; \omega)$. It is clear that $\psi(r ; \omega)$ is strictly increasing in $\omega$.
(i) First, when $\omega \geq A / \tilde{H}$, we have $\psi(r) \geq 0(r>\tilde{H})$.

Next, when $\omega=0$, the solution of (2.4) is

$$
\psi(r ; 0)=\frac{\frac{L}{r}-\frac{A r}{2}}{r \sqrt{1-\left(\frac{L}{r}-\frac{A r}{2}\right)^{2}}} \quad \text { for } r \in[\tilde{H}, \tilde{r})
$$

where $L=\frac{A}{2} \widetilde{H}^{2}+\widetilde{H} \sin \gamma_{1}$ and $\tilde{r}=\frac{1+\sqrt{1+2 A L}}{A}$. If $\tilde{r} \leq \widetilde{G}$, then for some $\omega_{1}>0$, $\psi\left(r ; \omega_{1}\right)$ is defined on $[\widetilde{H}, \widetilde{G}]$ and $\psi\left(\widetilde{G} ; \omega_{1}\right)<\frac{-\tan \gamma_{2}}{\widetilde{G}}$. If $\tilde{r}>\widetilde{G}$, then $\psi(\widetilde{G} ; 0)<\frac{-\tan \gamma_{2}}{\widetilde{G}}$ if and only if the following holds:

$$
\begin{equation*}
A>\frac{2 \widetilde{H} \sin \gamma_{1}+2 \widetilde{G} \sin \gamma_{2}}{\widetilde{G}^{2}-\widetilde{H}^{2}} \tag{2.5}
\end{equation*}
$$

This is true since (1.9) holds and $\varepsilon$ is small. Then we always have $\omega_{2} \geq 0$ such that $\psi\left(\widetilde{G} ; \omega_{2}\right)<\frac{-\tan \gamma_{2}}{\widetilde{G}}$.

Therefore, there is a unique $\omega_{l}>0$ such that the solution $\psi\left(r ; \omega_{l}\right)$ of (2.4) is defined on $[\widetilde{H}, \widetilde{G}]$ and $\psi\left(\widetilde{G} ; \omega_{l}\right)=\frac{-\tan \gamma_{2}}{\widetilde{G}}$, which determines a solution of $(2.3): \varphi(r)=$ $\int_{\widetilde{H}}^{r} \psi\left(\zeta ; \omega_{l}\right) d \zeta$.
(ii) can be proved in a way similar to (i) above, and (iii) is verified by an easy analysis of (2.4).

Now we use this lemma to construct lower and upper solutions. We show that for appropriate choice of $\widetilde{H}, \widetilde{G}, \gamma_{1}$, and $\gamma_{2}$, the rotating wave $\varphi\left(r ; \omega, \widetilde{H}, \widetilde{G}, \gamma_{1}, \gamma_{2}\right)+\omega t$, given by the unique solution of (2.3), is a lower/upper solution of (1.2)-(1.3).

Remark 2.1. We remark that it is complicated to state the optimal lower solution (cf. section 2.5). Here by optimal lower solution we mean a rotating wave whose graph contacts $\partial \Omega_{m}$ with angles not smaller than $\frac{\pi}{2}$ and, at some points, exactly $\frac{\pi}{2}$. For example, even if we choose a rotating wave whose graph contacts $\partial_{1} \Omega_{m}$ perpendicularly at point $\left(H-h\left(s_{1}\right), s_{1}\right)$ where $h^{\prime}\left(s_{1}\right)=H \tan \alpha_{1}$, and contacts $\partial_{2} \Omega_{m}$ perpendicularly at point $\left(G+g\left(s_{2}\right), s_{2}\right)$ where $g^{\prime}\left(s_{2}\right)=G \tan \alpha_{2}$, we are not yet clear whether the angles between the graph of the rotating wave and $\partial \Omega_{m}$ are larger than $\frac{\pi}{2}$ at other places, because this depends on the geometry of $\partial \Omega_{m}$ and the shape of the rotating wave. So for simplicity, instead of constructing the optimal lower solution, we construct a good lower solution, which is a rotating wave whose graph contacts $\partial \Omega_{m}$ with angles not smaller than $\frac{\pi}{2}$, and equals $\frac{\pi}{2}+O(\varepsilon)$ at some points.

In what follows, we shall use many positive constants $\mu, C, \zeta_{1}, \zeta_{2}$, etc., which may be different from line to line and may depend on some of $h, g, H, G, A, m$ and sometimes on $t$. When such a constant depends only on $h^{\prime}, g^{\prime}, H, G, A$, or even if it depends on $h, g$, and $m$ but can be replaced by another constant independent of $h, g$, and $m($ as $m \rightarrow \infty)$, then we will omit the dependence on $h, g, h^{\prime}, g^{\prime}, H, G, A, m$ and just write it simply as $\mu$ or $C$; only when $\mu$ or $C$ really depends on $m$ and $t$ do we write it out clearly, i.e., $\mu(t), C(t, m)$, etc.

Lemma 2.4. Assume (1.9) holds and $\varepsilon$ is small. Then (1.2)-(1.3) has a lower solution $\widehat{\varphi}(r)+\widehat{\omega} t$ and upper solution $\widetilde{\varphi}(r)+\widetilde{\omega} t$.

Let $u(r, t)(t \in[0, T))$ be the solution of (1.2)-(1.3) with initial data $u_{0}(r)$ as in subsection 2.1.2. Then for $t_{0} \in[0, T)$ and $t \in\left[0, T-t_{0}\right)$ we have

$$
\begin{equation*}
\widehat{\omega} t-C \leq u\left(r, t+t_{0}\right)-u\left(r, t_{0}\right) \leq \widetilde{\omega} t+C \tag{2.6}
\end{equation*}
$$

for some $C>0$.


Fig. 2.1. Good lower solution.
Proof. Denote $h_{0}=\max _{s} h(s), g_{0}=\max _{s} g(s)$. Consider

$$
\left\{\begin{array}{l}
\omega=\frac{\varphi^{\prime \prime}}{1+r^{2}{\varphi^{\prime}}^{2}}+\frac{2 \varphi^{\prime}+r^{2}{\varphi^{\prime 3}}_{r\left(1+r^{2} \varphi^{\prime 2}\right)}^{r}+A \frac{\sqrt{1+r^{2} \varphi^{\prime 2}}}{r}, \quad H-h_{0}<r<G+g_{0}}{\varphi^{\prime}\left(H-h_{0}\right)=\frac{\tan \gamma_{1}}{H-h_{0}}, \quad \varphi^{\prime}\left(G+g_{0}\right)=\frac{-\tan \gamma_{2}}{G+g_{0}}, \quad \varphi\left(H-h_{0}\right)=0} \tag{2.7}
\end{array}\right.
$$

with $\gamma_{i}=\alpha_{i}+\zeta_{i} \varepsilon(i=1,2)$. Denote the unique solution of this problem by $(\widehat{\omega}, \widehat{\varphi}(r))$. Suppose that the graph of $\widehat{\varphi}(r)$ contacts $\partial_{1} \Omega_{m}$ (resp., $\partial_{2} \Omega_{m}$ ) at $P_{1}$ (resp., $P_{2}$ ) with angle $\vartheta_{1}$ (resp., $\vartheta_{2}$ ) (see Figure 2.1).

Then a careful analysis shows that, for large $\zeta_{i}(i=1,2)$ with order $O(1)$, we have $\vartheta_{i} \geq \frac{\pi}{2}(i=1,2)$, and there exist $s_{1}$ and $s_{2}$ such that

$$
\begin{equation*}
\vartheta_{1}=\frac{\pi}{2}+O(\varepsilon) \quad \text { at }\left(H-h\left(s_{1}\right), s_{1}\right), \quad \vartheta_{2}=\frac{\pi}{2}+O(\varepsilon) \text { at }\left(G+g\left(s_{2}\right), s_{2}\right) \tag{2.8}
\end{equation*}
$$

Hence $\widehat{\varphi}(r)+\widehat{\omega} t$ is a good lower solution of (1.2)-(1.3).
In a similar way, using (ii) in Lemma 2.3 one can find a solution ( $\widetilde{\omega}, \widetilde{\varphi}(r)$ ) of (2.3) with $\gamma_{i}=-\beta_{i}-\zeta_{i} \varepsilon$. It is easy to see that when $\zeta_{i}>0$ is large, the graph of $\widetilde{\varphi}(r)+\widetilde{\omega} t$ contacts $\partial \Omega_{\varepsilon}$ with angles smaller than $\frac{\pi}{2}$, and equal to $\frac{\pi}{2}+O(\varepsilon)$ at some points. This means that $\widetilde{\varphi}(r)+\widetilde{\omega} t$ is an upper solution of (1.2)-(1.3).

Now if $u(r, t)$ is the solution of $(1.2)-(1.3)$ on $[0, T)$, then we denote osc $u(r, t):=$ $\max _{r} u(r, t)-\min _{r} u(r, t)$ to be the oscillation of $u(r, t)$. By (i) of Lemma 2.5 below, which has nothing to do with this lemma, there exists $C$ such that
osc $\widehat{\varphi}(r), \quad \operatorname{osc} \widetilde{\varphi}(r), \quad$ osc $u(r, t) \leq C$.
For any $t_{0} \in[0, T)$ and $t \in\left[0, T-t_{0}\right)$, we have

$$
\begin{gathered}
\widehat{\varphi}(r)+u\left(0, t_{0}\right)-2 C \leq u\left(r, t_{0}\right) \leq \widetilde{\varphi}(r)+u\left(0, t_{0}\right)+2 C \\
\widehat{\varphi}(r)+\widehat{\omega} t+u\left(0, t_{0}\right)-2 C \leq u\left(r, t+t_{0}\right) \leq \widetilde{\varphi}(r)+\widetilde{\omega} t+u\left(0, t_{0}\right)+2 C
\end{gathered}
$$

Hence

$$
\widehat{\omega} t-6 C \leq u\left(r, t+t_{0}\right)-u\left(r, t_{0}\right) \leq \widetilde{\omega} t+6 C
$$

2.1.4. A priori estimates and global existence. In this subsection, we give some a priori estimates and then prove the global existence of solutions of (1.2)-(1.3). Since the proofs are very long and are not our main purpose in this paper, we move them to the appendices.

For any $T>0$, denote $Q_{T}:=\left\{(r, t) \mid \eta_{1}(t)<r<\eta_{2}(t)\right.$ and $\left.0<t \leq T\right\}$.
Lemma 2.5. Let $u(r, t) \in C^{2,1}\left(\overline{Q_{T}}\right)$ be a solution of (1.2)-(1.3) with initial data $u_{0}(r)$. Then for $(r, t) \in \overline{Q_{T}}$ we have
(i) $\left|u_{r}(r, t)\right|<\bar{M}$;
(ii) there exist $\mu(T)>0$ and $C>0$ (independent of $T$ ) such that $\left|u_{r}\right|_{\mu} \leq C$;
(iii) there exist $\mu(T)>0$ and $C>0$ (independent of $T$ ) such that $|u|_{\mu} \leq C$.

Based on Lemmas 2.4 and 2.5, we have the following result.
Lemma 2.6. Assume (1.9) holds. Then (1.2)-(1.3) with initial data $u_{0}$ has a unique, global solution $u(r, t)$ which satisfies $u_{t}(\cdot, t) \geq 0$.

Moreover, for any $T>0$, there exist positive constants $\mu(T), C_{1}$, and $C_{2}\left(C_{1}, C_{2}\right.$ are independent of $T$ ) such that

$$
\begin{equation*}
u \in C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}}\right) \quad \text { and } \quad\|u(r, t)\|_{C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}}\right)} \leq C_{1} T+C_{2} \tag{2.9}
\end{equation*}
$$

2.2. Existence of entire solutions. A solution defined on $t \in(-\infty, \infty)$ is called an entire solution. We use the renormalization method to show the existence of entire solutions.

LEMMA 2.7. Equations (1.2)-(1.3) have an entire solution $U(r, t)$ such that $U_{t}(r, t) \geq 0$ and

$$
\begin{equation*}
\widehat{\omega} t-\widehat{C} \leq U\left(r, t+t_{0}\right)-U\left(r, t_{0}\right) \leq \widetilde{\omega} t+\widetilde{C} \quad \text { for } t_{0} \in \mathbf{R} \text { and } t \geq 0 \tag{2.10}
\end{equation*}
$$

for some $\widehat{C}, \widetilde{C}>0$.
Proof. Let $u$ be the global solution of (1.2)-(1.3) obtained in Lemma 2.6. Take $t_{n} \rightarrow \infty$ in the following way:

$$
\max _{r} u\left(r, t_{n}\right)=n \cdot 2 \pi \varepsilon \quad\left(n=n_{0}, n_{0}+1, \ldots\right)
$$

where $n_{0}$ is a large integer. Set

$$
u_{n}(r, t):=u\left(r, t+t_{n}\right)-n \cdot 2 \pi \varepsilon .
$$

Then $u_{n}$ also satisfies (1.2)-(1.3) for $-t_{n} \leq t<\infty$, and

$$
\max _{r} u_{n}(r, 0)=0, \quad \frac{\partial u_{n}}{\partial t} \geq 0 \quad\left(n=n_{0}, n_{0}+1, \ldots\right)
$$

By (2.6), there exist $\widehat{C}, \widetilde{C}>0$ such that

$$
\begin{equation*}
\widehat{\omega} t-\widehat{C} \leq u_{n}(r, t) \leq \widetilde{\omega} t+\widetilde{C} \quad \text { for } \quad-t_{n} \leq t<\infty . \tag{2.11}
\end{equation*}
$$

For any given $T>0$, consider the problem about $u_{n}$ (for large $n$ ) on $[-T, T]$. One can see that (i)-(iii) of Lemma 2.5 and (2.9) remain valid for $u_{n}$, the constant $\mu$ depends on $T$, and neither $\mu$ nor $C$ depend on $n$. Therefore there exist $\mu=\mu(T)>0$, $U(r, t) \in C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{U}}\right)$, and a sequence $n_{j} \rightarrow \infty(j \rightarrow \infty)$ such that

$$
u_{n_{j}}(r, t) \rightarrow U(r, t) \quad \text { in } \quad C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{U}}\right)
$$

where $Q_{T}^{U}:=\left\{(r, t) \mid t \in[-T, T], r\right.$ with $\left.(r, U(r, t)) \in \Omega_{m}\right\}$.

Taking $T \rightarrow \infty$ and using Cantor's diagonal argument, one finds that there exists a sequence, still writing it as $n_{j}\left(n_{j} \rightarrow \infty\right.$ as $\left.j \rightarrow \infty\right)$ and $U(r, t) \in C^{2,1}\left(\overline{Q_{\infty}^{U}}\right)$ with $Q_{\infty}^{U}=\lim _{T \rightarrow \infty} Q_{T}^{z}$, such that for any $T>0, U(r, t) \in C^{2+\mu(T), 1+\frac{\mu(T)}{2}}\left(\overline{Q_{T}^{U}}\right)$ for some $\mu(T)>0$ and

$$
u_{n_{j}}(r, t) \rightarrow U(r, t) \quad \text { in } \quad C^{2+\mu(T), 1+\frac{\mu(T)}{2}}\left(\overline{Q_{T}^{U}}\right)
$$

Hence $U$ is an entire solution of (1.2)-(1.3). It is also easy to see that $U$ satisfies (2.10), $\max _{r} U(r, 0)=0$, and satisfies all the conclusions for $u$ in Lemmas 2.5 and 2.6.
2.3. Uniqueness of entire solution. Assume $U(r, t)$ and $W(r, t)$ are two entire solutions of (1.2)-(1.3) satisfying (2.10) and the conclusions for $u$ in Lemmas 2.5 and 2.6. We shall prove that $U$ is a time-shift of $W$. Define
$\Lambda_{U, W}(t):=\inf \{\Lambda>0 \mid \exists a \in \mathbf{R}$ such that $U(r, t+a) \leq W(r, t) \leq U(r, t+a+\Lambda)\}$.
Lemma 2.8. (i) $\Lambda_{U, W}(t)$ is monotone decreasing, and there exists $M>0$ such that $0 \leq \Lambda_{U, W}(t) \leq M$ for $t \in \mathbf{R}$.
(ii) If $\Lambda_{U, W}\left(t_{0}\right)=0$ for some $t_{0}$, then there exists $a \in \mathbf{R}$ such that $U(r, t+a) \equiv$ $W(r, t)$ for $t \geq t_{0}$. If $\Lambda_{U, W}\left(t_{0}\right)>0$ for some $t_{0}$, then $\Lambda_{U, W}(t)>0$ and is strictly decreasing for $t<t_{0}$.

Proof. (i) For any $t \in \mathbf{R}$, by the definition of $\Lambda_{U, W}(t)$ there exist $r_{1}$ and $r_{2}$ such that

$$
U\left(r_{1}, t+a\right)=W\left(r_{1}, t\right), \quad W\left(r_{2}, t\right)=U\left(r_{2}, t+a+\Lambda_{U, W}(t)\right)
$$

so

$$
\begin{aligned}
& \max _{r} U\left(r, t+a+\Lambda_{U, W}(t)\right)-\min _{r} U(r, t+a) \\
\leq & U\left(r_{2}, t+a+\Lambda_{U, W}(t)\right)+\operatorname{osc} U-\left(U\left(r_{1}, t+a\right)-\operatorname{osc} U\right) \\
\leq & W\left(r_{2}, t\right)-W\left(r_{1}, t\right)+2 \bar{M}(G-H) \leq 3 \bar{M}(G-H)
\end{aligned}
$$

On the other hand, (2.10) implies that

$$
\begin{aligned}
& \max _{r} U\left(r, t+a+\Lambda_{U, W}(t)\right)-\min _{r} U(r, t+a) \\
\geq & U\left(r, t+a+\Lambda_{U, W}(t)\right)-U(r, t+a) \geq \widehat{\omega} \cdot \Lambda_{U, W}(t)-\widehat{C}
\end{aligned}
$$

Hence

$$
0 \leq \Lambda_{U, W}(t) \leq \frac{3 \bar{M}(G-H)+\widehat{C}}{\widehat{\omega}}
$$

(ii) The first statement in (ii) is clear by the uniqueness. If $\Lambda_{U, W}\left(t_{0}\right)>0$ for some $t_{0}$, then for any $t<t_{0}$ we have

$$
U(r, t+a) \leq W(r, t) \leq U\left(r, t+a+\Lambda_{U, W}(t)\right) \quad \text { for some } a=a(t)
$$

By the strong comparison principle, after time $\tau=t_{0}-t>0$ we have

$$
U(r, t+\tau+a(t))<W(r, t+\tau)<U\left(r, t+\tau+a(t)+\Lambda_{U, W}(t)\right)
$$

i.e.,

$$
U\left(r, t_{0}+a(t)\right)<W\left(r, t_{0}\right)<U\left(r, t_{0}+a(t)+\Lambda_{U, W}(t)\right)
$$

By the definition of $\Lambda_{U, W}\left(t_{0}\right)$ we have

$$
U\left(r, t_{0}+a\left(t_{0}\right)\right) \leq W(r, t) \leq U\left(r, t_{0}+a\left(t_{0}\right)+\Lambda_{U, W}\left(t_{0}\right)\right)
$$

for some $a\left(t_{0}\right)$; each of the two equalities holds at some $r$. Since $U_{t} \geq 0$ we have

$$
a(t)<a\left(t_{0}\right) \quad \text { and } \quad a(t)+\Lambda_{U, W}(t)>a\left(t_{0}\right)+\Lambda_{U, W}\left(t_{0}\right)
$$

and so $\Lambda_{U, W}(t)>\Lambda_{U, W}\left(t_{0}\right)$.
It is also easy to know the following.
Lemma 2.9. Let $U_{n}$ and $W_{n}$ be two sequences of entire solutions of (1.2)-(1.3). If $U_{n} \rightarrow U_{\infty}$ for $t \in \mathbf{R}$ and $r$ with $\left(r, U_{\infty}(r, t)\right) \in \Omega_{m}, W_{n} \rightarrow W_{\infty}$ for all $t \in \mathbf{R}$ and $r$ with $\left(r, W_{\infty}(r, t)\right) \in \Omega_{m}$, then $\Lambda_{U_{n}, W_{n}}(t) \rightarrow \Lambda_{U_{\infty}, W_{\infty}}(t)$ for every $t$.

Our aim in this section is to prove the following.
Lemma 2.10. $W(r, t)$ is a time-shift of $U(r, t)$.
Proof. We need to show only that $\Lambda_{U, W}(t)=0$ for all $t \in \mathbf{R}$. If this is not true, then $\Lambda_{U, W}\left(t_{0}\right)>0$ for some $t_{0}$.

By the monotonicity and boundedness of $\Lambda_{U, W}(t)$, we have $\lim _{t \rightarrow-\infty} \Lambda_{U, W}(t)=: \bar{\Lambda}$ for some $\bar{\Lambda}$ satisfying $0<\Lambda_{U, W}\left(t_{0}\right)<\bar{\Lambda} \leq M$.

Set $l_{n}=\left[\max _{r} U(r,-n) \cdot \frac{m}{2 \pi}\right]$ and define

$$
U_{n}(r, t):=U(r, t-n)-\frac{2 \pi}{m} l_{n}, \quad W_{n}(r, t):=W(r, t-n)-\frac{2 \pi}{m} l_{n}
$$

Then both of $U_{n}$ and $W_{n}$ satisfy the inequalities for $u_{n}$ in (2.11), and so a discussion similar to that in the proof of Lemma 2.7 shows that there exists a sequence $n_{j} \rightarrow$ $\infty(j \rightarrow \infty)$ and $U_{\infty}, W_{\infty} \in C^{2,1}$, which are entire solutions of (1.2)-(1.3), such that as $j \rightarrow \infty$,

$$
\begin{array}{cc}
U_{n_{j}}(r, t) \rightarrow U_{\infty}(r, t) & \text { for } t \in \mathbf{R} \quad \text { and } \quad r \text { with }\left(r, U_{\infty}(r, t)\right) \in \Omega_{m} \\
W_{n_{j}}(r, t) \rightarrow W_{\infty}(r, t) & \text { for } t \in \mathbf{R} \quad \text { and } \quad r \text { with }\left(r, W_{\infty}(r, t)\right) \in \Omega_{m}
\end{array}
$$

It follows from Lemma 2.9 that $\Lambda_{U_{\infty}, W_{\infty}}(t)=\lim _{j \rightarrow \infty} \Lambda_{U_{n_{j}}, W_{n_{j}}}(t)$.
On the other hand, $\Lambda_{U_{n_{j}}, W_{n_{j}}}(t)=\Lambda_{U, W}\left(t-n_{j}\right)$, so $\Lambda_{U_{\infty}, W_{\infty}}(t)=\lim _{j \rightarrow \infty} \Lambda_{U, W}(t-$ $\left.n_{j}\right)=\bar{\Lambda}$, that is, $\Lambda_{U_{\infty}, W_{\infty}}(t) \equiv \bar{\Lambda}(t \in \mathbf{R})$. Applying (ii) of Lemma 2.8 to functions $U_{\infty}$ and $W_{\infty}$ we see that this is true only if $\bar{\Lambda}=0$, a contradiction to $\bar{\Lambda}>\Lambda_{U, W}\left(t_{0}\right)>0$.

Therefore, $\Lambda_{U, W}(t)=0$ (for all $t \in \mathbf{R}$ ), and so there exists $a_{0}$ such that $U(r, t+$ $\left.a_{0}\right) \equiv W(r, t)$ for $t \in \mathbf{R}$.

### 2.4. Existence and uniqueness of periodic rotating wave.

Proof for the sufficiency part of Theorem 1.1. In previous sections we obtained an entire solution $U(r, t)$ of (1.2)-(1.3). Clearly, $U(r, t)+\frac{2 \pi}{m}$ is also an entire solution; Lemma 2.10 implies that $U(r, t)+\frac{2 \pi}{m}$ is a time-shift of $U(r, t)$, i.e., there exists $T_{m}>0$ such that

$$
U(r, t)+\frac{2 \pi}{m}=U\left(r, t+T_{m}\right) \quad \text { for } t \in \mathbf{R} \quad \text { and } \quad r \text { with }(r, U(r, t)) \in \Omega_{m}
$$

In other words, $U(r, t)$ is a periodic rotating wave.
The uniqueness follows from the uniqueness of the entire solution.
2.5. Necessity of (1.9). We show that (1.9) is a necessary condition for the existence of counterclockwise periodic rotating waves with average rotating speeds $O(1)$.
(i) Assume $A=\frac{2 H \sin \alpha_{1}+2 G \sin \alpha_{2}}{G^{2}-H^{2}}$.

From the proof of Lemma 2.3, one sees that when $\widetilde{H}=H, \widetilde{G}=G, \gamma_{1}=\alpha_{1}, \gamma_{2}=$ $\alpha_{2},(2.3)$ has the solution $\left(0, \varphi\left(r ; 0, H, G, \alpha_{1}, \alpha_{2}\right)\right)$.

Extend this solution $\varphi(r)$ a little beyond $[H, G]$; suppose its graph contacts $\partial_{1} \Omega_{m}$ (resp., $\partial_{2} \Omega_{m}$ ) at a point $P_{1}^{\prime}=\left(H-h\left(s_{1}^{\prime}\right), s_{1}^{\prime}\right)$ for some $s_{1}^{\prime}$ (resp., $P_{2}^{\prime}=\left(G+g\left(s_{2}^{\prime}\right), s_{2}^{\prime}\right)$ for some $\left.s_{2}^{\prime}\right)$. Choose $s_{i} \in\left(s_{i}^{\prime}, s_{i}^{\prime}+2 \pi \varepsilon\right)(i=1,2)$ such that $h^{\prime}\left(s_{1}\right)=H \tan \alpha_{1}$, $g^{\prime}\left(s_{2}\right)=G \tan \alpha_{2}$. Denote $P_{1}=\left(H-h\left(s_{1}\right), s_{1}\right), P_{2}=\left(G+g\left(s_{2}\right), s_{2}\right)$. Then when we move the extended graph of $\varphi(r)$ such that it contacts $\partial_{1} \Omega_{m}$ at $P_{1}$, the angle $\vartheta_{1}$ between the graph of $\varphi(r)$ and $\partial_{1} \Omega_{m}$ will be $\frac{\pi}{2}+O(\varepsilon)$. A similar conclusion is true at $P_{2} \in \partial_{2} \Omega_{m}$.

Let us see the shape of $\partial_{i} \Omega_{m}$ near $P_{i}(i=1,2)$. First, at $P_{1}, h^{\prime}\left(s_{1}\right)=\max _{s} h^{\prime}(s)=$ $H \tan \alpha_{1}, h^{\prime \prime}\left(s_{1}\right)=0$ and $h^{\prime \prime \prime}\left(s_{1}\right)=O\left(\frac{1}{\varepsilon^{2}}\right)$. Then for $\Delta s \in\left(-\varepsilon^{3 / 2}, \varepsilon^{3 / 2}\right)$, we have

$$
\begin{aligned}
h^{\prime}\left(s_{1}+\Delta s\right) & =H \tan \alpha_{1}+\frac{h^{\prime \prime \prime}\left(s_{1}\right)}{2}(\Delta s)^{2}+h^{(4)}\left(s^{*}\right)(\Delta s)^{3} \\
& =H \tan \alpha_{1}+O\left(\left(\frac{\Delta s}{\varepsilon}\right)^{2}\right)=h^{\prime}\left(s_{1}\right)+O(\varepsilon)
\end{aligned}
$$

A similar discussion is valid on $\partial_{2} \Omega_{m}$ near $P_{2}$.
Since the solution of (2.7) depends on $\gamma_{i}$ continuously, we know that when $\gamma_{i}=$ $\alpha_{i}-\zeta_{i} \varepsilon\left(\zeta_{i}>0\right.$ are large $)$, there is a unique $\omega^{s}>0, \omega^{s}=O(\varepsilon)$ and $\varphi^{s}\left(r ; \omega^{s}\right)$ solves (2.7). Moreover, the graph of $\varphi^{s}(r)+\omega^{s} t$ contacts $\partial_{1} \Omega_{m}$ at points ( $H-h(s), s$ ) for $s \in\left(s_{1}-\varepsilon^{3 / 2}, s_{1}+\varepsilon^{3 / 2}\right)$ with angles less than $\frac{\pi}{2}$, and contacts $\partial_{2} \Omega_{m}$ at points $(G+g(s), s)$ for $s \in\left(s_{2}-\varepsilon^{3 / 2}, s_{2}+\varepsilon^{3 / 2}\right)$ with angles less than $\frac{\pi}{2}$.

Suppose the end points of $\varphi^{s}(r)+\omega^{s} t$ reach $s_{i}+\varepsilon^{3 / 2}$ at time $t_{i}(i=1,2)$ and denote $t_{3}:=\min \left\{t_{1}, t_{2}\right\}$; then the discussion in the previous paragraph shows that $\varphi^{s}(r)+\omega^{s} t$ is an upper solution on $t \in\left[0, t_{3}\right]$. In this period the speed of $\varphi^{s}(r)+\omega^{s} t$ is $\omega^{s}=O(\varepsilon)$, and the $\theta$-distance of this period is $O\left(\varepsilon^{3 / 2}\right)$. Hence the upper solution $\varphi^{s}(r)+\omega^{s} t$ uses more time than $C \varepsilon^{1 / 2}$ (for some $C>0$ ) to pass this period. Any rotating wave will be blocked by this kind of upper solution in each period of $\Omega_{m}$ such that the rotating wave passes one period in time greater than $C \varepsilon^{1 / 2}$. In other words, its average speed is at most $O\left(\varepsilon^{1 / 2}\right)$. This is not the case we are interested in here.
(ii) In case $A<\frac{2 H \sin \alpha_{1}+2 G \sin \alpha_{2}}{G^{2}-H^{2}}$, one can even find a curve (like $\varphi^{s}(r)$ above) such that it rotates clockwise temporarily in a small period, and it blocks counterclockwise rotation.

Consequently, (1.9) is a necessary condition.
2.6. Stability. One has the following stability result by general theory in [19].

THEOREM 2.11. Let $U(r, t)$ be a counterclockwise periodic rotating wave of (1.2)(1.3). Then $U(r, t)$ is asymptotically stable in the $C^{1}$ sense. More precisely, any solution $u(r, t)$ of (1.2)-(1.3) whose initial data $u(r, 0)$ is sufficiently close to $U\left(r, t_{0}\right)$ for some $t_{0} \in \mathbf{R}$ satisfies

$$
\lim _{t \rightarrow \infty}\left\|U\left(\cdot, t+t_{1}\right)-u(\cdot, t)\right\|_{C^{1}}=0
$$

for some $t_{1} \in \mathbf{R}$, where $\|\cdot\|_{C^{1}}$ is understood in the following sense: $U(r, t)$ and $u(r, t)$ correspond to $V(z, t)(z \in(0,1))$ and $v(z, t)(z \in(0,1))$, respectively, by using (A.2)
in the appendices. The above limit is understood as

$$
\lim _{t \rightarrow \infty}\left\|V\left(z, t+t_{1}\right)-v(z, t)\right\|_{C^{1}}=0
$$

## 3. Estimate of average speed: Proof of Theorem 1.2.

3.1. Proof of (i) in Theorem 1.2. Recall that in section 2.1 we construct a good lower solution $\widehat{\varphi}(r)+\widehat{\omega} t$, so the average rotating speed $\omega_{m}$ satisfies $\omega_{m} \geq \widehat{\omega}$. Denote by $\left(\omega^{*}, \varphi^{*}(r)\right)$ the solution of (1.11) (that is, (2.3) with $\widetilde{H}=H, \widetilde{G}=G, \gamma_{1}=$ $\left.\alpha_{1}, \gamma_{2}=\alpha_{2}\right)$. Then it is easy to see by the proofs of Lemmas 2.3 and 2.4 that

$$
\begin{equation*}
\omega^{*}=\widehat{\omega}+O(\varepsilon), \quad \varphi^{*}=\widehat{\varphi}+C+O(\varepsilon), \quad \varphi^{* \prime}=\widehat{\varphi}^{\prime}+O(\varepsilon) . \tag{3.1}
\end{equation*}
$$

Therefore $\omega_{m}>\omega^{*}-\frac{C}{m}$ for some $C>0$.
Also from the proofs of Lemmas 2.3 and 2.4 we have $\widehat{\omega}<\omega_{0}$ and so $\omega^{*}<\omega_{0}$.
This proves the first and the third inequalities of (1.10).
3.1.1. Upper solution. Now we use $\widehat{\varphi}(r)+\widehat{\omega} t$ to construct an upper solution. Let $U(r, t)$ be the periodic rotating wave of (1.2)-(1.3). We note that $\left.U(r, t)\right|_{[H, G]}$ is nothing but the solution of

$$
\begin{cases}\tilde{u}_{t}=\frac{\tilde{u}_{r r}}{1+r^{2} \tilde{u}_{r}^{2}}+\frac{2 \tilde{u}_{r}+r^{2} \tilde{u}_{r}^{3}}{r\left(1+r^{2} \tilde{u}_{r}^{2}\right)}+A \frac{\sqrt{1+r^{2} \tilde{u}_{r}^{2}}}{r}, & t>0, H<r<G,  \tag{3.2}\\ \tilde{u}(H, t)=U(H, t), \tilde{u}(G, t)=U(G, t), & t>0, \\ \tilde{u}(r, 0)=U(r, 0), & H<r<G\end{cases}
$$

Without loss of generality, we may assume $U(r, 0) \leq \widehat{\varphi}(r)$ for $r \in[H, G]$ and $U\left(r_{0}, 0\right)=\widehat{\varphi}\left(r_{0}\right)$ for some $r_{0} \in[H, G]$. Recall $\varepsilon=1 / m$ and define

$$
\begin{equation*}
w(r, t)=E \sqrt{\varepsilon}\left(1-e^{-a^{2} t} \sin (a r+b)\right)+a E F \sqrt{\varepsilon} t \quad \text { for } r \in[H, G], t \geq 0 \tag{3.3}
\end{equation*}
$$

where $E=O(1)$ is determined later, $a=\frac{\pi}{G-H}, b=\frac{-\pi H}{G-H}$, and

$$
\begin{equation*}
F=\max _{H-h_{0} \leq r \leq G+g_{0}}|F(r)|+2 \tag{3.4}
\end{equation*}
$$

where
$F=\frac{2\left(r \widehat{\varphi}^{\prime \prime}+2 \widehat{\varphi}^{\prime}+r^{2}\left(\widehat{\varphi}^{\prime}\right)^{3}\right) r^{2} \widehat{\varphi}^{\prime}-2-2 r^{2}\left(\widehat{\varphi}^{\prime}\right)^{2}-3 r^{2}\left(\widehat{\varphi}^{\prime}\right)^{2}\left(1+r^{2}\left(\widehat{\varphi}^{\prime}\right)^{2}\right)}{r\left(1+r^{2}\left(\widehat{\varphi}^{\prime}\right)^{2}\right)^{2}}-\frac{A r \widehat{\varphi}^{\prime}}{\sqrt{1+r^{2}\left(\hat{\varphi}^{\prime}\right)^{2}}}$.
It is clear that

$$
w-a E F \sqrt{\varepsilon} t \geq 0, \quad w_{t}=w_{r r}+a E F \sqrt{\varepsilon}>0, \quad \min w(r, 0)=0
$$

LEMMA 3.1. $\bar{u}(r, t):=w(r, t)+\widehat{\varphi}(r)+\widehat{\omega} t$ is an upper solution of $(3.2)$ on $t \in[0,1]$, and hence

$$
\begin{equation*}
\bar{u}(r, t) \geq U(r, t) \quad \text { for } r \in[H, G], t \in[0,1] . \tag{3.5}
\end{equation*}
$$

Proof. To prove the lemma, it suffices to show that

$$
\begin{equation*}
\bar{u}_{t} \geq \frac{\bar{u}_{r r}}{1+r^{2} \bar{u}_{r}^{2}}+\frac{2 \bar{u}_{r}+r^{2} \bar{u}_{r}^{3}}{r\left(1+r^{2} \bar{u}_{r}^{2}\right)}+A \frac{\sqrt{1+r^{2} \bar{u}_{r}^{2}}}{r} \quad \text { for } \quad H<r<G, t>0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{array}{lr}
U(H, t) \leq \bar{u}(H, t), & t \in[0,1], \\
U(G, t) \leq \bar{u}(G, t), & t \in[0,1] . \tag{3.8}
\end{array}
$$

We first prove (3.6). Direct calculation shows that

$$
\begin{aligned}
& \bar{u}_{t}-\frac{\bar{u}_{r r}}{1+r^{2} \bar{u}_{r}^{2}}-\frac{2 \bar{u}_{r}+r^{2} \bar{u}_{r}^{3}}{r\left(1+r^{2} u_{r}^{2}\right)}-A \frac{\sqrt{1+r^{2} \bar{u}_{r}^{2}}}{r} \\
= & w_{t}-\frac{w_{r r}}{1+r^{2}\left(w_{r}+\hat{\varphi}^{\prime}\right)^{2}}+F_{1}(r) w_{r}+O(\varepsilon) \geq 0,
\end{aligned}
$$

where

$$
\begin{aligned}
F_{1}(r)= & \frac{2\left(r \widehat{\varphi}^{\prime \prime}+2 \widehat{\varphi}^{\prime}+r^{2}\left(\widehat{\varphi}^{\prime}\right)^{3}\right) r^{2} \widehat{\varphi}^{\prime}-2-2 r^{2}\left(\hat{\varphi}^{\prime}\right)^{2}-3 r^{2}\left(\widehat{\varphi}^{\prime}\right)^{2}\left(1+r^{2}\left(\hat{\varphi}^{\prime}\right)^{2}\right)}{r\left(1+r^{2}\left(\hat{\varphi}^{\prime}\right)^{2}\right)\left(1+r^{2}\left(w_{r}+\hat{\varphi}^{\prime}\right)^{2}\right)} \\
& -\frac{2 \operatorname{Ar\widehat {\varphi }^{\prime }}}{\sqrt{1+r^{2}\left(\hat{\varphi}^{\prime}\right)^{2}}+\sqrt{1+r^{2}\left(w_{r}+\hat{\varphi}^{\prime}\right)^{2}}}=F(r)+O(\sqrt{\varepsilon})
\end{aligned}
$$

satisfies

$$
\left|F_{1}(r)\right|<F-1 \quad\left(\text { note that } \quad\left|w_{r}\right| \leq a E \sqrt{\varepsilon}\right) .
$$

Next we prove (3.7) and (3.8). Suppose that they hold on $t \in[0, \tau]$ for some $\tau<1$; we show that they hold in fact on $t \in[0,1]$.

Construct an arc $\theta=\zeta(r)$ as follows (see Figure 3.1). Assume that $h^{\prime}\left(s_{1}\right)=$ $H \tan \alpha_{1}$. Denote $P=\left(H-h\left(s_{1}\right), s_{1}\right) \in \partial_{1} \Omega_{m}$. Choose $\zeta(r)$ to be the arc with curvature $-A$ that contacts $\partial_{1} \Omega_{m}$ perpendicularly at $P$. Without loss of generality, assume that $\zeta(H)=\theta_{0} \in(-2 \pi \varepsilon, 2 \pi \varepsilon)$. Then $P$ and $\left(H, \theta_{0}\right)$ are on $\zeta(r)$.

By (2.8), we know that both $\widehat{\varphi}$ and $\zeta(r)$ have almost the same slope at $P$ :

$$
\widehat{\varphi}^{\prime}\left(H-h\left(s_{1}\right)\right)-\zeta^{\prime}\left(H-h\left(s_{1}\right)\right)=O(\varepsilon) .
$$

Hence, there exists $M>0$ such that

$$
\begin{equation*}
\left|\widehat{\varphi}^{\prime}(H+l \sqrt{\varepsilon})-\zeta^{\prime}(H+l \sqrt{\varepsilon})\right| \leq(M-1) \sqrt{\varepsilon} \quad \text { for any } l \in[0,1] . \tag{3.9}
\end{equation*}
$$

Choose $D(\tau)>0$, such that $\zeta(r)+D(\tau)$ intersects $\bar{u}(r, \tau)$ at $r=H+\sqrt{\varepsilon}$, that is, $\zeta(H+\sqrt{\varepsilon})+D(\tau)=\bar{u}(H+\sqrt{\varepsilon}, \tau)$ (see Figure 3.1). Then by (3.9) we have

$$
\begin{aligned}
D(\tau) & =w(H+\sqrt{\varepsilon}, \tau)+\widehat{\varphi}(H+\sqrt{\varepsilon})+\widehat{\omega} \tau-\zeta(H+\sqrt{\varepsilon}) \\
& =\bar{u}(H, \tau)+w_{r}(H, \tau) \sqrt{\varepsilon}+\widehat{\varphi}(H+\sqrt{\varepsilon})-\widehat{\varphi}(H)-\zeta(H+\sqrt{\varepsilon})+o(\varepsilon) \\
& <\bar{u}(H, \tau)-a E e^{-a^{2}} \varepsilon+(M+2 \pi) \varepsilon .
\end{aligned}
$$

Therefore when we choose $E$ satisfying $a E e^{-a^{2}}>8 \pi+M$ we have $D(\tau)<\bar{u}(H, \tau)-$ $6 \pi \varepsilon$.

Since $\zeta(r)$ contacts $\partial_{1} \Omega_{m}$ at $P$ perpendicularly, there exists $\delta \in[0,2 \pi \varepsilon)$ such that the graph of $\zeta(r)+D(\tau)+\delta$ contacts $\partial_{1} \Omega_{m}$ perpendicularly and hence $\zeta(r)+D(\tau)+\delta$ is stationary. So

$$
U(H+\sqrt{\varepsilon}, \tau) \leq \bar{u}(H+\sqrt{\varepsilon}, \tau) \leq \zeta(H+\sqrt{\varepsilon})+D(\tau)+\delta
$$



Fig. 3.1. Upper solution.
implies that $U(r, \tau) \leq \zeta(r)+D(\tau)+\delta$ for $H<r<H+\sqrt{\varepsilon}$. Especially,

$$
U(H, \tau) \leq \zeta(H)+D(\tau)+\delta \leq \bar{u}(H, \tau)-2 \pi \varepsilon
$$

So

$$
\bar{u}(H, \tau+t) \geq \bar{u}(H, \tau) \geq U(H, \tau)+2 \pi \varepsilon \geq U(H, \tau+t) \quad \text { for } t \in\left[0, T_{m}\right]
$$

This means that (3.7) holds on $t \in\left[0, \tau+T_{m}\right]$ provided $\tau<1$. Repeating the above discussion finite times, we obtain (3.7).

Similarly, we can show (3.8) provided that $E$ in the definition of $w$ is chosen large enough.

### 3.1.2. Proof of the second inequality in (1.10).

$U(r, 1)-\widehat{\varphi}(r) \leq \bar{u}(r, 1)-\widehat{\varphi}(r) \leq(E+a E F) \sqrt{\varepsilon}+\widehat{\omega} \leq\left[\frac{(E+a E F) \sqrt{\varepsilon}+\widehat{\omega}}{2 \pi \varepsilon}+1\right] \cdot 2 \pi \varepsilon$,
where [•] is a Gauss function. On the other hand, by the periodicity

$$
U\left(r,\left[\frac{(E+a E F) \sqrt{\varepsilon}+\widehat{\omega}}{2 \pi \varepsilon}+1\right] \cdot T_{m}\right) \leq \widehat{\varphi}(r)+\left[\frac{(E+a E F) \sqrt{\varepsilon}+\widehat{\omega}}{2 \pi \varepsilon}+1\right] \cdot 2 \pi \varepsilon
$$

where " $="$ holds at $r=r_{0}$. Hence time 1 is smaller than time $\left[\frac{(E+a E F) \sqrt{\varepsilon}+\widehat{\omega}}{2 \pi \varepsilon}+1\right] \cdot T_{m}$, and so

$$
\begin{equation*}
\omega_{m}=\frac{2 \pi}{m T_{m}} \leq \widehat{\omega}+\frac{E+a E F+1}{\sqrt{m}} \tag{3.10}
\end{equation*}
$$

Therefore (3.1) implies that

$$
\omega_{m} \leq \omega^{*}+\frac{E+a E F+2}{\sqrt{m}}
$$

This completes the proof of (i) in Theorem 1.2.
3.2. Proof of (ii) in Theorem 1.2. In this subsection, we write the unique periodic rotating wave constructed in Lemma 2.7 by $U_{m}(r, t)$. Clearly, the period $T_{m}$ of $U_{m}(r, t)$ is smaller than 1 when $m>m_{0}$ for some $m_{0}$.

For any given $T>0$, by Lemma $2.7, U_{m}\left(m=m_{0}, m_{0}+1, \ldots\right)$ are bounded in $C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{m}}\right)$, where $\mu=\mu(T)$ is independent of $m$ and $Q_{T}^{m}:=\{(r, t) \mid t \in[-T, T+$ 1], $r$ with $\left.\left(r, U_{m}(r, t)\right) \in \Omega_{m}\right\}$. So there exists a sequence $\left\{m_{i}\right\}_{i=0}^{\infty}$ and $\mathcal{U}(r, t) \in$ $C^{2,1}([H, G] \times[-T, T+1])$ such that

$$
\left\|U_{m_{i}}-\mathcal{U}\right\|_{C^{2,1}([H, G] \times[-T, T+1])} \rightarrow 0 \quad \text { as } \quad i \rightarrow \infty
$$

Thus, for any $(r, t) \in[H, G] \times[-T, T]$, when $i \rightarrow \infty$ we have

$$
\omega^{*} \leftarrow \omega_{m_{i}}=\frac{2 \pi}{m_{i} T_{m_{i}}}=\frac{1}{T_{m_{i}}} \int_{t}^{T_{m_{i}}+t} \frac{\partial U_{m_{i}}(r, t)}{\partial t} d t=\frac{\partial U_{m_{i}}(r, s)}{\partial t} \rightarrow \mathcal{U}_{t}(r, t)
$$

with $s \in\left(t, T_{m_{i}}+t\right)$. This means that $\mathcal{U}(r, t)=\mathcal{U}(r)+\omega^{*} t$ in $[H, G] \times[-T, T]$ for some $\mathcal{U}(r) \in C^{2}([H, G])$.
$U_{m_{i}}$ is the solution of (1.2)-(1.3); taking limit $i \rightarrow \infty$ in these equations we have

$$
\left\{\begin{array}{l}
\omega^{*}=\frac{\mathcal{U}_{r r}}{1+r^{2} \mathcal{U}_{r}^{2}}+\frac{2 \mathcal{U}_{r}+r^{2} \mathcal{U}_{r}^{3}}{r\left(1+r^{2} \mathcal{U}_{r}^{2}\right)}+A \frac{\sqrt{1+r^{2} \mathcal{U}_{r}^{2}}}{r}, \quad H \leq r \leq G  \tag{3.11}\\
\mathcal{U}_{r}(H) \in\left[\frac{-\tan \beta_{1}}{H}, \frac{\tan \alpha_{1}}{H}\right], \quad \mathcal{U}_{r}(G) \in\left[\frac{-\tan \alpha_{2}}{G}, \frac{\tan \beta_{2}}{G}\right] .
\end{array}\right.
$$

Comparing it with (1.11) we find that when $\mathcal{U}_{r}(H)<\frac{\tan \alpha_{1}}{H}, \mathcal{U}_{r}(r)<\varphi_{r}^{*}\left(r ; \omega^{*}\right)$ and so $\mathcal{U}_{r}(G)<\frac{-\tan \alpha_{2}}{G}$. Therefore, (3.11) has a solution if and only if

$$
\mathcal{U}_{r}(H)=\frac{\tan \alpha_{1}}{H}, \quad \mathcal{U}_{r}(G)=\frac{-\tan \alpha_{2}}{G}
$$

and the solution $\mathcal{U}(r)$ is nothing but $\varphi^{*}\left(r ; \omega^{*}\right)+C$ for some $C$. Recall that we require $\max _{r} U_{m}(r, 0)=0$ in the proof of Lemma 2.7; hence $\max _{r} \mathcal{U}(r)=0$, which implies that $C=-\max _{r} \varphi^{*}\left(r ; \omega^{*}\right)$.

For any sequence $\left\{U_{m_{j}}\right\}$, there is a subsequence $\left\{U_{m_{j_{k}}}\right\}$ that converges to the same homogenized limit $\varphi^{*}\left(r ; \omega^{*}\right)+\omega^{*} t-\max _{r} \varphi^{*}\left(r ; \omega^{*}\right)$ in $C^{2,1}([H, G] \times[-T, T])$ as $k \rightarrow \infty$. Consequently, $U_{m}(r, t) \rightarrow \varphi^{*}\left(r ; \omega^{*}\right)+\omega^{*} t-\max _{r} \varphi^{*}\left(r ; \omega^{*}\right)$ in $C^{2,1}([H, G] \times[-T, T])$ as $m \rightarrow \infty$. This proves (ii) of Theorem 1.2.

## Appendix A. Proof of Lemma 2.5.

(i) of Lemma 2.5. Set $w=u_{r}$; then for $t \in(0, T]$ and $\eta_{1}(t)<r<\eta_{2}(t)$ we have

$$
\left\{\begin{array}{l}
w_{t}=\frac{w_{r r}}{1+r^{2} w^{2}}+a w_{r}-\frac{2+5 r^{2} w^{2}+r^{4} w^{4}}{r^{2}\left(1+r^{2} w^{2}\right)^{2}} w-\frac{A}{r^{2} \sqrt{1+r^{2} w^{2}}}  \tag{A.1}\\
w\left(\eta_{1}(t), t\right)=h^{\prime}\left(u\left(\eta_{1}(t), t\right)\right) / \eta_{1}^{2}(t), \quad w\left(\eta_{2}, t\right)=-g^{\prime}\left(u\left(\eta_{2}(t), t\right)\right) / \eta_{2}^{2}(t) \\
w(r, 0)=u_{0}^{\prime}(r) \quad \text { for } r \text { with }\left(r, u_{0}(r)\right) \in \Omega_{m}
\end{array}\right.
$$

where $a=a(r, u, w)$ is a smooth function. By the boundary condition we have

$$
-\frac{\tan \beta_{1}}{H}-\frac{C}{m}<w\left(\eta_{1}(t), t\right)<\frac{\tan \alpha_{1}}{H}+\frac{C}{m}
$$

for some $C>0$. Hence $\left|w\left(\eta_{1}(t), t\right)\right| \leq M_{1}+\frac{C}{m}<\bar{M}-\frac{1}{2}$. Similarly, $\left|w\left(\eta_{2}(t), t\right)\right| \leq$ $M_{1}+\frac{C}{m}<\bar{M}-\frac{1}{2}$.

On the other hand, if $w$ takes the maximum at $\left(r_{1}, t\right)$ with $r_{1} \in\left(\eta_{1}(t), \eta_{2}(t)\right)$ and $w\left(r_{1}, t\right)>\bar{M}-\frac{1}{2}$, then we have

$$
w_{t}\left(r_{1}, t\right)<\frac{w_{r r}\left(r_{1}, t\right)}{1+r^{2} w^{2}\left(r_{1}, t\right)}+a w_{r}\left(r_{1}, t\right) \leq 0
$$

which implies that $w$ will never be larger than $\bar{M}-\frac{1}{4}$. Similarly, if $w$ takes the minimum at $\left(r_{2}, t\right)$ with $r_{2} \in\left(\eta_{1}(t), \eta_{2}(t)\right)$ and $w\left(r_{2}, t\right)<-\bar{M}+\frac{1}{2}$, then, by the definition of $M_{2}$ in (1.8), we have

$$
w_{t}\left(r_{2}, t\right) \geq-\frac{2+5 r^{2} w^{2}+r^{4} w^{4}}{r^{2}\left(1+r^{2} w^{2}\right)^{2}} w-\left.\frac{A}{r^{2} \sqrt{1+r^{2} w^{2}}}\right|_{r=r_{2}}>0
$$

Therefore, $w$ will never be smaller than $-\bar{M}+\frac{1}{4}$. Thus we obtain (i) of Lemma 2.5.
We prove (ii) and (iii) of Lemma 2.5 by converting the problem of $u$ into a problem about $v(z, t)(z \in(0,1))$.

Introduce a new variable

$$
z:=\frac{r-H+h(\theta)}{J(\theta)}
$$

with $J(\theta)=G-H+g(\theta)+h(\theta)$. Then in the new coordinates $(z, \theta)$, domain $\Omega_{m}$ is expressed as a domain $\{(z, \theta) \mid z \in(0,1), \theta \in \mathbf{R}\}$. Now, given a solution $u(r, t)$ of (1.2), we define a new unknown $v(z, t)$ by

$$
\begin{equation*}
v(z, t)=u(r(z, t), t) \tag{A.2}
\end{equation*}
$$

where $r(z, t)$ is the inverse function of

$$
z(r, t)=\frac{r-H+h(u(r, t))}{J(u(r, t))}
$$

Such an inverse function exists if

$$
\frac{\partial z}{\partial r}:=\frac{J(u)+\left[(G+g) h^{\prime}+(H-h) g^{\prime}-r\left(g^{\prime}+h^{\prime}\right)\right] u_{r}}{J^{2}(u)} \neq 0
$$

that is,

$$
\begin{equation*}
J(u)+\left[(G+g) h^{\prime}+(H-h) g^{\prime}-r\left(g^{\prime}+h^{\prime}\right)\right] u_{r} \neq 0 \tag{A.3}
\end{equation*}
$$

We will see later that (A.3) always holds for any solution of (1.2)-(1.3) with appropriate initial data. From $\frac{\partial z}{\partial r} \neq 0$, we have inverse function $r(z, t)$ and

$$
\frac{\partial r}{\partial z}=J(v)+\left(g^{\prime}+h^{\prime}\right) z v_{z}-h^{\prime} v_{z} \neq 0
$$

As is easily seen, we have

$$
u_{r}=v_{z} \frac{\partial z}{\partial r}=\frac{v_{z}}{J(v)}+\frac{\left[(G+g) h^{\prime}+(H-h) g^{\prime}-r\left(g^{\prime}+h^{\prime}\right)\right] u_{r} v_{z}}{J^{2}(v)}
$$

and hence

$$
u_{r}=\frac{J(v) v_{z}}{J^{2}(v)-\left[(G+g) h^{\prime}+(H-h) g^{\prime}-r\left(g^{\prime}+h^{\prime}\right)\right] v_{z}}=\frac{v_{z}}{J(v)+I(z, v) v_{z}},
$$

where $I(z, v)=z\left(g^{\prime}(v)+h^{\prime}(v)\right)-h^{\prime}(v)$. Similarly,

$$
u_{r r}=\frac{J v_{z z}-2\left(g^{\prime}+h^{\prime}\right) v_{z}^{2}-\left(z\left(g^{\prime \prime}+h^{\prime \prime}\right)-h^{\prime \prime}\right) v_{z}^{3}}{\left(J+I v_{z}\right)^{3}}, \quad u_{t}=\frac{J v_{t}}{J+I v_{z}}
$$

since

$$
\frac{\partial z}{\partial t}=\frac{h^{\prime}-z\left(g^{\prime}+h^{\prime}\right)}{J} u_{t} .
$$

Hence the problem about $u$ reduces to a problem about $v$,

$$
\begin{equation*}
v_{t}=\frac{v_{z z}}{K}+f\left(z, v, v_{z}\right) \quad \text { for } 0<z<1, t>0, \tag{A.4}
\end{equation*}
$$

with
$f(z, v, p)=\frac{(J z+H-h) p^{3}-2\left(g^{\prime}+h^{\prime}\right) p^{2}-\left[z\left(g^{\prime \prime}+h^{\prime \prime}\right)-h^{\prime \prime}\right] p^{3}}{J K}+\frac{2 p(J+I p)^{2}}{J K(J z+H-h)}$
and

$$
K(z, v, p)=(J+I p)^{2}+p^{2}(J z+H-h)^{2} .
$$

Boundary conditions (1.3) reduce to

$$
\begin{equation*}
v_{z}(0, t)=\frac{J h^{\prime}}{(H-h)^{2}+\left(h^{\prime}\right)^{2}}, \quad v_{z}(1, t)=\frac{-J g^{\prime}}{(G+g)^{2}+\left(g^{\prime}\right)^{2}} . \tag{A.5}
\end{equation*}
$$

Any solution $u(r, t)$ of (1.2)-(1.3) satisfying (A.3) defines a solution $v(z, t)$ of (A.4)-(A.5) by the relation (A.2). Conversely, if $v(z, t)$ is a solution of (A.4)-(A.5), then the function $u(r, t)$ defined by

$$
\begin{equation*}
u(r, t)=v\left(\frac{r-H+h(u)}{J(u)}, t\right) \tag{A.6}
\end{equation*}
$$

is a solution of (1.2)-(1.3). For $u$ to be well defined by (A.6), we need to assume that

$$
\frac{\partial}{\partial u}\left(u-v\left(\frac{r-H+h(u)}{J(u)}, t\right)\right) \neq 0
$$

or, equivalently,

$$
\begin{equation*}
J(v)+\left[z\left(g^{\prime}+h^{\prime}\right)-h^{\prime}\right] v_{z} \neq 0 . \tag{A.7}
\end{equation*}
$$

We will see later that any solution of (A.4)-(A.5) with appropriate initial data satisfies (A.7) everywhere.

Using initial data $u_{0}(r)$ constructed in subsection 2.1.2, one can define a smooth function $v_{0}(z)$ by (A.2). Since

$$
\frac{v_{0 z}(z)}{J\left(v_{0}(z)\right)+I\left(z, v_{0}(z)\right) v_{0 z}(z)} \equiv u_{0 r}(r)=O(\varepsilon) \quad \text { for } z \in[0,1],
$$

we have $v_{0 z}(z)=O(\varepsilon)$. In what follows we consider problem (A.4)-(A.5) with initial data $v_{0}(z)$. First, we give an a priori estimate of $v_{z}$ by (i) of Lemma 2.5.

Lemma A.1. Let $v(z, t)$ be a solution of (A.4)-(A.5) with initial data $v_{0}$ on some time-interval $0 \leq t<t_{1}$. Then
(i) there exists $\sigma=\sigma\left(v_{0}\right)>0$ such that

$$
J(v)+I(z, v) v_{z} \geq \sigma \quad \text { for } t \in\left[0, t_{1}\right), z \in[0,1]
$$

(ii) there exists $\varrho \in(0,1)$ such that

$$
\left|v_{z}(z, t)\right| \leq \frac{G-H+\max (g(s)+h(s))}{\varrho} \cdot \bar{M} \quad \text { for } t \in\left[0, t_{1}\right), z \in[0,1]
$$

Proof. (i) Suppose that

$$
J(v(z, t))+I(z, v(z, t)) v_{z}(z, t) \geq \sigma_{1}>0 \quad \text { for } \quad 0 \leq t<\tilde{t}<t_{1}, z \in[0,1]
$$

then $u(r, t)$ is well defined by (A.6) on $[0, \tilde{t})$ with

$$
u_{r}(r, t)=\frac{v_{z}(z, t)}{J(v(z, t))+I(z, v(z, t)) v_{z}(z, t)}
$$

$u(r, t)$ is a solution of (1.2)-(1.3) and satisfies (i) of Lemma 2.5 on $t \in[0, \tilde{t})$. This means that

$$
\begin{equation*}
\left|\frac{v_{z}(z, t)}{J(v(z, t))+I(z, v(z, t)) v_{z}(z, t)}\right|<\bar{M} \quad \text { for } t \in[0, \tilde{t}), z \in[0,1] \tag{A.8}
\end{equation*}
$$

If there exists $z_{0} \in[0,1]$ such that $J\left(v\left(z_{0}, t\right)\right)+I\left(z_{0}, v\left(z_{0}, t\right)\right) v_{z}\left(z_{0}, t\right) \rightarrow 0$ as $t \nearrow \tilde{t}$, then (A.8) indicates that $v_{z}\left(z_{0}, t\right) \rightarrow 0$ as $t \nearrow \tilde{t}$. However, this implies that

$$
J\left(v\left(z_{0}, t\right)\right)+I\left(z_{0}, v\left(z_{0}, t\right)\right) v_{z}\left(z_{0}, t\right) \rightarrow J\left(v\left(z_{0}, t\right)\right) \geq G-H>0 \quad \text { as } t \nearrow \tilde{t}
$$

a contradiction. This proves (i).
(ii) From (i), we can define a function $u(r, t)$ by (A.6) on $0 \leq t<t_{1}$, which is a solution of (1.2)-(1.3) and satisfies (i) of Lemma 2.5 on $0 \leq t<t_{1}$.

By (1.6), there exists a $\varrho>0$ such that $\left|h^{\prime}\right| \bar{M}<1-2 \varrho,\left|g^{\prime}\right| \bar{M}<1-2 \varrho$. Therefore, for large $m$, (i) of Lemma 2.5 implies that

$$
\left|\frac{(G+g) h^{\prime}+(H-h) g^{\prime}-r\left(g^{\prime}+h^{\prime}\right)}{G-H+g+h} \cdot u_{r}\right|<\left|\frac{(G-r) h^{\prime}}{G-H}-\frac{(r-H) g^{\prime}}{G-H}\right| \bar{M}+\varrho<1-\varrho .
$$

(A.9)

Hence $\left|u_{r}\right|=\left|v_{z}\right| \cdot\left|\frac{\partial z}{\partial r}\right|>\varrho\left|v_{z}\right| / J(v)$ and then

$$
\left|v_{z}(z, t)\right|<\frac{G-H+\max (g(s)+h(s))}{\varrho} \bar{M} \quad \text { for } z \in[0,1], t \in\left[0, t_{1}\right)
$$

Remark A.1. In fact, from the proof we know that the left-hand side of (A.3) is positive, that is, $\frac{\partial z}{\partial r}>0$, so $\frac{\partial r}{\partial z}>0$.

Next we give the Hölder estimate for $v_{z}$ by a result in [13].
Theorem A. 2 (see [13, Theorem 13.16]). Let $\Omega=\omega \times(0, T)$ for some domain $\omega \subset \mathbf{R}^{n}$ with $\partial \omega \in H_{2}$. Let $w \in C^{2,1}(\bar{\Omega})$ be a solution of

$$
\begin{cases}w_{t}=\operatorname{div} A(x, t, w, D w)+B(x, t, w, D w) & \text { in } \Omega  \tag{A.10}\\ A(x, t, w, D w) \cdot \gamma+\psi(x, t, w)=0 & \text { on } \partial \omega \times(0, T) \\ w=\varphi & \text { on } \omega \times\{0\}\end{cases}
$$

with $A$ a $C^{1}$ function of $(x, t, w, p), \psi a C^{1}$ function of $(x, t, w)$, and $A$ and $B$ uniformly continuous with respect to $(x, t, w, p), \gamma$ the inner normal to $\partial \omega$. Suppose that there are positive constants $L, \lambda_{L}, \Lambda_{L}$, and $\mu_{L}$ such that $|w|+|D w| \leq L$ and

$$
\begin{equation*}
\frac{\partial A^{i}}{\partial p_{j}} \xi_{i} \xi_{j} \geq \lambda_{L}|\xi|^{2}, \quad\left|A_{p}\right| \leq \Lambda_{L} \tag{A.11}
\end{equation*}
$$

$$
\begin{equation*}
\left|A_{w}\right|+\left|A_{x}\right|+\left|A_{t}\right|+|B| \leq \mu_{L}, \quad\left|\psi_{w}\right|+\left|\psi_{x}\right|+\left|\psi_{t}\right|+|\psi| \leq \mu_{L} \tag{A.12}
\end{equation*}
$$

for $(x, t, w, p)$ with $|w|+|p| \leq L$. Suppose also that

$$
\begin{equation*}
|A(x, t, w, p)-A(x, s, w, p)|+|\psi(x, t, w)-\psi(x, s, w)| \leq \mu_{L}|t-s|^{\frac{1}{2}} \tag{A.13}
\end{equation*}
$$

for $(x, w, p) \in \partial \omega \times \mathbf{R} \times \mathbf{R}^{n}$ with $|w|+|p| \leq L$ and all $s, t \in(0, T)$. If also $\varphi \in H_{2}$ and

$$
A(x, t, \varphi, D \varphi) \cdot \gamma+\psi(x, t, \varphi)=0 \quad \text { on } \quad \partial \omega \times\{0\}
$$

then there are positive constants $\alpha=\alpha\left(L, n, \lambda_{L}, \Lambda_{L}\right)$ and $C=C\left(n, \lambda_{L}, \Lambda_{L}, \mu_{L}, \Omega,|\varphi|_{2}\right)$ such that $|D u|_{\alpha} \leq C$.

Define

$$
\begin{gathered}
A(z, v, p)=\frac{p}{K(z, v, p)}+\int_{0}^{p} \frac{p K_{p}(z, v, p)}{K^{2}(z, v, p)} d p \\
\mathcal{H}(v)=\frac{J(v) h^{\prime}(v)}{(H-h(v))^{2}+h^{\prime}(v)^{2}}, \quad \mathcal{G}(v)=\frac{-J(v) g^{\prime}(v)}{(G+g(v))^{2}+g^{\prime}(v)^{2}}
\end{gathered}
$$

Then (A.4)-(A.5) with initial data $v_{0}(z)$ can be written in divergence form:

$$
\begin{cases}v_{t}=\frac{\partial}{\partial z} A\left(z, v, v_{z}\right)+B\left(z, v, v_{z}\right), & z \in(0,1), t>0  \tag{A.14}\\ v_{z}(0, t)=\mathcal{H}(v(0, t)), \quad v_{z}(1, t)=\mathcal{G}(v(1, t)), & t>0 \\ v(z, 0)=v_{0}(z), & z \in(0,1)\end{cases}
$$

where $\frac{\partial A}{\partial z}$ denotes the partial derivative of $A$ on $z$ when we regard $A$ as a function of $z$ and $t$, and a careful calculation shows that $B(z, v, p)$ is a smooth and bounded function provided $v_{z}$ is bounded.

Lemma A.3. Let $v(z, t)$ be a solution of (A.14) on some time-interval $0 \leq t \leq T$; then there exist $\mu(T)>0$ and $C>0$ (independent of $T)$ such that

$$
\begin{equation*}
\left|v_{z}\right|_{\mu} \leq C \quad \text { in } \quad[0,1] \times[0, T] \tag{A.15}
\end{equation*}
$$

Proof. First, (2.6) gives the a priori estimate of $u \equiv v$ :

$$
\widehat{\omega} t-C \leq v(z, t)<\widetilde{\omega} t+C \quad \text { for } z \in[0,1], t \in[0, T] .
$$

As $T$ goes to $+\infty, v$ also goes to $+\infty$. However, one important thing should be noticed: in our problem (A.14), $v$ appears always in a form such as $g(v), h(v), g^{\prime}(v), h^{\prime}(v)$, etc. Therefore, the unboundedness of $v$ does not cause the unboundedness of the coefficients in (A.14).

Second, the a priori estimate for $v_{z}$ is given by (ii) in Lemma A.1: $\left|v_{z}(z, t)\right| \leq C$ for $z \in[0,1]$ and $t \in[0, T]$.

A trivial and careful calculation shows that Theorem A. 2 stated above is applicable to (A.14) and none of the constants $\lambda, \Lambda$, and $\mu$ depend on $T$ (since the bound of $z$ and $v_{z}$ are independent of $T$, and $v$ appears in the form $g(v), h(v)$, etc.). So there exist $\mu=\mu(T)$ and $C>0$ (independent of $T$ ) such that (A.15) holds.

Proof of (ii) of Lemma 2.5. By $u_{r}=\frac{v_{z}}{J(v)+I(z, v) v_{z}}$ and the a priori estimates of $v, v_{z}$, and $\left|v_{z}\right|_{\mu}$ we have $\mu(T)>0$ and $C>0$ (independent of $T$ ) such that $\left|u_{r}\right|_{\mu(T)} \leq C$ for $(r, t) \in \overline{Q_{T}}$.

Proof of (iii) of Lemma 2.5. Choose a constant $\sigma>0$ such that

$$
\sigma>\max \left\{\max _{s}\left|\mathcal{H}^{\prime}(s)\right|, \max _{s}\left|\mathcal{G}^{\prime}(s)\right|\right\}+1
$$

and define $w(z, t):=v(z, t) e^{\sigma z}$. Then $w$ is a solution of

$$
\begin{cases}w_{t}=\frac{\partial}{\partial z} \widetilde{A}\left(z, w, w_{z}\right)+\widetilde{B}\left(z, w, w_{z}\right), & z \in(0,1), t>0,  \tag{A.16}\\ w_{z}(0, t)=\mathcal{H}(v(0, t))+\sigma w(0, t), & t>0, \\ w_{z}(1, t)=\mathcal{G}(v(1, t)) e^{\sigma}+\sigma w(1, t), & t>0, \\ w(z, 0)=v_{0}(z) e^{\sigma z}, & z \in(0,1),\end{cases}
$$

where $\widetilde{A}$ and $\widetilde{B}$ are smooth functions like $A$ and $B$. Theorem A. 2 stated above can also be used for this problem and so we have $\left|w_{z}\right|_{\mu(T)} \leq C$ for $(z, t) \in \overline{Q_{T}}$, where $\mu(T)>0$ and $C>0$ (independent of $T$ ).

Especially, at $z=0$ we have $\left|w_{z}(0, t)-w_{z}(0, s)\right| \leq C|t-s|^{\mu(T)}$. On the other hand,

$$
\begin{aligned}
\left|w_{z}(0, t)-w_{z}(0, s)\right| & =|\mathcal{H}(v(0, t))-\mathcal{H}(v(0, s))+\sigma w(0, t)-\sigma w(0, s)| \\
& =\left|\sigma+\mathcal{H}^{\prime}(\varsigma)\right| \cdot|w(0, t)-w(0, s)| \geq|w(0, t)-w(0, s)| .
\end{aligned}
$$

Hence $|w(0, t)-w(0, s)| \leq C|t-s|^{\mu(T)}$. Similarly we have $|w(1, t)-w(1, s)| \leq C \mid t-$ $\left.s\right|^{\mu(T)}$. Finally by Theorem 1.1 of Chapter V in [14] we have $|w|_{\mu(T)} \leq C$. This implies that $|v|_{\mu(T)} \leq C$ for another $C>0$.

Appendix B. Proof of Lemma 2.6. It is clear that to prove Lemma 2.6 we only need to prove similar conclusions for $v$.

Lemma B.1. Assume (1.9) holds; then (A.14) has a unique, global solution $v(z, t)$ satisfying $v_{t}(\cdot, t) \geq 0$. Moreover, for any $T>0$, let $Q_{T}^{z}:=(0,1) \times(0, T]$; then there exist positive constants $\mu(T), C_{1}$, and $C_{2}\left(C_{1}, C_{2}\right.$ are independent of $\left.T\right)$ such that
(i) $v \in C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{z}}\right)$;
(ii) $\|v(z, t)\|_{C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{\widetilde{2}}}\right)} \leq C_{1} T+C_{2}$.

Proof. First, by Theorem 8.1 in [21] and the above a priori estimates for $v$, we have a unique, global solution $v$ of (A.14). Moreover for any $T>0, v \in$ $C^{\infty}\left([0, T], H^{\infty}(0,1)\right)$, where $H^{\infty}(0,1):=\bigcap_{k=0}^{\infty} H^{k}(0,1)$ is a Fréchet space with norms $\left(\|\cdot\|_{k}\right)_{k=0}^{\infty}$, and $H^{k}(0,1)$ is a Sobolev space with norm $\|\cdot\|_{k}$ (cf. [21]). Embedding theorem implies that we indeed obtain a global solution of (A.14): $v \in C^{\infty}\left(\overline{Q_{\infty}^{z}}\right)$, where $Q_{\infty}^{z}=(0,1) \times(0, \infty)$. (i) is proved.

The result $u_{t}(\cdot, t) \geq 0$ for $t>0$ in subsection 2.1.2 implies that $v_{t}(z, t) \geq 0$.
Now we use the a priori estimates in Lemma 2.5 and the interior estimate (see, for example, Theorem 5 of Chapter 3 in [7]) for problem (A.4)-(A.5) with initial data $v_{0}(z)$; then for any $T>0$, there exist $\mu=\mu(T)>0$ and $C_{1}>0, C_{2}>0\left(C_{1}, C_{2}\right.$ are independent of $T$ ) such that

$$
\|v\|_{C^{2+\mu, 1+\frac{\mu}{2}}\left(Q_{T}^{z}\right)} \leq C_{1} T+C_{2}
$$

By the smoothness of $v$ on $\overline{Q_{T}^{z}}$, we indeed obtain $\|v\|_{C^{2+\mu, 1+\frac{\mu}{2}}\left(\overline{Q_{T}^{z}}\right)} \leq C_{1} T+C_{2}$.
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#### Abstract

The aim of this paper is to introduce a macroscopic fluid dynamic model dealing with the flow of information on a telecommunication network encoded in packets. Taking an intermediate time and space scale, we propose a model similar to that introduced recently for car traffic; see [G. M. Coclite, M. Garavello, and B. Piccoli, SIAM J. Math. Anal., 36 (2005), pp. 1862-1886]. For dynamics at nodes we consider two "routing algorithms" and prove existence of solutions to Cauchy problems. The main difference among the two algorithms is the possibility of redirecting packets of the second algorithm, which in turn implies stability, i.e., Lipschitz continuous dependence on initial data, not granted for solutions using the first algorithm.
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1. Introduction. The aim of this paper is to introduce a macroscopic fluid dynamic model dealing with the flow of information on a telecommunication network encoded in packets. There are some recent works on traffic flow on road networks (see $[10,11,14,15,16,18])$ that are based on macroscopic description via car densities and other conserved quantities. Our idea is to look at the network at an intermediate time scale so that packet transmission happens at a faster level but the equilibria of the whole network are reached only as asymptotic. This permits us to construct a model again relying on macroscopic description.

There exist various approaches to traffic flow on telecommunication networks, in particular for the Internet and with special focus on properties of control congestion algorithms such as TCP/IP; see, for example, [4, 17, 25]. Our idea is rather to take a large number of nodes, which use some simple routing algorithm, and via some limiting procedure obtain a partial differential equation for the packet density on the network. First we focus on a straight transmission line and justify the limiting procedure. Then we consider a network and introduce two routing algorithms for nodes with many entering and exiting lines. Let us start with the basic assumptions.

A network is formed by a finite collection of transmission lines and nodes (or routers). We assume that each node receives and sends information encoded in packets. Each packet can thus be seen as a particle on the network, but we have to take into account specific issues of telecommunications. Having in mind the Internet as our key model, we assume the following:
(1) Each packet travels on the network with a fixed speed and with assigned final destination.
(2) Nodes receive, process, and then forward packets. Packets may be lost with a probability increasing with the number of packets to be processed. Each lost packet is sent again.

[^40]We first model the behavior of a single straight transmission line on which there are some consecutive nodes. Each node sends packets to the following one a first time, then packets which are lost in this process are sent a second time, and so on. The important point is that each packet is sent until it reaches the next node; thus, looking from a macroscopic level, it is assumed that packets are conserved. This leads from the microscopic dynamics to the simple model consisting of a single conservation law:

$$
\begin{equation*}
\rho_{t}+f(\rho)_{x}=0 \tag{1}
\end{equation*}
$$

where $\rho$ is the packet density, $v$ is the velocity, and $f(\rho)=v \rho$ is the flux. Since the packet transmission velocity on the line is assumed constant, we can derive an average transmission velocity among nodes considering the amount of packets that may be lost. More precisely, assigning a loss probability as function of the density, it is possible to compute a velocity function and thus a flux function.

The conclusion is rigorously justified only for constant density, but is assumed to hold in general. This corresponds to the hypotheses that macroscopic density waves move at a velocity much smaller than the packet transmission velocity. In section 2 we derive some models and then focus the rest of the paper on a particular model that implies equivalence between the total variation of density and of flux. Even if our limiting procedure is not completely rigorous, there are other approaches, as that of [3] for supply chains, which lead to conservation laws. Moreover, since our method to solve problems at nodes is based only on flux values, every limiting procedure, which leads to a conservation law formulation, may be used to treat the problem on a network.

The aim is then to consider complex networks; thus we need to introduce a way of solving dynamics at nodes in which many lines intersect. For this, respecting rule 2, we propose two different routing algorithms:
(RA1) Packets from incoming lines are sent to outgoing ones according to their final destination (without taking into account possible high loads of outgoing lines).
(RA2) Packets are sent to outgoing lines in order to maximize the flux through the node.
The main differences of the two algorithms are the following. The first one simply sends each packet to the outgoing line which is naturally chosen according to the final destination of the packet itself. The algorithm is blind to possible overloads of some outgoing lines and, by some abuse of notation, is similar to the behavior of a "switch." The second algorithm, on the contrary, sends packets to outgoing lines taking into account the loads, and thus possibly redirecting packets. Again by some abuse of notation, this is similar to a "router" behavior.

Routing algorithm (RA1) can be described by two rules and was already used in [11] for car traffic. In particular a traffic distribution matrix $A$ is given, which describes the percentage of packets from an incoming line that are addressed to an outgoing one. For existence of solutions to the Cauchy problem on the network, we have to restrict ourselves to the case of simple nodes with two incoming and two outgoing lines, but, differently from [11], we can obtain a precise bound on the total variation of density, thanks to the assumption on the flux function, and then derive existence of solutions to the Cauchy problem more directly by wave-front tracking. However, Lipschitz continuous dependence of solutions is not granted.

Then we analyze routing algorithm (RA2). Notice that this second algorithm
was not considered for car traffic, because redirection of cars is not expected from a modeling point of view (except special situations, as closure of a road).

In order to determine unique solutions to Riemann problems, some additional parameters are introduced, called, respectively, priority parameters and traffic distribution parameters. The former describe priorities among incoming lines, while the latter have the same meaning of the traffic distribution matrix.

The advantage of this second algorithm is that the flux variation at a node is conserved for interaction of waves from transmission lines. This permits us both to obtain estimates on the total variation of density, thus to construct solutions again by wave-front tracking, and also to obtain uniqueness and Lipschitz continuous dependence of solutions. The latter result is achieved by the method introduced in $[6,8]$, which considers a Riemannian-type metric on $L^{1}$. More precisely, the distance among solutions is measured by paths in $L^{1}$ which admit some generalized tangent vectors. The key point is that the norms of tangent vectors are known to decrease inside each line (i.e., for scalar conservation laws), while for interactions with nodes its evolution is determined by flux variation. As explained in section 5.2.1, other known methods to treat uniqueness for scalar conservation laws seem not to work for the network case.

The obtained results show the strong effect of the routing algorithm. More precisely, the choice of a "router"-type algorithm, i.e., (RA2), implies stability of solutions, with respect of perturbation of the data, as opposed to the instability obtained with the "switch" types.

The paper is organized as follows. Section 2 describes the dynamics of packet density on a single transmission line. Section 3 gives general definitions of a network and of the Riemann solver. Then we describe the two routing algorithms in section 4, giving explicit unique solutions to Riemann problems. Finally, section 5 provides the needed estimates for constructing solutions to Cauchy problems and for obtaining continuous dependence for the second algorithm.
2. Packet loss and velocity functions on transmission lines. We model a transmission line by a sequence of nodes $N_{k}$, representing routers, and edges which connect consecutive nodes. Thus the transmission line is represented by a real interval $I$ union of many edges and nodes.

Each node (router) sends and receives packets. Following rule 1, we assume that packets flow at constant velocity from each node $N_{k}$ to $N_{k+1}$. Taking a discrete time scale for the evolution, the state at time $t_{i}$ is described by the packet quantities $R_{k}\left(t_{i}\right)$ on nodes $N_{k}$, and transmission happens among consecutive nodes between two discrete times. Therefore, to determine the dynamics on $I$ we need to describe the effect of packet loss on the velocity of transmission function.

As for the Internet, we assume that each node $N_{k}$ sends again packets that are lost by the following node $N_{k+1}$. Therefore the number of packets is conserved, i.e., at macroscopic level we expect (1) to hold. More precisely, we assume that there exists a function $p:\left[0, R_{\text {max }}\right] \rightarrow[0,1]$ which assigns the packet loss probability as a function of the number of packets.

Let us focus now on two consecutive nodes and introduce some notation. Suppose that $\delta$ is the distance between nodes $N_{k}$ and $N_{k+1}$. Let $\Delta t_{0}$ be the transmission time of packets from node $N_{k}$ to node $N_{k+1}$ if they are sent with success at the first attempt, and let $\Delta t_{a v}$ be the average transmission time when some packets are lost by $N_{k+1}$. Finally, we denote by $\bar{v}=\frac{\delta}{\Delta t_{0}}$ and $v=\frac{\delta}{\Delta t_{a v}}$ the packet velocity in the two cases.

At the first attempt, the packets sent by node $N_{k}$ reach with success node $N_{k+1}$


Fig. 1. Packet loss function.
with probability $(1-p)$ and are lost by node $N_{k+1}$ with probability $p$. At the second attempt there are $p$ of the total number of packets left to be sent again and $(1-p) p$ are sent with success while $p^{2}$ are lost. Going on at the $n$th attempt, $(1-p) p^{n-1}$ packets are sent successfully and $p^{n}$ are lost. The average transmission time is equal to

$$
\begin{equation*}
\Delta t_{a v}=\sum_{n=1}^{+\infty} n \Delta t_{0}(1-p) p^{n-1}=\frac{\Delta t_{0}}{1-p} \tag{2}
\end{equation*}
$$

from which we get that the transmission velocity is given by

$$
\begin{equation*}
v=\frac{\delta}{\Delta t_{a v}}=\frac{\delta}{\Delta t_{0}}(1-p)=\bar{v}(1-p) \tag{3}
\end{equation*}
$$

The above reasoning works for the entire line if $R_{k}\left(t_{0}\right)=R$ for all $k$. In fact, one gets immediately that $R_{k}\left(t_{i}\right)=R$ for all $i$ and $k$. Thus the following holds.

Lemma 1. Assume that $R_{k}\left(t_{0}\right)=R$ for all $k$. Then the average transmission time and velocity are given by (2) and (3).

Clearly Lemma 1 gives an average velocity only if the density is constant. However, we assume the conclusion holds in general for the macroscopic velocity and use this together with (1). This assumption is not completely justified, but it is reasonable if the transmission velocity of packets is expected to be much bigger than the macroscopic velocity.

We may also assign the loss probability directly as a function of the packet density; then the corresponding flux is easily determined. Such loss probability should vanish for low load levels of nodes and reach the value 1 for $R=R_{\text {max }}$. We show some choice of packet loss functions and the corresponding macroscopic fluxes.

Example 2. Let us suppose that the packet loss probability is given by

$$
p(\rho)= \begin{cases}0, & 0 \leq \rho \leq \sigma \\ \frac{2(\rho-\sigma)}{\rho}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

for some $\sigma \in] 0, \rho_{\max }[$; see Figure 1. Then the average transmission velocity is equal to

$$
v(\rho)=\bar{v}(1-p(\rho))= \begin{cases}\bar{v}, & 0 \leq \rho \leq \sigma \\ \bar{v} \frac{(2 \sigma-\rho)}{\rho}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$



Fig. 2. Flux function.

Imposing that

$$
v\left(\rho_{\max }\right)=\bar{v} \frac{\left(2 \sigma-\rho_{\max }\right)}{\rho_{\max }}=0
$$

we get that $\sigma=\frac{\rho_{\max }}{2}$. Since $f(\rho)=v(\rho) \rho$ it follows that (see Figure 2)

$$
f(\rho)= \begin{cases}\bar{v} \rho, & 0 \leq \rho \leq \sigma \\ \bar{v}(2 \sigma-\rho), & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

The fundamental diagram (i.e., the expression of the flux as a function of the density) of Example 2 was extensively used in traffic flow literature (see [13, 20]) and is sometimes called the Daganzo-Newell flux.

Example 3. Suppose that

$$
p(\rho)= \begin{cases}0, & 0 \leq \rho \leq \sigma \\ \frac{\rho-\sigma}{\sigma}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

It follows that

$$
v(\rho)= \begin{cases}\bar{v}, & 0 \leq \rho \leq \sigma \\ \frac{\bar{v}(2 \sigma-\rho)}{\sigma}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

and

$$
f(\rho)= \begin{cases}\bar{v} \rho, & 0 \leq \rho \leq \sigma \\ \frac{\bar{v} \rho(2 \sigma-\rho)}{\sigma}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

Example 4. Suppose that

$$
p(\rho)= \begin{cases}0, & 0 \leq \rho \leq \sigma \\ \frac{(\rho-\sigma)^{2}}{\sigma^{2}}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

It follows that

$$
v(\rho)= \begin{cases}\bar{v}, & 0 \leq \rho \leq \sigma \\ \frac{\bar{v} \rho(2 \sigma-\rho)}{\sigma^{2}}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

and

$$
f(\rho)= \begin{cases}\bar{v} \rho, & 0 \leq \rho \leq \sigma \\ \frac{\bar{v} \rho \rho^{2}(2 \sigma-\rho)}{\sigma^{2}}, & \sigma \leq \rho \leq \rho_{\max }\end{cases}
$$

Remark 5. Examples 2 and 3 lead to fluxes which are not $\mathcal{C}^{1}$; the opposite happens for Example 4. Notice that only for Example 2 does the corresponding flux have the property that $f^{\prime}(\rho \pm) \neq 0$ for every $\rho$. Thus the density variation along discontinuities not crossing $\sigma$ is equivalent to the flux ones.

In what follows we suppose that measures on packet loss probability lead to the formulation of Example 2. This allows us to control the variation of the density function in terms of the variation of the flux function, as shown later.

We can suppose for simplicity that $\rho_{\max }=1$, so we have the following assumptions on the flux:
(F) $f:[0,1] \rightarrow R, \quad f(\rho)= \begin{cases}\bar{v} \rho, & 0 \leq \rho \leq \sigma, \\ \bar{v}(2 \sigma-\rho), & \sigma \leq \rho \leq 1,\end{cases}$
$f(0)=f(1)=0$. Thus $\sigma=\frac{1}{2}$ is the unique maximum point.
3. Telecommunication networks. We consider a telecommunication network that is modeled by a finite set of intervals $I_{i}=\left[a_{i}, b_{i}\right] \subset \mathbb{R}, i=1, \ldots, N, a_{i}<b_{i}$, possibly with either $a_{i}=-\infty$ or $b_{i}=+\infty$, on which we consider the model of the previous section, i.e., equation (1) with assumption (F). The network evolution is described by a finite set of functions $\rho_{i}$ defined on $\left[0,+\infty\left[\times I_{i}\right.\right.$.

On each transmission line $I_{i}$ we want $\rho_{i}$ to be a weak entropic solution of (1), that is, for every function $\varphi:\left[0,+\infty\left[\times I_{i} \rightarrow \mathbb{R}\right.\right.$ smooth, positive with compact support on $] 0,+\infty[\times] a_{i}, b_{i}[$,

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{a_{i}}^{b_{i}}\left(\rho_{i} \frac{\partial \varphi}{\partial t}+f\left(\rho_{i}\right) \frac{\partial \varphi}{\partial x}\right) d x d t=0 \tag{4}
\end{equation*}
$$

and for every $k \in \mathbb{R}$ and every $\tilde{\varphi}:\left[0,+\infty\left[\times I_{i} \rightarrow \mathbb{R}\right.\right.$ smooth, positive with compact support on $] 0,+\infty[\times] a_{i}, b_{i}[$,

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{a_{i}}^{b_{i}}\left(\left|\rho_{i}-k\right| \frac{\partial \tilde{\varphi}}{\partial t}+\operatorname{sgn}\left(\rho_{i}-k\right)\left(f\left(\rho_{i}\right)-f(k)\right) \frac{\partial \tilde{\varphi}}{\partial x}\right) d x d t \geq 0 \tag{5}
\end{equation*}
$$

It is well known that, for (1) on $\mathbb{R}$ and for every initial data in $L^{\infty}$, there exists a unique weak entropic solution depending in a continuous way on the initial data in $L_{\text {loc }}^{1}$. Moreover, for initial data in $L^{\infty} \cap L^{1}$ we have Lipschitz continuous dependence in $L^{1}$.

We assume that the transmission lines are connected by some junctions. Each junction $J$ is given by a finite number of incoming transmission lines and a finite number of outgoing transmission lines; thus we identify $J$ with $\left(\left(i_{1}, \ldots, i_{n}\right),\left(j_{1}, \ldots, j_{m}\right)\right)$, where the first $n$-tuple indicates the set of incoming transmission lines and the second $m$-tuple indicates the set of outgoing transmission lines. Each transmission line can be incoming for at most one junction and outgoing for at most one junction. Hence the complete model is given by a couple $(\mathcal{I}, \mathcal{J})$, where $\mathcal{I}=\left\{I_{i}: i=1, \ldots, N\right\}$ is the collection of transmission lines and $\mathcal{J}$ is the collection of junctions.

Now we discuss how to define solutions at junctions. For this, fix a junction $J$ with $n$ incoming transmission lines, say $I_{1}, \ldots, I_{n}$, and $m$ outgoing transmission lines, say
$I_{n+1}, \ldots, I_{n+m}$. A weak solution at $J$ is a collection of functions $\rho_{l}:\left[0,+\infty\left[\times I_{l} \rightarrow \mathbb{R}\right.\right.$, $l=1, \ldots, n+m$, such that

$$
\begin{equation*}
\sum_{l=1}^{n+m}\left(\int_{0}^{+\infty} \int_{a_{l}}^{b_{l}}\left(\rho_{l} \frac{\partial \varphi_{l}}{\partial t}+f\left(\rho_{l}\right) \frac{\partial \varphi_{l}}{\partial x}\right) d x d t\right)=0 \tag{6}
\end{equation*}
$$

for every $\varphi_{l}, l=1, \ldots, n+m$, smooth having compact support in $\left.] 0,+\infty[\times] a_{l}, b_{l}\right]$ for $l=1, \ldots, n$ (incoming transmission lines) and in $] 0,+\infty\left[\times\left[a_{l}, b_{l}[\right.\right.$ for $l=n+1, \ldots$, $n+m$ (outgoing transmission lines), which are also smooth across the junction, i.e.,

$$
\varphi_{i}\left(\cdot, b_{i}\right)=\varphi_{j}\left(\cdot, a_{j}\right), \quad \frac{\partial \varphi_{i}}{\partial x}\left(\cdot, b_{i}\right)=\frac{\partial \varphi_{j}}{\partial x}\left(\cdot, a_{j}\right), \quad i=1, \ldots, n, j=n+1, \ldots, n+m
$$

Remark 6. Let $\rho=\left(\rho_{1}, \ldots, \rho_{n+m}\right)$ be a weak solution at the junction such that each $x \rightarrow \rho_{i}(t, x)$ has bounded variation. We can deduce that $\rho$ satisfies the Rankine-Hugoniot condition at the junction $J$, namely,

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(\rho_{i}\left(t, b_{i}-\right)\right)=\sum_{j=n+1}^{n+m} f\left(\rho_{j}\left(t, a_{j}+\right)\right) \tag{7}
\end{equation*}
$$

for almost every $t>0$.
For a scalar conservation law a Riemann problem is a Cauchy problem for an initial data of Heaviside type that is piecewise constant with only one discontinuity. One looks for centered solutions, i.e., $\rho(t, x)=\phi\left(\frac{x}{t}\right)$ formed by simple waves, which are the building blocks for constructing solutions to the Cauchy problem via wavefront tracking algorithm. These solutions are formed by continuous waves called rarefactions and by traveling discontinuities called shocks. The speed of waves are related to the values of $f^{\prime}$; see [7].

Analogously, we call the Riemann problem for a junction the Cauchy problem corresponding to an initial data which is constant on each transmission line.

Definition 7. A Riemann solver for the junction J is a map $R S:[0,1]^{n} \times[0,1]^{m}$ $\rightarrow[0,1]^{n} \times[0,1]^{m}$ that associates to Riemann data $\rho_{0}=\left(\rho_{1,0}, \ldots, \rho_{n+m, 0}\right)$ at J a vector $\hat{\rho}=\left(\hat{\rho}_{1}, \ldots, \hat{\rho}_{n+m}\right)$ so that the solution on an incoming transmission line $I_{i}, i=$ $1, \ldots, n$, is given by the wave $\left(\rho_{i, 0}, \hat{\rho}_{i}\right)$ and on an outgoing one $I_{j}, j=n+1, \ldots, n+m$, is given by the wave $\left(\hat{\rho}_{j}, \rho_{j, 0}\right)$. We require the following consistency condition:
$(\mathrm{CC}) R S\left(R S\left(\rho_{0}\right)\right)=R S\left(\rho_{0}\right)$.
Remark 8. The condition (CC) is necessary for providing a good definition of Riemann solver and thus also for uniqueness.

Assume, for example, that $R S(\rho)=\rho^{\prime}$ and $R S\left(\rho^{\prime}\right)=\rho$ for some Riemann data $\rho \neq \rho^{\prime}$. To solve the Riemann problem with datum $\rho$, one should use the boundary datum $\rho^{\prime}$ at the junction. In turn, when $\rho^{\prime}$ starts propagating into lines, one should go back to $\rho$, and so on and so forth. A solution would thus not exist.

The same kind of problem happens for uniqueness.
Once a Riemann solver is assigned we can define admissible solutions at $J$.
Definition 9. Assume a Riemann solver $R S$ is assigned. Let $\rho=\left(\rho_{1}, \ldots, \rho_{n+m}\right)$ be such that $\rho_{i}(t, \cdot)$ is of bounded variation for every $t \geq 0$. Then $\rho$ is an admissible weak solution of (1) related to $R S$ at the junction $J$ if and only if the following properties hold:
(i) $\rho$ is a weak solution at junction $J$;
(ii) for almost every $t$ setting

$$
\rho_{J}(t)=\left(\rho_{1}\left(\cdot, b_{1}-\right), \ldots, \rho_{n}\left(\cdot, b_{n}-\right), \rho_{n+1}\left(\cdot, a_{n+1}+\right), \ldots, \rho_{n+m}\left(\cdot, a_{n+m}+\right)\right)
$$

we have

$$
R S\left(\rho_{J}(t)\right)=\rho_{J}(t)
$$

For every transmission line $I_{i}=\left[a_{i}, b_{i}\right]$, if $a_{i}>-\infty$ and $I_{i}$ is not the outgoing transmission line of any junction, or $b_{i}<+\infty$ and $I_{i}$ is not the incoming transmission line of any junction, then a boundary datum $\psi_{i}:\left[0,+\infty\left[\rightarrow \mathbb{R}\right.\right.$ is given. We ask $\rho_{i}$ to satisfy $\rho_{i}\left(t, a_{i}\right)=\psi_{i}(t)$ (or $\left.\rho_{i}\left(t, b_{i}\right)=\psi_{i}(t)\right)$ in the sense of [5]. The treatment of boundary data in the sense of [5] can be done as in [1, 2], and thus only the case without boundary data is considered. All the stated results hold also for the case with boundary data with obvious modifications.

Our aim is to solve the Cauchy problem on $[0,+\infty[$ for given initial and boundary data as in the next definition.

Definition 10. Given $\bar{\rho}_{i}: I_{i} \rightarrow[0,1], i=1, \ldots, N$, measurable functions, a collection of functions $\rho=\left(\rho_{1}, \ldots, \rho_{N}\right)$, with $\rho_{i}:\left[0,+\infty\left[\times I_{i} \rightarrow[0,1]\right.\right.$ continuous as functions from $\left[0,+\infty\left[\right.\right.$ into $L_{l o c}^{1}$, is an admissible solution to the Cauchy problem on the network if $\rho_{i}$ is a weak entropic solution to (1) on $I_{i}, \rho_{i}(0, x)=\bar{\rho}_{i}(x)$ a.e., and at each junction $\rho$ is a weak solution and is an admissible weak solution in case of bounded variation.

Remark 11. It is possible to generalize all definitions and results of upcoming sections to the case of different fluxes $f_{i}$ for each line $I_{i}$. In fact, all statements are in terms of values of fluxes at junctions; thus it is sufficient that the ranges of fluxes intersect.
4. Riemann solvers at junctions. In this section we describe two different Riemann solvers at a junction that represent two different routing algorithms:
(RA1) We assume that
(A) the traffic from incoming transmission lines is distributed on outgoing transmission lines according to fixed coefficients;
(B) respecting (A), the router chooses to send packets in order to maximize fluxes (i.e., the number of packets which are processed).
(RA2) We assume that the number of packets through the junction is maximized over both incoming and outgoing lines.
Once solutions to Riemann problems are given, one can use a wave-front tracking algorithm to construct a sequence of approximate solutions. To pass to the limit one has to bound the number of waves and the BV norm of approximate solutions; see $[7,11]$. In the next section we prove a BV bound on the density for the case of junctions with two incoming and two outgoing transmission lines, for both the routing algorithms.
4.1. Riemann solver for algorithm (RA1). The Riemann solver for algorithm (RA1) has already been described in [10, 11], where traffic problems for road networks have been analyzed, using different assumptions on the flux function.

Consider a junction $J$ in which there are $n$ transmission lines with incoming traffic and $m$ transmission lines with outgoing traffic. To deal with (A) we fix a traffic distribution matrix $A \doteq\left\{\alpha_{j i}\right\}_{j=n+1, \ldots, n+m, i=1, \ldots, n} \in \mathbb{R}^{m \times n}$ such that

$$
0<\alpha_{j i}<1, \quad \sum_{j=n+1}^{n+m} \alpha_{j i}=1
$$



Fig. 3. A junction.
for each $i=1, \ldots, n$ and $j=n+1, \ldots, n+m$, where $\alpha_{j i}$ is the percentage of packets arriving from the $i$ th incoming transmission line that take the $j$ th outgoing transmission line.

For simplicity we indicate by

$$
(t, x) \in \mathbb{R}_{+} \times I_{i} \rightarrow \rho_{i}(t, x) \in[0,1], \quad i=1, \ldots, n,
$$

the densities of the packets on the transmission lines with incoming traffic and by

$$
(t, x) \in \mathbb{R}_{+} \times I_{j} \rightarrow \rho_{j}(t, x) \in[0,1], \quad j=n+1, \ldots, n+m
$$

those on transmission lines with outgoing traffic; see Figure 3.
We need some more notation.
Definition 12. Let $\tau:[0,1] \rightarrow[0,1]$ be the map such that

1. $f(\tau(\rho))=f(\rho)$ for every $\rho \in[0,1]$;
2. $\tau(\rho) \neq \rho$ for every $\rho \in[0,1] \backslash\{\sigma\}$.

Clearly, $\tau$ is well defined and satisfies

$$
\begin{aligned}
& 0 \leq \rho \leq \sigma \Leftrightarrow \sigma \leq \tau(\rho) \leq 1 \\
& \sigma \leq \rho \leq 1 \Leftrightarrow 0 \leq \tau(\rho) \leq \sigma
\end{aligned}
$$

To state the main result of this section we need some assumption on the matrix $A$ (satisfied under generic conditions for $m=n$ ). Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the canonical basis of $\mathbb{R}^{n}$ and for every subset $V \subset \mathbb{R}^{n}$ indicate by $V^{\perp}$ its orthogonal. Define for every $i=1, \ldots, n, H_{i}=\left\{e_{i}\right\}^{\perp}$, i.e., the coordinate hyperplane orthogonal to $e_{i}$, and for every $j=n+1, \ldots, n+m$, let $\alpha_{j}=\left\{\alpha_{j 1}, \ldots, \alpha_{j n}\right\} \in \mathbb{R}^{n}$ and define $H_{j}=\left\{\alpha_{j}\right\}^{\perp}$. Let $\mathcal{K}$ be the set of indices $k=\left(k_{1}, \ldots, k_{l}\right), 1 \leq l \leq n-1$, such that $0 \leq k_{1}<k_{2}<\cdots<k_{l} \leq n+m$ and for every $k \in \mathcal{K}$ set $H_{k}=\bigcap_{h=1}^{l} H_{h}$. Letting $\mathbf{1}=(1, \ldots, 1) \in \mathbb{R}^{n}$, we assume
(C) for every $k \in \mathcal{K}, \mathbf{1} \notin H_{k}^{\perp}$.

Theorem 13 (Theorem 3.1 of [11]). Consider a junction J; assume that the flux $f:[0,1] \rightarrow \mathbb{R}$ satisfies $(\mathrm{F})$ and the matrix $A$ satisfies condition $(\mathrm{C})$. For every
$\rho_{1,0}, \ldots, \rho_{n+m, 0} \in[0,1]$, there exists a unique admissible centered weak solution, in the sense of Definition 9; $\rho=\left(\rho_{1}, \ldots, \rho_{n+m}\right)$ of (1) at the junction $J$ such that

$$
\rho_{1}(0, \cdot) \equiv \rho_{1,0}, \ldots, \rho_{n+m}(0, \cdot) \equiv \rho_{n+m, 0}
$$

Moreover, there exists a unique $(n+m)$-tuple $\left(\hat{\rho}_{1}, \ldots, \hat{\rho}_{n+m}\right) \in[0,1]^{n+m}$ such that

$$
\hat{\rho}_{i} \in\left\{\begin{array}{ll}
\left.\left.\left\{\rho_{i, 0}\right\} \cup\right] \tau\left(\rho_{i, 0}\right), 1\right] & \text { if } 0 \leq \rho_{i, 0} \leq \sigma,  \tag{8}\\
{[\sigma, 1]} & \text { if } \sigma \leq \rho_{i, 0} \leq 1,
\end{array} \quad i=1, \ldots, n,\right.
$$

and

$$
\hat{\rho}_{j} \in\left\{\begin{array}{ll}
{[0, \sigma]} & \text { if } 0 \leq \rho_{j, 0} \leq \sigma, \quad j=n+1, \ldots, n+m  \tag{9}\\
\left\{\rho_{j, 0}\right\} \cup\left[0, \tau\left(\rho_{j, 0}\right)[ \right. & \text { if } \sigma \leq \rho_{j, 0} \leq 1,
\end{array} \quad .\right.
$$

and on each incoming line $I_{i}, i=1, \ldots, n$, the solution consists of the single wave $\left(\rho_{i, 0}, \hat{\rho}_{i}\right)$, while on each outgoing line $I_{j}, j=n+1, \ldots, n+m$, the solution consists of the single wave $\left(\hat{\rho}_{j}, \rho_{j, 0}\right)$.

Condition (C) on $A$ cannot hold for crossings with two incoming and one outgoing transmission lines. Following [10], it is possible to introduce a further parameter whose meaning is the following. When the number of packets is too big to let all of them go through the crossing, there is a priority rule that describes the percentage of packets, going through the crossings, that comes from the first line. Since the construction happens to be a special case of that in the next section, we omit the details and refer the reader to [10] or to the next section.
4.2. Riemann solver for algorithm (RA2). To solve Riemann problems according to (RA2) we need some additional parameters called priority and traffic distribution parameters. For simplicity of exposition, consider first a junction $J$ in which there are two transmission lines with incoming traffic and two transmission lines with outgoing traffic. In this case we have only one priority parameter $q \in] 0,1[$ and one traffic distribution parameter $\alpha \in] 0,1\left[\right.$. We denote by $\rho_{i}(t, x), i=1,2$, and $\rho_{j}(t, x)$, $j=3,4$, the traffic densities, respectively, on the incoming transmission lines and on the outgoing ones and by ( $\rho_{1,0}, \rho_{2,0}, \rho_{3,0}, \rho_{4,0}$ ) the initial datum.

Define $\gamma_{i}^{\max }$ and $\gamma_{j}^{\max }$ as follows:

$$
\gamma_{i}^{\max }=\left\{\begin{array}{cl}
f\left(\rho_{i, 0}\right) & \text { if } \rho_{i, 0} \in[0, \sigma],  \tag{10}\\
f(\sigma) & \text { if } \left.\left.\rho_{i, 0} \in\right] \sigma, 1\right],
\end{array} \quad i=1,2\right.
$$

and

$$
\gamma_{j}^{\max }=\left\{\begin{array}{cl}
f(\sigma) & \text { if } \rho_{j, 0} \in[0, \sigma], \quad j=3,4  \tag{11}\\
f\left(\rho_{j, 0}\right) & \text { if } \left.\left.\rho_{j, 0} \in\right] \sigma, 1\right],
\end{array}\right.
$$

The quantities $\gamma_{i}^{\max }$ and $\gamma_{j}^{\max }$ represent the maximum flux that can be obtained by a single wave solution on each transmission line. In order to maximize the number of packets through the junction over incoming and outgoing lines we define

$$
\Gamma=\min \left\{\Gamma_{i n}^{\max }, \Gamma_{\text {out }}^{\max }\right\},
$$

where $\Gamma_{\text {in }}^{\max }=\gamma_{1}^{\max }+\gamma_{2}^{\max }$ and $\Gamma_{\text {out }}^{\max }=\gamma_{3}^{\max }+\gamma_{4}^{\max }$. Thus we want to have $\Gamma$ as a flux through the junction.

Reasoning as in Theorem 13, one can easily see that to solve the Riemann problem, it is enough to determine the fluxes $\hat{\gamma}_{i}=f\left(\hat{\rho}_{i}\right), i=1,2$. In fact, to have simple


FIG. 4. Case $\Gamma_{i n}^{\max }>\Gamma$.
waves with the appropriate velocities, i.e., negative on incoming lines and positive on outgoing ones, we get the constraints (8), (9). We have to distinguish two cases.

Case I. $\Gamma_{i n}^{\max }=\Gamma$.
Case II. $\Gamma_{i n}^{\max }>\Gamma$.
In the first case we set $\hat{\gamma}_{i}=\gamma_{i}^{\max }, i=1,2$.
Let us analyze the second case in which we use the priority parameter $q$.
Not all packets can enter the junction, so let $C$ be the amount of packets that can go through. Then $q C$ packets come from the first incoming line and $(1-q) C$ packets from the second. Consider the space $\left(\gamma_{1}, \gamma_{2}\right)$ and define the following lines:

$$
\begin{gathered}
r_{q}: \gamma_{2}=\frac{1-q}{q} \gamma_{1} \\
r_{\Gamma}: \gamma_{1}+\gamma_{2}=\Gamma .
\end{gathered}
$$

Define $P$ to be the point of intersection of the lines $r_{q}$ and $r_{\Gamma}$. Recall that the final fluxes should belong to the region (see Figure 4):

$$
\Omega=\left\{\left(\gamma_{1}, \gamma_{2}\right): 0 \leq \gamma_{i} \leq \gamma_{i}^{\max }, i=1,2\right\}
$$

We distinguish two cases.
Case (a). $P$ belongs to $\Omega$.
Case (b). $P$ is outside $\Omega$.
In the first case we set $\left(\hat{\gamma}_{1}, \hat{\gamma}_{2}\right)=P$, while in the second case we set $\left(\hat{\gamma}_{1}, \hat{\gamma}_{2}\right)=$ $Q$, with $Q=\operatorname{proj}_{\Omega \cap r_{\Gamma}}(P)$, where proj is the usual projection on a convex set; see Figure 5.

The reasoning can be repeated also in the case of $n$ incoming lines. In $\mathbb{R}^{n}$ the line $r_{q}$ is given by $r_{q}=t v_{q}, t \in \mathbb{R}$, with $v_{q} \in \Delta_{n-1}$, where

$$
\Delta_{n-1}=\left\{\left(\gamma_{1}, \ldots, \gamma_{n}\right): \gamma_{i} \geq 0, i=1, \ldots, n, \sum_{i=1}^{n} \gamma_{i}=1\right\}
$$

is the $(n-1)$-dimensional simplex and


Fig. 5. $P$ belongs to $\Omega$ and $P$ is outside $\Omega$.

$$
H_{\Gamma}=\left\{\left(\gamma_{1}, \ldots, \gamma_{n}\right): \sum_{i=1}^{n} \gamma_{i}=\Gamma\right\}
$$

is a hyperplane where $\Gamma=\min \left\{\sum_{i n} \gamma_{i}^{\max }, \sum_{\text {out }} \gamma_{j}^{\max }\right\}$. Since $v_{q} \in \Delta_{n-1}$, there exists a unique point $P=r_{q} \cap H_{\Gamma}$. If $P \in \Omega$, then we set $\left(\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{n}\right)=P$. If $P \notin \Omega$, then we set $\left(\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{n}\right)=Q=\operatorname{proj}_{\Omega \cap H_{\Gamma}}(P)$, the projection over the subset $\Omega \cap H_{\Gamma}$. Observe that the projection is unique since $\Omega \cap H_{\Gamma}$ is a closed convex subset of $H_{\Gamma}$.

Remark 14. A possible alternative definition in the case $P \notin \Omega$ is to set $\left(\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{n}\right)$ as one of the vertices of $\Omega \cap H_{\Gamma}$.

Let us now determine $\hat{\gamma}_{j}, j=3,4$. As for the incoming transmission lines we have to distinguish two cases.

Case I. $\Gamma_{\text {out }}^{\max }=\Gamma$.
Case II. $\Gamma_{\text {out }}^{\max }>\Gamma$.
In the first case $\hat{\gamma}_{j}=\gamma_{j}^{\max }, j=3,4$. Let us determine $\hat{\gamma}_{j}$ in the second case. Recall $\alpha$ the traffic distribution parameter. Since not all packets can go on the outgoing transmission lines, we let $C$ be the amount that goes through. Then $\alpha C$ packets go on the outgoing line $I_{3}$ and $(1-\alpha) C$ on the outgoing line $I_{4}$.

Now we can proceed exactly as in the previous case with $q$ replaced by $\alpha$. More precisely, we define $r_{\alpha}$ by the equation $\gamma_{4}=\frac{1-\alpha}{\alpha} \gamma_{3}, r_{\Gamma}$ by $\gamma_{3}+\gamma_{4}=\Gamma$, and $P$ to be the point of intersection of the lines $r_{\alpha}$ and $r_{\Gamma}$. Setting $\Omega=\left\{\left(\gamma_{3}, \gamma_{4}\right): 0 \leq \gamma_{j} \leq \gamma_{j}^{\max }\right.$, $j=3,4\}$, we distinguish two cases.

Case (a). $P$ belongs to $\Omega$.
Case (b). $P$ is outside $\Omega$.
In the first case we set $\left(\hat{\gamma}_{3}, \hat{\gamma}_{4}\right)=P$, while in the second case we set $\left(\hat{\gamma}_{3}, \hat{\gamma}_{4}\right)=Q$, where $Q=\operatorname{proj}_{\Omega \cap r_{\Gamma}}(P)$. Again, we can extend to the case of $m$ outgoing lines as for the incoming lines defining the hyperplane $H_{\Gamma}=\left\{\left(\gamma_{n+1}, \ldots, \gamma_{n+m}\right): \sum_{j=n+1}^{n+m} \gamma_{j}=\Gamma\right\}$ and choosing a vector $v_{\alpha} \in \Delta_{m-1}$.

Remark 15. An alternative way of choosing the vector $v_{\alpha}$ is the following. We assume that a traffic distribution matrix $A$ is assigned; then we compute $\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{n}$
as before and choose $v_{\alpha} \in \Delta_{m-1}$ by

$$
v_{\alpha}=\Delta_{m-1} \cap\left\{t A\left(\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{n}\right): t \in \mathbb{R}\right\}
$$

The solution to Riemann problems in this section is consistent, as shown by the next lemma.

Lemma 16. (CC) holds for the Riemann solver for (RA2) defined in this section.
Proof. Let $\rho_{0}=\left(\rho_{1,0}, \ldots, \rho_{4,0}\right)$ be the initial datum and $\hat{\rho}=R S\left(\rho_{0}\right)$. Assume, first, that $\Gamma<\Gamma_{i n}^{\max }$. Define $\hat{\gamma}_{i}^{\max }$ to be the maximum flux on $I_{i}$ given by a wave with left datum $\hat{\rho}_{i}$ and then set $\hat{\Gamma}_{i n}^{\max }=\hat{\gamma}_{1}^{\max }+\hat{\gamma}_{2}^{\max }$. Then $\hat{\Gamma}_{i n}^{\max } \geq \Gamma_{i n}^{\max }$. Indeed if $\rho_{i, 0} \in\left[0, \sigma\left[\right.\right.$, then $\left.\left.\hat{\rho}_{i} \in\left\{\rho_{i, 0}\right\} \cup\right] \tau\left(\rho_{i, 0}\right), \rho_{\max }\right]$ and $\hat{\gamma}_{i}^{\max } \geq \gamma_{i}^{\max }=f\left(\rho_{i, 0}\right)$, while if $\rho_{i, 0} \in\left[\sigma, \rho_{\max }\right]$, then $\hat{\rho}_{i} \in\left[\sigma, \rho_{\max }\right]$ and so $\hat{\gamma}_{i}^{\max }=f(\sigma)=\gamma_{i}^{\max }$. The case $\Gamma<\Gamma_{\text {out }}^{\max }$ is treated similarly.
5. Estimates on density variation. In this section we derive estimates on the total variation of the densities along a wave-front tracking approximate solution (constructed as in [11]) for both routing algorithms. This allows us to construct the solutions to the Cauchy problem in the standard way; see [7]. From now on, we assume that every junction has exactly two incoming transmission lines and two outgoing ones. This hypothesis is crucial, because the presence of more complicated junctions may provoke additional increases of the total variation of the flux and so of the density. The case where junctions have at most two incoming transmission lines and at most two outgoing ones can be treated in the same way.

From now on we fix a telecommunication network ( $\mathcal{I}, \mathcal{J}$ ), with each node having at most two incoming and at most two outgoing lines, and a wave-front tracking approximate solution $\rho$, defined on the telecommunication network.
5.1. Algorithm (RA1). We first introduce the following.

Definition 17. For every transmission line $I_{i}, i=1, \ldots, N$, we indicate by

$$
\left(\rho_{-}^{\beta}, \rho_{+}^{\beta}\right), \quad \beta \in A=A(\rho, t, i), \quad A \text { finite set }
$$

the discontinuities on line $I_{i}$ at time $t$, and by $x^{\beta}(t), \lambda^{\beta}(t), \beta \in A$, respectively, their positions and velocities at time $t$. We also refer to the wave $\beta$ to indicate the discontinuity $\left(\rho_{-}^{\beta}, \rho_{+}^{\beta}\right)$.

We have the following.
Lemma 18. For some $K>0$, we have

$$
\begin{aligned}
T V(f(\rho(t, \cdot))) & \leq e^{K t} T V(f(\rho(0+, \cdot))) \\
& \leq e^{K t}(T V(f(\rho(0, \cdot)))+2 N f(\sigma))
\end{aligned}
$$

for each $t \geq 0$, where $N$ is the total number of transmission lines of the network.
For the proof see Lemma 18 in [11]. To estimate the total variation of densities and to pass to the limit we need some additional notation.

DEfinition 19. For every line $I_{i}$, we define two curves $Y_{-}^{i, \rho}(t), Y_{+}^{i, \rho}(t)$, called the boundary of external flux (BEF), in the following way. We set the initial condition $Y_{-}^{i, \rho}(0)=a_{i}, Y_{+}^{i, \rho}(0)=b_{i}$ (if $a_{i}=-\infty$, then $Y_{-}^{i, \rho} \equiv-\infty$ and if $b_{i}=+\infty$, then $\left.Y_{+}^{i, \rho} \equiv+\infty\right)$. We let $Y_{ \pm}^{i, \rho}(t)$ follow the generalized characteristic as defined in [12], letting $Y_{-}^{i, \rho}(t)=a_{i}$ (resp., $Y_{+}^{i, \rho}(t)=b_{i}$ ) if the generalized characteristic reaches the boundary and $f^{\prime}\left(\rho\left(t, a_{i}\right)\right)<0$ (resp., $f^{\prime}\left(\rho\left(t, b_{i}\right)\right)>0$ ). (In this way $Y_{ \pm}^{i, \rho}(t)$ may coincide with $a_{i}$ or $b_{i}$ for some time intervals.) Let $\bar{t}$ be the first time such that
$Y_{-}^{i, \rho}(\bar{t})=Y_{+}^{i, \rho}(\bar{t})($ possibly $\bar{t}=+\infty)$. Then we let $Y_{ \pm}^{i, \rho}$ be defined on $[0, \bar{t}]$. Finally, we define the sets

$$
D_{1}^{i}(\rho)=\left\{(t, x): t \in\left[0, \bar{t}\left[: Y_{-}^{i, \rho}(t)<x<Y_{+}^{i, \rho}(t)\right\}\right.\right.
$$

and

$$
D_{2}^{i}(\rho)=\left[0,+\infty\left[\times\left[a_{i}, b_{i}\right] \backslash D_{1}^{i}(\rho)\right.\right.
$$

Clearly $Y_{ \pm}^{i, \rho}(t)$ bound the set on which the datum is not influenced by other transmission lines through the junctions.

Definition 20. Fix a transmission line $I_{i}, i=1, \ldots, N$, and a junction J. A wave $\beta$ in $I_{i}$ is said to be a big wave if

$$
\operatorname{sgn}\left(\rho_{-}^{\beta}-\sigma\right) \cdot \operatorname{sgn}\left(\rho_{+}^{\beta}-\sigma\right) \leq 0
$$

where $\operatorname{sgn}(0)=0$. We say that an incoming transmission line $I_{i}$ has a bad datum at $J$ at time $t>0$ if

$$
\rho_{i}\left(t, b_{i}-\right) \in[0, \sigma[,
$$

while we say that an outgoing transmission line $I_{j}$ has a bad datum at $J$ at time $t>0$ if

$$
\left.\left.\rho_{j}\left(t, a_{j}+\right) \in\right] \sigma, 1\right]
$$

Our aim is now to bound, for each line $I_{i}$, the number of big waves inside the region $D_{2}^{i}(\rho)$, i.e., those generated by the influence of external lines.

LEmMA 21. Let $\bar{t}$ be the time at which the two BEFs $Y_{ \pm}^{i, \rho}$ interact. Assume $\left.\bar{t}<+\infty, Y_{ \pm}^{i, \rho}(\bar{t}) \in\right] a_{i}, b_{i}[$, and define
$\hat{\rho}_{o u t}=\rho\left(Y_{ \pm}^{i, \rho}(\bar{t})-\right), \hat{\rho}_{\text {in }}=\rho\left(Y_{ \pm}^{i, \rho}(\bar{t})+\right), \quad \rho^{*}=\lim _{t \uparrow \bar{t}} \rho\left(Y_{-}^{i, \rho}(t)+\right)=\lim _{t \uparrow \bar{t}} \rho\left(Y_{+}^{i, \rho}(t)-\right)$.
If $\hat{\rho}_{\text {in }}$, respectively, $\hat{\rho}_{\text {out }}$, is a bad datum for $I_{i}$ as incoming line, respectively, for $I_{i}$ as outgoing line, then there exists no value $\rho^{*}$ of the density such that

$$
\lambda\left(\hat{\rho}_{\text {out }}, \rho^{*}\right)>\lambda\left(\rho^{*}, \hat{\rho}_{\text {in }}\right) .
$$

Proof. Since $\hat{\rho}_{\text {out }}$ and $\hat{\rho}_{\text {in }}$ are bad data for, respectively, an outgoing transmission line and an incoming transmission line, it follows that

$$
\left.\left.\hat{\rho}_{\text {out }} \in\right] \sigma, 1\right], \quad \hat{\rho}_{\text {in }} \in[0, \sigma[.
$$

Observe that $\hat{\rho}_{\text {out }}$ and $\rho^{*}$ must be connected by a single wave, and thus $\rho^{*} \geq \sigma$; otherwise the wave would be split in a fan of rarefaction shocks.

Similarly, $\rho^{*}$ and $\hat{\rho}_{\text {in }}$ must be connected by a single wave, and thus $\rho^{*} \leq \sigma$; otherwise the wave would be split in a fan of rarefaction shocks.

Finally, $\rho^{*}=\sigma$, but then

$$
\lambda\left(\hat{\rho}_{\text {out }}, \rho^{*}\right) \leq 0 \leq \lambda\left(\rho^{*}, \hat{\rho}_{\text {in }}\right)
$$

and the conclusion holds.

Lemma 22. For every $t \geq 0$, there are at most two big waves on

$$
\left\{x:(t, x) \in D_{2}^{i}(\rho)\right\} \subseteq\left[a_{i}, b_{i}\right] .
$$

Proof. A big wave can originate at time $t$ on transmission line $I_{i}$ from $J$ only if the line $I_{i}$ has a bad datum at $J$ at time $t$. If this happens, then, from Theorem 13 , line $I_{i}$ has not a bad datum at $J$ up to the time in which a big wave is absorbed from $I_{i}$. This concludes the proof if $D_{2}^{i}(\rho)$ is formed by two connected components.

It remains to consider the time at which the two BEFs interact. By Lemma 21 we have that not both connected components can contain a big wave. Thus again there are at most two big waves.

Up to now, we did not make use of assumption (F), which is necessary for the next lemma.

Lemma 23. Assume (F); then for some $K>0$, we have

$$
T V(\rho(t, \cdot)) \leq T V(\rho(0, \cdot))+2 N\left(\frac{e^{K t} f(\sigma)}{\bar{v}}+1\right)
$$

for each $t \geq 0$, where $N$ is the total number of transmission lines of the network.
Proof. Let $T V(h ;[a, b])$ denote the total variation of the function $h$ over the interval $[a, b]$ and define

$$
T V^{j}(\rho(t))=\sum_{i} T V\left(\rho(t) ; D_{j}^{i}(\rho(t)), \quad j=1,2\right.
$$

which are, respectively, the total variation of $\rho(t)$ due to the evolution only inside each line $I_{i}$ and by interaction with junctions. Clearly,

$$
T V(\rho(t))=T V^{1}(\rho(t))+T V^{2}(\rho(t))
$$

Since $D_{1}^{i}(\rho(t))$ is not influenced by external lines, we are in the situation of a conservation law on $\mathbb{R}$, hence

$$
T V^{1}(\rho(t)) \leq T V(\rho(0))
$$

Let $B(t)$ denote the number of big waves generated from junctions, i.e., the number of big waves in $\bigcup_{i} D_{2}^{i}(\rho(t))$. Then by the chain rule for BV functions and Lemma 18,

$$
\begin{equation*}
T V^{2}(\rho(t)) \leq \frac{1}{\bar{v}} T V^{2}\left(f(\rho(t))+B(t) \leq \frac{1}{\bar{v}} e^{K t}\left(T V^{2}(f(\rho(0+)))+B(t)\right.\right. \tag{12}
\end{equation*}
$$

Now that $T V^{2}(\rho(0))=0$, and thus, using again Lemmas 18 and 22, the following relation holds:

$$
\begin{equation*}
T V^{2}(\rho(t)) \leq \frac{1}{\bar{v}} e^{K t} 2 N f(\sigma)+2 N \tag{13}
\end{equation*}
$$

Finally we get

$$
T V(\rho(t))=T V^{1}(\rho(t))+T V^{2}(\rho(t)) \leq T V(\rho(0))+2 N\left(\frac{e^{K t} f(\sigma)}{\bar{v}}+1\right)
$$

Thanks to Lemma 23 and the Lipschitz continuous dependence in $L_{l o c}^{1}$ of wavefront tracking approximations, we can apply the Helly theorem, as in [7], to get existence of solutions.

Theorem 24. Fix a telecommunication network $(I, J)$ and assume (F). Given $T>0$, for every initial data there exists an admissible solution to the Cauchy problem on the network defined on $[0, T]$.

Let us observe that there is no Lipschitz continuous dependence by initial data with respect to the $L^{1}$ norm. In fact it is possible to choose two piecewise constant initial data, which are exactly the same except for a shift of a discontinuity, such that the $L^{1}$-distance of the two corresponding solutions increases by an arbitrary multiplicative factor (see [11]).
5.2. Algorithm (RA2). Let us now estimate the flux total variation and the density total variation for routing algorithm (RA2). We can define BEFs, bad data, and big waves as in the previous section.

Fix a junction $J$ with two incoming transmission lines $I_{1}$ and $I_{2}$ and two outgoing ones $I_{3}$ and $I_{4}$.

Suppose that at some time $\bar{t}$ a wave interacts with the junction $J$ and let $\left(\rho_{1}^{-}, \rho_{2}^{-}\right.$, $\left.\rho_{3}^{-}, \rho_{4}^{-}\right)$and $\left(\rho_{1}^{+}, \rho_{2}^{+}, \rho_{3}^{+}, \rho_{4}^{+}\right)$indicate the equilibrium configurations at the junction $J$ before and after the interaction, respectively. Introduce the following notation:

$$
\begin{gathered}
\gamma_{i}^{ \pm}=f\left(\rho_{i}^{ \pm}\right), \quad \Gamma_{\text {in }}^{ \pm}=\gamma_{1, \max }^{ \pm}+\gamma_{2, \max }^{ \pm}, \quad \Gamma_{\text {out }}^{ \pm}=\gamma_{3, \max }^{ \pm}+\gamma_{4, \max }^{ \pm} \\
\Gamma^{ \pm}=\min \left\{\Gamma_{\text {in }}^{ \pm}, \Gamma_{\text {out }}^{ \pm}\right\}
\end{gathered}
$$

where $\gamma_{i, \text { max }}^{ \pm}, i=1,2$, and $\gamma_{j, \text { max }}^{ \pm}, j=3,4$, are defined as in (10) and (11). In general - and + denote the values before and after the interaction, while by $\Delta$ we indicate the variation, i.e., the value after the interaction minus the value before. For example, $\Delta \Gamma=\Gamma^{+}-\Gamma^{-}$. Let us denote by $T V(f)^{ \pm}=T V(f(\rho(\bar{t} \pm, \cdot)))$ the flux variation of waves before and after the interaction, and by

$$
\begin{aligned}
& T V(f)_{\text {in }}^{ \pm}=T V\left(f\left(\rho_{1}(\bar{t} \pm, \cdot)\right)\right)+T V\left(f\left(\rho_{2}(\bar{t} \pm, \cdot)\right)\right) \\
& T V(f)_{\text {out }}^{ \pm}=T V\left(f\left(\rho_{3}(\bar{t} \pm, \cdot)\right)\right)+T V\left(f\left(\rho_{4}(\bar{t} \pm, \cdot)\right)\right)
\end{aligned}
$$

the flux variation of waves before and after the interaction, respectively, on incoming and outgoing lines.

Let us prove some estimates which are used later to control the total variation of the density function. For simplicity, from now on we assume that
(A) the wave interacting at time $\bar{t}$ with $J$ comes from line 1 and we let $\rho_{1}$ be the value on the left of the wave.
The case of a wave from an outgoing line can be treated similarly.
Lemma 25. We have

$$
\operatorname{sgn}\left(\Delta \gamma_{3}\right) \cdot \operatorname{sgn}\left(\Delta \gamma_{4}\right) \geq 0 .
$$

Proof. To prove the lemma it is enough to observe that a variation of $\gamma_{3}$ is due to a movement along the line $r_{q}$ or along $\gamma_{3}=c_{1}$ or $\gamma_{4}=c_{2}$ with $c_{1}$ and $c_{2}$ constant. In each case $\Delta \gamma_{3}$ and $\Delta \gamma_{4}$ have the same sign.

In the same way we can prove the following lemma.
Lemma 26. We have

$$
\operatorname{sgn}\left(\gamma_{1}^{+}-\gamma_{1}\right) \cdot \operatorname{sgn}\left(\Delta \gamma_{2}\right) \geq 0
$$

where $\gamma_{1}=f\left(\rho_{1}\right)$.

Lemma 27. It holds that

$$
T V(f)_{\text {out }}^{+}=|\Delta \Gamma| .
$$

Proof. To prove the lemma it is enough to observe that

$$
\begin{gathered}
\Gamma^{-}=\gamma_{3}^{-}+\gamma_{4}^{-}, \quad \Gamma^{+}=\gamma_{3}^{+}+\gamma_{4}^{+} \\
|\Delta \Gamma|=\left|\Gamma^{+}-\Gamma^{-}\right|=\left|\left(\gamma_{3}^{+}-\gamma_{3}^{-}\right)+\left(\gamma_{4}^{+}-\gamma_{4}^{-}\right)\right|
\end{gathered}
$$

from which, by Lemma 25, we have

$$
|\Delta \Gamma|=\left|\Delta \gamma_{3}\right|+\left|\Delta \gamma_{4}\right|=T V(f)_{o u t}^{+}
$$

Lemma 28. We have

$$
\begin{equation*}
T V(f)_{i n}^{-}=T V(f)_{i n}^{+}+|\Delta \Gamma| \tag{14}
\end{equation*}
$$

Proof. Clearly since the wave on the first line has positive velocity, we have $0 \leq \rho_{1} \leq \sigma$. Since $\rho_{1} \leq \sigma$, observe that the maximum flux for $\rho_{1}^{+}$, which is the solution with initial data $\rho_{1}$, is given by $\gamma_{1, \max }=f\left(\rho_{1}\right)$. Also

$$
T V(f)^{-}=T V(f)_{i n}^{-}=\left|\gamma_{1}-\gamma_{1}^{-}\right|
$$

We have two possibilities.
Case 1. $\rho_{1}^{-} \leq \sigma$.
Case 2. $\rho_{1}^{-}>\sigma$.
Let us first analyze Case 1. Then we further split it into two subcases.
Case 1(a). $\rho_{1}<\rho_{1}^{-}$.
Case 1(b). $\rho_{1}>\rho_{1}^{-}$.
If 1(a) holds true, since $\rho_{1}<\rho_{1}^{-}$, we get $\gamma_{1, \max }=f\left(\rho_{1}\right)<f\left(\rho_{1}^{-}\right)=\gamma_{1, \text { max }}^{-}$and one of the following holds.

Case 1(a.1). $\Gamma^{-}=\Gamma_{i n}^{-}$.
Case 1(a.2). $\Gamma^{-}=\Gamma_{\text {out }}^{-}$.
In Case 1(a.1) from $\gamma_{1, \max }<\gamma_{1, \max }^{-}$and $\Gamma^{-}=\Gamma_{i n}^{-}$, it follows that $\Gamma^{+}=\Gamma_{i n}^{+}$, from which $\gamma_{2}^{+}=\gamma_{2}^{-}, \gamma_{1}^{+}=\gamma_{1}$ and then $T V(f)_{i n}^{+}=0$.

In Case 1(a.2) we have $\gamma_{1, \max }<\gamma_{1, \max }^{-}$, and hence $\Gamma_{i n}^{-} \geq \Gamma^{-}$and $\gamma_{1, \max }+\gamma_{2, \max }^{-}<$ $\Gamma_{i n}^{-}$. The following distinction must be considered.

Case 1(a.2.1). $\gamma_{1, \max }+\gamma_{2, \text { max }}^{-} \geq \Gamma^{-}$.
Case 1(a.2.2). $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma^{-}$.
If Case 1(a.2.1) holds, from $\gamma_{1, \max }+\gamma_{2, \max }^{-} \geq \Gamma^{-}$, we have that $\Gamma^{+}=\Gamma^{-}$, from which $|\Delta \Gamma|=0$. By Lemma 26 the conclusion holds.

In the opposite Case 1(a.2.2) from $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma^{-}$, one gets $\Gamma^{+}=\gamma_{1, \max }+$ $\gamma_{2, \max }^{-}$, from which it follows that $T V(f)_{\text {in }}^{+}=0$. Then $|\Delta \Gamma|=\left|\gamma_{1}^{-}-\gamma_{1}\right|=T V(f)_{\text {in }}^{-}$. Case 1(a) is thus finished.

Let us now focus on Case $1(\mathrm{~b})$. We have to distinguish two possibilities.
Case 1(b.1). $\Gamma^{-}=\Gamma_{\text {out }}^{-}$.
Case 1(b.2). $\Gamma^{-}=\Gamma_{i n}^{-}$.
If Case 1(b.1) holds, from $\Gamma^{-}=\Gamma_{\text {out }}^{-}$it follows that $\gamma_{1, \max }+\gamma_{2, \max }^{-}>\Gamma_{\text {in }}^{-}$. Then $\Gamma^{+}=\Gamma^{-}$; hence $|\Delta \Gamma|=0$ and by Lemma 26 the conclusion holds.

In Case 1(b.2), we have $\gamma_{1, \text { max }}+\gamma_{2, \text { max }}^{-}>\Gamma_{\text {in }}^{-}$and $\Gamma_{\text {out }}^{-} \geq \Gamma_{\text {in }}^{-}$, and the following cases may happen.

Case 1(b.2.1). $\gamma_{1, \max }+\gamma_{2, \max }^{-} \leq \Gamma_{o u t}^{-}$.
Case 1(b.2.2). $\gamma_{1, \max }+\gamma_{2, \max }^{-}>\Gamma_{o u t}^{-}$.
Consider Case 1(b.2.1) first. From $\gamma_{1, \max }+\gamma_{2, \max }^{-} \leq \Gamma_{\text {out }}^{-}$, one has $T V(f)_{\text {in }}^{+}=0$, and hence $|\Delta \Gamma|=\left|\gamma_{1}-\gamma_{1}^{-}\right|=T V(f)_{i n}^{-}$.

In Case 1(b.2.2), from $\gamma_{1, \max }+\gamma_{2, \text { max }}^{-}>\Gamma_{\text {out }}^{-}$we obtain $\Gamma^{+}=\Gamma_{o u t}^{+}$. By Lemma 25,

$$
\begin{gathered}
T V(f)_{i n}^{+}=\gamma_{1, \max }+\gamma_{2, \max }^{-}-\Gamma_{o u t}^{-} \\
T V(f)_{\text {in }}^{-}=\gamma_{1, \max }-\gamma_{1, \max }^{-}
\end{gathered}
$$

and hence

$$
\begin{gathered}
T V(f)_{\text {in }}^{-}-T V(f)_{\text {in }}^{+}=-\gamma_{1, \max }^{-}-\gamma_{2, \max }^{-}+\Gamma_{\text {out }}^{-} \\
=\Gamma^{+}-\Gamma_{\text {in }}^{-}=\Gamma^{+}-\Gamma^{-}=|\Delta \Gamma|
\end{gathered}
$$

Let us analyze Case (2). Since $\rho_{1}^{-}>\sigma$ it follows that $\rho_{1}<\tau\left(\rho_{1}^{-}\right)<\sigma$. Observe that $\gamma_{1}=f\left(\rho_{1}\right)<f\left(\rho_{1}^{-}\right)=\gamma_{1}^{-}$and $\gamma_{1, \text { max }}^{-}=f(\sigma), \gamma_{1, \text { max }}=f\left(\rho_{1}\right)$.

We have to distinguish two cases.
Case 2(a). $\Gamma^{-}=\Gamma_{i n}^{-}$.
Case 2(b). $\Gamma^{-}=\Gamma_{\text {out }}^{-}$.
If Case 2(a) holds, then one gets $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma^{-}$, from which it follows that $\Gamma^{+}=\gamma_{1, \max }+\gamma_{2, \max }^{-}$. Hence $T V(f)_{\text {in }}^{+}=0$ and the conclusion holds.

For the opposite Case (2b), we have $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma_{\text {in }}^{-}$and $\Gamma_{\text {in }}^{-} \geq \Gamma_{\text {out }}^{-}$. Hence the following two cases are possible.

Case 2(b.1). $\gamma_{1, \max }+\gamma_{2, \max }^{-} \geq \Gamma_{\text {out }}^{-}$.
Case 2(b.2). $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma_{\text {out }}^{-}$.
In Case 2(b.1), from $\gamma_{1, \max }+\gamma_{2, \max }^{-} \geq \Gamma_{o u t}^{-}$, it follows that $\Gamma^{+}=\Gamma^{-}$. The latter implies $|\Delta \Gamma|=0$ and the conclusion follows from Lemma 26.

In Case 2(b.2) from $\gamma_{1, \max }+\gamma_{2, \max }^{-}<\Gamma_{o u t}^{-}$, we obtain $\Gamma^{+}=\gamma_{1, \max }+\gamma_{2, \max }^{-}$. Thus, by Lemma 26, we get
$T V(f)_{\text {out }}^{+}=\Gamma^{+}-\left(\gamma_{1}+\gamma_{2}^{-}\right)=\left(\gamma_{1, \max }+\gamma_{2, \max }^{-}\right)-\left(\gamma_{1}+\gamma_{2}^{-}\right)=\gamma_{2, \max }^{-}-\gamma_{2}^{-}$.
It follows that

$$
\begin{gathered}
|\Delta \Gamma|=\Gamma^{-}-\Gamma^{+}=\gamma_{1}^{-}+\gamma_{2}^{-}-\left(\gamma_{1, \max }+\gamma_{2, \max }^{-}\right) \\
=\left(\gamma_{1}^{-}-\gamma_{1, \max }\right)+\left(\gamma_{2}^{-}-\gamma_{2, \max }^{-}\right)=T V(f)_{\text {in }}^{-}-T V(f)_{\text {out }}^{+}
\end{gathered}
$$

and the conclusion holds. The proof is thus complete.
From the above results, we are ready to state the following.
Lemma 29. The flux variation $T V(f)$ is conserved along wave-front tracking approximations.

Notice that this result is much stronger than that obtained for routing algorithm (RA1), for which only an exponential in time bound for the flux variation is achieved.

Proof. From Lemmas 27 and 28 we get

$$
T V(f)^{-}=T V(f)_{i n}^{-}=T V(f)_{i n}^{+}+|\Delta \Gamma|=T V(f)^{+}
$$

The estimate on the number of big waves is valid also for algorithm (RA2); thus we bound the total variation of the densities as follows.

THEOREM 30. Consider a telecommunication network $(\mathcal{I}, \mathcal{J})$ and assume $(\mathrm{F})$. Let $\rho$ be a wave-front tracking approximate solution. Then

$$
T V(\rho(t, \cdot)) \leq T V(\rho(0, \cdot))+2 N\left(\frac{f(\sigma)}{\bar{v}}+1\right)
$$

for each $t \geq 0$, where $N$ is the total number of transmission lines of the network. Moreover, given $T>0$, there exists an admissible solution to the Cauchy problem on the network defined on $[0, T]$ for every initial data.
5.2.1. Uniqueness and Lipschitz continuous dependence. The aim of this section is to prove Lipschitz continuous dependence by initial data for solutions to the Cauchy problem on the network, controlling for any two approximate solutions $\rho, \rho^{\prime}$ how their distance varies in time. We use the method introduced in [8], which is based on a Riemannian type distance on $L^{1}$. There are various alternative methods to treat uniqueness and continuous dependence for the case of scalar conservation laws on the real line, including Kruzkov entropies (cf. [7]), viscous approximations (cf. [22, 23]), and Bressan-Liu-Yang functionals (see [9]). No one of these methods seems to work for the network case. In fact, the Kruzkov method requires one to estimate integrals on a region in $\mathbb{R}^{2}$, which now is replaced by an integral on the topological space obtained by the product of the network and $\mathbb{R}$. On the other hand, it is not clear how to define a viscous solution on the network, in particular how to treat boundary data at nodes, and how to pass to the limit. Finally, a Bressan-Liu-Yang-type functional requires one to introduce a definition of approaching waves, but, on a general network, with complicated topology, every wave is potentially approaching each other.

The basic idea is to estimate the $L^{1}$-distance viewing $L^{1}$ as a Riemannian manifold. We consider the subspace of piecewise constant functions and "generalized tangent vectors" consisting of two components $(v, \xi)$, where $v \in L^{1}$ describes the $L^{1}$ infinitesimal displacement, while $\xi \in \mathbb{R}^{n}$ describes the infinitesimal displacement of discontinuities. For example, take a family of piecewise constant functions $\theta \rightarrow \rho^{\theta}, \theta \in[0,1]$, each of which has the same number of jumps, say at the points $x_{1}^{\theta}<\cdots<x_{N}^{\theta}$. Assume that the following functions are well defined (Figure 6):

$$
L^{1} \ni v^{\theta}(x) \doteq \lim _{h \rightarrow 0} \frac{\rho^{\theta+h}(x)-\rho^{\theta}(x)}{h}
$$

as well as the numbers

$$
\xi_{\beta}^{\theta} \doteq \lim _{h \rightarrow 0} \frac{x_{\beta}^{\theta+h}-x_{\beta}^{\theta}}{h}, \quad \beta=1, \ldots, N
$$

Then we say that $\gamma$ admits tangent vectors $\left(v^{\theta}, \xi^{\theta}\right) \in T_{\rho^{\theta}} \doteq L^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) \times \mathbb{R}^{n}$. In general a path such as $\theta \rightarrow \rho^{\theta}$ is not differentiable with respect to the usual differential structure of $L^{1}$; in fact if $\xi_{\beta}^{\theta} \neq 0$, as $h \rightarrow 0$ the ratio $\left[\rho^{\theta+h}(x)-\rho^{\theta}\right] / h$ does not converge to any limit in $L^{1}$.

Moreover, we can compute the $L^{1}$-length of the path $\gamma: \theta \rightarrow \rho^{\theta}$ in the following way:

$$
\begin{equation*}
\|\gamma\|_{L^{1}}=\int_{0}^{1}\left\|v^{\theta}\right\|_{L^{1}} d \theta+\sum_{\beta=1}^{N} \int_{0}^{1}\left|\rho^{\theta}\left(x_{\beta}+\right)-\rho^{\theta}\left(x_{\beta}-\right)\right|\left|\xi_{\beta}^{\theta}\right| d \theta \tag{15}
\end{equation*}
$$



Fig. 6. Construction of "generalized tangent vectors."

According to (15), in order to compute the $L^{1}$-length of a path $\gamma$, we integrate the norm of its tangent vector, which is defined as follows:

$$
\|(v, \xi)\| \doteq\|v\|_{L^{1}}+\sum_{\beta=1}^{N}\left|\Delta \rho_{\beta}\right|\left|\xi_{\beta}\right|
$$

where $\Delta \rho_{\beta}=\rho\left(x_{\beta}+\right)-\rho\left(x_{\beta}-\right)$ is the jump across the discontinuity $x_{\beta}$.
Let us introduce the following definition.
Definition 31. We say that a continuous map $\gamma: \theta \rightarrow \rho^{\theta} \doteq \gamma(\theta)$ from $[0,1]$ into $L_{l o c}^{1}$ is a regular path if the following holds. All functions $\rho^{\theta}$ are piecewise constant, with the same number of jumps, say at $x_{1}^{\theta}<\cdots<x_{N}^{\theta}$, and coincide outside some fixed interval $]-M, M\left[\right.$. Moreover, the function $\theta \rightarrow \rho_{x}^{\theta}$ is continuous from $[0,1]$ into $L^{1}$, and the map $\theta \rightarrow \rho^{\theta}$ admits a generalized tangent vector $D \gamma(\theta)=\left(v^{\theta}, \xi^{\theta}\right) \in T_{\gamma(\theta)}=$ $L^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) \times \mathbb{R}^{N}$, continuously depending on $\theta$.

Given two piecewise constant functions $\rho$ and $\rho^{\prime}$, call $\Omega\left(\rho, \rho^{\prime}\right)$ the family of all regular paths $\gamma:[0,1] \rightarrow \gamma(t)$ with $\gamma(0)=\rho, \gamma(1)=\rho^{\prime}$. The Riemannian distance between $\rho$ and $\rho^{\prime}$ is given by

$$
d\left(\rho, \rho^{\prime}\right) \doteq \inf \left\{\|\gamma\|_{L^{1}}, \gamma \in \Omega\left(\rho, \rho^{\prime}\right)\right\}
$$

To define $d$ on all $L^{1}$, for given $\rho, \rho^{\prime} \in L^{1}$ we set

$$
\begin{aligned}
& d\left(\rho, \rho^{\prime}\right) \doteq \inf \left\{\|\gamma\|_{L^{1}}+\|\rho-\tilde{\rho}\|_{L^{1}}+\left\|\rho^{\prime}-\tilde{\rho}^{\prime}\right\|_{L^{1}}:\right. \\
& \left.\quad \tilde{\rho}, \tilde{\rho}^{\prime} \text { piecewise constant functions, } \gamma \in \Omega\left(\tilde{\rho}, \tilde{\rho}^{\prime}\right)\right\} .
\end{aligned}
$$

It is easy to check that this distance coincides with the distance of $L^{1}$. For the systems case, one has to introduce weights; see [8].

Now we are ready to estimate the $L^{1}$-distance among solutions, studying the evolution of norms of tangent vectors along wave-front tracking approximations. Take $\rho, \rho^{\prime}$ piecewise constant functions and let $\gamma_{0}(\vartheta)=\rho^{\vartheta}$ be a regular path joining $\rho=\rho^{0}$ with $\rho^{\prime}=\rho^{1}$. Define $\rho^{\vartheta}(t, x)$ to be a wave-front tracking approximate solution with initial data $\rho^{\vartheta}$ and let $\gamma_{t}(\vartheta)=\rho^{\vartheta}(t, \cdot)$.

If we can prove that, for every $\gamma_{0}$ (regular path) and every $t \geq 0, \gamma_{t}$ is a regular path and

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{L^{1}} \leq\left\|\gamma_{0}\right\|_{L^{1}} \tag{16}
\end{equation*}
$$

then for every $t \geq 0$

$$
\begin{equation*}
\left\|\rho(t, \cdot)-\rho^{\prime}(t, \cdot)\right\|_{L^{1}} \leq \inf _{\gamma_{t}}\left\|\gamma_{t}\right\|_{L^{1}} \leq \inf _{\gamma_{0}}\left\|\gamma_{0}\right\|_{L^{1}}=\left\|\rho(0, \cdot)-\rho^{\prime}(0, \cdot)\right\|_{L^{1}} \tag{17}
\end{equation*}
$$

To obtain (16), hence (17), it is enough to prove that, for every tangent vector $(v, \xi)(t)$ to any regular path $\gamma_{t}$, one has

$$
\begin{equation*}
\|(v, \xi)(t)\| \leq\|(v, \xi)(0)\| \tag{18}
\end{equation*}
$$

i.e., the norm of a tangent vector does not increase in time. Moreover, if (17) is established, then uniqueness and Lipschitz continuous dependence of solutions to Cauchy problems is straightforwardly achieved passing to the limit on the wave-front tracking approximate solutions.

The same reasoning can be used on the network. If $\rho=\left(\rho_{1}, \ldots, \rho_{N}\right)$ is a solution on the network, then we set

$$
\|\rho\|_{L^{1}}=\sum_{i}\left\|\rho_{i}\right\|_{L^{1}\left(I_{i}\right)}
$$

To estimate the distance among wave-front tracking solutions it is thus enough to prove (18). We prove the latter estimating the evolution of the tangent vector norm at each time. For this, we fix a time $\bar{t} \geq 0$ and, without loss of generality, treat the following cases:
(a) no interaction of waves takes place in any transmission line at $\bar{t}$, and no wave interacts with a junction;
(b) two waves interact at $\bar{t}$ on a transmission line, and no other interaction takes place;
(c) a wave interacts with a junction at $\bar{t}$, and no other interaction takes place.

In case (a) we can prove

$$
\left[\frac{d}{d t}\|(v, \xi)(t)\|\right]_{t=\bar{t}} \leq 0
$$

while in cases (b) and (c), letting $(v, \xi)^{ \pm}$be the tangent vector before $(-)$and after $(+)$ the interaction, we prove

$$
\left\|(v, \xi)^{+}\right\| \leq\left\|(v, \xi)^{-}\right\|
$$

Let us first analyze case (a). Denote by $x_{\beta}, \sigma_{\beta}$, and $\xi_{\beta}$, respectively, the positions, sizes, and shifts of the discontinuities of the wave-front tracking approximate solution. Following [8] we get

$$
\begin{aligned}
& \frac{d}{d t}\left\{\int|v(t, x)| d x+\sum_{\beta=1}^{N}\left|\xi_{\beta}\right|\left|\sigma_{\beta}\right|\right\} \\
= & -\left\{\sum_{\beta}\left(\lambda\left(\rho^{-}\right)-\dot{x}_{\beta}\right)\left|v^{-}\right|+\sum_{\beta}\left(\dot{x}_{\beta}-\lambda\left(\rho^{+}\right)\right)\left|v^{+}\right|\right\} \\
& +\sum_{\beta} D \lambda\left(\rho^{-}, \rho^{+}\right) \cdot\left(v^{-}, v^{+}\right)\left(\operatorname{sign} \xi_{\beta}\right)\left|\sigma_{\beta}\right|
\end{aligned}
$$

with $\sigma_{\beta}=\rho^{+}-\rho^{-}, \rho^{ \pm} \doteq \rho\left(x_{\beta} \pm\right)$ and similarly for $v^{ \pm}$. If the waves respect the Rankine-Hugoniot conditions, then

$$
D \lambda\left(\rho^{-}, \rho^{+}\right)\left(v^{-}, v^{+}\right)=\left(\lambda\left(\rho^{-}\right)-\dot{x}_{\beta}\right) \frac{v^{-}}{\left|\sigma_{\beta}\right|}+\left(\dot{x}_{\beta}-\lambda\left(\rho^{+}\right)\right) \frac{v^{+}}{\left|\sigma_{\beta}\right|}
$$

and

$$
\begin{equation*}
\frac{d}{d t}\left\{\int|v(t, x)| d x+\sum_{\beta=1}^{N}\left|\xi_{\beta}\right|\left|\sigma_{\beta}\right|\right\} \leq 0 \tag{19}
\end{equation*}
$$

Remark 32. To be precise, to obtain control over $T V(f)$ the wave-front tracking is slightly modified in the following way (see [11]). For every initial data $\rho$ a sequence of piecewise constant approximations $\rho_{\nu}$ are constructed, converging to $\rho$ in $L^{1}$. Then one chooses a sequence $\delta_{\nu}>0$ converging to zero and construct wave-front tracking approximate solutions splitting rarefaction waves into a fan of rarefaction shocks, each of size at most $\delta_{\nu}$. If a rarefaction wave is originated at a junction with $\rho^{+}$or $\rho^{-}$ equal to $\sigma$, then we let $\dot{x}_{\beta}=0$. However, since $\dot{x}_{\beta}=\frac{f\left(\sigma+\delta_{\nu}\right)-f(\sigma)}{\delta_{\nu}},\left|\dot{x}_{\beta}-\bar{x}_{\beta}\right|=\delta_{\nu}$ we get

$$
\frac{d}{d t}\left\{\int|v(t, x)| d x+\sum_{\beta=1}^{N}\left|\xi_{\beta}\right|\left|\sigma_{\beta}\right|\right\} \leq 2 \delta_{\nu} N
$$

where $N$ is the number of transmission lines. In fact, by Lemma 22, there are at most two such waves on each transmission line. Hence the estimate (18) is obtained in the limit as $\nu$ tends to $+\infty$.

In case (b), we use the following lemma (see [11], for example).
Lemma 33. Let us consider in a transmission line two waves, with speeds $\lambda_{1}$ and $\lambda_{2}$, respectively, that interact, producing a wave with speed $\lambda_{3}$. If the first wave is shifted by $\xi_{1}$ and the second wave by $\xi_{2}$, then the shift of the resulting wave is given by

$$
\xi_{3}=\frac{\lambda_{3}-\lambda_{2}}{\lambda_{1}-\lambda_{2}} \xi_{1}+\frac{\lambda_{1}-\lambda_{3}}{\lambda_{1}-\lambda_{2}} \xi_{2}
$$

Moreover we have that

$$
\begin{equation*}
\Delta \rho_{3} \xi_{3}=\Delta \rho_{1} \xi_{1}+\Delta \rho_{2} \xi_{2} \tag{20}
\end{equation*}
$$

where $\Delta \rho_{i}$ are the signed strengths of the corresponding waves.
From (20) it follows that

$$
\left|\Delta \rho_{3} \xi_{3}\right| \leq\left|\Delta \rho_{1}\right|\left|\xi_{1}\right|+\left|\Delta \rho_{2}\right|\left|\xi_{2}\right|
$$

from which

$$
\begin{equation*}
\left\|(v, \xi)^{+}\right\| \leq\left\|(v, \xi)^{-}\right\| \tag{21}
\end{equation*}
$$

For case (c) we report the lemma in [11].
Lemma 34. Let us consider a junction $J$ with incoming lines $I_{1}$ and $I_{2}$ and outgoing lines $I_{3}$ and $I_{4}$. If a wave on a transmission line $I_{i}(i \in\{1, \ldots, 4\})$ interacts
with $J$ and if $\xi_{i}$ is the shift of the wave in $I_{i}$, then the shift $\xi_{j}$ produced in a different line $I_{j}(j \in\{1, \ldots, 4\} \backslash\{i\})$ satisfies

$$
\xi_{j}\left(\rho_{j}^{+}-\rho_{j}^{-}\right)=\frac{\Delta \gamma_{j}}{\Delta \gamma_{i}} \xi_{i}\left(\rho_{i}^{+}-\rho_{i}^{-}\right),
$$

where $\Delta \gamma_{l}(l \in\{i, j\})$ represents the variation of the flux in the line $I_{l}$ and $\rho_{l}^{-}, \rho_{l}^{+}(l \in$ $\{i, j\})$ are the states at $J$ in the line $I_{l}$, respectively, before and after the interaction.

Define $T V(f)^{ \pm}$to be the total variation of the flux of the solution before ( - ) and after $(+)$ the interaction, and $T V(f)_{i}^{ \pm}$the same quantity on line $I_{i}$. Without loss of generality, we can assume that a wave from an incoming transmission line $\bar{\imath}$ interacts with a junction $J$ and no other wave is present. Then $T V(f)^{-}=T V(f)_{\bar{\imath}}^{-}$ and $T V(f)^{+}=\sum_{j} T V(f)_{j}^{+}$, where $T V(f)_{j}^{+}$measures just the wave produced by the interaction. From Lemma 34 we have

$$
\left|\xi_{j}\right|\left|\Delta \rho_{j}\right|=\frac{T V(f)_{j}^{-}}{T V(f)^{-}}\left|\xi_{\bar{\imath}}\right|\left|\Delta \rho_{\bar{\imath}}\right|
$$

Using Lemma 29 we conclude

$$
\begin{align*}
& \left\|(v, \xi)^{+}\right\|=\|v\|_{L^{1}}+\sum_{j}\left|\xi_{j}\right|\left|\Delta \rho_{j}\right|=\|v\|_{L^{1}}+\sum_{j} \frac{T V(f)_{\bar{j}}^{-}}{T V(f)_{\bar{\imath}}^{-}}\left|\xi_{\bar{\imath}}\right|\left|\Delta \rho_{\bar{\imath}}\right|  \tag{22}\\
& =\|v\|_{L^{1}}+\frac{T V(f)^{+}}{T V(f)^{-}}\left|\xi_{\bar{\imath}}\left\|\Delta \rho_{\bar{\imath}} \mid=\right\|(v, \xi)^{-} \| .\right.
\end{align*}
$$

From (19), (21), and (22), we get the following.
THEOREM 35. Consider a telecommunication network $(\mathcal{I}, \mathcal{J})$ and assume (F). Then the solutions to Cauchy problems on the networks are unique and depend in a Lipschitz continuous way on initial data.
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# APPROXIMATE TRAVELING WAVES IN LINEAR REACTION-HYPERBOLIC EQUATIONS* 
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#### Abstract

Linear reaction-hyperbolic equations arise in the transport of neurofilaments and membrane-bound organelles in axons. The profile of the solution was shown by simulations to be approximately that of a traveling wave; this was also suggested by formal calculations [M. C. Reed, S. Venakides, and J. J. Blum, SIAM J. Appl. Math., 50 (1990), pp. 167-180]. In this paper we prove such a result rigorously.
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1. Introduction. This paper is concerned with the mathematical analysis of reaction-hyperbolic equations which describe transport of materials along a straight ray $l_{0}=\{x: 0<x<\infty\}$. The model is motivated from biology; it describes the transport of proteins and other molecules along the axon of a neuron. The proteins are formed near the nucleus of the cell, that is, at $x=0$, and are transported to various locations along the axon, moving towards the synaptic end. Some material is also transported back, in retrograde motion. The transported materials include, for example, vesicles, membrane-bound organelles, and neurofilaments. Motor proteins attached to a vesicle (or a neurofilament) carry this cargo as they pace along a microtubule, step by step, energized by adenosine triphosphate (ATP) molecules. While some of the motors may be moving along a microtubule, others may be "resting" on-track, or even off-track, for a while. Thus the model has to deal with several populations of vesicles, depending in what state of motion they are. Earlier models of axonal transport were developed by Reed and Blum [10, 1, 2]. Using mass reaction laws and conservation of mass, they derived a system of hyperbolic equations and studied (mostly numerically) the particle concentration profile along the axon. The numerical results show that the transport of the particle concentrations has the profile of "approximate traveling waves"; experimentally, they arise from radiolabeling proteins in the soma and then observing the progress of the wave of label as it goes down the axon. The wave goes at constant velocity, but the front spreads so it is only approximately a traveling wave. Reed, Venakides, and Blum [11] considered a mathematical problem derived from such a transport model, in the biologically relevant case when the transition between the various populations is fast relative to the transport. Recent experimental results and computational models [4, 6, 8, 12, 13] also describe the dynamics of such transport.
[^41]Consider, for example, two populations $p$ and $q$, with transition rates

$$
p \underset{k_{2}}{\stackrel{k_{1}}{\rightleftharpoons}} q
$$

where $q$ is moving and $p$ is resting. Then the corresponding reaction-hyperbolic system describing their transport is given by

$$
\begin{align*}
\varepsilon p_{t} & =-k_{1} p+k_{2} q  \tag{1.1}\\
\varepsilon\left(q_{t}+v_{2} q_{x}\right) & =k_{1} p-k_{2} q
\end{align*}
$$

where $\varepsilon$ is a small positive constant. The general transport problem for $n$ species may be written in the form

$$
\begin{equation*}
\varepsilon\left(\partial_{t}+v_{i} \partial_{x}\right) p_{i}=\sum_{j=1}^{n} k_{i j} p_{j} \text { for } 0<x<\infty, t>0,1 \leq i \leq n \tag{1.2}
\end{equation*}
$$

where $k_{i j} \geq 0$ if $i \neq j$, the velocities $v_{i}$ may be positive, negative, or zero, and

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i j}=0 \tag{1.3}
\end{equation*}
$$

by conservation of mass; thus,

$$
k_{j j}=-\sum_{\substack{i=1 \\ i \neq j}}^{n} k_{i j}
$$

We need to complement (1.2) with initial conditions, and with boundary conditions at $x=0$ for each $p_{i}$ for which $v_{i}>0$.

The special case

$$
\begin{align*}
& v_{i}=0, \quad 1 \leq i \leq n-1  \tag{1.4}\\
& v_{n}>0, \\
& p_{i}(x, 0)=0, \quad 1 \leq i \leq n, \quad 0<x<\infty \\
& p_{n}(0, t)=1, \quad t>0
\end{align*}
$$

was studied by Reed, Venakides, and Blum [11]. They derived formulas which suggest that if we write $p_{n}$ in the form

$$
\begin{equation*}
p_{n}(x, t)=Q_{\varepsilon}\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right) \tag{1.5}
\end{equation*}
$$

then

$$
\begin{equation*}
Q_{\varepsilon}(s, t) \rightarrow Q_{0}(s, t) \text { as } \varepsilon \rightarrow \infty \tag{1.6}
\end{equation*}
$$

where $Q_{0}$ is a solution of the heat equation

$$
\begin{align*}
& \partial_{t} Q_{0}-\sigma^{2} \partial_{s}^{2} Q_{0}=0, \quad-\infty<s<\infty, t>0  \tag{1.7}\\
& Q_{0}(s, 0)=1 \text { if } s<0 \\
& Q_{0}(s, 0)=0 \text { if } s>0
\end{align*}
$$

the parameters $v, \sigma^{2}$ are computed from the $v_{j}$ and $k_{i j}$. Formula (1.5), together with (1.6), (1.7), shows the approximate traveling wave profile for the transport of the concentration $p_{n}(x, t)$. The assertion (1.5) in [11] was only formal, but Brooks [3] developed a probabilistic model which enabled her to prove (1.5), in some sense, in the special case of (1.1).

One of the aims of the present paper is to give a rigorous proof of (1.6) for the case (1.4), or more generally for the case when all $v_{j} \geq 0$, and

$$
\begin{aligned}
& p_{i}(x, 0)=\lambda_{i} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right), 1 \leq i \leq n \\
& p_{j}(0, t)=\lambda_{j} \text { if } v_{j}>0
\end{aligned}
$$

where either $q_{0} \equiv 0$ or $q_{0}(s)$ has compact support and $q_{0}(0)=1$; here $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is a vector with positive components and, at the same time, a generator of the null space of the matrix $\left(k_{i j}\right)$.

The proof, given in section 3 , is by PDE methods. Since, in the case $q_{0} \equiv 0$, the function $Q_{0}$ is discontinuous only at the point $(0,0)$ while $Q_{\varepsilon}$ is discontinuous along the half-line $x=v t, t \geq 0$, we don't expect the convergence in (1.6) to be in the uniform sense, at least not near the origin $(0,0)$; we shall prove the convergence in the weak $L^{r}$-sense for any $1<r<\infty$.

In the case of (1.1) we shall prove, in section 2 , in case $q_{0}$ is not identically zero, a "strong" convergence in (1.6), namely,

$$
(1.8) \int_{-\frac{v T}{\sqrt{\varepsilon}}}^{\infty}\left(Q_{\varepsilon}(s, t)-Q_{0}(s, t)\right)^{2} d s+\int_{0}^{T} \int_{-\frac{v T}{\sqrt{\varepsilon}}}^{\infty}\left(\partial_{s} Q_{\varepsilon}(s, t)-\partial_{s} Q_{0}(s, t)\right)^{2} d s d t \leq C \sqrt{\varepsilon} .
$$

This estimate also holds for the case (1.2) if $n=2$, i.e., for $v_{2}>0$ and $v_{1} \geq 0$.
In [9] Pinsky considered the system (1.2) for $-\infty<x<\infty, t>0$, with initial data

$$
p_{i}(x, 0)=f\left(\frac{x}{\sqrt{\varepsilon}}\right) \text { for all } i,-\infty<x<\infty
$$

and proved that

$$
\left|Q_{\varepsilon}(s, t)-Q_{0}(s, t)\right| \leq C \sqrt{\varepsilon}
$$

where $Q_{0}(s, t)$ is a solution of a heat equation as in (1.7) for $-\infty<s<\infty, t>0$, with $Q_{0}(s, 0)=f(s),-\infty<s<\infty$. Pinsky's dynamical system is derived from a different (stochastic) model and, in particular, he assumes that $\sum_{j=1}^{n} k_{i j}=0$ instead of (1.3). His proof is based on the construction of boundary layers and estimates via the Fourier transform in $x$; that proof does not extend to the system (1.2), (1.4), not even in the case $n=2$.

We conclude the introduction by pointing out several open problems:
(i) Extend the strong convergence result to $n>2$.
(ii) Extend the results of this paper to the case of forward and backward velocities (i.e., anterograde and retrograde transport).
(iii) Study the case where the kinetics is nonlinear.
2. The case $\boldsymbol{n}=\mathbf{2}$. Throughout this paper we shall use the notation

$$
D=\{(x, t): 0<x<\infty, t>0\}
$$

Consider the process $p \underset{k_{2}}{\stackrel{k_{1}}{\rightleftharpoons}} q$, where $k_{1}, k_{2}$ are positive constants, with dynamics

$$
\begin{align*}
& \varepsilon\left(p_{t}+v_{1} p_{x}\right)=-k_{1} p+k_{2} q  \tag{2.1}\\
& \varepsilon\left(q_{t}+v_{2} q_{x}\right)=k_{1} p-k_{2} q \tag{2.2}
\end{align*}
$$

in $D$, where $v_{1}, v_{2}$ are given constant velocities, and $\varepsilon$ is a small positive number. We intend to prove that, as $\varepsilon \rightarrow 0, q(x, t)$ will behave like $Q\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right)$, where $Q(s, t)$ is a solution of a parabolic equation. Such a result requires, of course, that the initial values for $q$ should be of the form $q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right)$. We also choose initial data which are in equilibrium with respect to the process $p \underset{k_{2}}{\stackrel{k_{1}}{\rightleftharpoons}} q$. Thus, we assume that

$$
\begin{equation*}
p(x, 0)=\frac{k_{1}}{k_{2}} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right), q(x, 0)=q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right) \text { for } 0 \leq x<\infty . \tag{2.3}
\end{equation*}
$$

We further assume that $v_{1} \geq 0, v_{2}>0, v_{1} \neq v_{2}$ and prescribe the boundary condition

$$
\begin{equation*}
q(0, t)=1 \text { for } t>0 \tag{2.4}
\end{equation*}
$$

If $v_{1}=0$, then no boundary conditions are imposed on $p$; however, if $v_{1}>0$, then we prescribe the boundary condition $p(0, t)=\frac{k_{2}}{k_{1}}$ for $t>0$.

We shall require that $q_{0}(s)$ is in $C^{4}(0 \leq s<\infty)$ and that

$$
\begin{align*}
& 0 \leq q_{0}(s) \leq 1 \text { if } s>0, q_{0}(s)=0 \text { if } s>A_{0} \text { for some } A_{0}<\infty  \tag{2.5}\\
& q_{0}(0)=1,\left.\partial_{s}^{j} q_{0}(s)\right|_{s=0}=0 \text { if } 1 \leq j \leq 4
\end{align*}
$$

The last two conditions ensure that the initial and boundary data fit at $(0,0)$ up to order 4 . Note that (2.5) implies that $0 \leq q_{0}(s) \leq 1$.

It will be convenient to first deal with the case

$$
\begin{equation*}
v_{1}=0 \tag{2.6}
\end{equation*}
$$

However, in order not to repeat some of the calculations, we shall perform these calculations for general $v_{1}$.

By standard ODE arguments we deduce that the solution $(p, q)$ is continuously differentiable in $\bar{D}$, that $\left(\partial_{x} p, \partial_{x} q\right)$ satisfy the same system as $(p, q)$, and that

$$
k_{1} \partial_{x} p(x, 0)=k_{2} \partial_{x} q(x, 0)=k_{2} \partial_{x} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right), 0<x<\infty
$$

furthermore, if $v_{1}=0$, then

$$
\varepsilon v_{2} \partial_{x} q(0, t)=k_{1} p(0, t)-k_{2} q(0, t) \rightarrow 0 \text { if } t \rightarrow 0
$$

Since $\partial_{x} q(x, 0) \rightarrow 0$ as $x \rightarrow 0$, the initial-boundary data are continuous at $(0,0)$. It follows, as before, that the second order derivatives of $p, q$ are continuous in $\bar{D}$, and similarly one can prove that also the third order derivatives of $p, q$ are continuous in $\bar{D}$.

Lemma 2.1 (maximum principle). The following inequalities hold:

$$
0 \leq p \leq \frac{k_{2}}{k_{1}}, \quad 0 \leq q \leq 1
$$

Proof. Let us first consider the system (2.1)-(2.4) in $D_{L}=D \cap\{x<L\}$, for $0<L<\infty$. We modify (2.1), (2.2) by subtracting a small positive number $\mu$ from the right-hand sides, and we denote the corresponding solution by $\left(p_{\mu}, q_{\mu}\right)$. We claim that

$$
\begin{equation*}
p_{\mu}<\frac{k_{2}}{k_{1}}(1+\mu), q_{\mu}<1+\mu \tag{2.7}
\end{equation*}
$$

Indeed, if this is not true, then consider a point $\left(x_{0}, t_{0}\right)$ with the smallest $t_{0}$ for which equality occurs in (2.7) either for $p_{\mu}$ or for $q_{\mu}$. Suppose, for definiteness, that $q_{\mu}\left(x_{0}, t_{0}\right)=1+\mu$. Because of the boundary and initial conditions, $x_{0} \neq 0$ and $t_{0} \neq 0$. At $\left(x_{0}, t_{0}\right)$ we have

$$
\varepsilon\left(\partial_{t}+v_{2} \partial_{x}\right) q_{\mu}=k_{1} p_{\mu}-k_{2} q_{\mu}-\mu \leq-\mu<0
$$

Thus, there would be an earlier time at which $q_{\mu} \geq 1+\mu$, which is a contradiction. Taking $\mu \rightarrow 0$ and then $L \rightarrow \infty$ we obtain the inequalities $p \leq \frac{k_{2}}{k_{1}}, q \leq 1$. Similarly one can prove, by taking $\mu<0$, that $p \geq 0, q \geq 0$.

We now proceed to derive the asymptotic behavior for $q(x, t)$ as $\varepsilon \rightarrow 0$. We begin by deriving a second order PDE for $q$. From (2.1), (2.2) we obtain

$$
\begin{equation*}
\varepsilon\left(\partial_{t}+v_{1} \partial_{x}\right)\left(\partial_{t}+v_{2} \partial_{x}\right) q+\left(k_{1}+k_{2}\right) \partial_{t} q-\left(k_{1} v_{2}+k_{2} v_{1}\right) \partial_{x} q=0 \tag{2.8}
\end{equation*}
$$

Introduce a change of variables

$$
s=\frac{x-v t}{\sqrt{\varepsilon}}, Q_{\varepsilon}(s, t)=q(x, t)
$$

where $v$ will be determined later on. The domain $D$ is transformed into the domain

$$
\Omega=\left\{(s, t):-\frac{v t}{\sqrt{\varepsilon}}<s<\infty, t>0\right\} .
$$

Later on we shall use the notation

$$
\begin{aligned}
\Omega_{T} & =\Omega \cap\{t<T\} \\
\Gamma_{T} & \equiv \Gamma_{T, \varepsilon}=\left\{(s, t): s=-\frac{v t}{\sqrt{\varepsilon}}, 0<t<T\right\}, \text { where } 0<T \leq \infty \\
L_{0} & =\{(s, 0): 0<s<\infty\} \\
s_{t} & \equiv s_{t, \varepsilon}=-\frac{v t}{\sqrt{\varepsilon}}
\end{aligned}
$$

Note that

$$
\begin{align*}
& \partial_{t} q=\partial_{t} Q_{\varepsilon}-\frac{v}{\sqrt{\varepsilon}} \partial_{s} Q_{\varepsilon}, \partial_{x} q=\frac{1}{\sqrt{\varepsilon}} \partial_{s} Q_{\varepsilon}, \text { and }  \tag{2.9}\\
& \partial_{t} Q_{\varepsilon}=\partial_{t} q+v \partial_{x} q, \partial_{s} Q_{\varepsilon}=\sqrt{\varepsilon} \partial_{x} q
\end{align*}
$$

It is easily seen that if we choose

$$
\begin{equation*}
v=\frac{k_{1} v_{2}+k_{2} v_{1}}{k}, \text { where } k=k_{1}+k_{2} \tag{2.10}
\end{equation*}
$$

then we obtain the following equation for $Q_{\varepsilon}$ :

$$
\begin{equation*}
\partial_{t} Q_{\varepsilon}-\sigma^{2} \partial_{s}^{2} Q_{\varepsilon}+\partial_{t s} K \sqrt{\varepsilon} Q_{\varepsilon}+\frac{\varepsilon}{k} \partial_{t}^{2} Q_{\varepsilon}=0 \text { in } \Omega \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{2}=\frac{k_{1} k_{2}}{k^{3}}\left(v_{2}-v_{1}\right)^{2}, K=\frac{k_{2}-k_{1}}{k^{2}}\left(v_{2}-v_{1}\right) \tag{2.12}
\end{equation*}
$$

Continuing with the assumption (2.6), we also have

$$
\begin{equation*}
Q_{\varepsilon}(s, 0)=q_{0}(s), s>0 \tag{2.13}
\end{equation*}
$$

and, by (2.2), (2.3), (2.9), and (2.10),

$$
\begin{equation*}
\partial_{t} Q_{\varepsilon}(s, 0)=-\frac{k_{2}\left(v_{2}-v_{1}\right)}{k} \frac{1}{\sqrt{\varepsilon}} \partial_{s} q_{0}(s), s>0 \tag{2.14}
\end{equation*}
$$

Since $q(0, t)=1$ the function $p(0, t) \equiv k_{2} / k_{1}$ is the solution of (2.1) at $x=0$, so that also

$$
\varepsilon \partial_{x} q(0, t)=\frac{\varepsilon}{v_{2}}\left(\partial_{t} q+v_{2} \partial_{x} q\right)=\frac{1}{v_{2}}\left(k_{1} p-k_{2} q\right)=0 \text { at }(0, t)
$$

Hence

$$
\begin{equation*}
Q_{\varepsilon}=1, \partial_{s} Q_{\varepsilon}=\partial_{t} Q_{\varepsilon}=0 \text { on } \Gamma_{T} \text { for any } T>0 \tag{2.15}
\end{equation*}
$$

If $W, \phi$ are bounded continuously differentiable functions in $\bar{\Omega}_{T}, T<\infty$, and $\phi(s, T) \equiv 0$, then, by integration by parts,

$$
\iint_{\Omega_{T}} \partial_{t} W \cdot \phi d s d t=-\int_{\Gamma_{T} \cup L_{0}} W \phi d s-\iint_{\Omega_{T}} W \cdot \partial_{t} \phi d s d t
$$

where in the integrals along $\Gamma_{T}$ and $L_{0}$ the variable $s$ is increasing from left to right. Similarly, if $\phi(s, t)$ or $W(s, t)$ converges to zero as $s \rightarrow \infty, 0<t<T$, then

$$
\iint_{\Omega_{T}} \partial_{s} W \cdot \phi d s d t=-\int_{\Gamma_{T}} W \phi d t-\iint_{\Omega_{T}} W \cdot \partial_{s} \phi d s d t
$$

where in the integral along $\Gamma_{T}$ the variable $t$ is increasing from $t=0$ to $t=T$. With the above understanding of the integrals along $\Gamma_{T}$, we have

$$
\begin{equation*}
\int_{\Gamma_{T}} W \phi d t=\int_{\Gamma_{T}} \frac{\sqrt{\varepsilon}}{v} W \phi d s \tag{2.16}
\end{equation*}
$$

Let $\tilde{Q}_{\varepsilon}$ denote the unique bounded solution of the parabolic equation

$$
\begin{equation*}
\partial_{t} \tilde{Q}_{\varepsilon}-\sigma^{2} \partial_{s}^{2} \tilde{Q}_{\varepsilon}=0 \text { in } \Omega \tag{2.17}
\end{equation*}
$$

with the initial and boundary conditions

$$
\begin{align*}
& \tilde{Q}_{\varepsilon}(s, 0)=q_{0}(s) \text { on } L_{0}  \tag{2.18}\\
& \tilde{Q}_{\varepsilon} \equiv 1 \text { on } \Gamma_{\infty}
\end{align*}
$$

Recalling that $\partial^{j} q_{0}(s)=0$ at $s=0$ for $1 \leq j \leq 4$, one can easily verify that $\tilde{Q}_{\varepsilon}$ satisfies the consistency conditions of order 2 at $(s, t)=(0,0)$. Hence all the derivatives

$$
\begin{equation*}
\partial_{t}^{k} \partial_{s}^{l} \tilde{Q}_{\varepsilon} \quad(0 \leq 2 k+l \leq 4) \quad \text { are continuous at }(0,0) \tag{2.19}
\end{equation*}
$$

In the next two lemmas we prove that these functions are uniformly bounded in $\Omega$, and that they converge uniformly to zero as $s \rightarrow \infty$, the uniformity being with respect to $\varepsilon$.

Lemma 2.2. The following inequalities hold:

$$
\begin{equation*}
\left|\partial_{t}^{k} \partial_{s}^{l} \tilde{Q}_{\varepsilon}(s, t)\right| \leq C \text { in } \Omega \quad(0 \leq 2 k+l \leq 4) \tag{2.20}
\end{equation*}
$$

where $C$ is a constant independent of $\varepsilon$.
Proof. Consider the function

$$
U(x, t)=\tilde{Q}_{\varepsilon}(s, t), \text { where } s=\frac{x-v t}{\sqrt{\varepsilon}} .
$$

Since $\partial_{t} \tilde{Q}_{\varepsilon}=\partial_{t} U+v \partial_{x} U$, there holds

$$
\begin{equation*}
\partial_{t} U=\alpha \varepsilon \partial_{x}^{2} U-\beta \partial_{x} U \text { in } D, \tag{2.21}
\end{equation*}
$$

where $\alpha, \beta$ are positive numbers depending only on $k_{i}, v_{i}$, and

$$
\begin{align*}
& U(x, 0)=q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right), \quad x>0  \tag{2.22}\\
& U(0, t)=1, \quad t>0 \tag{2.23}
\end{align*}
$$

The function $V=\partial_{x} U$ satisfies the heat equation (2.21) and, since $\partial_{t} U(0, t)=0$,

$$
\partial_{x} V-\frac{\gamma}{\varepsilon} V=0 \quad \text { at } \quad x=0, t>0, \quad \text { where } \gamma=\frac{\beta}{\alpha}
$$

Hence $V$ cannot take positive maximum or negative minimum at $(0, t), t>0$. By the maximum principle we then deduce that

$$
\left|\partial_{x} U\right| \leq \frac{1}{\sqrt{\varepsilon}} \sup _{x>0}\left|q_{0}^{\prime}\left(\frac{x}{\sqrt{\varepsilon}}\right)\right| \leq \frac{C}{\sqrt{\varepsilon}}
$$

on the set $\{(x, t): x>0, t>0\}$.
We proceed to apply the above argument to the function $V_{1}=\partial_{t} \partial_{x} U$, which is again a solution of the heat equation (2.21), with

$$
\partial_{x} V_{1}-\frac{\gamma}{\varepsilon} V_{1}=\frac{1}{\alpha \varepsilon} \partial_{t}^{2} U=0 \quad \text { at } \quad x=0, t>0
$$

By the maximum principle we then get

$$
\begin{aligned}
\left|\partial_{x} V_{1}\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} & \leq \sup _{x>0}\left|V_{1}(x, 0)\right| \\
& =\sup _{x>0}\left|\alpha \varepsilon \partial_{x}^{3} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right)-\beta \partial_{x}^{2} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right)\right| \\
& \leq \frac{C}{\varepsilon}
\end{aligned}
$$

Hence

$$
\left|\partial_{x}\left(\partial_{x}^{2} U\right)-\frac{\gamma}{\varepsilon}\left(\partial_{x}^{2} U\right)\right|=\frac{\left|V_{1}\right|}{\alpha \varepsilon} \leq \frac{C}{\varepsilon^{2}}
$$

Multiplying by $e^{-\gamma x / \varepsilon}$ and integrating in $x$ over $(x, \infty)$ we get

$$
\left|e^{-\gamma x / \varepsilon} \partial_{x}^{2} U(x, t)\right| \leq \frac{C}{\varepsilon} e^{-\gamma x / \varepsilon}
$$

Hence

$$
\left|\partial_{x}^{2} U(x, t)\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} \leq \frac{C}{\varepsilon}
$$

Similarly, working with the function $V_{2}=\partial_{t}^{2} \partial_{x} U$, we deduce, by the maximum principle, that

$$
\left|V_{2}\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} \leq \frac{C}{\varepsilon^{3 / 2}}
$$

Hence

$$
\left|\partial_{x}\left(\partial_{t} \partial_{x}^{2} U\right)-\frac{\gamma}{\varepsilon}\left(\partial_{t} \partial_{x}^{2} U\right)\right| \leq \frac{C}{\varepsilon^{5 / 2}}
$$

As before, we deduce by integration that

$$
\left|\partial_{t} \partial_{x}^{2} U(x, t)\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} \leq \frac{C}{\varepsilon^{3 / 2}}
$$

This implies, by (2.21), that

$$
\left|\partial_{x}\left(\partial_{x}^{3} U\right)-\frac{\gamma}{\varepsilon}\left(\partial_{x}^{3} U\right)\right| \leq \frac{C}{\varepsilon^{5 / 2}}
$$

and, by integration, as before,

$$
\left|\partial_{x}^{3} U(x, t)\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} \leq \frac{C}{\varepsilon^{3 / 2}}
$$

Similarly we can estimate $\partial_{x}^{4} U$ by working with the function $V_{3}=\partial_{t}^{3} \partial_{x} U$. We conclude that

$$
\left|\partial_{x}^{j} U(x, t)\right|_{L^{\infty}\left(\mathbb{R}_{2}^{+}\right)} \leq \frac{C}{\varepsilon^{j / 2}} \text { for } j=0,1,2,3,4
$$

It follows that

$$
\left|\partial_{s}^{j} \tilde{Q}_{\varepsilon}(s, t)\right| \leq C \text { in } \Omega
$$

The remaining inequalities in (2.20) follow from the differential equation (2.17). $\quad \square$
LEMmA 2.3. For any $0<T<\infty$, the following inequalities hold for some $\gamma>0$ :

$$
\begin{equation*}
\left|\partial_{t}^{k} \partial_{s}^{l} \tilde{Q}_{\varepsilon}(s, t)\right| \leq C e^{-\gamma s^{2}} \text { in } \Omega_{T} \cap\{s>0\} \quad(0 \leq 2 k+l \leq 4) \tag{2.24}
\end{equation*}
$$

where $C$ is a constant independent of $\varepsilon$.

Proof. Recall that $\tilde{Q}_{\varepsilon}(s, 0)=0$ if $s>A_{0}$, so that also $\partial_{s}^{l} \tilde{Q}_{\varepsilon}(s, 0)=0$ if $s>A_{0}$. We can then compare $\partial_{s}^{l} \tilde{Q}_{\varepsilon}$ with a solution of (2.17) of the form

$$
\frac{C}{\sqrt{t}} e^{-\delta s^{2} / t} \text { in } G \equiv\left\{s>A_{0}, t>0\right\} \quad\left(\text { where } \delta=\frac{1}{4 \sigma^{2}}\right)
$$

The difference

$$
V=\frac{C}{\sqrt{t}} e^{-\delta s^{2} / t}-\partial_{s}^{l} \tilde{Q}_{\varepsilon}(s, t)
$$

is a bounded solution of $(2.17)$ in $G$, with $V(s, 0)=0$ if $s>A_{0}$ and $V\left(A_{0}, t\right)>0(<0)$ if $C$ is positive and large (negative and large in absolute value). By the maximum principle for parabolic equations in an unbounded domain (see, e.g., [7, Chap. 2, Thm. 9]), we conclude that $V>0(V<0)$ in $G$ in the case where $C$ was positive (negative), so that the inequality (2.24) with $k=0$ follows. The remaining estimates follow from (2.17).

Consider the function

$$
W=Q_{\varepsilon}-\tilde{Q}_{\varepsilon} \text { in } \Omega_{T}, 0<T<\infty
$$

It satisfies the equation

$$
\begin{equation*}
\partial_{t} W-\sigma^{2} \partial_{s}^{2} W+K \sqrt{\varepsilon} \partial_{t s}^{2} W+\frac{\varepsilon}{k} \partial_{s}^{2} W=F_{\varepsilon} \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\varepsilon}=-K \sqrt{\varepsilon} \partial_{t s}^{2} \tilde{Q}_{\varepsilon}-\frac{\varepsilon}{k} \partial_{t}^{2} \tilde{Q}_{\varepsilon} \tag{2.26}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
W \equiv 0 \text { on } L_{0} \cup \Gamma_{T} \tag{2.27}
\end{equation*}
$$

and, by (2.9), (2.15),

$$
\begin{equation*}
\partial_{t} W=-\partial_{t} \tilde{Q}_{\varepsilon}, \partial_{s} W=-\partial_{s} \tilde{Q}_{\varepsilon}=-\frac{\sqrt{\varepsilon}}{v} \partial_{t} \tilde{Q}_{\varepsilon} \text { on } \Gamma_{T} \tag{2.28}
\end{equation*}
$$

Also, by (2.14),

$$
\partial_{t} Q_{\varepsilon}=\partial_{t} q+v \partial_{x} q=\frac{v-v_{2}}{\sqrt{\varepsilon}} q_{0}^{\prime}(s) \text { on } L_{0}
$$

so that

$$
\begin{equation*}
\partial_{t} W=-\frac{k_{2}\left(v_{2}-v_{1}\right)}{k \sqrt{\varepsilon}} q_{0}^{\prime}(s) \text { on } L_{0} . \tag{2.29}
\end{equation*}
$$

From Lemmas 2.2 and 2.3 we deduce that

$$
\iint_{\Omega_{T}} F_{\varepsilon}^{2} \leq \iint_{\Omega_{T \cap\{s<0\}}} C_{0} \varepsilon+\iint_{\Omega_{T \cap\{s>0\}}} C_{0} \varepsilon e^{-2 \gamma s^{2}} \leq C \sqrt{\varepsilon}
$$

where $C_{0}, C$ are constants (independent of $\varepsilon$ ). Hence, for any function $Z \in L^{2}\left(\Omega_{T}\right)$ and any small $\eta>0$,

$$
\begin{equation*}
\left|\iint_{\Omega_{T}} F_{\varepsilon} Z\right| \leq \eta \iint_{\Omega_{T}} Z^{2}+C \sqrt{\varepsilon} \tag{2.30}
\end{equation*}
$$

where $C$ is a constant which depends on $\eta$ and $T$.
Lemma 2.4. For any $0<T<\infty$, there exists a constant $C=C(T)$ such that

$$
\begin{align*}
& \iint_{\Omega_{T}} W_{t}^{2} d s d t+\sup _{0 \leq t \leq T} \int_{s_{t}}^{\infty} W_{s}^{2}(s, t) d s \leq C,  \tag{2.31}\\
& \iint_{\Omega_{T}}\left(W^{2}+W_{s}^{2}\right) d s d t \leq C \sqrt{\varepsilon} \tag{2.32}
\end{align*}
$$

Proof. If we multiply (2.25) by $W_{t}$ and integrate over $\Omega_{T}$, we get

$$
\begin{align*}
\iint_{\Omega_{T}} W_{t}^{2}-\sigma^{2} \iint_{\Omega_{T}} W_{t} W_{s s}+K \sqrt{\varepsilon} \iint_{\Omega_{T}} W_{t} W_{t s} & +\frac{\varepsilon}{k} \iint_{\Omega_{T}} W_{t} W_{t t}  \tag{2.33}\\
& =-\iint_{\Omega_{T}} W_{t} F_{\varepsilon}
\end{align*}
$$

We proceed to evaluate terms on the left-hand side of (2.33). By integration by parts we obtain

$$
\begin{aligned}
-\iint_{\Omega_{T}} W_{t} W_{s s} & =-\iint_{\Omega_{T}}\left[\partial_{s}\left(W_{t} W_{s}\right)-W_{t s} W_{s}\right] \\
& =\int_{\Gamma_{T}} W_{t} W_{s} d t+\frac{1}{2} \int_{s_{T}}^{\infty} W_{s}^{2}(s, T) d s-\frac{1}{2} \int_{L_{0} \cup \Gamma_{T}} W_{s}^{2} d s
\end{aligned}
$$

and, by (2.28),

$$
\int_{\Gamma_{T}} W_{t} W_{s} d t=\frac{\sqrt{\varepsilon}}{v} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t
$$

and

$$
\int_{L_{0} \cup \Gamma_{T}} W_{s}^{2} d s=\int_{\Gamma_{T}} W_{s}^{2} d s=\int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, s}^{2} d s=\frac{\sqrt{\varepsilon}}{v} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t
$$

where in the last equation we used also (2.16). Hence,

$$
\begin{equation*}
-\sigma^{2} \iint_{\Omega_{T}} W_{t} W_{s s}=\frac{1}{2} \sigma^{2} \int_{s_{T}}^{\infty} W_{s}^{2}(s, T) d s-\frac{1}{2} \sigma^{2} \frac{\sqrt{\varepsilon}}{v} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t \tag{2.34}
\end{equation*}
$$

Next,

$$
\begin{align*}
& K \sqrt{\varepsilon} \iint_{\Omega_{T}} W_{t} W_{t s}=\frac{1}{2} K \sqrt{\varepsilon} \iint_{\Omega_{T}} \partial_{s}\left(W_{t}^{2}\right)  \tag{2.35}\\
&=-\frac{1}{2} K \sqrt{\varepsilon} \int_{\Gamma_{T}} W_{t}^{2} d t=-\frac{1}{2} K \sqrt{\varepsilon} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t .
\end{align*}
$$

Consider finally

$$
\varepsilon \iint_{\Omega_{T}} W_{t} W_{t t}=\frac{\varepsilon}{2} \int_{s_{T}}^{\infty} W_{t}^{2}(s, T) d s-\frac{\varepsilon}{2} \int_{L_{0} \cup \Gamma_{T}} W_{t}^{2} d s
$$

Since

$$
-\frac{\varepsilon}{2} \int_{\Gamma_{T}} W_{t}^{2} d s=-\frac{\varepsilon}{2} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d s=-\frac{\sqrt{\varepsilon}}{2 v} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t
$$

and

$$
-\frac{\varepsilon}{2} \int_{L_{0}} W_{t}^{2} d s=\mathcal{O}(1)
$$

by (2.29) and the fact that (by (2.17), (2.18)) $\tilde{Q}_{\varepsilon, t}=0$ on $L_{0} \cap\left\{s>A_{0}\right\}$, we obtain

$$
\begin{equation*}
\varepsilon \iint_{\Omega_{T}} W_{t} W_{t t}=\frac{\varepsilon}{2} \int_{s_{T}}^{\infty} W_{t}^{2}(s, T) d s-\frac{\sqrt{\varepsilon}}{2 v} \int_{\Gamma_{T}} \tilde{Q}_{\varepsilon, t}^{2} d t+\mathcal{O}(1) \tag{2.36}
\end{equation*}
$$

Substituting (2.34)-(2.36) into (2.33) and using also (2.30) with $Z=W_{t}, \eta=\frac{1}{2}$, and the inequality $\left|\tilde{Q}_{\varepsilon, t}\right|<C$ on $\Gamma_{T}$, we obtain

$$
\iint_{\Omega_{T}} W_{t}^{2}+\frac{1}{2} \sigma^{2} \int_{s_{T}}^{\infty} W_{s}^{2}(s, T) d s+\frac{\varepsilon}{k} \int_{s_{T}}^{\infty} W_{t}^{2}(s, T) d s \leq C \sqrt{\varepsilon} \int_{\Gamma_{T}} d t+\mathcal{O}(1)
$$

This implies $\iint_{\Omega_{T}} W_{t}^{2}<C_{1}(T)$, and $\int_{s_{t}}^{\infty} W_{s}^{2}(s, t) d s<C_{2}(t)$ for $t \in[0, T]$ and some continuous function $C_{2}$, and (2.31) follows, with $C(T)=C_{1}(T)+\sup _{0 \leq t \leq T} C_{2}(t)$.

To prove (2.32) we multiply (2.25) by $W$ and integrate over $\Omega_{T}$. By integration by parts we obtain

$$
\begin{align*}
& \frac{1}{2} \int_{s_{T}}^{\infty} W^{2}(s, T) d s+\sigma^{2} \iint_{\Omega_{T}} W_{s}^{2}-K \sqrt{\varepsilon} \iint_{\Omega_{T}} W_{s} W_{t}  \tag{2.37}\\
& +\frac{\varepsilon}{k} \int_{s_{T}}^{\infty}\left(W W_{t}\right)(s, T) d s-\frac{\varepsilon}{k} \iint_{\Omega_{T}} W_{t}^{2}=\iint_{\Omega_{T}} W F_{\varepsilon}
\end{align*}
$$

By Lemma 2.3 and (2.31),

$$
\left|K \sqrt{\varepsilon} \iint_{\Omega_{T}} W_{s} W_{t}\right| \leq \frac{1}{2} \sigma^{2} \iint_{\Omega_{T}} W_{s}^{2}+\frac{K^{2} \varepsilon}{2 \sigma^{2}} \iint_{\Omega_{T}} W_{t}^{2} \leq \frac{1}{2} \sigma^{2} \iint_{\Omega_{T}} W_{s}^{2}+C \varepsilon
$$

Also, by (2.30),

$$
\left|\iint_{\Omega_{T}} W F_{\varepsilon}\right| \leq \eta \iint_{\Omega_{T}} W^{2}+C \sqrt{\varepsilon}, \quad C=C(\eta)
$$

Hence

$$
\begin{align*}
\frac{1}{2} \int_{s_{T}}^{\infty} W^{2}(s, T) d s+\frac{1}{2} \sigma^{2} \iint_{\Omega_{T}} W_{s}^{2}+ & \frac{\varepsilon}{2 k} \int_{s_{T}}^{\infty}\left(W^{2}\right)_{t}(s, T) d s  \tag{2.38}\\
& \leq \eta \iint_{\Omega_{T}} W^{2}+C \sqrt{\varepsilon}
\end{align*}
$$

Integrating both sides with respect to $T, 0<T<T_{0}$, and choosing $\eta=\frac{1}{4 T_{0}}$, we obtain

$$
\begin{equation*}
\iint_{\Omega_{T_{0}}} W^{2}+\int_{0}^{T_{0}}\left(\iint_{\Omega_{T}} W_{s}^{2}\right) d T+\varepsilon \int_{s_{T_{0}}}^{\infty} W^{2}\left(s, T_{0}\right) d s \leq C \sqrt{\varepsilon} \tag{2.39}
\end{equation*}
$$

where $C$ depends on $T_{0}$. Finally, if we use the inequality

$$
\left.\int_{0}^{T_{0}}\left(\int_{0}^{T} f(t) d t\right)\right) d T=\int_{0}^{T_{0}}\left(T_{0}-t\right) f(t) d t \geq \delta_{0} \int_{0}^{T_{0}-\delta_{0}} f(t) d t
$$

with $f(t)=\int_{s_{t}}^{\infty} W_{s}^{2}(s, t) d s$ in (2.39), we obtain the estimate (2.32).
We extend the function $\tilde{Q}_{\varepsilon}(s, t)$ by 1 into the domain $\{s<-v t / \sqrt{\varepsilon}, t>0\}$, and wish to estimate $\tilde{Q}_{\varepsilon}-Q_{0}$, where $Q_{0}$ is the bounded solution of

$$
\begin{align*}
& \partial_{t} Q_{0}-\sigma^{2} \partial_{s}^{2} Q_{0}=0 \text { in } \mathbb{R}_{+}^{2}  \tag{2.40}\\
& Q_{0}(s, 0)=q_{0}(s) \text { if } s>0, \quad Q_{0}(s, 0)=1 \text { if } s<0 \tag{2.41}
\end{align*}
$$

Lemma 2.5. The following inequality holds:

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\tilde{Q}_{\varepsilon}-Q_{0}\right)^{2}(s, T) d s+\int_{0}^{T} \int_{-\infty}^{\infty}\left(\partial_{s} \tilde{Q}_{\varepsilon}-\partial_{s} Q_{0}\right)^{2} d s d t \leq C \sqrt{\varepsilon} \tag{2.42}
\end{equation*}
$$

where $0<T<\infty$ and $C$ is a constant independent of $T$ and $\varepsilon$.
Proof. We first estimate $\tilde{Q}_{\varepsilon}-Q_{0}$ on $\Gamma_{T}$. For this purpose we represent the function $V \equiv 1-Q_{0}$ in the form

$$
V(s, t)=\int_{0}^{\infty} \frac{e^{-\frac{(s-\zeta)^{2}}{4 \sigma^{2} t}}}{\sigma \sqrt{4 \pi t}} \phi(\zeta) d \zeta, \phi(\zeta)=1-q_{0}(\zeta)
$$

and compute

$$
V\left(-\frac{v t}{\sqrt{\varepsilon}}, t\right)=\int_{0}^{\infty} \frac{e^{-\left(-\frac{v t}{\sqrt{\varepsilon}}-\zeta\right)^{2} /\left(4 \sigma^{2} t\right)}}{\sigma \sqrt{4 \pi t}} \phi(\zeta) d \zeta
$$

Substituting

$$
\xi=\left(\frac{v t}{\sqrt{\varepsilon}}+\zeta\right) \frac{1}{\sqrt{t}}
$$

we obtain

$$
\left|V\left(-\frac{v t}{\sqrt{\varepsilon}}, t\right)\right| \leq C \int_{v \sqrt{t / \varepsilon}} e^{-\frac{\xi^{2}}{4 \sigma^{2}}} d \xi \leq C e^{-\frac{\alpha t}{\varepsilon}} \quad(\text { for some } \alpha>0)
$$

Similarly we obtain

$$
\left|\partial_{s} V\left(-\frac{v t}{\sqrt{\varepsilon}}, t\right)\right| \leq(C / \sqrt{t}) e^{-\frac{\alpha t}{\varepsilon}}
$$

Consider the function $R=\tilde{Q}_{\varepsilon}-Q_{0} \varepsilon$. It satisfies the equation

$$
\begin{equation*}
\partial_{t} R-\sigma^{2} \partial_{s}^{2} R=0 \text { in } \Omega_{T} \tag{2.43}
\end{equation*}
$$

and, by the last two estimates,

$$
\begin{equation*}
|R|_{\Gamma_{T}} \leq C e^{-\frac{\alpha t}{\varepsilon}}, \quad\left|\partial_{s} R\right|_{\Gamma_{T}} \leq \frac{C}{\sqrt{t}} e^{-\frac{\alpha t}{\varepsilon}} . \tag{2.44}
\end{equation*}
$$

If we multiply (2.43) by $R$ and integrate over $\Omega_{T}$, we obtain, after integration by parts,

$$
\frac{1}{2} \int_{s_{T}}^{\infty} R^{2}(s, T) d s-\sigma^{2} \iint_{\Omega_{T}}\left(\partial_{s} R\right)^{2}=\frac{1}{2} \int_{\Gamma_{T}} R^{2} d s-\sigma^{2} \int_{\Gamma_{T}} R \cdot \partial_{s} R d t
$$

Using (2.44) we find that each of the two integrals on the right-hand side is bounded by $C \sqrt{\varepsilon}$, and thus we derive the estimate (2.42).

Combining the estimates $(2.32),(2.42)$ we obtain the following theorem.
Theorem 2.6. Consider the system (2.1)-(2.4) under the assumptions (2.5) and (2.6). Then we can write $q$ in the form

$$
\begin{equation*}
q(x, t)=Q_{\varepsilon}\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right) \tag{2.45}
\end{equation*}
$$

where $Q_{\varepsilon}(s, t)$ (extended by 1 for $\left.s<-v t / \sqrt{\varepsilon}\right)$ converges to the solution $Q_{0}(s, t)$ of (2.40), (2.41) as $\varepsilon \rightarrow 0$ in the following sense:

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{-\infty}^{\infty}\left(Q_{\varepsilon}-Q_{0}\right)^{2}(s, t) d s+\int_{0}^{T} \int_{-\infty}^{\infty}\left(\partial_{s} Q_{\varepsilon}-\partial_{s} Q_{0}\right)^{2} d s d t \leq C \sqrt{\varepsilon} \tag{2.46}
\end{equation*}
$$

for any $0<T<\infty$, where $C$ is a constant which may depend on $T$.
Remark 2.1. The proof of Theorem 2.6 extends to the case where the first two conditions on $q_{0}(s)$ are replaced by the weaker condition that $\partial_{s}^{j} q_{0}(s)$ are continuous functions for $s \geq 0$ and they belong to $L^{2}(\mathbb{R})$ for $0 \leq j \leq 4$.

Remark 2.2. Theorem 2.6 extends, with essentially the same proof, to the case where $v_{1}>0$, provided $v_{1} \neq v_{2}$ and we prescribe the boundary condition $p(x, t) \equiv \frac{k_{2}}{k_{1}}$ at $x=0$.

Remark 2.3. Consider the case where $q_{0} \equiv 0$, and take for simplicity $v_{1}=0$. Then the initial and boundary data form a function which is discontinuous at $(0,0)$, so that the proof of Theorem 2.6 cannot be extended to this case. If we introduce an approximating system by changing the initial data,

$$
\begin{equation*}
q(x, 0)=q_{0 \delta}\left(\frac{x}{\sqrt{\varepsilon}}\right), \quad q_{0 \delta}(0)=1, q_{0 \delta}^{\prime} \leq 0, q_{0 \delta}(s)=0 \text { if } s \geq \delta \tag{2.47}
\end{equation*}
$$

then for the corresponding solution $\left(p_{\delta}, q_{\delta}\right)$ we have the following result.
Theorem 2.7. The following inequality holds:

$$
\begin{equation*}
\sup _{T>0} \int_{0}^{\infty}\left[\left(p_{\delta}(x, T)-p(x, T)\right)^{2}+\left(q_{\delta}(x, T)-q(x, T)\right)^{2}\right] d x \leq C \delta \tag{2.48}
\end{equation*}
$$

where $C$ is a constant independent of the function $q_{0 \delta}$.
Proof. Set $\tilde{p}=p_{\delta}-p, \tilde{q}=q_{\delta}-q$. Then

$$
\partial_{t} \tilde{p}=-k_{1} \tilde{p}+k_{2} \tilde{q},\left(\partial_{t}+v_{1} \partial_{x}\right) \tilde{q}=k_{1} \tilde{p}-k_{2} \tilde{q}
$$

Multiplying the first equation by $k_{2} \tilde{p}$ and the second equation by $k_{1} \tilde{q}$ and adding, we obtain the inequality

$$
k_{2} \partial_{t} \tilde{p}^{2}+k_{1}\left(\left(\partial_{t}+v_{1} \partial_{x}\right) \tilde{q}\right)^{2} \leq 0
$$

Integrating over $0<x<\infty, 0<t<T$, the inequality (2.48) easily follows.
Theorem 2.7 combined with Theorem 2.6 suggests that, if $q_{0}(s) \equiv 0$, then $q(x, t)-$ $Q_{0}\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right)$ converges to zero in some sense when $Q_{0}$ is the solution of (2.40), (2.41) with $q_{0}(s) \equiv 0$. This situation will be considered, for more general dynamical systems, in section 3.
3. The case $\boldsymbol{n}>\mathbf{2}$. Let $K=\left(k_{i j}\right)$ be an $n \times n$ matrix satisfying the following conditions:

$$
\begin{align*}
& k_{i j} \geq 0 \text { if } i \neq j .  \tag{3.1}\\
& \sum_{i=1}^{n} k_{i j}=0\left(\text { so that } k_{j j}=-\sum_{\substack{i=1 \\
i \neq j}}^{n} k_{i j}\right) . \tag{3.2}
\end{align*}
$$

For any indices $i_{0} \neq i_{1}$ there are $j_{1}, j_{2}, \ldots, j_{m}$ such that

$$
\begin{equation*}
j_{1}=i_{0}, j_{m}=i_{1}, \text { and } k_{j_{l} j_{l+1}}>0 \text { for } l=1, \ldots, m-1 \tag{3.3}
\end{equation*}
$$

As proved in [11], under conditions (3.1)-(3.3), the null space of the matrix $\left(k_{i j}\right)$ is one-dimensional, and it is generated by a vector $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with positive components. For simplicity we take $\sum_{j=1}^{n} \lambda_{j}=1$. For later reference we write

$$
\begin{equation*}
\sum_{j=1}^{n} k_{i j} \lambda_{j}=0 \text { for } 1 \leq i \leq n \tag{3.4}
\end{equation*}
$$

In this section we consider a collection of populations undergoing transitions

$$
p_{i} \underset{k_{j i}}{\stackrel{k_{i j}}{\rightleftharpoons}} p_{j} \text { for } i, j=1, \ldots, n
$$

with the dynamics given by (1.2), in the special case (1.4), or, more generally, for the case when $v_{j} \geq 0$ for all $j$, and

$$
\begin{align*}
& p_{i}(x, 0)=\lambda_{i} q_{0}\left(\frac{x}{\sqrt{\varepsilon}}\right), 1 \leq i \leq n,  \tag{3.5}\\
& p_{j}(0, t)=\lambda_{j} \text { if } v_{j}>0
\end{align*}
$$

Here we have the following:

> either $q_{0} \equiv 0$, or $q_{0}(s)$ is of class $C^{n}$, has compact
> support, $q_{0}(0)=1$, and $q_{0}^{(k)}(0)=0$ for all $k=1, \ldots, n$

THEOREM 3.1. Let the matrix $\left(k_{i j}\right)$ satisfy conditions (3.1)-(3.3), and consider the system (1.2) with $v_{j} \geq 0$ for all $1 \leq j \leq n$, $v_{n}>0$, and with the initial and boundary conditions (3.5), where $q_{0}$ is a function satisfying (3.6). Then, for some constants $v>0$ and $\sigma^{2}>0$, the following holds:

$$
\begin{equation*}
p_{j}(x, t)=Q_{\varepsilon, j}\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right) \quad(1 \leq j \leq n), \tag{3.7}
\end{equation*}
$$

where, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
Q_{\varepsilon, j} \rightarrow \lambda_{j} Q_{0} \text { weakly in } L^{r}\left(\mathbb{R}_{+}^{2}\right) \tag{3.8}
\end{equation*}
$$

for any $1<r<\infty$, and $Q_{0}(s, t)$ is the bounded solution of (2.40), (2.41).
Proof. For clarity we first prove the theorem for $j=n, q_{0}(0)=1, q_{0} \in C^{n}$, and set $Q_{\varepsilon, j}=Q_{\varepsilon}$. As in section 2 one can prove that the functions $p_{j}(x, t)$ belong to
$C^{n}(\bar{D})$. Then, by algebraic elimination, as in [5, p. 14], it follows that each of the functions $p_{j}$ satisfies the equation

$$
\begin{equation*}
\operatorname{det}\left(\lambda_{i j}-\delta_{i j} \varepsilon\left(\partial_{t}+v_{j} \partial_{x}\right)\right) w=0 \tag{3.9}
\end{equation*}
$$

We shall henceforth use this equation for the function $p_{n}(x, t)$. Introducing the function $Q_{\varepsilon}$ as in (3.7), the calculations in [9], [11] show that

$$
\begin{equation*}
\partial_{t} Q_{\varepsilon}-\sigma^{2} \partial_{s}^{2} Q_{\varepsilon}=P\left(\partial_{s}, \partial_{t}\right) Q_{\varepsilon} \tag{3.10}
\end{equation*}
$$

where $v=\sum_{j=1}^{n} \lambda_{j} v_{j},-\sigma^{2}=\frac{a_{02}}{a_{10}}$, where $a_{k l}$ are defined by $\operatorname{det}\left(k_{i j}-\gamma \delta_{i j}-\lambda\left(v_{i}-\right.\right.$ v) $\left.\delta_{i j}\right)=\sum_{0 \leq k+l \leq n} a_{k l} \gamma^{k} \lambda^{l}$, and

$$
\begin{equation*}
P\left(\partial_{s}, \partial_{t}\right)=\sum_{l+k \leq n} \beta_{l k} \varepsilon^{l+\frac{k}{2}-1} \partial_{t}^{l} \partial_{s}^{k} \tag{3.11}
\end{equation*}
$$

where the $\beta_{l k}$ are constants depending only on $k_{i j}$ and $v_{j}$.
Set $p_{i}(x, t)=P_{i}\left(\frac{x-v t}{\sqrt{\varepsilon}}, t\right)$. Then

$$
\begin{equation*}
\varepsilon\left(\partial_{t}+\frac{v}{\sqrt{\varepsilon}} \partial_{s}\right) P_{i}+\frac{v_{i}}{\sqrt{\varepsilon}} \partial_{s} P_{i}=\sum_{j=1}^{n} k_{i j} P_{j} \tag{3.12}
\end{equation*}
$$

Lemma 3.2. There holds

$$
\partial_{t}^{l} \partial_{x}^{k} p_{j}(0, t)=0 \text { for all } 0 \leq k+l \leq n, t>0
$$

or, equivalently,

$$
\partial_{t}^{l} \partial_{s}^{k} P_{j, \varepsilon}\left(\frac{-v t}{\sqrt{\varepsilon}}, t\right)=0 \text { for all } 0 \leq k+l \leq n, t>0
$$

Proof. Let $A=\left\{i: v_{i}=0\right\}, B=\left\{i: v_{i}>0\right\}$. We break (1.2) at $x=0$ into two subsystems:

$$
\begin{align*}
& \partial_{t} p_{i}(0, t)=\sum_{j \in A} k_{i j} p_{j}(0, t)+\sum_{j \in B} k_{i j} p_{j}(0, t) \text { for } i \in A  \tag{3.13}\\
& \partial_{t} p_{i}(0, t)+v_{i} \partial_{x} p_{i}(0, t)=\sum_{j=1}^{n} k_{i j} p_{j}(0, t) \text { for } i \in B \tag{3.14}
\end{align*}
$$

Since $p_{j}(0, t) \equiv \lambda_{j}$ if $j \in B$, and $p_{i}(0,0)=\lambda_{i}$ if $i \in A$, using (3.4) we deduce that the unique solution of the ODE system (3.13) is $p_{i}(0, t) \equiv \lambda_{i}$ for all $i \in A$. Then $p_{j}(0, t) \equiv \lambda_{j}$ for all $j=1, \ldots, n$ and (3.14) gives

$$
\begin{equation*}
\partial_{x} p_{i}(0, t)=0 \text { for } i \in B \tag{3.15}
\end{equation*}
$$

We now apply $\partial_{x}$ to (1.2) and deduce analogously to (3.13), (3.14) that

$$
\begin{align*}
& \partial_{t} \partial_{x} p_{i}(0, t)=\sum_{j \in A} k_{i j} \partial_{x} p_{j}(0, t)+\sum_{j \in B} k_{i j} \partial_{x} p_{j}(0, t) \text { for } i \in A,  \tag{3.16}\\
& \partial_{t} \partial_{x} p_{i}(0, t)+v_{i} \partial_{x} \partial_{x} p_{i}(0, t)=\sum_{j=1}^{n} k_{i j} \partial_{x} p_{j}(0, t) \text { for } i \in B \tag{3.17}
\end{align*}
$$

Note that, by (3.15), we have $\sum_{j \in B} k_{i j} \partial_{x} p_{j}(0, t)=0$; also, $\partial_{x} p_{i}(0,0)=0$ for all $i \in A$. Then the unique solution of the ODE system (3.16) is $\partial_{x} p_{i}(0,0) \equiv 0$ for all $i \in A$, so that, upon recalling $(3.15), \partial_{x} p_{i}(0,0) \equiv 0$ for all $i=1, \ldots, n$. By differentiating (3.15) in $t$ we obtain $\partial_{t} \partial_{x} p_{i}(0, t) \equiv 0$, and using (3.17) we conclude that $\partial_{x}^{2} p_{i}(0, t) \equiv 0$ for all $i \in B$.

In the same way, if we differentiate (1.2) twice in $x$, we can conclude that $\partial_{x}^{2} p_{j}(0, t)$ $\equiv 0$ for all $1 \leq j \leq n$, and similarly $\partial_{x}^{k} p_{j}(0, t) \equiv 0$ for all $1 \leq k \leq n, 1 \leq j \leq n$. This implies the statement of the lemma.

Lemma 3.3. There holds

$$
\partial_{t}^{l} \partial_{s}^{k} P_{j, \varepsilon}(s, 0)=O\left(\varepsilon^{\frac{1}{2}-l}\right) \text { for all } l \geq 1, k+l \leq n, s>0
$$

Proof. By (3.12), at $t=0$,

$$
\partial_{t} P_{m}(s, 0)=\frac{v-v_{m}}{\sqrt{\varepsilon}} \partial_{s} P_{m}(s, 0)+\frac{1}{\varepsilon} \sum_{j=1}^{n} k_{m j} P_{j}(s, 0)=\frac{v-v_{m}}{\sqrt{\varepsilon}} \lambda_{m} q_{0}^{\prime}(s)
$$

i.e., $\partial_{t} P_{m}(s, 0)=C_{1}^{1} \varepsilon^{-\frac{1}{2}} q_{0}^{\prime}(s)$ for some constant $C_{1}^{1}$. Next, applying $\partial_{t}$ to (3.12), we obtain

$$
\begin{aligned}
\partial_{t}^{2} P_{m}(s, 0) & =\partial_{t}\left(\frac{v-v_{m}}{\sqrt{\varepsilon}} \partial_{s} P_{m}(s, 0)+\frac{1}{\varepsilon} \sum_{j=1}^{n} k_{m j} P_{j}\right)(s, 0) \\
& =C_{1}^{2} \varepsilon^{-\frac{3}{2}} q_{0}^{\prime}(s)+C_{2}^{2} \varepsilon^{-1} q_{0}^{\prime \prime}(s)
\end{aligned}
$$

for some constants $C_{1}^{2}$ and $C_{2}^{2}$. Similarly, for any $l \leq n$ we obtain

$$
\partial_{t}^{l} P_{m}(s, 0)=\sum_{j=1}^{l} C_{j}^{l} \varepsilon^{l-\frac{j}{2}} q_{0}^{(j)}(s)
$$

for some constants $C_{j}^{l}$, which implies the statement of the lemma.
We return to the proof of Theorem 3.1 for $p_{n}$, in the case $q_{0}(0)=1, q_{0} \in C^{n}$. As in the proof of the maximum principle (Lemma 2.1) one can prove that

$$
\begin{equation*}
0 \leq p_{j}(x, t) \leq \lambda_{j} \tag{3.18}
\end{equation*}
$$

We extend the function $Q_{\varepsilon}(s, t)$ by 1 into $\left\{-\infty<s<-\frac{v t}{\sqrt{\varepsilon}}, t>0\right\}$. By (3.18) with $j=n$, any sequence $\varepsilon^{\prime} \rightarrow 0$ has a subsequence $\varepsilon^{\prime \prime} \rightarrow 0$ such that $Q_{\varepsilon^{\prime \prime}} \rightarrow \bar{Q}$ in $L^{r}\left(\mathbb{R}_{2}^{+}\right)$ for any $0<r<\infty$, where $\mathbb{R}_{2}^{+}=\left\{(s, t) \in \mathbb{R}_{2}: t>0\right\}$

Take any smooth function $\phi$ with compact support $K \subset \mathbb{R}_{2}^{+}$. If we multiply $\phi$ by the left-hand side of (3.10) and perform integration by parts, we obtain

$$
\begin{equation*}
\iint_{K} \phi\left(\partial_{t} Q_{\varepsilon}-\sigma^{2} \partial_{s}^{2} Q_{\varepsilon}\right)=\iint_{K} Q_{\varepsilon}\left(-\partial_{t}-\sigma^{2} \partial_{s}^{2}\right) \phi \tag{3.19}
\end{equation*}
$$

provided $\varepsilon$ is sufficiently small so that $K$ stays to the right of $\Gamma_{\infty}$. Similarly, from the right-hand side of (3.10) we get

$$
\begin{equation*}
\iint_{K} \phi P\left(\partial_{s}, \partial_{t}\right) Q_{\varepsilon}=\iint_{K} Q_{\varepsilon} P^{*}\left(\partial_{s}, \partial_{t}\right) \phi \tag{3.20}
\end{equation*}
$$

where $P^{*}$ is the adjoint of the differential operator $P$ defined in (3.11). As $\varepsilon=\varepsilon^{\prime \prime} \rightarrow 0$ the right-hand side of (3.20) converges to zero. Hence, by (3.10), the same is true of each of the two sides of (3.19), so that

$$
\iint_{K} \bar{Q}\left(-\partial_{t}-\sigma^{2} \partial_{s}^{2}\right) \phi=0
$$

It follows that $\bar{Q}$ is a weak solution of the heat equation

$$
\begin{equation*}
\partial_{t} \bar{Q}-\sigma^{2} \partial_{s}^{2} \bar{Q}=0 \text { in } \mathbb{R}_{2}^{+} \tag{3.21}
\end{equation*}
$$

By regularity of weak solutions we conclude that $\bar{Q}$ is a smooth solution of (3.21).
Next let $\phi$ be a smooth function with compact support $K$ in $\{(s, t): s>0,-1<$ $t<\infty\}$. If we multiply the right-hand side of (3.10) by $\phi$ and integrate by parts, we obtain

$$
\iint_{K} Q_{\varepsilon} P^{*}\left(\partial_{s}, \partial_{t}\right) \phi-\int_{K \cap\{t=0\}} \phi\left(\sum_{l+k \leq n} \beta_{l k} \varepsilon^{l+\frac{k}{2}-1} \partial_{t}^{l-1} \partial_{s}^{k}\right) Q_{\varepsilon}
$$

and by Lemma 3.3 the last integral converges to zero as $\varepsilon \rightarrow 0$; the first integral also converges to zero, as in the previous case. We conclude from (3.10) that

$$
\iint_{K} \phi\left(\partial_{t} Q_{\varepsilon}-\sigma^{2} \partial_{s}^{2} Q_{\varepsilon}\right) \rightarrow 0 \text { as } \varepsilon \rightarrow 0
$$

By integration by parts, the left-hand side is equal to

$$
\iint_{K} Q_{\varepsilon}\left(-\partial_{t}-\sigma^{2} \partial_{s}^{2}\right) \phi-\int_{K \cap\{t=0\}} \lambda_{n} q_{0} \phi
$$

Hence, as $\varepsilon=\varepsilon^{\prime \prime} \rightarrow 0$, we get

$$
\iint_{K} \bar{Q}\left(-\partial_{t}-\sigma^{2} \partial_{s}^{2}\right) \phi-\int_{K \cap\{t=0\}} \lambda_{n} q_{0} \phi=0
$$

This means that $\bar{Q}$ takes the initial data $\lambda_{n} q_{0}(s)$ in a weak sense and, by regularity results, also in the classical sense.

Finally, take a smooth function $\phi$ with compact support $K$ in $\{(s, t): s<0,-1<$ $t<\infty\}$. We proceed as in the previous case, but with the function $R_{\varepsilon}=Q_{\varepsilon}-\lambda_{n}$. By Lemma 3.3, when integrating by parts, we do not get any boundary integrals on $\Gamma_{\infty}$. Hence, after going to the limit with $\varepsilon=\varepsilon^{\prime \prime} \rightarrow 0$, we find that $\bar{Q}-\lambda_{n}$ takes the initial value 0 on $\{(s, t): s<0, t=0\}$. We have thus proved that $\bar{Q}=Q_{0}$, and this completes the proof of the theorem for $p_{n}$ in the case $q_{0}(0)=1, q_{0} \in C^{n}$.

Consider next the case $q_{0} \equiv 0$. Since the solution is not continuous, the preceding proof cannot be applied directly. Instead, we approximate the problem by introducing initial data as in Theorem 1, but with

$$
q_{0}^{\prime}(s) \leq 0, q_{0}(s) \equiv 0 \text { if } s>\delta
$$

We denote the corresponding solutions by $p_{j, \delta}$ and set $q_{\delta, \varepsilon}=p_{j, \delta}$. We introduce a function $Q_{\delta, \varepsilon}(s, t)$ by

$$
q_{\delta, \varepsilon}(x, t)=Q_{\delta, \varepsilon}(s, t), s=\frac{x-v t}{\sqrt{\varepsilon}}
$$

Then any sequence $\left(\delta^{\prime}, \varepsilon^{\prime}\right) \rightarrow 0$ has a subsequence $\left(\delta^{\prime \prime}, \varepsilon^{\prime \prime}\right) \rightarrow 0$ such that $Q_{\delta^{\prime \prime}, \varepsilon^{\prime \prime}} \rightarrow \bar{Q}$ weakly in $L^{r}\left(\mathbb{R}_{2}^{+}\right)$, and, as before, $\bar{Q}$ coincides with the solution of the heat equation (1.7).

The proof of Theorem 3.1 for any $p_{j}$ is the same as for $p_{n}$, since Lemmas 3.2 and 3.3 hold for any $1 \leq j \leq n$.
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#### Abstract
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1. Introduction. This paper is concerned with the classification of global and uniformly localized solutions of linear problems related to the dynamics of the generalized Korteweg-de Vries equations (gKdV equations) in a neighborhood of solitons. We also consider the case of a nonlinear dispersive equation similar to the KdV equation which was introduced by Peregrine [22] and Benjamin, Bona, and Mahony [2]; see below in this section and section 4 .

It is well known that the gKdV equations

$$
\begin{equation*}
\partial_{t} \psi+\partial_{x}\left(\partial_{x}^{2} \psi+\psi^{p}\right)=0, \quad t, x \in \mathbb{R} \tag{1}
\end{equation*}
$$

for $p \geq 2$ integer, have explicit traveling wave solutions. Let

$$
\begin{equation*}
Q(x)=\left(\frac{p+1}{2 \cosh ^{2}\left(\frac{p-1}{2} x\right)}\right)^{\frac{1}{p-1}} \tag{2}
\end{equation*}
$$

be the unique $H^{1}$ positive solution (up to translations) of

$$
Q^{\prime \prime}+Q^{p}=Q \quad \text { on } \mathbb{R}
$$

Then, for any $c>0, x_{0} \in \mathbb{R}$, the functions

$$
R_{c, x_{0}}(t, x)=Q_{c}\left(x-x_{0}-c t\right), \quad \text { where } \quad Q_{c}(x)=c^{\frac{1}{p-1}} Q(\sqrt{c} x)
$$

are solutions of the gKdV equations (1). We call these solutions solitons.
Let us recall some general results concerning the solutions of (1).
First, we recall that the local Cauchy problem for (1) is well-posed in $H^{1}$ for any $p \geq 2$ integer. More precisely, Kenig, Ponce, and Vega [10] proved that for any

[^42]$\psi_{0} \in H^{1}(\mathbb{R})$ there exists a unique (in a suitable sense) maximal $H^{1}$ solution $\psi(t)$ of (1) satisfying $\psi(0)=\psi_{0}$. Moreover, the following quantities are invariant for such $H^{1}$ solutions:
\[

$$
\begin{align*}
& \int_{\mathbb{R}} \psi^{2}(t)=\int_{\mathbb{R}} \psi^{2}(0)  \tag{3}\\
& \int_{\mathbb{R}}\left[\frac{1}{2}\left(\partial_{x} \psi(t)\right)^{2}-\frac{1}{p+1} \psi^{p+1}(t)\right]=\int_{\mathbb{R}}\left[\frac{1}{2}\left(\partial_{x} \psi(0)\right)^{2}-\frac{1}{p+1} \psi^{p+1}(0)\right] \tag{4}
\end{align*}
$$
\]

It follows that if $1<p<5$, then $H^{1}$ solutions are globally defined and uniformly bounded in $H^{1}$.

Second, we review results on the large time dynamics of (1) in a neighborhood of the solitons $R_{c, x_{0}}(t, x)$. We refer to Miura [19] and Schuur [23] for results on the KdV and modified KdV equations ( $p=2,3$ ) which are specific to the integrability theory and the inverse scattering transform. We recall that the stability problem in the energy space $H^{1}$ is completely solved. Note that by the scaling and translation invariances of the equation, it is enough to study the stability of the solution $R(t, x)=Q(x-t)$. The following results are well known:

- For $1<p<5$, the solitons are stable in $H^{1}$, which means that the following result holds.

Stability of solitons (see [26]). Let $p=2$, 3 , or 4 . Let $\psi_{0} \in H^{1}(\mathbb{R})$, and let $\psi(t)$ be the global $H^{1}$ solution of (1) satisfying $\psi(0)=\psi_{0}$. For all $\epsilon>0$, there exists $\delta>0$ such that if $\left\|\psi_{0}-Q\right\|_{H^{1}} \leq \delta$, then for all $t \in \mathbb{R}$, there exists $x(t) \in \mathbb{R}$ such that

$$
\|\psi(t, .+x(t))-Q\|_{H^{1}} \leq \epsilon
$$

See Benjamin [1], Bona [3], and Weinstein [26].

- For $p \geq 5$, the solitons are not stable in $H^{1}$. See Bona, Souganidis, and Strauss [4] for the case $p>5$. For $p=5$, the following stronger statement holds true: there exist initial data $\psi_{0}$ arbitrarily close to $Q$ in $H^{1}$ such that the corresponding solution of (1) blows up in the $H^{1}$ norm in finite time (see Merle [17], Martel and Merle [14], and the references therein).

The next natural question concerns the asymptotic completeness of the family of solitons. First results related to this question are due to Pego and Weinstein [21], who have proved the asymptotic completeness of the family of solitons in some weighted spaces for (1) with $p=2$ and 3 .

Later, Martel and Merle [13] proved the asymptotic stability of solitons of the gKdV equations in the energy space for $p=2,3$, and 4 . More precisely, they proved the following.

Asymptotic stability of solitons (see [13]). Let $p=2$, 3 , or 4 . Let $\psi_{0} \in$ $H^{1}(\mathbb{R})$, and let $\psi(t)$ be the global $H^{1}$ solution of $(1)$ satisfying $\psi(0)=\psi_{0}$. There exists $\delta>0$ such that if

$$
\begin{equation*}
\left\|\psi_{0}-Q\right\|_{H^{1}}<\delta \tag{5}
\end{equation*}
$$

then there exists $c^{+}$close to 1 , and for all $t \in \mathbb{R}^{+}$, there exist $x(t) \in \mathbb{R}$ such that

$$
\begin{align*}
& \left\|\psi(t)-Q_{c^{+}}(.-x(t))\right\|_{H^{1}(x>t / 10)} \rightarrow 0 \quad \text { as } t \rightarrow+\infty  \tag{6}\\
& \text { and } \quad x^{\prime}(t) \rightarrow c^{+} \quad \text { as } t \rightarrow+\infty \tag{7}
\end{align*}
$$

See also Martel, Merle, and Tsai [16] for the case of multisoliton solutions.

Note that in (6) the convergence as $t \rightarrow+\infty$ holds for $x \geq t / 10$, which is a large region around the soliton $Q_{c^{+}}(.-x(t))$ since $x^{\prime}(t)$ is close to 1 . We refer to [15] for the optimality of this result in $H^{1}$. Note that a similar result had been previously proved by the same techniques for $p=5$; see Theorem 2 in [12] (the statement for $p=5$ is weaker due to the instability of solitons and to a special degeneracy of the critical case).

The proofs of these results in [12] and [13] proceed into three independent steps:

1. First, the problem of asymptotic stability is reduced to a rigidity property of (1) close to the solitons. More precisely, we show that asymptotic stability is true if the following nonlinear Liouville-type theorem holds.

Nonlinear Liouville property (see [13]). Let $p=2$, 3 , or 4 . Let $\psi_{0} \in H^{1}(\mathbb{R})$, and let $\psi(t)$ be the global $H^{1}$ solution of (1) satisfying $\psi(0)=\psi_{0}$. There exists $\delta>0$ such that if

$$
\begin{equation*}
\left\|\psi_{0}-Q\right\|_{H^{1}}<\delta \tag{8}
\end{equation*}
$$

and if, for some function $t \in \mathbb{R} \mapsto x(t) \in \mathbb{R}$,

$$
\begin{equation*}
\forall \epsilon>0, \exists A>0, \forall t \in \mathbb{R}, \quad \int_{|x|>A} \psi^{2}(t, x+x(t)) d x<\epsilon \tag{9}
\end{equation*}
$$

is satisfied, then there exist $c_{1}$ close to 1 and $x_{1} \in \mathbb{R}$ such that $\psi(t, x) \equiv R_{c_{1}, x_{1}}(t, x)$.
This result is an illustration of the rigidity of the gKdV equations around the solitons. See Theorem 1 in [12] and Theorem 2 in [13].
2. The second step is to prove the nonlinear Liouville property. This is done by reducing the proof to a similar property on a linear problem. Indeed, since we want to prove a result in a neighborhood of the function $Q$ by passing to the limit $(\delta \rightarrow 0)$ on renormalized problems, we show that it is sufficient to classify a related linearized problem. See a precise statement (linear Liouville property) in Theorem 1 below (see also Corollary 1 in section 3.4).
3. The last step is to prove the linear Liouville property. For $p=2,3,4$, and 5 , this property was proved in [12] and [13] by using the positivity of the quadratic form (15), under orthogonality conditions. The study of this quadratic form required at some point numerical calculations.

With respect to the first papers [12] and [13], some of the arguments, especially in the first step, have been simplified. Exponential decay properties of solutions that are uniformly localized in the $L^{2}$ norm can be proved more easily using monotonicity properties. See, for example, Laurent and Martel [11] for a simple approach of smoothness and decay for localized solutions.

In a third paper on the subject [15], the proof of asymptotic stability has been further simplified for $p=2,3$, and 4 . Indeed the property of positivity of the quadratic form (15) could be used to determine a Liapunov functional for the original gKdV problem. This Liapunov functional implies directly the asymptotic stability result and the use of the linear or nonlinear Liouville property is not necessary. However, this approach does not seem to work in the critical case $p=5$ and still relies on the study of the quadratic form (15) below. Moreover it was unclear whether such a problem could be solved by the same technique for $p>5$, or even in general for $p \in(1,5)$ not integer.

In this paper, we present a simpler approach to prove the linear Liouville property (i.e., step 3 ) which is successful for any real value of $p>1$. Since there is no restriction
on $p$, it is now clear that this question is not related to the stability problem. Let

$$
\begin{equation*}
\mathcal{L} u=-\partial_{x}^{2} u+u-p Q^{p-1} u=-\partial_{x}^{2} u+u-\frac{p(p+1)}{2 \cosh ^{2}\left(\frac{p-1}{2} x\right)} u \tag{10}
\end{equation*}
$$

Our main result is the following theorem.
Theorem 1 (linear Liouville property). Let $p>1$. Let $u \in C\left(\mathbb{R}, H^{1}(\mathbb{R})\right) \cap$ $L^{\infty}\left(\mathbb{R}, H^{1}(\mathbb{R})\right)$ be a solution of

$$
\begin{equation*}
\partial_{t} u=\partial_{x}(\mathcal{L} u) \quad \text { on } \mathbb{R} \times \mathbb{R} \tag{11}
\end{equation*}
$$

Assume that for two constants $C>0, \sigma>0$,

$$
\begin{equation*}
\forall t, x \in \mathbb{R}, \quad|u(t, x)| \leq C e^{-\sigma|x|} \tag{12}
\end{equation*}
$$

Then there exists a constant $b_{0} \in \mathbb{R}$ such that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
u(t) \equiv b_{0} Q^{\prime} \tag{13}
\end{equation*}
$$

Since $\mathcal{L} Q^{\prime}=0$ (see Lemma 1 below), it is clear that $u(t, x)=b_{0} Q^{\prime}(x)$ is a solution of (11). Theorem 1 claims that there is no other solution that is uniformly localized in the sense of (12).

Remark 1 . Theorem 1 is not exactly the result required for the asymptotic stability result. See Corollary 1 in section 3.4 for a direct consequence of Theorem 1 that is the suitable form of the rigidity result to be used for the asymptotic stability.

Remark 2. Assumption (12) can be relaxed to the following condition:

$$
\begin{equation*}
\forall \epsilon>0, \exists A>0, \forall t \in \mathbb{R}, \quad \int_{|x|>A} u^{2}(t, x) d x<\epsilon \tag{14}
\end{equation*}
$$

Indeed, in this context (14) implies (12) and in fact a much stronger result: $H^{1}$ bounded solutions of (11) satisfying (14) are $C^{\infty}(\mathbb{R} \times \mathbb{R})$ and all their derivatives have exponential decay in $x$; see Lemma 4 in section 3.2. This is a consequence of smoothing properties of the gKdV equations observed by Kato [9] and of refined techniques introduced in [13] and [11].

Remark 3. Theorem 1 holds for all $p>1$, and there is no difference in the proof for the various values of $p$. In particular, sub- or supercriticality of $p$ (i.e., whether $1<p<5$ or $p \geq 5$ ) is not relevant in this problem.

As mentioned above, Theorem 1 (and Corollary 1) was already proved for $p=5$ (see Theorem 3 in [12]) and for $p=2,3$, and 4 (see Proposition 5 in [13]). The proof presented here is simpler and does not require numerical computations. Moreover, it is a unified proof for all real values of $p>1$.

Remark 4. From Theorem 1, we deduce that for $p \geq 6$ integer, asymptotic completeness of the family of solitons is true in the same sense as Theorem 2 in [12] for $p=5$. The proof of this result requires some properties of stability of weak $H^{1}$ convergence through the flow of the gKdV equation (Lemma 17 in [12]). This property was checked in [12] for $p=5$ and in [13] for $p=2,3$, and 4 using estimates of Kenig, Ponce, and Vega [10] used for proving the well-posedness of the Cauchy problem in $H^{s}$ spaces. The same can be done for $p \geq 6$ integer.

Since $p>1$ need not be an integer in Theorem 1, one can expect the asymptotic stability result to be true for all $p>1$. This would require considering

$$
\partial_{t} \psi+\partial_{x}\left(\partial_{x}^{2} \psi+|\psi|^{p-1} \psi\right)=0
$$

instead of (1) and adapting the methods of [10] to this situation.
We now sketch the proof of Theorem 1. Recall that the proof in [13] was based on the quantity $\int x u^{2}(t, x) d x$. A direct calculation gives for $u(t)$ a solution of (11):

$$
\begin{equation*}
-\frac{d}{d t} \int x u^{2}=3 \int\left(\partial_{x} u\right)^{2}+\int u^{2}-p \int Q^{p-1} u^{2}+p(p-1) \int x Q^{\prime} Q^{p-2} u^{2}=\bar{H}(u) \tag{15}
\end{equation*}
$$

see Lemma 8 in [13]. When proving the positivity of the quadratic form $\bar{H}(u)$ under orthogonality conditions on $u(t)$, the term $\int Q^{p-1} u^{2}$ has the negative sign, but it is a classical potential, whose spectrum is explicit. The term $\int x Q^{\prime} Q^{p-2} u^{2}$ also has a negative sign since $x Q^{\prime}(x) \leq 0$ for all $x \in \mathbb{R}$, and it is quite difficult to control.

In the present paper, the main idea is to consider the function $v(t, x)=\mathcal{L} u(t, x)$ instead of $u(t, x)$. It satisfies

$$
\partial_{t} v=\mathcal{L}\left(\partial_{x} v\right)
$$

Then, we have

$$
-\frac{d}{d t} \int x v^{2}=3 \int\left(\partial_{x} v\right)^{2}+\int v^{2}-p \int Q^{p-1} v^{2}-p(p-1) \int x Q^{\prime} Q^{p-2} v^{2}
$$

and thus the last term now has the good sign, which implies easily the positivity result for some values of $p$. In fact, we consider in this paper the quantity $\int v^{2}(t, x) g(x) d x$ for a suitable choice of function $g(x)$ (see Lemma 2) which allows us to prove at once the result for any $p>1$.

Since we argue on $v(t, x)$ rather than on $u(t, x)$, we need to obtain some regularity on $v(t, x)$. In section 3.2, we prove that under the assumptions of Theorem $1, u(t, x)$ is completely smooth. The main argument of Theorem 1 is presented in section 3.3.

We now turn to another nonlinear equation, introduced by Peregrine [22] and Benjamin, Bona, and Mahony [2]:

$$
\begin{equation*}
\left(1-\partial_{y}^{2}\right) \partial_{s} \psi+\partial_{y}\left(\psi+\psi^{2}\right)=0, \quad s, y \in \mathbb{R} \tag{16}
\end{equation*}
$$

Equation (16) is not scaling invariant, but it still has a two-parameter family of traveling wave solutions: for any $c>1$ and any $y_{0} \in \mathbb{R}$,

$$
\begin{equation*}
S_{c, y_{0}}(s, y)=\varphi\left(y-c s-y_{0}\right) \tag{17}
\end{equation*}
$$

is a solution of $(16)$, where $\varphi_{c}$ is an $H^{1}$ solution of

$$
\begin{equation*}
-c \partial_{y}^{2} \varphi_{c}+(c-1) \varphi_{c}-\varphi_{c}^{2}=0 \quad \text { on } \mathbb{R} \tag{18}
\end{equation*}
$$

Note that we have the following expression for $\varphi_{c}$ :

$$
\begin{equation*}
\varphi_{c}(y)=(c-1) Q\left(\sqrt{\frac{c-1}{c}} y\right) \tag{19}
\end{equation*}
$$

where $Q$ is defined in (2).
Equation (16) has properties similar to the gKdV equation: it is globally wellposed in $H^{1}(\mathbb{R})$ (the proof is straightforward, unlike for the gKdV equation), and $H^{1}$
solutions have two invariant quantities: for all $s \in \mathbb{R}$,

$$
\begin{align*}
& \int\left(\psi^{2}+\left(\partial_{y} \psi\right)^{2}\right)(s)=\int\left(\psi^{2}+\left(\partial_{y} \psi\right)^{2}\right)(0) \\
& \int\left(\frac{1}{2} \psi^{2}+\frac{1}{3} \psi^{3}\right)(s)=\int\left(\frac{1}{2} \psi^{2}+\frac{1}{3} \psi^{3}\right)(0) \tag{20}
\end{align*}
$$

It was proved by Weinstein [27] that all traveling waves $S_{c, y_{0}}$ are stable in $H^{1}$, by the same techniques as for the gKdV equation in [26], using only the invariant quantities (20).

The first result on asymptotic stability of traveling waves for (16) was given by Miller and Weinstein [18] in the spirit of the work of Pego and Weinstein [21] on gKdV. Next, Mizumachi [20] and El Dika [5], [6] gave independently the first result of asymptotic stability of $S_{c, y_{0}}$ in the energy space. Their proof is in the spirit of [13], with several structural differences. It was first proved in [20] and [6] that asymptotic stability in $H^{1}$ is equivalent to a linear Liouville property. Then, their proof differs from the one of the KdV equation since Mizumachi and El Dika both apply a spectral result of Miller and Weinstein [18] to classify the linearized problem around $\varphi_{c}$. In fact, due to the use of Miller and Weinstein's result, the classification was obtained with the restriction $c \in(1,+\infty) \backslash E$, where $E$ is an unknown set with no accumulation point (recall that (16) is not scaling invariant). Results for the case of several traveling waves were obtained by El Dika and Martel [8].

In the present paper, applying the strategy of the proof of Theorem 1, we are able to prove the linear Liouville property related to (16) for any $c>1$. The linear equation related to the traveling waves $S_{c, y_{0}}$ is

$$
\begin{equation*}
\left(1-\partial_{y}^{2}\right) \partial_{s} \omega=\partial_{y}\left(-c \partial_{y}^{2} \omega+(c-1) \omega-2 \varphi_{c} \omega\right) \tag{21}
\end{equation*}
$$

We change the variable

$$
x=\sqrt{\frac{c-1}{c}} y, \quad t=\frac{(c-1)^{3 / 2}}{c^{1 / 2}} s, \quad \text { and } \quad \omega(s, y)=u(t, x)
$$

Then $u(t, x)$ satisfies

$$
\left(1-\frac{c-1}{c} \partial_{x}^{2}\right) \partial_{t} u=\partial_{x}\left(-\partial_{x}^{2} u+u-2 Q u\right)
$$

Let $\lambda=\frac{c-1}{c} \in(0,1)$. Note that $\lambda=0$ corresponds to the limit case of the $\operatorname{KdV}$ equation, and $\lambda=1$ corresponds to $c \rightarrow+\infty$. These limit cases, which make no sense for (16), are covered by our result. We claim the following theorem.

ThEOREM 2 (linear Liouville property related to (16)). Let $p=2$. Let $\lambda \in[0,1]$. Let $u \in C\left(\mathbb{R}, H^{1}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}, H^{1}(\mathbb{R})\right)$ be a solution of

$$
\begin{equation*}
\left(1-\lambda \partial_{x}^{2}\right) \partial_{t} u=\partial_{x}(\mathcal{L} u) \quad \text { on } \mathbb{R} \times \mathbb{R} \tag{22}
\end{equation*}
$$

Assume that for two constants $C>0, \sigma>0$,

$$
\begin{equation*}
\forall t, x \in \mathbb{R}, \quad \int\left(u^{2}+\left(\partial_{x} u\right)^{2}\right)(t, x) e^{\sigma|x|} d x \leq C \tag{23}
\end{equation*}
$$

Then there exists a constant $b_{0} \in \mathbb{R}$ such that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
u(t) \equiv b_{0} Q^{\prime} \tag{24}
\end{equation*}
$$

This result implies that the asymptotic stability results stated for (16) in [6] and [8] hold for all $c>1$ (see [6, Theorem 1] for $p=2$ and [8, Theorem 2] for $p=2$ concerning the case of several traveling waves).

Remark 5. A condition of the type (14) on $u$ and $\partial_{x} u$ is sufficient. See Remark 2 and El Dika [7].

Remark 6. Considering the generalized form of (16),

$$
\begin{equation*}
\left(1-\partial_{y}^{2}\right) \partial_{s} \psi+\partial_{y}\left(\psi+\psi^{p}\right)=0 \tag{25}
\end{equation*}
$$

for $p>1$ integer, the problem of asymptotic stability can be reduced to the classification of the following linear equation:

$$
\begin{equation*}
\left(1-\lambda \partial_{x}^{2}\right) \partial_{t} u=\partial_{x}(\mathcal{L} u) \quad \text { on } \mathbb{R} \times \mathbb{R} \tag{26}
\end{equation*}
$$

where $\mathcal{L} u=-\partial_{x}^{2} u+u-p Q^{p-1} u$. In the present paper, we consider only $p=2$, and our proof does not seem to adapt immediately to the other cases. Note that $p=3$ with the restriction $c \notin E$, for some set $E$ without accumulation point, is treated by Miller and Weinstein [18] and thus also in [20] and [6].

The proof of Theorem 2 is given in section 4.
2. Preliminaries. We first gather in Lemma 1 some well-known properties of the operator $\mathcal{L}$. Recall that $\mathcal{L}$ is a classical operator (see Titchmarsh [24]). Then, in Lemma 2, we introduce the function $g(x)$ to be used in the proof of Theorem 1.

Lemma 1 (properties of $\mathcal{L}$ ). Let $p>1$. The operator $\mathcal{L}$ defined in (10) satisfies the following properties:
(i) First eigenfunction: $\mathcal{L} Q^{\frac{p+1}{2}}=-\frac{1}{4}(p-1)(p+3) Q^{\frac{p+1}{2}}$.
(ii) Second eigenfunction: $\mathcal{L} Q^{\prime}=0$, and the kernel of $\mathcal{L}$ is $\left\{\lambda Q^{\prime}, \lambda \in \mathbb{R}\right\}$.
(iii) For any $L^{2}$ function $h(x)$ orthogonal to $Q^{\prime}$ for the $L^{2}$ scalar product, there exists a unique $f(x) \in H^{2}(\mathbb{R})$ orthogonal to $Q^{\prime}$ such that $\mathcal{L} f=h$.
(iv) $\mathcal{L}\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=-2 Q$.
(v) Positivity under orthogonality: for any function $w \in H^{1}(\mathbb{R})$,

$$
\int w(x) Q^{\frac{p+1}{2}}(x) d x=0 \Rightarrow \int\left\{\left(\partial_{x} w\right)^{2}(x)+w^{2}(x)-p Q^{p-1}(x) w^{2}(x)\right\} d x \geq 0
$$

Proof. We recall that

$$
\begin{equation*}
Q^{\prime \prime}=Q-Q^{p} \quad \text { and } \quad\left(Q^{\prime}\right)^{2}=Q^{2}-\frac{2}{p+1} Q^{p+1} \tag{27}
\end{equation*}
$$

by integration. Thus,

$$
\frac{d^{2}}{d x^{2}} Q^{\frac{p+1}{2}}=\frac{p+1}{2}\left[\frac{p-1}{2} Q^{\prime 2} Q^{\frac{p-3}{2}}+Q^{\prime \prime} Q^{\frac{p-1}{2}}\right]=\left(\frac{p+1}{2}\right)^{2} Q^{\frac{p+1}{2}}-p Q^{p-1} Q^{\frac{p+1}{2}}
$$

and so $\mathcal{L} Q^{\frac{p+1}{2}}=-\left[\left(\frac{p+1}{2}\right)^{2}-1\right] Q^{\frac{p+1}{2}}=-\frac{1}{4}(p-1)(p+3) Q^{\frac{p+1}{2}}$.
The property $\mathcal{L} Q^{\prime}=0$ is easily checked. Moreover, the fact that the spectrum of $\mathcal{L}$ is restricted to $\left\{\lambda Q^{\prime}, \lambda \in \mathbb{R}\right\}$ was proved by ODE techniques (see Weinstein [25, Proposition $2.8(\mathrm{~b})]$ ). The third property is a direct consequence of the structure of $\mathcal{L}$ as well as the Lax-Milgram theorem. Property (iv) is obtained by direct calculations.

Finally, it follows from the fact that $Q^{\prime}(x)$ has only one zero on $\mathbb{R}$ that 0 is the second eigenvalue of $\mathcal{L}$. Therefore, if $w \in H^{1}$ is orthogonal to $Q^{\frac{p+1}{2}}$, then

$$
(\mathcal{L} w, w)=\int\left\{\left(\partial_{x} w\right)^{2}(x)+w^{2}(x)-p Q^{p-1}(x) w^{2}(x)\right\} d x \geq 0
$$

We introduce a suitable function $g(x)$ to be used in the proof of Theorem 1, and we list some of its properties.

Lemma 2 (properties of the function $g(x)$ ). Define

$$
g(x)=-\left(\frac{p+1}{p-1}\right) \frac{Q^{\prime}(x)}{Q(x)}
$$

Then $g(x)$ satisfies the following properties for all $x \in \mathbb{R}$ :

$$
\begin{aligned}
& g^{\prime}(x)=Q^{p-1}(x)=\frac{p+1}{2 \cosh ^{2}\left(\frac{p-1}{2} x\right)}, \quad\left(\frac{g^{\prime \prime}(x)}{g^{\prime}(x)}\right)^{2}=(p-1)^{2}\left(1-\frac{2}{p+1} Q^{p-1}(x)\right) \\
& \frac{g^{\prime \prime \prime}(x)}{g^{\prime}(x)}=(p-1)^{2}\left(1-\frac{3}{p+1} Q^{p-1}(x)\right), \quad g^{2}(x)=\left(\frac{p+1}{p-1}\right)^{2}\left(1-\frac{2}{p+1} Q^{p-1}(x)\right)
\end{aligned}
$$

and

$$
\left(Q^{p-1} g\right)^{\prime}=-(p+1) Q^{p-1}+3 Q^{2 p-2}, \quad|g(x)| \leq \frac{p+1}{p-1}
$$

Proof. By (27) and direct calculations

$$
\begin{gathered}
g^{\prime}=-\left(\frac{p+1}{p-1}\right) \frac{Q^{\prime \prime} Q-\left(Q^{\prime}\right)^{2}}{Q^{2}}=Q^{p-1} \\
\frac{g^{\prime \prime}}{g^{\prime}}=(p-1) \frac{Q^{\prime}}{Q}, \quad\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}=(p-1)^{2}\left(\frac{Q^{\prime}}{Q}\right)^{2}=(p-1)^{2}\left(1-\frac{2}{p+1} Q^{p-1}\right) .
\end{gathered}
$$

Next,

$$
g^{\prime \prime \prime}=(p-1)(p-2)\left(Q^{\prime}\right)^{2} Q^{p-3}+(p-1) Q^{\prime \prime} Q^{p-2}=(p-1)^{2} Q^{p-1}\left(1-\frac{3}{p+1} Q^{p-1}\right)
$$

We also have

$$
\left(Q^{p-1} g\right)^{\prime}=-\frac{p+1}{p-1}\left(Q^{\prime} Q^{p-2}\right)^{\prime}=-\frac{p+1}{(p-1)^{2}} g^{\prime \prime \prime}
$$

and

$$
g^{2}(x)=\left(\frac{p+1}{p-1}\right)^{2} \frac{\left(Q^{\prime}\right)^{2}}{Q^{2}}=\left(\frac{p+1}{p-1}\right)^{2}\left(1-\frac{2}{p+1} Q^{p-1}\right)
$$

The last identity also implies $|g(x)| \leq \frac{p+1}{p-1}$.
3. Linear problem related to the gKdV equations. In this section, we prove Theorem 1. In sections 3.1 and 3.2 , we recall some technical arguments for the proof. The main argument of the proof is presented in section 3.3.
3.1. The $\boldsymbol{H}^{\mathbf{1}}$ Cauchy problem. For the sake of completeness, we claim a wellposedness result for $(11)$ in $H^{1}(\mathbb{R})$.

Lemma 3 ( $H^{1}$ well-posedness of the Cauchy problem for (11)). Let $u_{0} \in H^{1}(\mathbb{R})$. There exists one and only one function $u \in C\left(\mathbb{R}, H^{1}(\mathbb{R})\right)$ that satisfies (11) in the sense of distributions and such that $u(0)=u_{0}$. Moreover, if $u_{0} \in H^{s}(\mathbb{R})$, for some
$s>1$, then $u \in C\left(\mathbb{R}, H^{s}(\mathbb{R})\right)$ and if $\left(u_{0}^{n}\right)$ is a sequence of $H^{s}(\mathbb{R})$, $s \geq 2$, satisfying $u_{0}^{n} \rightarrow u_{0}$ in $H^{1}(\mathbb{R})$, then for all $T>0$, the corresponding solutions $u^{n}$ of (11) satisfy $u^{n} \rightarrow u$ in $C\left([-T, T], H^{1}(\mathbb{R})\right)$.

Proof. The existence proof is given in [12, Lemma 9], for $p=5$. The same argument applies to any $p>1$.

For uniqueness in the class of functions $C\left(\mathbb{R}, H^{1}(\mathbb{R})\right)$ satisfying (11) in the sense of distribution, since the equation is linear in $u(t)$, we only have to prove that a solution $u(t)$ in this class satisfying $u(0, x) \equiv 0$ is necessarily $u(t, x) \equiv 0$.

To do this, we apply an energy method not directly to $u(t)$ but to $v(t) \in C\left(\mathbb{R}, H^{3}(\mathbb{R})\right)$ defined for any $t \in \mathbb{R}$, by $v(t)=\left(1-\partial_{x}^{2}\right)^{-1} u(t)$. Indeed, $v(t)$ satisfies

$$
\partial_{t} v=-\partial_{x}^{3} v+\partial_{x} v-p\left(1-\partial_{x}^{2}\right)^{-1}\left[\partial_{x}\left(Q^{p-1}\left(1-\partial_{x}^{2}\right) v\right)\right]
$$

The second member is in $L^{2}$; thus we can take the $L^{2}$ scalar product by $v(t)$ and integrate by parts to obtain

$$
\frac{d}{d t} \int v^{2}(t)=p \int Q^{p-1}\left[\left(1-\partial_{x}^{2}\right) v\right]\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} v
$$

By further integrations by parts, we obtain

$$
\begin{aligned}
\frac{d}{d t} \int v^{2}(t)= & -\frac{p}{2} \int\left(Q^{p-1}\right)^{\prime} v^{2}-p \int\left(Q^{p-1}\right)^{\prime \prime} v\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} v \\
& -2 p \int\left(Q^{p-1}\right)^{\prime} v\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}^{2} v
\end{aligned}
$$

Since $\left\|\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} v\right\|_{L^{2}}+\left\|\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}^{2} v\right\|_{L^{2}} \leq C\|v\|_{L^{2}}$, and by the properties of $Q$, we obtain by the Cauchy-Schwarz inequality $\left|\frac{d}{d t} \int v^{2}(t)\right| \leq C \int v^{2}(t)$. Thus, $v(0)=0$ implies by the Gronwall inequality that $v(t)=0$ and thus $u(t)=0$. This proves the uniqueness statement. The persistence of regularity in $H^{s}$ and continuous dependence results are easily checked.
3.2. Smoothness and exponential decay. By applying arguments of [11] (see also [13]), we claim that a solution of (11) which is uniformly localized in the $L^{2}$ norm is necessarily completely smooth and exponentially decaying.

Lemma 4 (smoothness and exponential decay). Let $u(t)$ be an $H^{1}$ solution of (11), bounded in $H^{1}$ and satisfying

$$
\begin{equation*}
\forall \epsilon>0, \exists A>0, \forall t \in \mathbb{R}, \quad \int_{|x|>A} u^{2}(t, x) d x<\epsilon \tag{28}
\end{equation*}
$$

Then $u \in C^{\infty}(\mathbb{R} \times \mathbb{R})$. Moreover, there exists $\sigma>0$ and, for all $k \in \mathbb{N}$, there exists $C_{k}>0$ such that

$$
\begin{equation*}
\forall t, x \in \mathbb{R}, \quad\left|\frac{\partial^{k}}{\partial x^{k}} u(t, x)\right| \leq C_{k} e^{-\sigma|x|} \tag{29}
\end{equation*}
$$

Remark 7. From the proof of Lemma 4, we can choose $\frac{1}{\sigma}=\max \left(2, \frac{1}{p-1}\right)$. Note also that for the proof of Theorem 1 , we only need to check $u \in H^{3}(\mathbb{R})$ and (29) for $k=0,1$, and 2 .

Proof. The proof of Lemma 4 follows from arguments used in the proof of Theorem 1 in [11], but it is in fact simpler since the equation is linear and since the potential
$Q^{p-1}$ has both smoothness and decay properties. Recall that Theorem 1 in [11] concerns similar properties for $L^{2}$ localized solutions of the nonlinear equation (1). We present in this proof formal calculations on $u(t)$ that can be justified rigorously by using Lemma 3 and some usual regularizing arguments.

Let $K=\max \left(2, \frac{1}{p-1}\right)$. For $x \in \mathbb{R}$, let

$$
\phi(x)=\frac{2}{\pi} \arctan (\exp (x / K)),
$$

so that $\lim _{+\infty} \phi=1, \lim _{-\infty} \phi=0$, and, for all $x \in \mathbb{R}, \phi(-x)=1-\phi(x)$. Note also that by direct calculations

$$
\begin{equation*}
\phi^{\prime}(x)=\frac{1}{K \pi \cosh (x / K)}, \quad \phi^{\prime \prime \prime}(x) \leq \frac{1}{K^{2}} \phi^{\prime}(x) \leq \frac{1}{4} \phi^{\prime}(x) . \tag{30}
\end{equation*}
$$

Let $x_{0}>0, t_{0} \in \mathbb{R}$. We define, for all $t<t_{0}$,

$$
I_{x_{0}, t_{0}}(t)=\int u^{2}(t, x) \phi\left(x-\frac{1}{2}\left(t_{0}-t\right)-x_{0}\right) d x
$$

We first prove the following property of $I_{x_{0}, t_{0}}(t)$.
Lemma 5 . There exists $\theta_{0}>0$ such that for all $x_{0}>0, t_{0} \in \mathbb{R}$,

$$
\forall t \leq t_{0}, \quad I_{x_{0}, t_{0}}\left(t_{0}\right)-I_{x_{0}, t_{0}}(t) \leq \theta_{0} \exp \left(-\frac{x_{0}}{K}\right)
$$

Proof. Let $R_{0}>1$ to be chosen later, and let $x_{0}>2 R_{0}$. Define $\tilde{x}=x-\frac{1}{2}\left(t_{0}-\right.$ $t)-x_{0}$. Note that $\tilde{x} \leq x$. By direct calculations, using the equation of $u(t)$, we have

$$
\begin{aligned}
\frac{d}{d t} I_{x_{0}, t_{0}}(t)= & -3 \int\left(\partial_{x} u\right)^{2} \phi^{\prime}(\tilde{x})-\frac{1}{2} \int u^{2} \phi^{\prime}(\tilde{x})+\int u^{2} \phi^{\prime \prime \prime}(\tilde{x}) \\
& +p \int\left[-\left(Q^{p-1}\right)^{\prime} \phi(\tilde{x})+Q^{p-1} \phi^{\prime}(\tilde{x})\right] u^{2} \\
\leq & -3 \int\left(\partial_{x} u\right)^{2} \phi^{\prime}(\tilde{x})-\frac{1}{4} \int u^{2} \phi^{\prime}(\tilde{x})+p \int\left[-\left(Q^{p-1}\right)^{\prime} \phi(\tilde{x})+Q^{p-1} \phi^{\prime}(\tilde{x})\right] u^{2}
\end{aligned}
$$

by using (30). By the properties of $Q$ and $\phi$, we have

$$
\left|-\left(Q^{p-1}\right)^{\prime} \phi(\tilde{x})+Q^{p-1} \phi^{\prime}(\tilde{x})\right| \leq C e^{-(p-1)|x|} \phi(\tilde{x})
$$

We consider three cases depending on $x$ :

- If $x<R_{0}$, then $\tilde{x}<-\frac{1}{2}\left(t_{0}-t\right)-x_{0}+R_{0}<0$ and so

$$
e^{-(p-1)|x|} \phi(\tilde{x}) \leq C \phi(\tilde{x}) \leq C e^{\frac{\tilde{x}}{K}} \leq C \exp \left(-\frac{1}{2 K}\left(t_{0}-t\right)-\frac{x_{0}}{K}+\frac{R_{0}}{K}\right)
$$

- If $R_{0}<x<\frac{1}{2}\left(t_{0}-t\right)+x_{0}$, then $\tilde{x}<0$ and so

$$
e^{-(p-1)|x|} \phi(\tilde{x}) \leq e^{-(p-1) R_{0}} \phi(\tilde{x}) \leq C e^{-(p-1) R_{0}} \phi^{\prime}(\tilde{x}),
$$

since $\phi(y) \leq C \phi^{\prime}(y)$ for $y<0$.

- If $x>\frac{1}{2}\left(t_{0}-t\right)+x_{0}>0$, then

$$
\begin{aligned}
e^{-(p-1)|x|} \phi(\tilde{x}) & \leq C e^{-(p-1) x} \leq C \exp \left(-(p-1)\left[\frac{1}{2}\left(t_{0}-t\right)+x_{0}\right]\right) \\
& \leq C \exp \left(-\left[\frac{1}{2 K}\left(t_{0}-t\right)+\frac{x_{0}}{K}\right]\right)
\end{aligned}
$$

since $K \geq 1 /(p-1)$.

Therefore, we have, for all $x \in \mathbb{R}$,

$$
\left|-\left(Q^{p-1}\right)^{\prime} \phi(\tilde{x})+Q^{p-1} \phi^{\prime}(\tilde{x})\right| \leq C e^{\frac{R_{0}}{K}} \exp \left(-\frac{1}{2 K}\left(t_{0}-t\right)-\frac{x_{0}}{K}\right)+C^{\prime} e^{-(p-1) R_{0}} \phi^{\prime}(\tilde{x}) .
$$

We choose $R_{0}$ large enough so that

$$
p C^{\prime} e^{-(p-1) R_{0}} \int u^{2} \phi^{\prime}(\tilde{x}) \leq \frac{1}{8} \int u^{2} \phi^{\prime}(\tilde{x}) .
$$

The value of $R_{0}$ being fixed, since $\int u^{2}(t)$ is bounded, we obtain

$$
\frac{d}{d t} I_{x_{0}, t_{0}}(t) \leq C \exp \left(-\frac{1}{2 K}\left(t_{0}-t\right)-\frac{x_{0}}{K}\right) .
$$

By integrating this estimate between $t_{0}$ and some $t<t_{0}$, we obtain the desired result for $x_{0}>2 R_{0}$. The result for $0<x_{0}<2 R_{0}$ is clear by possibly taking a larger value of $\theta_{0}$.

We continue the proof of Lemma 4. By the proof of this result, proceeding exactly as in [11, pp. 162-164], and using (28), we first obtain

$$
I_{x_{0}, t_{0}}\left(t_{0}\right) \leq \theta_{0} \exp \left(-\frac{x_{0}}{K}\right) .
$$

Next, dividing by $\exp \left(-x_{0} / K\right)$, passing to the limit as $x_{0} \rightarrow+\infty$, and using the properties of $\phi$, we deduce that for some constant $\theta_{0}^{\prime}$,

$$
\forall t_{0} \in \mathbb{R}, \quad \int u^{2}\left(t_{0}, x\right) \exp \left(\frac{x}{K}\right) d x+\int_{t_{0}-1}^{t_{0}} \int\left(\partial_{x} u\right)^{2}(s, x) \exp \left(\frac{x}{K}\right) d x d s \leq \theta_{0}^{\prime} .
$$

Proceeding in the solution $u(t)$ of the linear problem (11) exactly as for the solution of (1) in [11, pp. 165-169], using the functionals

$$
I_{x_{0}, t_{0}}^{(k)}(t)=\int\left(\partial_{x}^{k} u\right)^{2}(t, x) \phi\left(x-\frac{1}{2}\left(t_{0}-t\right)-x_{0}\right) d x
$$

for $k \geq 1$ integer, we find by iteration on $k$ that for a constant $\theta_{k}>0$, for any $t_{0} \in \mathbb{R}$,

$$
\int\left(\partial_{x}^{k} u\right)^{2}\left(t_{0}, x\right) \exp \left(\frac{x}{K}\right) d x+\int_{t_{0}-1}^{t_{0}} \int\left(\partial_{x}^{k+1} u\right)^{2}(s, x) \exp \left(\frac{x}{K}\right) d x d s \leq \theta_{k}
$$

Since $u(-t,-x)$ is also a solution of (11) satisfying (28), we have as well

$$
\int\left(\partial_{x}^{k} u\right)^{2}\left(t_{0}, x\right) \exp \left(\frac{|x|}{K}\right) d x+\int_{t_{0}-1}^{t_{0}} \int\left(\partial_{x}^{k+1} u\right)^{2}(s, x) \exp \left(\frac{|x|}{K}\right) d x d s \leq \theta_{k}
$$

It follows that $u(t) \in \cap_{s \leq 0} H^{s}(\mathbb{R})$, and thus by the equation of $u(t)$ and the smoothness of $Q(x)$, we obtain $u \in C^{\infty}(\mathbb{R} \times \mathbb{R})$. Finally, by the Gagliardo-Nirenberg inequality

$$
\|w\|_{L^{\infty}\left(x>R_{0}\right)}^{2} \leq 2\|w\|_{L^{2}\left(x>R_{0}\right)}\left\|\partial_{x} w\right\|_{L^{2}\left(x>R_{0}\right)},
$$

we obtain pointwise estimates (29), as required. We refer to [11] for more details. The only difference in the proof is the method used to estimate the nonlinear terms, which we have detailed in the proof of Lemma 5 for $I_{x_{0}, t_{0}}$. The same estimates are applied to $\frac{d}{d t} I_{x_{0}, t_{0}}^{(k)}$.
3.3. Main argument of the proof of Theorem 1. Let $u(t)$ be an $H^{1}$ bounded solution of

$$
\partial_{t} u=\partial_{x}(\mathcal{L} u) \quad \text { on } \mathbb{R} \times \mathbb{R}
$$

satisfying

$$
\forall t, x \in \mathbb{R}, \quad|u(t, x)| \leq C e^{-\sigma|x|}
$$

By Lemma 4 we have $u \in C^{\infty}(\mathbb{R} \times \mathbb{R})$ and

$$
\begin{equation*}
\forall k \in \mathbb{N}, \forall t \in \mathbb{R}, \forall x \in \mathbb{R}, \quad\left|\frac{\partial^{k} u}{\partial x^{k}}(t, x)\right| \leq C_{k} e^{-\sigma|x|} \tag{31}
\end{equation*}
$$

Let $\tilde{v}(t, x)=\mathcal{L} u(t, x)$. The equation of $\tilde{v}(t)$ is

$$
\begin{equation*}
\partial_{t} \tilde{v}=\mathcal{L}\left(\partial_{t} u\right)=\mathcal{L}\left(\partial_{x} \tilde{v}\right) \tag{32}
\end{equation*}
$$

Note also that $\int \tilde{v} Q^{\prime}=\int u \mathcal{L} Q^{\prime}=0$. Now, we modify $\tilde{v}(t)$ to obtain a second orthogonality condition by setting

$$
v(t, x)=\tilde{v}(t, x)-\left(\frac{\int \tilde{v}(t, x) Q^{p}(x) d x}{\int Q^{p+1}(x) d x}\right) Q(x)
$$

so that

$$
\int v(t, x) Q^{p}(x) d x=\int v(t, x) Q^{\prime}(x) d x=0
$$

Moreover, since $\mathcal{L} Q^{\prime}=0, v(t, x)$ satisfies the equation

$$
\begin{equation*}
\partial_{t} v=\mathcal{L}\left(\partial_{x} v\right)+\delta(t) Q \tag{33}
\end{equation*}
$$

where

$$
\delta(t)=-\frac{1}{\int Q^{p+1}} \frac{d}{d t} \int \tilde{v}(t, x) Q^{p}(x) d x
$$

Note that $v \in C^{\infty}(\mathbb{R} \times \mathbb{R})$ and by (31) and the properties of $Q(x)$ there exist constants $\sigma, C>0$ such that

$$
\begin{equation*}
\forall t \in \mathbb{R}, \forall x \in \mathbb{R}, \quad|v(t, x)| \leq C e^{-\sigma|x|} \tag{34}
\end{equation*}
$$

We multiply the equation of $v(t)$ by $2 v(t, x) g(x)$, where $g(x)$ is defined in Lemma 2 , and we integrate over $\mathbb{R}$; we obtain

$$
\frac{d}{d t} \int v^{2}(t, x) g(x) d x=2 \int v \partial_{t} v g=2 \int \mathcal{L}\left(\partial_{x} v\right) v g+2 \delta(t) \int Q v g=2 \int \mathcal{L}\left(\partial_{x} v\right) v g
$$

The term in $\delta(t)$ disappears since $\int Q v(t) g=-\left(\frac{p+1}{p-1}\right) \int v(t) Q^{\prime}=0$, by the definition of the function $g(x)$ and orthogonality of $v(t)$. By integration by parts, we have

$$
\begin{align*}
2 \int \mathcal{L}\left(\partial_{x} v\right) v g & =-2 \int\left(\partial_{x}^{3} v\right) v g+2 \int\left(\partial_{x} v\right) v g-2 p \int Q^{p-1}\left(\partial_{x} v\right) v g \\
& =2 \int\left(\partial_{x}^{2} v\right)\left(\partial_{x} v\right) g+2 \int\left(\partial_{x}^{2} v\right) v g^{\prime}-\int v^{2} g^{\prime}+p \int\left(Q^{p-1} g\right)^{\prime} v^{2}  \tag{35}\\
& =-3 \int\left(\partial_{x} v\right)^{2} g^{\prime}-\int v^{2}\left[-g^{\prime \prime \prime}+g^{\prime}-p\left(Q^{p-1} g\right)^{\prime}\right]
\end{align*}
$$

We now set $w(t, x)=v(t, x) \sqrt{g^{\prime}(x)}=v(t, x) Q^{\frac{p-1}{2}}(x)$. We have

$$
\partial_{x} w=\partial_{x} v \sqrt{g^{\prime}}+\frac{1}{2} \frac{g^{\prime \prime}}{\sqrt{g^{\prime}}} v
$$

and so by integration by parts,

$$
\int\left(\partial_{x} w\right)^{2}=\int\left(\partial_{x} v\right)^{2} g^{\prime}+\frac{1}{4} \int v^{2} \frac{\left(g^{\prime \prime}\right)^{2}}{g^{\prime}}-\frac{1}{2} \int v^{2} g^{\prime \prime \prime}
$$

which also reads

$$
\int\left(\partial_{x} v\right)^{2} g^{\prime}=\int\left(\partial_{x} w\right)^{2}-\frac{1}{4} \int w^{2}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}+\frac{1}{2} \int w^{2}\left(\frac{g^{\prime \prime \prime}}{g^{\prime}}\right)
$$

Thus,

$$
\frac{d}{d t} \int v^{2}(t, x) g(x) d x=-3 \int\left(\partial_{x} w(t, x)\right)^{2} d x-\int w^{2}(t, x) A(x) d x
$$

where

$$
A(x)=1+\frac{1}{2} \frac{g^{\prime \prime \prime}(x)}{g^{\prime}(x)}-\frac{3}{4}\left(\frac{g^{\prime \prime}(x)}{g^{\prime}(x)}\right)^{2}-p \frac{\left(Q^{p-1} g\right)^{\prime}(x)}{g^{\prime}(x)}
$$

Using Lemma 2, we obtain the following expression for $A(x)$ :

$$
\begin{aligned}
A(x)= & 1+\frac{1}{2}(p-1)^{2}-\frac{3(p-1)^{2}}{2(p+1)} Q^{p-1}-\frac{3}{4}(p-1)^{2}+\frac{3(p-1)^{2}}{2(p+1)} Q^{p-1} \\
& +p(p+1)-3 p Q^{p-1} \\
= & \frac{3}{4}(p+1)^{2}-3 p Q^{p-1} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
-\frac{1}{3} \frac{d}{d t} \int v^{2}(t, x) g(x) d x & =\int\left(\partial_{x} w\right)^{2}+\left(\frac{p+1}{2}\right)^{2} \int w^{2}-p \int Q^{p-1} w^{2}  \tag{36}\\
& =(\mathcal{L} w, w)+\frac{(p-1)(p+3)}{4} \int w^{2}
\end{align*}
$$

(where (., .) denotes the $L^{2}$ scalar product). In the right-hand member, we recognize a nonnegative quadratic form related to the operator $\mathcal{L}$. Note that

$$
\int v(t, x) Q^{p}(x) d x=0 \quad \text { is equivalent to } \quad \int w(t, x) Q^{\frac{p+1}{2}}(x) d x=0
$$

By Lemma 1, we thus have $(\mathcal{L} w, w) \geq 0$,

$$
\begin{equation*}
-\frac{1}{3} \frac{d}{d t} \int v^{2}(t, x) g(x) d x \geq \frac{1}{4}(p-1)(p+3) \int w^{2}(t, x) d x \tag{37}
\end{equation*}
$$

Since $|g(x)| \leq \frac{p+1}{p-1}$, the function $\int v^{2}(t, x) g(x) d x$ is uniformly bounded in time, and so

$$
\int_{-\infty}^{+\infty} \int w^{2}(t, x) d x d t<+\infty
$$

It follows that for some sequence $t_{n} \rightarrow+\infty$, we have

$$
\int w^{2}\left(t_{n}, x\right) d x \rightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

Thus, from (34), we obtain

$$
\int v^{2}\left(t_{n}, x\right) d x \rightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

Similarly, we have for a sequence $s_{n} \rightarrow+\infty$

$$
\int v^{2}\left(-s_{n}, x\right) d x \rightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

Using (37) integrated over $\left(-s_{n}, t_{n}\right)$ and the bound on $g(x)$, we obtain, for all $n \in \mathbb{N}$,

$$
\int_{-s_{n}}^{t_{n}} \int w^{2}(t, x) d x d t \leq C\left(\int\left[v^{2}\left(t_{n}, x\right)+v^{2}\left(-s_{n}, x\right)\right] d x\right)
$$

By passing to the limit as $n \rightarrow+\infty$, we obtain

$$
\int_{-\infty}^{+\infty} \int w^{2}(t, x) d x d t=0
$$

giving us $w(t, x) \equiv 0$, and thus $v(t, x) \equiv 0$. Therefore, $\mathcal{L} u(t, x)=\tilde{v}(t, x)=\gamma(t) Q(x)$, and so by Lemma 1 ,
$u(t, x)=-\frac{1}{2} \gamma(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)(x)+b(t) Q^{\prime}(x)=a(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)(x)+b(t) Q^{\prime}(x)$.
But from the equation of $u(t, x)$, the functions $a(t), b(t)$ satisfy the following relations:

$$
a^{\prime}(t)=0, \quad b^{\prime}(t)=-2 a(t)
$$

Since $u(t)$ is uniformly bounded, the only possible solutions $u(t)$ are for $b(t) \equiv b_{0}$ constant, and $a(t) \equiv 0$. Thus, $u(t) \equiv b_{0} Q^{\prime}$.
3.4. Classification for a more general problem. As a direct corollary of Theorem 1, we obtain the following classification result.

Corollary 1. Let $p>1$. Let $u \in C\left(\mathbb{R}, H^{1}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}, H^{1}(\mathbb{R})\right)$ be a solution of

$$
\begin{equation*}
\partial_{t} u=\partial_{x}(\mathcal{L} u)+\alpha(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)+\beta(t) Q^{\prime} \quad \text { on } \mathbb{R} \times \mathbb{R} \tag{38}
\end{equation*}
$$

where $\alpha(t)$ and $\beta(t)$ are two continuous and bounded functions. Assume that for two constants $C>0, \sigma>0$,

$$
\begin{equation*}
\forall t, x \in \mathbb{R}, \quad|u(t, x)| \leq C e^{-\sigma|x|} \tag{39}
\end{equation*}
$$

Then for all $t \in \mathbb{R}$,

$$
\begin{equation*}
u(t) \equiv a(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)+b(t) Q^{\prime} \tag{40}
\end{equation*}
$$

for some $C^{1}$ bounded functions $a(t)$ and $b(t)$ satisfying

$$
\begin{equation*}
a^{\prime}(t)=\alpha(t), \quad b^{\prime}(t)=-2 a(t)+\beta(t) \tag{41}
\end{equation*}
$$

Since by direct calculations

$$
\mathcal{L}\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=-2 Q \quad \text { and } \quad \mathcal{L} Q^{\prime}=0
$$

(see Lemma 1), it is easily checked that (40)-(41) indeed define a solution of (38). Corollary 1 means that there is no other $H^{1}$ bounded solution of (38) satisfying (39).

Problem (38) is the one that really appears in the proof of asymptotic stability in [12], [13].

Proof. Let $u(t)$ be a solution of (38) as in the statement of Corollary 1, where $\alpha(t), \beta(t)$ are bounded. We have to consider separately the cases $p \neq 5$ and $p=5$, because of some structural differences.

Case $p \neq 5$. Since $p \neq 5$, we have, by integrating by parts,

$$
\begin{equation*}
\int\left(\frac{2}{p-1} Q+x Q^{\prime}\right) Q=\frac{5-p}{2(p-1)} \int Q^{2} \neq 0 \tag{42}
\end{equation*}
$$

Multiplying the equation of $u(t)$ by $Q$ and integrating on $\mathbb{R}$, using $\mathcal{L} Q^{\prime}=0$, we obtain by (42)

$$
\frac{5-p}{2(p-1)}\left(\int Q^{2}\right) \alpha(t)=\frac{d}{d t} \int u(t) Q
$$

Let

$$
\tilde{u}(t)=u(t)-\frac{2(p-1)}{5-p} \frac{1}{\int Q^{2}}\left(\int u(t) Q\right)\left(\frac{2}{p-1} Q+x Q^{\prime}\right) .
$$

Then $\tilde{u}(t)$ satisfies, by $\mathcal{L}\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=-2 Q$,

$$
\begin{align*}
\partial_{t} \tilde{u}-\partial_{x}(\mathcal{L} \tilde{u}) & =\partial_{t} u-\alpha(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)-\partial_{x}(\mathcal{L} u)-\frac{4(p-1)}{5-p} \frac{Q^{\prime}}{\int Q^{2}}\left(\int u(t) Q\right) \\
& =\tilde{\beta}(t) Q^{\prime} \tag{43}
\end{align*}
$$

where $\tilde{\beta}(t)=\beta(t)-\frac{p-1}{5-p} \frac{4}{\int Q^{2}} \int u(t) Q$ is bounded. Moreover, for all $t \in \mathbb{R}, \int \tilde{u}(t) Q=0$.
Now let

$$
J(t)=\int_{\mathbb{R}} \tilde{u}(t, y)\left(\int_{0}^{y}\left(\frac{2}{p-1} Q+x Q^{\prime}\right) d x\right) d y
$$

Then, since $\mathcal{L}\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=-2 Q$, we have
$J^{\prime}(t)=2 \int \tilde{u}(t) Q-\tilde{\beta}(t) \int Q\left(\frac{2}{p-1} Q+x Q^{\prime}\right)$, and so $\frac{5-p}{2(p-1)}\left(\int Q^{2}\right) \tilde{\beta}(t)=-J^{\prime}(t)$.
Since $\mathcal{L} Q^{\prime}=0$, it follows that $w(t, x)=\tilde{u}(t)-\frac{2(p-1)}{5-p} \frac{1}{\int Q^{2}} J(t) Q^{\prime}$ satisfies

$$
\partial_{t} w-\partial_{x}(\mathcal{L} w)=0
$$

and thus $w(t)$ satisfies the assumptions of Theorem 1. It follows that $w(t, x)=$ $b_{0} Q^{\prime}(x)$, for some constant $b_{0}$, and

$$
u(t, x)=\tilde{u}(t, x)+a(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=a(t)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)+b(t) Q^{\prime}
$$

where $a(t)$ and $b(t)$ are bounded and satisfy

$$
a^{\prime}(t)=\alpha(t), \quad b^{\prime}(t)=-2 a(t)+\beta(t)
$$

Case $p=5$. Since $p=5$, we have $\int\left(\frac{2}{p-1} Q+x Q^{\prime}\right) Q=0$, and we need to modify the previous argument. In fact, the argument that we present now for $p=5$ works also for any $p \neq 3$. Indeed, since $p \neq 3$, we have

$$
\int\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=\frac{3-p}{p-1} \int Q \neq 0
$$

By integrating the equation of $u(t)$, we deduce

$$
\frac{d}{d t} \int u(t)=\alpha(t) \frac{3-p}{p+1} \int Q
$$

Thus, we set

$$
\tilde{u}(t)=u(t)-\frac{p+1}{3-p} \frac{1}{\int Q}\left(\int u(t)\right)\left(\frac{2}{p-1} Q+x Q^{\prime}\right)
$$

so that $\tilde{u}(t)$ satisfies (43) for some $\tilde{\beta}(t)$ and $\int \tilde{u}(t)=0$.
Observe now that $\mathcal{L}(1)=1-p Q^{p-1}$. Let $j \in H^{1}(\mathbb{R})$ be such that $\int j(x) Q^{\prime}(x) d x=$ 0 and $\mathcal{L} j=p Q^{p-1}$ (the existence and uniqueness of $j(x)$ is a consequence of Lemma 1). Then $\mathcal{L}(1+j)=1$. Multiplying the equation of $\tilde{u}(t)$ by $\int_{0}^{x}(1+j)(y) d y$ and integrating, we obtain the following:

$$
\text { let } \quad J(t)=\int_{\mathbb{R}} \tilde{u}(t, x)\left(\int_{0}^{x}(1+j)(y) d y\right) d x ; \quad \text { then } \quad J^{\prime}(t)=-\tilde{\beta}(t) \int Q(1+j)(x) \text {. }
$$

But $\int Q(1+j)=-\frac{1}{2} \int \mathcal{L}\left(\frac{2}{p-1} Q+x Q^{\prime}\right)(1+j)=-\frac{1}{2} \int\left(\frac{2}{p-1} Q+x Q^{\prime}\right)=-\frac{1}{2} \frac{3-p}{p-1} \int Q$, so that by setting

$$
w(t, x)=\tilde{u}(t, x)-\frac{2(p-1)}{3-p} \frac{Q^{\prime}}{\int Q} J(t)
$$

we obtain $\partial_{t} w-\partial_{x}(\mathcal{L} w)=0$, and $w$ satisfies the assumptions of Theorem 1 . We finish as for the case $p \neq 5$.
4. Linear problem related to (16). In this section, we prove Theorem 2. The proof follows closely that for the KdV case (i.e., Theorem 1 with $p=2$ ). First, we observe that by the techniques developed by El Dika [7], if $u(t)$ is an $H^{1}$ solution of

$$
\left(1-\lambda \partial_{x}^{2}\right) \partial_{t} u=\partial_{x}(\mathcal{L} u) \quad \text { on } \mathbb{R} \times \mathbb{R}
$$

satisfying

$$
\forall t, x \in \mathbb{R}, \quad \int\left(u^{2}+\left(\partial_{x} u\right)^{2}\right)(t, x) e^{\sigma_{0}|x|} d x \leq C
$$

then $u \in C^{\infty}(\mathbb{R} \times \mathbb{R})$ and satisfies

$$
\begin{equation*}
\forall t, x \in \mathbb{R}, \quad\left|\frac{\partial^{k}}{\partial x^{k}} u(t, x)\right| \leq C_{k} e^{-\sigma|x|} \tag{44}
\end{equation*}
$$

Using [7], the proof is similar to that of Lemma 4 and so we omit it.
We restrict ourselves to the case $p=2$ and consider any $\lambda \in[0,1]$ (which means that for the original nonlinear problem, we consider any speed $c>1$ ).

Let

$$
\begin{equation*}
v(t, x)=\mathcal{L} u(t, x) \quad \text { and } \quad \tilde{h}(t, x)=\left(1-\lambda \partial_{x}^{2}\right)^{-1} v(t, x) \tag{45}
\end{equation*}
$$

i.e., for any $t \in \mathbb{R}, \tilde{h}(t)$ is solution of $\left(1-\lambda \partial_{x}^{2}\right) \tilde{h}(t)=v(t)$. Then $v(t, x)$ and $\tilde{h}(t, x)$ satisfy

$$
\partial_{t} v=\mathcal{L}\left(\partial_{x} \tilde{h}\right), \quad \partial_{t} \tilde{h}=\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} \tilde{h}\right)
$$

We set $R(x)=\left(1-\lambda \partial_{x}^{2}\right) Q(x)=(1-\lambda) Q(x)+\lambda Q^{2}(x)$, by the equation of $Q(x)$. We have

$$
\int v Q^{\prime}=\int u \mathcal{L} Q^{\prime}=0 \quad \text { and so } \quad \int \tilde{h} R^{\prime}=0
$$

We modify $\tilde{h}$ in order to get another orthogonality condition. Indeed, setting

$$
h(t, x)=\tilde{h}(t, x)-\frac{\int \tilde{h}(t, x) R(x) d x}{\int R(x) Q(x) d x} Q(x)
$$

(note that $\int R(x) Q(x) d x=(1-\lambda) \int Q^{2}+\lambda \int Q^{3} \neq 0$ ), we have, for all $t \in \mathbb{R}$,

$$
\int h(t, x) R(x) d x=\int h(t, x) R^{\prime}(x) d x=0
$$

Moreover, since $\mathcal{L} Q^{\prime}=0, h(t, x)$ satisfies the equation

$$
\partial_{t} h=\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)+\delta(t) Q
$$

where

$$
\delta(t)=-\frac{1}{\int R Q} \frac{d}{d t} \int \tilde{h}(t, x) R(x) d x
$$

In contrast to the KdV case, we will need an expression of $\delta(t)$ in terms of $h$. For this, we take the $L^{2}$ scalar product of the equation of $h$ by $R(x)$. We obtain

$$
0=\frac{d}{d t} \int h(t, x) R(x) d x=\int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] R+\delta(t) \int Q R
$$

Since $\left(1-\lambda \partial_{x}^{2}\right)^{-1} R=Q$ and $\mathcal{L} Q=-Q^{2}$, we obtain

$$
\begin{equation*}
\delta(t)=-\frac{1}{(1-\lambda) \int Q^{2}+\lambda \int Q^{3}} \int h\left(Q^{2}\right)^{\prime} \tag{46}
\end{equation*}
$$

From (44) it follows that

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad \int v^{2}(t, x) \cosh (\sigma x) d x \leq C \tag{47}
\end{equation*}
$$

where we choose $0<\sigma<\frac{1}{2}$. Using $v(t)=\left(1-\lambda \partial_{x}^{2}\right) \tilde{h}(t)$ and integrating by parts, we obtain
(48) $\forall t \in \mathbb{R}, \quad \int\left(\lambda^{2}\left(\partial_{x}^{2} \tilde{h}(t)\right)^{2}+2 \lambda\left(\partial_{x} \tilde{h}(t)\right)^{2}+\left(1-\lambda \sigma^{2}\right) \tilde{h}^{2}(t)\right) \cosh (\sigma x) d x \leq C$,
and so by the properties of $Q$,

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad \int\left[\lambda\left(\partial_{x} h(t)\right)^{2}+h^{2}(t)\right] e^{\sigma|x|} d x \leq C \tag{49}
\end{equation*}
$$

We now choose the functional of $h(t, x)$ that will allow us to obtain $h=0$. Set

$$
K(t)=\lambda \int\left(\partial_{x} h\right)^{2}(t) g+\int h^{2}(t) g-\lambda \int h^{2}(t) g^{\prime \prime}
$$

where the function $g(x)$ is defined in Lemma 2. We claim the following lemma.
Lemma 6. For all $t \in \mathbb{R}$,

$$
\begin{equation*}
K^{\prime}(t) \leq-H(t), \quad \text { where } H(t)=-2 \int \mathcal{L}\left(\partial_{x} h\right) h g-2 \int\left(\partial_{x} h\right)^{2} g^{\prime} \tag{50}
\end{equation*}
$$

Proof. We have by direct calculations using the equation of $h(t, x)$ and integration by parts,

$$
\begin{aligned}
\frac{d}{d t} \int\left(\partial_{x} h\right)^{2} g & =2 \int \partial_{x}\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right]\left(\partial_{x} h g\right)+2 \delta(t) \int Q^{\prime}\left(\partial_{x} h g\right) \\
& =-2 \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right]\left(\partial_{x}^{2} h g+\partial_{x} h g^{\prime}\right)-2 \delta(t) \int\left(Q^{\prime} g\right)^{\prime} h \\
\frac{d}{d t} & \int h^{2} g=2 \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] h g+2 \delta(t) \int Q h g
\end{aligned}
$$

and

$$
\frac{d}{d t} \int h^{2} g^{\prime \prime}=2 \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] h g^{\prime \prime}+2 \delta(t) \int Q h g^{\prime \prime}
$$

Thus,

$$
\begin{aligned}
K^{\prime}(t)= & 2 \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right]\left(-\lambda \partial_{x}^{2} h g-\lambda \partial_{x} h g^{\prime}-\lambda h g^{\prime \prime}+h g\right) \\
& +2 \delta(t) \int h\left(-\lambda\left(Q^{\prime} g\right)^{\prime}+Q g-\lambda Q g^{\prime \prime}\right)
\end{aligned}
$$

We set $V=-\lambda\left(Q^{\prime} g\right)^{\prime}+Q g-\lambda Q g^{\prime \prime}$. Moreover, we note that

$$
-\lambda \partial_{x}^{2} h g-2 \lambda \partial_{x} h g^{\prime}-\lambda h g^{\prime \prime}+h g=\left(1-\lambda \partial_{x}^{2}\right)(h g)
$$

Thus, we obtain

$$
\begin{align*}
K^{\prime}(t)= & 2 \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right]\left(-\lambda \partial_{x}^{2} h g-2 \lambda \partial_{x} h g^{\prime}-\lambda h g^{\prime \prime}+h g\right) \\
& +2 \lambda \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime}+2 \delta(t) \int h V  \tag{51}\\
= & 2 \int \mathcal{L}\left(\partial_{x} h\right) h g+2 \lambda \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime}+2 \delta(t) \int h V
\end{align*}
$$

The first term in (51), i.e., $2 \int \mathcal{L}\left(\partial_{x} h\right) h g$, has already been developed for the KdV equation (see (35)). We consider the second term in (51). Since $\mathcal{L} h=-\partial_{x}^{2} h+h-$ $2 Q h=-\partial_{x}^{2} h+h-2 g^{\prime} h$, we have

$$
\begin{aligned}
& 2 \lambda \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime} \\
& =2 \int\left(\partial_{x} h\right)^{2} g^{\prime}-2(1-\lambda) \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime} \\
& \quad-4 \lambda \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1}\left(\partial_{x} h g^{\prime}\right)\right] \partial_{x} h g^{\prime}
\end{aligned}
$$

For $t \in \mathbb{R}$, we denote by $a(t, x)$ and $b(t, x)$ the functions satisfying, respectively,

$$
\left(1-\lambda \partial_{x}^{2}\right) a(t, x)=h(t, x) \quad \text { and } \quad\left(1-\lambda \partial_{x}^{2}\right) b(t, x)=\partial_{x} h(t, x) g^{\prime}(x)
$$

In other words, $a(t)=\left(1-\lambda \partial_{x}^{2}\right)^{-1} h(t)$ and $b(t)=\left(1-\lambda \partial_{x}^{2}\right)^{-1}\left(\partial_{x} h(t) g^{\prime}\right)$. Using these functions, we obtain

$$
\begin{aligned}
\int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime} & =\int \partial_{x} a\left[\left(1-\lambda \partial_{x}^{2}\right)\left(\partial_{x} a\right)\right] g^{\prime} \\
& =\int\left[\left(\partial_{x} a\right)^{2}+\lambda\left(\partial_{x}^{2} a\right)^{2}\right] g^{\prime}-\frac{\lambda}{2} \int\left(\partial_{x} a\right)^{2} g^{\prime \prime \prime}
\end{aligned}
$$

and

$$
\int\left(1-\lambda \partial_{x}^{2}\right)^{-1}\left(\partial_{x} h g^{\prime}\right) \partial_{x} h g^{\prime}=\int b\left(1-\lambda \partial_{x}^{2}\right) b=\int\left[b^{2}+\lambda\left(\partial_{x} b\right)^{2}\right]
$$

Thus, we have

$$
\begin{aligned}
& 2 \lambda \int\left[\left(1-\lambda \partial_{x}^{2}\right)^{-1} \mathcal{L}\left(\partial_{x} h\right)\right] \partial_{x} h g^{\prime} \\
& =2 \int\left(\partial_{x} h\right)^{2} g^{\prime}-2(1-\lambda) \int\left(\left[\left(\partial_{x} a\right)^{2}+\lambda\left(\partial_{x}^{2} a\right)^{2}\right] g^{\prime}-\frac{\lambda}{2}\left(\partial_{x} a\right)^{2} g^{\prime \prime \prime}\right) \\
& \quad-4 \lambda \int\left[b^{2}+\lambda\left(\partial_{x} b\right)^{2}\right]
\end{aligned}
$$

By Lemma 2 for $p=2$, we have $g^{\prime \prime \prime}=g^{\prime}-\left(g^{\prime}\right)^{2} \leq g^{\prime}$, and thus by $\lambda \leq 1$, we obtain

$$
\int\left(\left[\left(\partial_{x} a\right)^{2}+\lambda\left(\partial_{x}^{2} a\right)^{2}\right] g^{\prime}-\frac{\lambda}{2}\left(\partial_{x} a\right)^{2} g^{\prime \prime \prime}\right) \geq 0
$$

It follows that

$$
K^{\prime}(t) \leq 2 \int \mathcal{L}\left(\partial_{x} h\right) h g+2 \int\left(\partial_{x} h\right)^{2} g^{\prime}+2 \delta(t) \int h V
$$

We now consider the term $2 \delta(t) \int h V$, where $V=-\lambda\left(Q^{\prime} g\right)^{\prime}+Q g-\lambda Q g^{\prime \prime}$. We use Lemma 2 with $p=2$ to compute $V$ :
$V=3 \lambda\left(\frac{\left(Q^{\prime}\right)^{2}}{Q}\right)^{\prime}-3 Q^{\prime}-\lambda Q Q^{\prime}=3 \lambda\left(Q-\frac{2}{3} Q^{2}\right)^{\prime}-3 Q^{\prime}-\frac{\lambda}{2}\left(Q^{2}\right)^{\prime}=-3 R^{\prime}+\frac{\lambda}{2}\left(Q^{2}\right)^{\prime}$.
Thus, by (46) and $\int h R^{\prime}=0$, we obtain

$$
2 \delta(t) \int h V=-\frac{\lambda}{(1-\lambda) \int Q^{2}+\lambda \int Q^{3}}\left(\int h\left(Q^{2}\right)^{\prime}\right)^{2} \leq 0
$$

Therefore, we finally obtain

$$
K^{\prime}(t) \leq 2 \int \mathcal{L}\left(\partial_{x} h\right) h g+2 \int\left(\partial_{x} h\right)^{2} g^{\prime},
$$

which finishes the proof of Lemma 6 . $\quad$
We continue the proof of Theorem 2. By (35), we have

$$
H(t)=\int\left(\partial_{x} h\right)^{2} g^{\prime}+\int h^{2}\left[-g^{\prime \prime \prime}+g^{\prime}-2(Q g)^{\prime}\right] .
$$

We set $w(t, x)=h(t, x) \sqrt{g^{\prime}(x)}=h(t, x) \sqrt{Q(x)}$. Note first that

$$
\int h R=0 \Leftrightarrow \int w\left[(1-\lambda) Q^{\frac{1}{2}}+\lambda Q^{\frac{3}{2}}\right]=0 .
$$

Since

$$
\int\left(\partial_{x} h\right)^{2} g^{\prime}=\int\left(\partial_{x} w\right)^{2}-\frac{1}{4} \int w^{2}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}+\frac{1}{2} \int w^{2}\left(\frac{g^{\prime \prime \prime}}{g^{\prime}}\right),
$$

we obtain

$$
H(t)=\int\left(\partial_{x} w\right)^{2}+\int B(x) w^{2},
$$

where, by Lemma 2 applied to $p=2$,

$$
\begin{align*}
B(x) & =-\frac{1}{4}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}-\frac{1}{2}\left(\frac{g^{\prime \prime \prime}}{g^{\prime}}\right)+1-2 \frac{(Q g)^{\prime}}{g^{\prime}}  \tag{52}\\
& =-\frac{1}{4}\left(1-\frac{2}{3} Q\right)-\frac{1}{2}(1-Q)+1+2(3-3 Q)=\frac{25}{4}-\frac{16}{3} Q .
\end{align*}
$$

Now, we have to check the positivity of

$$
H(t)=\int\left(\partial_{x} w\right)^{2}+\frac{25}{4} \int w^{2}-\frac{16}{3} \int Q w^{2},
$$

under the following orthogonality condition on $w$ :

$$
\int w\left[(1-\lambda) Q^{\frac{1}{2}}+\lambda Q^{\frac{3}{2}}\right]=0 .
$$

The expression of $H$ in $w$ is related to the operator $-\partial_{x}^{2}+\frac{25}{4}-\frac{16}{3} Q$, which is a classical operator (see Titchmarsh [24]). Let us recall some computations related to $Q^{\alpha}$ for $\alpha>0$ :

$$
\begin{equation*}
-\left(Q^{\alpha}\right)^{\prime \prime}=-\alpha^{2} Q^{\alpha}+\alpha\left(\frac{2 \alpha+1}{3}\right) Q^{\alpha+1} \tag{53}
\end{equation*}
$$

Indeed, we have

$$
\begin{aligned}
-\left(Q^{\alpha}\right)^{\prime \prime} & =-\alpha\left(Q^{\prime \prime} Q^{\alpha-1}+(\alpha-1)\left(Q^{\prime}\right)^{2} Q^{\alpha-2}\right) \\
& =-\alpha\left(\alpha Q^{\alpha}-\left(1+\frac{2(\alpha-1)}{3}\right) Q^{\alpha+1}\right)=-\alpha^{2} Q^{\alpha}+\alpha\left(\frac{2 \alpha+1}{3}\right) Q^{\alpha+1}
\end{aligned}
$$

This leads us to compare $H(t)$ to a quadratic form for which the first eigenfunction will be explicit and simple. Indeed, we decompose $H(t)$ as

$$
H(t)=\int\left(\partial_{x} w\right)^{2}+\frac{25}{4} \int w^{2}-5 \int Q w^{2}-\frac{1}{3} \int Q w^{2}
$$

and we observe that since $|Q(x)| \leq \frac{3}{2}$, we have

$$
H(t) \geq \int\left(\partial_{x} w\right)^{2}+\frac{23}{4} \int w^{2}-5 \int Q w^{2} \equiv \tilde{H}(t)
$$

The quadratic form $\tilde{H}(t)$ is related to the operator $\tilde{\mathcal{L}}=-\partial_{x}^{2}+\frac{23}{4}-5 Q$, i.e., $\tilde{H}(t)=$ $(\tilde{\mathcal{L}} w, w)$. By (53), we have $\tilde{\mathcal{L}} Q^{\frac{5}{2}}=-\frac{1}{2} Q^{\frac{5}{2}}$, which means that the first eigenvalue of $\tilde{\mathcal{L}}$ is $-\frac{1}{2}$. On the other hand, we check by elementary computation that $\tilde{\mathcal{L}}\left(Q^{2}\right)^{\prime}=\frac{7}{4}\left(Q^{2}\right)^{\prime}$, which means that the second eigenvalue of $\tilde{\mathcal{L}}$ is $\frac{7}{4}$. Moreover, $\tilde{\mathcal{L}}$ has a continuous spectrum, which is $\left[\frac{23}{4},+\infty\right)$. Thus, for odd functions, the operator is positive, and there is only one negative direction for even functions. We now want to check that there exists $\kappa>0$ such that, for any $H^{1}$ function $w$,

$$
\begin{equation*}
\int w\left[(1-\lambda) Q^{\frac{1}{2}}+\lambda Q^{\frac{3}{2}}\right]=0 \quad \Rightarrow \quad(\tilde{\mathcal{L}} w, w) \geq \kappa \int w^{2} \tag{54}
\end{equation*}
$$

(where (.,.) is the $L^{2}$ scalar product). Let $\tilde{R}=(1-\lambda) Q^{\frac{1}{2}}+\lambda Q^{\frac{3}{2}}$. Following Lemma E. 1 of Weinstein [26], it suffices to check that $\left(\tilde{R}, Q^{\frac{5}{2}}\right)>0$, which is clearly true, and $\left(\tilde{\mathcal{L}}^{-1} \tilde{R}, \tilde{R}\right)<0$. Using (53) it turns out that $\tilde{\mathcal{L}}^{-1} \tilde{R}$ can be computed explicitly.

Indeed, by (53) for $\alpha=\frac{3}{2}$, we have

$$
\tilde{\mathcal{L}} Q^{\frac{3}{2}}=\frac{7}{2} Q^{\frac{3}{2}}-3 Q^{\frac{5}{2}}
$$

and since $\tilde{\mathcal{L}} Q^{\frac{5}{2}}=-\frac{1}{2} Q^{\frac{5}{2}}$, we deduce

$$
Q^{\frac{3}{2}}=\tilde{\mathcal{L}}\left(\frac{2}{7} Q^{\frac{3}{2}}-\frac{12}{7} Q^{\frac{5}{2}}\right)
$$

In a similar way, we have

$$
\tilde{\mathcal{L}} Q^{\frac{1}{2}}=\frac{11}{2} Q^{\frac{1}{2}}-\frac{14}{3} Q^{\frac{3}{2}}
$$

and so using $\tilde{\mathcal{L}} Q^{\frac{3}{2}}$ and $\tilde{\mathcal{L}} Q^{\frac{5}{2}}$, we obtain

$$
Q^{\frac{1}{2}}=\tilde{\mathcal{L}}\left(\frac{2}{11} Q^{\frac{1}{2}}+\frac{8}{33} Q^{\frac{3}{2}}-\frac{16}{11} Q^{\frac{5}{2}}\right)
$$

Thus, using

$$
\begin{equation*}
\int Q=\int Q^{2}, \quad \int Q^{3}=\frac{6}{5} \int Q^{2}, \quad \int Q^{4}=\frac{54}{35} \int Q^{2} \tag{55}
\end{equation*}
$$

(deduced from $Q^{\prime \prime}=Q-Q^{2},\left(Q^{\prime}\right)^{2}=Q^{2}-\frac{2}{3} Q^{3}$ ), we obtain

$$
\begin{align*}
& \left(\tilde{\mathcal{L}}^{-1} Q^{\frac{3}{2}}, Q^{\frac{3}{2}}\right)=\frac{2}{7} \int Q^{3}-\frac{12}{7} \int Q^{4}=-\frac{562}{245} \int Q^{2}<0 \\
& \left(\tilde{\mathcal{L}}^{-1} Q^{\frac{1}{2}}, Q^{\frac{1}{2}}\right)=\frac{2}{11} \int Q+\frac{8}{33} \int Q^{2}-\frac{16}{11} \int Q^{3}=-\frac{218}{165} \int Q^{2}<0  \tag{56}\\
& \left(\tilde{\mathcal{L}}^{-1} Q^{\frac{3}{2}}, Q^{\frac{1}{2}}\right)=\left(\tilde{\mathcal{L}}^{-1} Q^{\frac{1}{2}}, Q^{\frac{3}{2}}\right)=\frac{2}{7} \int Q^{2}-\frac{12}{7} \int Q^{3}=-\frac{62}{35} \int Q^{2}<0 .
\end{align*}
$$

Since all the terms in $(56)$ are negative, and $\tilde{R}=(1-\lambda) Q^{\frac{1}{2}}+\lambda Q^{\frac{3}{2}}$ with $\lambda \in[0,1]$, it is clear that $\left(\tilde{\mathcal{L}}^{-1} \tilde{R}, \tilde{R}\right)<0$. Therefore, (54) is verified.

Using (54) and the previous calculations on $K^{\prime}(t)$ (Lemma 6), we deduce

$$
K^{\prime}(t) \leq-H(t) \leq-\kappa \int w^{2}(t)
$$

Integrating between $-\infty$ and $+\infty$, we deduce that $\int_{-\infty}^{+\infty} \int w^{2}(t, x) d x d t<+\infty$. Using this in the expression of $H(t)$, we also have $\int_{-\infty}^{+\infty} \int\left(\partial_{x} w\right)^{2}(t, x) d x d t<+\infty$. At this point, using (49), we obtain $w(t) \equiv 0$ on $\mathbb{R} \times \mathbb{R}$ exactly as in the proof of Theorem 1 in section 3.

By $w \equiv 0$ we obtain $h \equiv 0$, and thus $\tilde{h}(t, x) \equiv a(t) Q(x)$. Then $\partial_{t} \tilde{h}=0$ implies $a^{\prime}(t)=0$, and so $\tilde{h}(t, x)=a_{0} Q(x)$ for a constant $a_{0} \in \mathbb{R}$. Finally, we obtain $\mathcal{L} u=$ $a_{0}\left(1-\lambda \partial_{x}^{2}\right) Q$, and so $u(t)=a_{0} \mathcal{L}^{-1}\left(\left(1-\lambda \partial_{x}^{2}\right) Q\right)+b(t) Q^{\prime}$, and by the equation of $u(t)$, this implies $b^{\prime}(t)=a_{0}$. But since $b(t)$ has to be bounded, this implies $a_{0}=0$ and $b(t)=b_{0}$ for some constant $b_{0} \in \mathbb{R}$. Thus $u(t) \equiv b_{0} Q^{\prime}$, which is solution for any $b_{0} \in \mathbb{R}$, and Theorem 2 is proved.

## REFERENCES

[1] T. B. Benjamin, The stability of solitary waves, Proc. Roy. Soc. London Ser. A, 328 (1972), pp. 153-183.
[2] T. B. Benjamin, J. L. Bona, and J. J. Mahony, Model equations for long waves in nonlinear dispersive systems, Philos. Trans. Roy. Soc. London Ser. A, 272 (1972), pp. 47-78.
[3] J. L. Bona, On the stability theory of solitary waves, Proc. Roy. Soc. London Ser. A, 349 (1975), pp. 363-374.
[4] J. L. Bona, P. E. Souganidis, and W. A. Strauss, Stability and instability of solitary waves of Korteweg-de Vries type, Proc. Roy. Soc. London Ser. A, 411 (1987), pp. 395-412.
[5] K. El Dika, Stabilité asymptotique des ondes solitaires de l'équation de Benjamin-BonaMahony, C. R. Math. Acad. Sci. Paris, 337 (2003), pp. 649-652.
[6] K. El Dika, Asymptotic stability of solitary waves for the Benjamin-Bona-Mahony equation, Discrete Contin. Dyn. Syst., 13 (2005), pp. 583-622.
[7] K. El Dika, Smoothing effect of the generalized BBM equation for localized solutions moving to the right, Discrete Contin. Dyn. Syst., 12 (2005), pp. 973-982.
[8] K. El Dika and Y. Martel, Stability of $N$ solitary waves for the generalized BBM equations, Dyn. Partial Differ. Equ., 1 (2004), pp. 401-437.
[9] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equation, in Studies in Applied Mathematics, Adv. Math. Suppl. Stud. 8, Academic Press, New York, 1983, pp. 93-128.
[10] C. E. Kenig, G. Ponce, and L. Vega, Well-posedness and scattering results for the generalized Korteweg-de Vries equation via the contraction principle, Comm. Pure Appl. Math., 46 (1993), pp. 527-620.
[11] C. Laurent and Y.Martel, Smoothness and exponential decay of $L^{2}$-compact solutions of the generalized $K d V$ equations, Comm. Partial Differential Equations, 28 (2003), pp. 20932107.
[12] Y. Martel and F. Merle, A Liouville theorem for the critical generalized Korteweg-de Vries equation, J. Math. Pures Appl., 79 (2000), pp. 339-425.
[13] Y. Martel and F. Merle, Asymptotic stability of solitons for subcritical generalized KdV equations, Arch. Ration. Mech. Anal., 157 (2001), pp. 219-254.
[14] Y. Martel and F. Merle, Blow up in finite time and dynamics of blow up solutions for the $L^{2}$-critical generalized KdV equations, J. Amer. Math. Soc., 15 (2002), pp. 617-664.
[15] Y. Martel and F. Merle, Asymptotic stability of solitons of the subcritical gKdV equations revisited, Nonlinearity, 18 (2005), pp. 55-80.
[16] Y. Martel, F. Merle, and T.-P. Tsai, Stability and asymptotic stability in the energy space of the sum of $N$ solitons for subcritical gKdV equations, Comm. Math. Phys., 231 (2002), pp. 347-373.
[17] F. Merle, Existence of blow-up solutions in the energy space for the critical generalized Korteweg-de Vries equation, J. Amer. Math. Soc., 14 (2001), pp. 555-578.
[18] J. R. Miller and M. I. Weinstein, Asymptotic stability of solitary waves for the regularized long-wave equation, Comm. Pure Appl. Math., 49 (1996), pp. 399-441.
[19] R. M. Miura, The Korteweg-de Vries equation: A survey of results, SIAM Rev., 18 (1976), pp. 412-459.
[20] T. Mizumachi, Asymptotic stability of solitary wave solutions to the regularized long-wave equation, J. Differential Equations, 200 (2004), pp. 312-341.
[21] R. L. Pego and M. I. Weinstein, Asymptotic stability of solitary waves, Comm. Math. Phys., 164 (1994), pp. 305-349.
[22] D. H. Peregrine, Long waves on a beach, J. Fluid Mech., 27 (1967), pp. 815-827.
[23] P. C. Schuur, Asymptotic Analysis of Solitons Problems, Lecture Notes in Math. 1232, Springer-Verlag, Berlin, 1986.
[24] E. C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equations, Clarendon Press, Oxford, 1946.
[25] M. I. Weinstein, Modulational stability of ground states of nonlinear Schrödinger equations, SIAM J. Math. Anal., 16 (1985), pp. 472-491.
[26] M. I. Weinstein, Lyapunov stability of ground states of nonlinear dispersive evolution equations, Comm. Pure Appl. Math., 39 (1986), pp. 51-68.
[27] M. I. Weinstein, Existence and dynamic stability of solitary wave solutions of equations arising in long wave propagation, Comm. Partial Differential Equations, 12 (1987), pp. 1133-1173.

# ON GLOBAL WELL-POSEDNESS OF THE LAGRANGIAN AVERAGED EULER EQUATIONS* 

THOMAS Y. $\mathrm{HOU}^{\dagger}$ AND CONGMING LI ${ }^{\ddagger}$


#### Abstract

We study the global well-posedness of the Lagrangian averaged Euler equations in three dimensions. We show that a necessary and sufficient condition for the global existence is that the bounded mean oscillation of the stream function is integrable in time. We also derive a sufficient condition in terms of the total variation of certain level set functions, which guarantees the global existence. Furthermore, we obtain the global existence of the averaged two-dimensional (2D) Boussinesq equations and the Lagrangian averaged 2D quasi-geostrophic equations in finite Sobolev space in the absence of viscosity or dissipation.
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1. Introduction. The question of global existence for the three-dimensional (3D) incompressible Euler equations is a very challenging open question. The main difficulty is to understand the effect of vortex stretching, which is absent in the twodimensional (2D) Euler equations. As part of the effort to understand the vortex stretching effect for 3D flows, various simplified model equations have been proposed in the literature. Amongst these models, the 2D Boussinesq system and the quasigeostrophic equations are two of the most commonly used because they share a similar vortex stretching effect as that in the 3D incompressible flow. An interesting recent development is the Lagrangian averaged Euler equations [15, 16]. This work was originally motivated by the development of a one-dimensional (1D) shallow water theory [3]. The averaged Euler models have been used to study the average behavior of the 3D Euler and Navier-Stokes equations and used as a turbulent closure model (see, e.g., [5]). The theoretical and computational aspects of the Lagrangian averaged Euler and Navier-Stokes equations have been studied by several authors [4, 5, 16, 22, 21, 13]. However, the global existence of the 3D Lagrangian averaged Euler equations is still open, although the Lagrangian averaged Navier-Stokes equations have been shown to have global existence [21, 13].

In this paper, we consider the global existence of the 3D Lagrangian averaged Euler equations and the corresponding 2D Lagrangian averaged Boussinesq equations and the averaged 2D quasi-geostrophic equations in the absence of viscosity or dissipation. The 3D Lagrangian averaged Euler equations have been derived by Holm, Marsden, and Ratiu [15, 16] (see page 1458 of [21]) in the following form:

$$
\begin{equation*}
\partial_{t} u+\left(u_{\alpha} \cdot \nabla\right) u+\left(\nabla u_{\alpha}\right)^{T} \cdot u=-\nabla p \tag{1}
\end{equation*}
$$

[^43]here the notation is different from that in [21]. Our $u_{\alpha}$ corresponds to the original $u$ and our $u$ corresponds to $\left(1-\alpha^{2} \triangle\right) u$ in [21].

We will adopt the vorticity formulation [21]:

$$
\begin{equation*}
\partial_{t} \omega+\left(u_{\alpha} \cdot \nabla\right) \omega=\nabla u_{\alpha} \cdot \omega \tag{2}
\end{equation*}
$$

where $u, \omega$, the $\alpha$-averaged velocity $u_{\alpha}$, and the divergence-free vector stream function $\psi$ are related by

$$
\begin{gather*}
-\triangle \psi=\omega, \quad u=\nabla \times \psi  \tag{3}\\
u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1} u \tag{4}
\end{gather*}
$$

One of the important properties of the averaged Euler equations is the following identity (see (3.3) on page 1457 of [21]; recall that $u_{\alpha}$ is called $u$ in [21]):

$$
\frac{1}{2} \frac{d}{d t} \int_{R^{3}}\left(\left|u_{\alpha}\right|^{2}+\alpha^{2}\left|\nabla u_{\alpha}\right|^{2}\right) d x=0
$$

This conservation property gives a priori bound on the $H^{1}$ norm of $u_{\alpha}$ :

$$
\begin{equation*}
\left\|u_{\alpha}\right\|_{H^{1}} \leq C_{\alpha} \tag{5}
\end{equation*}
$$

The above reformulation gives a clear physical interpretation of the Lagrangian averaged Euler equations. The vorticity is convected by the $\alpha$-averaged velocity field. If one discretizes the averaged Lagrangian Euler equations by the point vortex method, i.e., to approximate the initial vorticity by a collection of point vortices (Dirac delta functions), then the resulting numerical approximation is a vortex blob method with $\alpha$ being the vortex blob size $[23,14]$.

With the above interpretation of the averaged Lagrangian Euler equations, we can clearly apply the same averaging principle to other fluid dynamics equations. For example, if we apply the same Lagrangian averaging principle to the density equation, we would obtain the following Lagrangian averaged 2D Boussinesq equations:

$$
\begin{align*}
& \omega_{t}+u \cdot \nabla \omega=\rho_{x_{1}}  \tag{6}\\
& \rho_{t}+u_{\alpha} \cdot \nabla \rho=0 \tag{7}
\end{align*}
$$

where $u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1} u$ and $u$ is related to the vorticity $\omega$ through the usual vorticity stream function formulation; see (3). We refer the reader to [25] for the derivation and discussions of the physical applications for the Boussinesq equations. Note that we replace the velocity by the averaged velocity only in the density equation but not in the vorticity equation. We remark that the global well-posedness of the viscous 2D Boussinesq equations has been obtained in [17].

Similarly, we can derive the Lagrangian averaged 2D quasi-geostrophic equations as follows:

$$
\begin{align*}
& \theta_{t}+u_{\alpha} \cdot \nabla \theta=0  \tag{8}\\
& u=\nabla^{\perp} \psi, \quad(-\triangle)^{1 / 2} \psi=\theta  \tag{9}\\
& u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1 / 2} u \tag{10}
\end{align*}
$$

where $\nabla^{\perp} \psi=\left(\partial_{x_{2}} \psi,-\partial_{x_{1}} \psi\right)$ and $(-\triangle)^{1 / 2}$ is defined as

$$
(-\triangle)^{1 / 2} \psi \equiv \int e^{2 \pi i x \cdot \xi}(2 \pi|\xi|) \hat{\psi}(\xi) d \xi,
$$

with $\hat{\psi}(\xi)$ being the Fourier transform of $\psi$. We refer the reader to [9] for derivation and discussions of the quasi-geostrophic equation. Note that we use a weaker averaged velocity field for the 2D quasi-geostrophic equation. The exponent $1 / 2$ in the averaging operator corresponds to the critical case in the corresponding dissipative quasi-geostrophic equations [8].

In this paper, we prove that a necessary and sufficient condition for the global existence is that the bounded mean oscillation (BMO) norm (see [18]) of the stream function is integrable in time. This is an analogue of the well-known Beale-KatoMajda condition [1] for the 3D Euler equations. For some recent results on the 3D Euler equations that explore the geometric properties of the Euler flow, we refer the reader to $[10,11]$. Moreover, using a level formulation, we derive a sufficient condition for the global existence. The nonblow-up condition we obtain is expressed in terms of the total variation of a level set function; see (53) in section 3 for the precise definition. Assume that the initial vorticity can be expressed in the form $\omega(0, x)=\omega_{0}\left(\phi_{0}, \psi_{0}\right) \nabla \phi_{0} \times \nabla \psi_{0}$ for some smooth and bounded level set functions $\phi_{0}$ and $\psi_{0}$. Let $\phi$ and $\psi$ be the level set functions satisfying

$$
\begin{array}{ll}
\phi_{t}+\left(u_{\alpha} \cdot \nabla\right) \phi=0, & \phi(0, x)=\phi_{0}(x), \\
\psi_{t}+\left(u_{\alpha} \cdot \nabla\right) \psi=0, & \psi(0, x)=\psi_{0}(x) .
\end{array}
$$

Then vorticity can be expressed in terms of these two level set functions:

$$
\omega=\omega_{0}(\phi, \psi) \nabla \phi \times \nabla \psi .
$$

Moreover, if the total variation of either $\phi$ or $\psi$ is integrable in time, then there is no finite time blow-up of the 3D averaged Euler equations. This result has a geometric interpretation. In particular, it excludes the possibility of a finite number of isolated singularities when vorticity is considered as a 1D function by fixing the other two variables. If there is a finite time singularity, the 1D restriction of vorticity must be highly oscillatory at the singularity time, and the singularities are dense in the singular region. We remark that global well-posedness of a family of Navier-Stokes alpha-like models has been recently studied by Olson and Titi [24].

Application of the same argument to the corresponding 2D models gives much sharper existence results. In particular, we prove the global existence of the Lagrangian averaged 2D Boussinesq equations and the averaged 2D quasi-geostrophic equations in finite Sobolev spaces without any assumption on the solution itself.

The rest of the paper is organized as follows. In section 2, we prove the necessary and sufficient condition for the 3D Lagrangian averaged Euler equations and prove the global existence for the averaged 2D Boussinesq equations and the averaged 2D quasigeostrophic equations. In section 3 we present some results for the global existence of the 3D Lagrangian averaged Euler equations using a novel level set formulation.
2. Main results and proofs. In this section, we present three results. The first result is a necessary and sufficient condition for the global existence of the averaged Euler equations. The second result is the global existence of the averaged 2D Boussinesq equations. The third result is the global existence of the averaged 2D
quasi-geostrophic equations. We begin by stating our first result for the 3D averaged Euler equations. Our result uses the BMO norm. Before we state our existence result, we remind the reader of the definition of the BMO norm:

$$
\|f\|_{B M O}=\sup _{x \in R^{3}} \sup _{r>0} \frac{1}{\left|B_{r}\right|} \int|f-\bar{f}| d x
$$

where $\bar{f}=\frac{1}{\left|B_{r}\right|} \int_{B_{r}} f(y) d y, B_{r}=\left\{y \in R^{3}, \quad|y-x| \leq r\right\}$, and $\left|B_{r}\right|$ is the volume of $B_{r}$.

Theorem 1. Assume that $\omega_{0} \in H^{m}\left(R^{3}\right)$, $m \geq 0$. Then for any $\alpha>0$, the solution of the Lagrangian averaged 3D Euler equations (2)-(4) has a unique global solution in $H^{m}\left(R^{3}\right)$ satisfying

$$
\|\omega(t)\|_{H^{m}} \leq C(T)\left\|\omega_{0}\right\|_{H^{m}} \quad \text { for } \quad 0 \leq t \leq T
$$

if we have

$$
\begin{equation*}
\int_{0}^{T}\|\psi\|_{B M O} d t<\infty \tag{11}
\end{equation*}
$$

for any $T>0$. Conversely, if the maximal time $T$ of the existence of classical solutions is finite, then we necessarily have

$$
\begin{equation*}
\int_{0}^{T}\|\psi\|_{B M O} d t=\infty \tag{12}
\end{equation*}
$$

Proof. The proof relies on the following estimate obtained by Kozono and Taniuchi [19]:

$$
\begin{equation*}
\|f\|_{\infty} \leq C\left(1+\|f\|_{B M O}\left(1+\log \left(\|f\|_{W^{s, p}}+e\right)\right)\right. \tag{13}
\end{equation*}
$$

for all $f \in W^{s, p}$ with $1<p<\infty$ and $s>n / p$, where $n$ is the space dimension. We remark that inequalities of similar type for various functional spaces have been obtained earlier; see, e.g., [28].

Another useful result is the following embedding estimate in the BMO norm:

$$
\begin{equation*}
\|R f\|_{B M O} \leq C\|f\|_{B M O} \tag{14}
\end{equation*}
$$

for any Riesz-type operator $R$ (see [26, 27]).
It follows from (2)-(4) that

$$
\begin{equation*}
u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1} \nabla \times \psi \tag{15}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\nabla u_{\alpha}=\tilde{R} \psi \tag{16}
\end{equation*}
$$

where $\tilde{R}=\nabla\left(1-\alpha^{2} \triangle\right)^{-1} \nabla \times$ is a Riesz-type operator.
Now applying the embedding estimate (14) to (16), we obtain

$$
\begin{equation*}
\left\|\nabla u_{\alpha}\right\|_{B M O} \leq C\|\psi\|_{B M O} \tag{17}
\end{equation*}
$$

Using estimates (13) and (17), we get

$$
\begin{align*}
\left\|\nabla u_{\alpha}\right\|_{\infty} & \leq C\left(1+\left\|\nabla u_{\alpha}\right\|_{B M O} \log \left(\left\|\nabla u_{\alpha}\right\|_{W^{1,4}}+e\right)\right)  \tag{18}\\
& \leq C\left(1+\|\psi\|_{B M O} \log \left(\|\omega\|_{L^{2}}+e\right)\right),
\end{align*}
$$

where we have used $u=\nabla \times(-\triangle)^{-1} \omega$ and the Sobolev embedding estimate

$$
\left\|\nabla u_{\alpha}\right\|_{W^{1, p}} \leq C\left(\left\|u_{\alpha}\right\|_{H^{3}}\right) \leq C\left(\left\|u_{\alpha}\right\|_{H^{1}}+\|\omega\|_{L^{2}}\right)
$$

for $p \in[2,6]$ and the fact that $\left\|u_{\alpha}\right\|_{H^{1}}$ is bounded from (5).
Next, we perform an energy estimate for the vorticity equation. Multiplying both sides of the vorticity equation (2) by $\omega$ and integrating over $R^{3}$, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{R^{3}}|\omega|^{2} d x+\int_{R^{3}}\left(u_{\alpha} \cdot \nabla \omega\right) \cdot \omega d x=\int_{R^{3}}\left(\nabla u_{\alpha} \omega\right) \cdot \omega d x . \tag{19}
\end{equation*}
$$

Note that using integration by parts, we have

$$
\begin{equation*}
\int_{R^{3}}\left(u_{\alpha} \cdot \nabla \omega\right) \cdot \omega d x=\frac{1}{2} \int_{R^{3}}\left(u_{\alpha} \cdot \nabla\right)|\omega|^{2} d x=-\frac{1}{2} \int_{R^{3}}\left(\nabla \cdot u_{\alpha}\right)|\omega|^{2} d x=0 \tag{20}
\end{equation*}
$$

since $\nabla \cdot u_{\alpha}=0$.
On the other hand, we obtain by using estimate (18)

$$
\begin{align*}
\left|\int_{R^{3}}\left(\nabla u_{\alpha} \omega\right) \cdot \omega d x\right| & \leq\left\|\nabla u_{\alpha}\right\|_{\infty} \int_{R^{3}}|\omega|^{2} d x \\
& \leq C\left(1+\|\psi\|_{B M O} \log \left(\|\omega\|_{L^{2}}+e\right)\right)\|\omega\|_{L^{2}}^{2} . \tag{21}
\end{align*}
$$

Putting together estimates (19)-(21), we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\omega\|_{L^{2}}^{2} \leq C\left(1+\|\psi\|_{B M O} \log \left(\|\omega\|_{L^{2}}+e\right)\right)\|\omega\|_{L^{2}}^{2} \tag{22}
\end{equation*}
$$

The Gronwall inequality then implies that

$$
\begin{equation*}
\|\omega(t)\|_{L^{2}} \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{23}
\end{equation*}
$$

since $\int_{0}^{T}\|\psi\|_{B M O} d t<\infty$ by our assumption (11). Moreover,

$$
\begin{equation*}
\left\|\nabla u_{\alpha}(t)\right\|_{\infty} \leq C\left\|u_{\alpha}\right\|_{H^{3}} \leq C\left(\left\|u_{\alpha}\right\|_{H^{1}}+\|\omega\|_{L^{2}}\right) \leq C(T) \tag{24}
\end{equation*}
$$

Using (2) and (24), we can easily show that

$$
\begin{equation*}
\|\omega(t)\|_{\infty} \leq\left\|\omega_{0}\right\|_{\infty} \exp \left(\int_{0}^{T}\left\|\nabla u_{\alpha}\right\|_{\infty} d t\right) \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{25}
\end{equation*}
$$

Now it is a standard exercise to obtain energy estimates in high-order Sobolev norms [20]

$$
\begin{equation*}
\frac{d}{d t}\|\omega\|_{H^{m}} \leq C_{m}\left(\left\|\nabla u_{\alpha}\right\|_{\infty}+\|\omega\|_{\infty}\right)\|\omega\|_{H^{m}} \tag{26}
\end{equation*}
$$

Since $\left\|\nabla u_{\alpha}(t)\right\|_{\infty}$ and $\|\omega(t)\|_{\infty}$ are bounded for $0 \leq t \leq T$, we obtain the desired estimate for $\|\omega\|_{H^{m}}$ up to time $T$.

Now if the maximal time $T$ of the existence of classical solutions is finite, then we must have

$$
\int_{0}^{T}\|\psi\|_{B M O} d t=\infty
$$

since if $\int_{0}^{T}\|\psi\|_{B M O} d t<\infty$, the above argument would imply that $\|\omega(t)\|_{H^{m}} \leq$ $C(T)\left\|\omega_{0}\right\|_{H^{m}}$ for $t \leq T$, which is a contradiction. This completes the proof.

Next, we prove the global existence of the averaged Boussinesq equations (6)-(7).
Theorem 2. Assume that $\omega_{0} \in H^{m}\left(R^{2}\right)$ and $\rho_{0} \in H^{m+1}\left(R^{2}\right)$ for $m \geq 0$. Then for any $\alpha>0$, the Lagrangian averaged $2 D$ Boussinesq equations (6)-(7) have a unique global solution in $H^{m}\left(R^{2}\right)$ satisfying

$$
\|\omega(t)\|_{H^{m}}+\|\rho(t)\|_{H^{m+1}} \leq C(T)\left(\left\|\omega_{0}\right\|_{H^{m}}+\left\|\rho_{0}\right\|_{H^{m+1}}\right), \quad 0 \leq t \leq T
$$

for any $T>0$.
Proof. First, a standard energy estimate shows that $\|u\|_{L^{2}}$ is bounded since $\|\rho\|_{L^{2}}$ is conserved in time and bounded.

Let $W=\nabla^{\perp} \rho$. Then $W$ satisfies the following evolution equation:

$$
\begin{equation*}
W_{t}+\left(u_{\alpha} \cdot \nabla\right) W=\nabla u_{\alpha} \cdot W \tag{27}
\end{equation*}
$$

For any odd integer $p>2$, we multiply (6) by $\omega^{p-1}$ and (27) by $|W|^{p-2} W$, respectively, and integrate over $R^{2}$. Upon using integration by parts for the convection terms and exploring the incompressibility of the velocity fields, $u$ and $u_{\alpha}$, we obtain

$$
\begin{align*}
\frac{1}{p} \frac{d}{d t} \int_{R^{2}}\left(|\omega|^{p}+|W|^{p}\right) d x & \leq\left(1+\left\|\nabla u_{\alpha}\right\|_{\infty}\right) \int_{R^{2}}|W|^{p} d x+\int_{R^{2}}|\omega|^{p} d x  \tag{28}\\
& \leq\left(1+\left\|\nabla u_{\alpha}\right\|_{\infty}\right)\left(\int_{R^{2}}|\omega|^{p} d x+\int_{R^{2}}|W|^{p} d x\right)
\end{align*}
$$

where we have used Yang's inequality to obtain

$$
\begin{aligned}
\int_{R^{2}} \omega^{p-1}\left|\rho_{x_{1}}\right| d x & \leq \frac{p-1}{p} \int_{R^{2}}|\omega|^{p} d x+\frac{1}{p} \int_{R^{2}}\left|\rho_{x_{1}}\right|^{p} d x \\
& \leq \int_{R^{2}}|\omega|^{p} d x+\int_{R^{2}}|W|^{p} d x
\end{aligned}
$$

Using estimates (13), we get

$$
\begin{align*}
\left\|\nabla u_{\alpha}\right\|_{\infty} & \leq C\left(1+\left\|\nabla u_{\alpha}\right\|_{B M O} \log \left(\left\|\nabla u_{\alpha}\right\|_{W^{1, p}}+e\right)\right)  \tag{29}\\
& \leq C\left(1+\left\|\nabla u_{\alpha}\right\|_{B M O} \log \left(\|\omega\|_{L^{p}}+e\right)\right)
\end{align*}
$$

where we have used $u=\nabla^{\perp}(-\triangle)^{-1} \omega$ and the Sobolev embedding estimate

$$
\left\|\nabla u_{\alpha}\right\|_{W^{1, p}} \leq C\left(\left\|u_{\alpha}\right\|_{H^{1}}+\|\omega\|_{L^{p}}\right)
$$

for $p \geq 2$ and the fact that $\left\|u_{\alpha}\right\|_{H^{1}} \leq C\|u\|_{L^{2}}$ is bounded.

On the other hand, we obtain by using the John-Nirenberg-type estimate (definition of BMO) in two dimensions

$$
\begin{equation*}
\left\|\nabla u_{\alpha}\right\|_{B M O} \leq C\left\|\nabla u_{\alpha}\right\|_{H^{1}} \leq C\|u\|_{L^{2}} \leq C \tag{30}
\end{equation*}
$$

where we have used the fact that $\|u\|_{L^{2}}$ is bounded. Therefore, we obtain by combining (28), (29), and (30) that
(31) $\frac{d}{d t}\left(\|\omega\|_{L^{p}}^{p}+\|W\|_{L^{p}}^{p}\right) \leq\left(\|\omega\|_{L^{p}}^{p}+\|W\|_{L^{p}}^{p}\right)\left(1+\log \left(\|\omega\|_{L^{p}}^{p}+\|W\|_{L^{p}}^{p}+e\right)\right)$.

The Gronwall inequality then implies that

$$
\begin{equation*}
\|\omega(t)\|_{L^{p}}+\|W(t)\|_{L^{p}} \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{32}
\end{equation*}
$$

Using (29), (30), and (32), we get

$$
\begin{equation*}
\left\|\nabla u_{\alpha}(t)\right\|_{\infty} \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{33}
\end{equation*}
$$

It follows from (27) and (33) that

$$
\begin{equation*}
\|W(t)\|_{\infty} \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{34}
\end{equation*}
$$

which in turns implies that

$$
\begin{equation*}
\|\omega(t)\|_{\infty} \leq C(T) \quad \text { for } \quad 0 \leq t \leq T \tag{35}
\end{equation*}
$$

Now it is a standard exercise to show [20] that

$$
\frac{d}{d t}\left(\|\omega\|_{H^{m}}+\|W\|_{H^{m}}\right) \leq C(T)\left(\left\|\nabla u_{\alpha}\right\|_{\infty}+\|W\|_{\infty}\right)\left(\|\omega\|_{H^{m}}+\|W\|_{H^{m}}\right)
$$

The theorem now follows from (34)-(35) and the Gronwall inequality. This completes the proof of the theorem.

Next, we prove the global existence of the averaged 2D quasi-geostrophic equations (8)-(10).

ThEOREM 3. Assume that $\theta_{0} \in H^{m+1}\left(R^{2}\right)$ for $m \geq 0$. Then for any $\alpha>0$, the solution of the Lagrangian averaged $2 D$ quasi-geostrophic equations (8)-(10) has a unique global solution in $H^{m+1}\left(R^{2}\right)$ satisfying

$$
\left.\|\theta(t)\|_{H^{m+1}} \leq C(T)\left\|\theta_{0}\right\|_{H^{m+1}}\right), \quad 0 \leq t \leq T
$$

for any $T>0$.
Proof. Again, we can perform a standard energy estimate to show that $\|\theta\|_{L^{p}}$ is bounded by $\left\|\theta_{0}\right\|_{L^{p}}$ (including $p=\infty$, which can be obtained via the so-called maximum principle).

Let $\omega=\nabla^{\perp} \theta$. Then $\omega$ satisfies the following evolution equation:

$$
\begin{equation*}
\omega_{t}+\left(u_{\alpha} \cdot \nabla\right) \omega=\nabla u_{\alpha} \cdot \omega \tag{36}
\end{equation*}
$$

Thus, $\omega$ shares the similar vortex stretching term as the 3D Euler equation. Now using an argument similar to our energy estimate for (27), we can obtain

$$
\begin{equation*}
\frac{1}{p} \frac{d}{d t} \int_{R^{2}}|\omega|^{p} d x \leq\left\|\nabla u_{\alpha}\right\|_{\infty} \int_{R^{2}}|\omega|^{p} d x \tag{37}
\end{equation*}
$$

Note that

$$
\nabla u_{\alpha}=\nabla\left(1-\alpha^{2} \triangle\right)^{-1 / 2}(-\triangle)^{-1 / 2} \nabla^{\perp} \theta \equiv R \theta
$$

for some Riesz-type operator $R$. Using the embedding estimates

$$
\left\|\nabla u_{\alpha}\right\|_{B M O} \leq C\|\theta\|_{B M O}
$$

and

$$
\left\|\nabla u_{\alpha}\right\|_{W^{1, p}} \leq C\|\theta\|_{W^{1, p}} \leq C\left(\|\theta\|_{L^{p}}+\|\nabla \theta\|_{L^{p}}\right) \text { for } 1<p<\infty,
$$

we obtain using (13) that

$$
\begin{align*}
\left\|\nabla u_{\alpha}\right\|_{\infty} & \leq C\left(1+\left\|\nabla u_{\alpha}\right\|_{B M O} \log \left(\left\|\nabla u_{\alpha}\right\|_{W^{1, p}}+e\right)\right) \\
& \leq C\left(1+\|\theta\|_{B M O} \log \left(\|\theta\|_{L^{p}}+\|\omega\|_{L^{p}}+e\right)\right) \\
& \leq C\left(1+\|\theta\|_{\infty} \log \left(\|\omega\|_{L^{p}}+e\right)\right) \\
& \leq C\left(1+\log \left(\|\omega\|_{L^{p}}+e\right)\right) . \tag{38}
\end{align*}
$$

Substituting (38) into (37) gives

$$
\begin{equation*}
\frac{d}{d t}\|\omega\|_{L^{p}}^{p} \leq C\left(1+\log \left(\|\omega\|_{L^{p}}+e\right)\right)\|\omega\|_{L^{p}}^{p} \tag{39}
\end{equation*}
$$

The Gronwall inequality then implies that

$$
\begin{equation*}
\|\omega(t)\|_{L^{p}} \leq C(T)\left\|\omega_{0}\right\|_{L^{p}}, \quad 0 \leq t \leq T, \tag{40}
\end{equation*}
$$

which, together with (38), gives

$$
\begin{equation*}
\left\|\nabla u_{\alpha}\right\|_{\infty} \leq C(T), \quad 0 \leq t \leq T . \tag{41}
\end{equation*}
$$

Now it follows from (41) and (36) that

$$
\begin{equation*}
\|\omega\|_{\infty} \leq C(T), \quad 0 \leq t \leq T . \tag{42}
\end{equation*}
$$

Now it is a standard exercise to show [20] that

$$
\frac{d}{d t}\|\omega\|_{H^{m}} \leq C(T)\left(\|\omega\|_{\infty}+\left\|\nabla u_{\alpha}\right\|_{\infty}\right)\|\omega\|_{H^{m}}
$$

The theorem now follows from (41)-(42) and the Gronwall inequality. This completes the proof of the theorem.
3. The level set formulation for the 3D Euler equations. In this section, we will present a level set formulation for the 3D Euler equations and show how they can be used to obtain a sufficient condition to guarantee the global existence of the averaged Euler equations.

We consider the 3D Euler equations in the vorticity form:

$$
\begin{equation*}
\partial_{t} \omega+(u \cdot \nabla) \omega=\nabla u \cdot \omega, \quad \omega(0, x)=\omega_{0}(x), \tag{43}
\end{equation*}
$$

where $\omega=\nabla \times u$ and $u$ is divergence-free.

Let $X(t, \alpha)$ be the Lagrangian flow map satisfying

$$
\begin{equation*}
\frac{d}{d t} X(t, \alpha)=u(t, X(t, \alpha)), \quad X(0, \alpha)=\alpha \tag{44}
\end{equation*}
$$

Since $u$ is divergence-free, we know that the determinant of the Jacobian matrix $\frac{\partial X}{\partial \alpha}$ is identically equal to one. It is well known that vorticity along the Lagrangian trajectory has the following analytical expression [6]:

$$
\begin{equation*}
\omega(t, X(t, \alpha))=\frac{\partial X}{\partial \alpha} \omega_{0}(\alpha) \tag{45}
\end{equation*}
$$

Let $\theta(t, x)$ be the inverse map of $X(t, \alpha)$, i.e., $X(t, \theta(t, x)) \equiv x$. Then it is easy to show that $\theta$ satisfies the following evolution equation:

$$
\begin{equation*}
\theta_{t}+(u \cdot \nabla) \theta=0, \quad \theta(0, x)=x \tag{46}
\end{equation*}
$$

Let $\theta=\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ and $\omega_{0}=\left(\omega_{0}^{(1)}, \omega_{0}^{(2)}, \omega_{0}^{(3)}\right)$. Using (45) and the fact that $X_{\alpha} \theta_{x}=I$ and $\left|\theta_{x}\right|=1$, we can show that

$$
\begin{equation*}
\omega(t, x)=\omega_{0}^{(1)}(\theta) \nabla \theta_{2} \times \nabla \theta_{3}+\omega_{0}^{(2)}(\theta) \nabla \theta_{3} \times \nabla \theta_{1}+\omega_{0}^{(3)}(\theta) \nabla \theta_{1} \times \nabla \theta_{2} \tag{47}
\end{equation*}
$$

Note that $\theta_{j}(j=1,2,3)$ are level set functions convected by the flow velocity $u$. In general, one can show that if the initial vorticity $\omega(0, x)=\omega_{0}\left(\phi_{0}, \psi_{0}\right) \nabla \phi_{0} \times \nabla \psi_{0}$ and the level set functions $\phi$ and $\psi$ satisfy

$$
\begin{array}{ll}
\phi_{t}+(u \cdot \nabla) \phi=0, & \phi(0, x)=\phi_{0}(x) \\
\psi_{t}+(u \cdot \nabla) \psi=0, & \psi(0, x)=\psi_{0}(x) \tag{49}
\end{array}
$$

then the vorticity at a later time can be expressed in terms of these two level set functions and their gradients:

$$
\begin{equation*}
\omega(t, x)=\omega_{0}(\phi, \psi) \nabla \phi \times \nabla \psi \tag{50}
\end{equation*}
$$

This level set formulation has been considered by Deng, Hou, and Yu in their study of the 3D Euler equations [12]. The special case when $\omega_{0}=1$ is also known as the Clebsch representation [7]. In this case, the velocity field has the form

$$
u=\nabla p+\phi \nabla \psi
$$

for some potential function $p$.
It is easy to see that the above level set formulation of vorticity for the 3D Euler equations also applies to the 3D Lagrangian averaged Euler equations. The only change is that the level set functions now satisfy

$$
\begin{align*}
\phi_{t}+\left(u_{\alpha} \cdot \nabla\right) \phi & =0, \tag{51}
\end{align*} \quad \phi(0, x)=\phi_{0}(x), ~ 子 ~(0, x)=\psi_{0}(x) .
$$

Now we state a sufficient condition for the global existence of the Lagrangian averaged Euler equations in terms of the property of the level set functions defined by (51)-(52). Before we state our result, we first introduce a definition of the total variation of a level set function, $\phi$, as follows:

$$
\begin{equation*}
\|\phi\|_{T V x_{1}}=\sup _{x_{2}, x_{3}} \int_{-\infty}^{\infty}\left|\frac{\partial}{\partial x_{1}} \phi\left(x_{1}, x_{2}, x_{3}\right)\right| d x_{1} \tag{53}
\end{equation*}
$$

We can define $\|\phi\|_{T V x_{2}}$ and $\|\phi\|_{T V x_{3}}$ similarly and let $\|\phi\|_{T V}=\sum_{i=1}^{3}\|\phi\|_{T V x_{i}}$.
ThEOREM 4. Assume that $\omega(0, x)=\omega_{0}\left(\phi_{0}, \psi_{0}\right) \nabla \phi_{0} \times \nabla \psi_{0}$ is the form of the initial vorticity, with $\omega_{0}, \phi_{0}$, and $\psi_{0}$ being smooth and bounded. Moreover, we assume that $\phi$ and $\psi$ satisfy (51)-(52) such that either $\int_{0}^{T}\|\phi\|_{T V} d t<\infty$ or $\int_{0}^{T}\|\psi\|_{T V} d t<\infty$ for any $T>0$. Then the averaged $3 D$ Euler equations have a unique smooth global solution satisfying

$$
\left.\|\omega(t)\|_{H^{m}} \leq C(T)\|\omega(0)\|_{H^{m}}\right), \quad 0 \leq t \leq T
$$

for any $T>0$.
Remark. As we mentioned before, the above result has a clear geometric interpretation. It implies that if the 1D restriction of the level set function $\phi$ or $\psi$ has a total variation which is integrable in time, then there is no finite time blow-up. This excludes the possibility of a finite number of isolated singularities when vorticity is considered as a 1D function by fixing the other two variables. In particular, if there is a finite time singularity, the 1 D restriction of vorticity must be highly oscillatory at the singularity time, and the singularities are dense in the singular region.

Proof. Recall that

$$
u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1} \nabla \times(-\triangle)^{-1} \omega
$$

Thus we have

$$
\nabla u_{\alpha}=\left(1-\alpha^{2} \triangle\right)^{-1} R \omega
$$

where $R=\nabla \nabla \times(-\triangle)^{-1}$ is a Riesz operator.
First, we consider the special case when $\omega_{0} \equiv 1$. In this case, we have $\omega=\nabla \phi \times \nabla \psi$ for all times. Without loss of generality, we may assume that $\int_{0}^{T}\|\psi\|_{T V} d t<\infty$. We can further rewrite $\omega=\nabla \times(\phi \nabla \psi)$.

Let $B(y)$ be the integral kernel of the operator $\left(1-\alpha^{2} \triangle\right)^{-1} R$ in $R^{3}$. We set $x=0$ and omit the reference to time. Then we can express

$$
\begin{aligned}
\left|\nabla u_{\alpha}(0)\right| & =\left|\int_{R^{3}} B(y) \omega(y) d y\right| \\
& =\left|\int_{R^{3}} \nabla B(y) \times(\phi(y) \nabla \psi(y)) d y\right| .
\end{aligned}
$$

One can show that

$$
\begin{equation*}
|\nabla B(y)| \leq \frac{C_{\alpha}}{|y|^{2}\left(1+|y|^{\frac{1}{4}}\right)} \tag{54}
\end{equation*}
$$

Let $B_{\epsilon}$ denote the ball centered at the origin with radius $\epsilon<1$. Note that the level set functions $\phi$ and $\psi$ are bounded for all times. Let $p>3, q$ be the conjugate of $p$ satisfying $\frac{1}{p}+\frac{1}{q}=1$. Further, we denote $r=\frac{3-2 q}{q}$. If $y_{i}$ is one of the three components of $y$ in $R^{3}$, we denote by $y^{\prime}$ the remaining 2D vector excluding $y_{i}$. Then we have

$$
\begin{aligned}
\left|\nabla u_{\alpha}(0)\right| & =\left|\int_{B_{\epsilon}}+\int_{|y| \geq \epsilon} \nabla B(y) \times(\phi(y) \nabla \psi(y)) d y\right| \\
& \leq\|\phi\|_{\infty}\left(\epsilon^{\frac{3-2 q}{q}}\|\nabla \psi\|_{L^{p}}+\sum_{i=1}^{3} \int_{\left|y^{\prime}\right|^{2}+\left|y_{i}\right|^{2} \geq \epsilon^{2}} \frac{d y^{\prime}}{\left(\left|y_{i}\right|^{2}+\left|y^{\prime}\right|^{2}\right)\left(1+|y|^{\frac{1}{4}}\right)} \int\left|\frac{\partial \psi}{\partial y_{i}}\right| d y_{i}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq\|\phi\|_{\infty}\left(\epsilon^{r}\|\nabla \psi\|_{L^{p}}+\|\psi\|_{T V} \int_{R^{2}} \frac{d y^{\prime}}{\left(\epsilon^{2}+\left|y^{\prime}\right|^{2}\right)\left(1+|y|^{\frac{1}{4}}\right)}\right. \\
&\left.+\|\psi\|_{T V} \int_{\left|y^{\prime}\right| \geq \epsilon} \frac{d y^{\prime}}{\left|y^{\prime}\right|^{2}\left(1+\left|y^{\prime}\right|^{\frac{1}{4}}\right)}\right) \\
& \leq\|\phi\|_{\infty}\left(\epsilon^{r}\|\nabla \psi\|_{L^{p}}+\|\psi\|_{T V} \log \frac{1}{\epsilon}\right)
\end{aligned}
$$

where we have used the Hölder inequality in the estimate for the inner part. Note that $\|\phi\|_{\infty} \leq\left\|\phi_{0}\right\|_{\infty}$. By setting $\epsilon^{r}\left(e+\|\nabla \psi\|_{L^{p}}\right)=1$, we obtain

$$
\begin{equation*}
\left|\nabla u_{\alpha}(0)\right| \leq C\left(1+\|\psi\|_{T V} \log \left(\|\nabla \psi\|_{L^{p}}+e\right)\right) \tag{55}
\end{equation*}
$$

Differentiating (52) with respect to $x$, we obtain

$$
\begin{equation*}
(\nabla \psi)_{t}+\left(u_{\alpha} \cdot \nabla\right)(\nabla \psi)+\nabla u_{\alpha} \nabla \psi=0 \tag{56}
\end{equation*}
$$

Performing the energy estimate to (56), we get

$$
\begin{aligned}
\frac{\partial}{\partial t}\|\nabla \psi\|_{L^{p}} & \leq\left\|\nabla u_{\alpha}\right\|_{\infty}\|\nabla \psi\|_{L^{p}} \\
& \leq C\left(1+\|\psi\|_{T V} \log \left(\|\nabla \psi\|_{L^{p}}+e\right)\right)\|\nabla \psi\|_{L^{p}}
\end{aligned}
$$

The Gronwall inequality then implies that

$$
\begin{equation*}
\|\nabla \psi\|_{L^{p}} \leq C(T) \tag{57}
\end{equation*}
$$

provided that $\int_{0}^{T}\|\psi\|_{T V} d t<\infty$. Substituting (57) back into (55), we conclude that

$$
\begin{equation*}
\int_{0}^{T}\left\|\nabla u_{\alpha}\right\|_{\infty} d t \leq C \int_{0}^{T}\|\psi\|_{T V} d t \leq C(T) \tag{58}
\end{equation*}
$$

The bound on $\int_{0}^{T}\left\|\nabla u_{\alpha}\right\|_{\infty} d t$ immediately gives the maximum bound on $\nabla \psi$ from (56). Similarly, we obtain the maximum bound for $\nabla \phi$. Combining the maximum estimates for $\nabla \psi$ and $\nabla \phi$, we obtain the maximum bound for vorticity $\omega$. Then it is a standard argument to prove the energy estimate for $\omega$ in the $H^{m}$ norm using

$$
\frac{\partial}{\partial t}\|\omega\|_{H^{m}} \leq C\left(\left\|\nabla u_{\alpha}\right\|_{\infty}+\|\omega\|_{\infty}\right)\|\omega\|_{H^{m}}
$$

It remains to comment on the more general case when $\omega_{0} \neq 1$. Note that

$$
\begin{aligned}
\omega_{0}(\phi, \psi) \nabla \phi \times \nabla \psi & =\nabla\left(\omega_{0} \phi\right) \times \nabla \psi-\phi\left(\omega_{0}\right)_{\phi} \nabla \phi \times \nabla \psi \\
& =\nabla \times\left(\omega_{0} \phi \nabla \psi\right)-\phi\left(\omega_{0}\right)_{\phi} \nabla \phi \times \nabla \psi
\end{aligned}
$$

Define

$$
h(\phi, \psi)=\int_{0}^{\phi} s\left(\omega_{0}\right)_{\phi}(s, \psi) d s
$$

Then we have

$$
\begin{aligned}
\nabla h(\phi, \psi) & =h_{\phi} \nabla \phi+h_{\psi} \nabla \psi \\
& =\phi\left(\omega_{0}\right)_{\phi} \nabla \phi+h_{\psi} \nabla \psi .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left(\phi\left(\omega_{0}\right)_{\phi} \nabla \phi\right) \times \nabla \psi & =\nabla h \times \nabla \psi-h_{\psi} \nabla \psi \times \nabla \psi \\
& =\nabla \times(h \nabla \psi)
\end{aligned}
$$

Note that $h$ is bounded since both $\phi$ and $\left(\omega_{0}\right)_{\phi}$ are bounded. Therefore, we can rewrite

$$
\omega_{0}(\phi, \psi) \nabla \phi \times \nabla \psi=\nabla \times\left(\omega_{0} \phi \nabla \psi\right)-\nabla \times(h \nabla \psi)
$$

with both $\omega_{0} \phi$ and $h$ being bounded. Thus the previous argument for $\omega_{0}=1$ applies to the case when $\omega_{0} \neq 1$. This completes the proof of the theorem.
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#### Abstract

The semigeostrophic equations are used in meteorology. They appear as a variant of the two-dimensional Euler incompressible equations in vorticity form, where the Poisson equation that relates the stream function and the vorticity field is just replaced by the fully nonlinear elliptic Monge-Ampère equation. This work gathers new results concerning the semigeostrophic equations: existence and stability of measure-valued solutions, existence and uniqueness of solutions under certain continuity conditions for the density, and convergence to the incompressible Euler equations.
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1. Introduction. The semigeostrophic equations are an approximation of the Euler equations of fluid mechanics used in meteorology to describe atmospheric flows. They are believed (see [12]) to be an efficient model in describing frontogenesis. Different versions (incompressible [1], shallow water [10], compressible [11]) of this model have been studied, and we will focus here on the incompressible two-dimensional (2-d) and three-dimensional (3-d) versions. The 3-d model describes the behavior of an incompressible fluid in a domain $\Omega \subset \mathbb{R}^{3}$. To the evolution in $\Omega$ is associated a motion in a "dual" space, described by the following nonlinear transport equation:

$$
\begin{aligned}
& \partial_{t} \rho+\nabla \cdot(\rho \mathbf{v})=0 \\
& \mathbf{v}=(\nabla \Psi(x)-x)^{\perp} \\
& \operatorname{det} D^{2} \Psi=\rho \\
& \rho(t=0)=\rho^{0}
\end{aligned}
$$

Here $\rho^{0}$ is a probability measure on $\mathbb{R}^{3}$, and for every $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right) \in \mathbb{R}^{3}$, $\mathbf{v}^{\perp}$ stands for $\left(-v_{2}, v_{1}, 0\right)$. The velocity field is recovered at each time step by solving a Monge-Ampère equation in the sense of the polar factorization of maps (see [3]), i.e., in the sense that $\Psi$ is convex from $\mathbb{R}^{3}$ to $\mathbb{R}$ and satisfies $\nabla \Psi_{\#} \rho=\chi_{\Omega} \mathcal{L}^{3}$, where $\mathcal{L}^{3}$ is the Lebesgue measure of $\mathbb{R}^{3}$, and $\chi_{\Omega}$ is the indicator function of $\Omega$. It is imposed as a compatibility condition that $\Omega$ has Lebesgue-measure one. This model arises as an approximation of the primitive equations of meteorology, and we shall give a brief idea of the derivation of the model, although the reader interested in more details should refer to [12].

In this work we will deal with various questions related to the semigeostrophic (SG) system: existence and stability of measure-valued solutions, existence and uniqueness of smooth solutions, and finally convergence toward the incompressible Euler equations in 2-d. As stated in the title, we will exploit throughout the paper the

[^44]strong analogy with the 2-d incompressible Euler equations that we recall here:
\[

$$
\begin{aligned}
& \partial_{t} \omega+\nabla \cdot(\omega \mathbf{v})=0 \\
& \mathbf{v}=(\nabla \Phi)^{\perp} \\
& \Delta \Phi=\omega \\
& \omega(t=0)=\omega^{0}
\end{aligned}
$$
\]

We recognize clearly that the vorticity $\omega$ here plays the role of the density $\rho$ in the SG system. One obtains the SG system just by replacing the Poisson equation $\Delta \Phi=\omega$ by the Monge-Ampère equation $\operatorname{det}\left(I+D^{2} \Phi\right)=\omega$. (However, note that the density $\rho$ does not have a clear physical interpretation since it is a density in a dual space.) From this analogy, and inspired by the well-developed mathematical theory on the 2-d Euler equations (see [21] for instance), the goal of this paper is twofold:

The first goal is to the study of the initial value problem for the SG system. We will first establish a global existence result for weak measure-valued solutions, hence giving a framework for weak solutions that strictly contains the results obtained in previous works. We will also obtain local smooth solutions, trying to lower as much as possible the requirement on the initial data, and prove uniqueness in a certain class of smooth solutions. This well-posedness result for smooth initial data will be our main result.

The second goal is to give some rigorous mathematical justification of the derivation of the SG system from the 2 -d Euler equations. In an attempt in this direction, we will show that in some asymptotic regime (namely, "small" solutions over a long time) the SG system and the 2-d Euler system are asymptotically close.

We will use a combination of various techniques: The SG system is a transport equation, and we will study it as such, using either the Eulerian or the Lagrangian point of view. Since the coupling between density and velocity field involves a MongeAmpère equation, we will also rely on the regularity theory developed for this fully nonlinear elliptic equation, which is much more recent and far less known than the results on solutions to the Poisson equation. More originally we will use optimal transportation and the technique developed in [18] to show uniqueness of certain solutions. Note (though this is a coincidence) that optimal transportation will appear earlier in the present paper in the derivation of the SG system. Finally the proof of convergence toward the incompressible Euler equations will be made using modulated energy techniques, a general technique (also known as the "relative entropy method," documented in [13]) used for the asymptotic study of hyperbolic systems.

The paper is organized as follows: In the next paragraph we give a brief description of the derivation of the SG system from the Euler incompressible equations. To formulate rigorously the system, we then review the results concerning optimal transportation and polar factorization of maps, which are key concepts used throughout this paper (section 1.2). We are then able to formulate the SG system, both in its Lagrangian and Eulerian (or dual) forms (sections 1.3 and 1.4).

Section 1.5 is dedicated to a longer discussion on the results obtained and gives a sketch of some of the crucial arguments. This section closes the introduction. Each of the following sections is dedicated to the proof of one of the results.

Section 2 is devoted to the existence of a weak measure-valued solution, in section 3 we show existence of Dini continuous solutions, in section 4 we show uniqueness of solutions with Hölder continuous density, and in section 5 we show the convergence of solutions of SG equations toward solutions of the 2-d Euler incompressible equations.

All those results will be reviewed and discussed in greater detail in section 1.5, after we have derived the SG equations.
1.1. Derivation of the SG equations. We now give for the sake of completeness a brief and simplified idea of the derivation of the system, inspired by [1]; more complete arguments can be found in [12].

Lagrangian formulation. We start with the 3-d incompressible Euler equations with constant Coriolis parameter $f$ in a domain $\Omega$.

$$
\begin{aligned}
& \frac{D \mathbf{v}}{D t}+f \mathbf{v}^{\perp}=\frac{1}{\rho} \nabla p-\nabla \varphi, \\
& \nabla \cdot \mathbf{v}=0, \quad \frac{D \rho}{D t}=0, \\
& \mathbf{v} \cdot \partial \Omega=0,
\end{aligned}
$$

where $\frac{D \cdot}{D t}$ stands for $\partial_{t}+\mathbf{v} \cdot \nabla$, and we still use $\mathbf{v}^{\perp}=\left(-v_{2}, v_{1}, 0\right)$. The term $\nabla \varphi$ denotes the gravitational effects (here we will take $\varphi=g x_{3}$ with constant $g$ ), and the term $f \mathbf{v}^{\perp}$ is the Coriolis force due to rotation of the Earth. For large scale atmospheric flows, the Coriolis force $f \mathbf{v}^{\perp}$ dominates the advection term $\frac{D \mathbf{v}}{D t}$ and renders the flow mostly 2 -d. We use the hydrostatic approximation, $\partial_{x_{3}} p=-\rho g$, and restrict ourselves to the case $\rho \equiv 1$.

Keeping only the leading order terms leads to the geostrophic balance

$$
\mathbf{v}_{g}=-f^{-1} \nabla^{\perp} p,
$$

which defines $\mathbf{v}_{g}$, the geostrophic wind. Decomposing $\mathbf{v}=\mathbf{v}_{g}+\mathbf{v}_{a g}$, where the second component is the ageostrophic wind, a supposed small departure from the geostrophic balance, the SG system reads

$$
\begin{aligned}
\frac{D \mathbf{v}_{g}}{D t}+f \mathbf{v}^{\perp} & =\nabla_{H} p, \\
\nabla \cdot \mathbf{v} & =0,
\end{aligned}
$$

where $\nabla_{H}=\left(\partial_{x_{1}}, \partial_{x_{2}}, 0\right)$. Note, however, that the advection operator $\partial_{t}+\mathbf{v} \cdot \nabla$ still uses the full velocity $\mathbf{v}$. Introducing the potential

$$
\Phi=\frac{1}{2}\left|x_{H}\right|^{2}+f^{-2} p,
$$

with $x_{H}=\left(x_{1}, x_{2}, 0\right)$, we obtain

$$
\frac{D}{D t} \nabla \Phi(t, x)=f(x-\nabla \Phi(t, x))^{\perp} .
$$

We introduce the Lagrangian map $\mathbf{g}: \Omega \times \mathbb{R}^{+} \mapsto \Omega$, giving the position at time $t$ of the particle of fluid located at $x_{0}$ at time 0 . The previous equation means that if for fixed $x \in \Omega$ we consider the trajectory in the "dual" space, defined by $X(t, x)=\nabla \Phi(t, \mathbf{g}(t, x))$, we have

$$
\partial_{t} X(t, x)=f(\mathbf{g}(t, x)-X(t, x))^{\perp} .
$$

By rescaling the time, we can set $f=1$. Under this form the system looks underdetermined: Indeed $\Phi$ is unknown; however, we have the condition $X(t, x)=$
$\nabla \Phi(t, \mathbf{g}(t, x))$. Moreover, the motion of the fluid being incompressible and contained in $\Omega$, the map $\mathbf{g}(t, \cdot)$ must be measure preserving in $\Omega$ for each $t$, i.e.,

$$
\mathcal{L}^{3}\left(\mathbf{g}(t)^{-1}(B)\right)=\mathcal{L}^{3}(B)
$$

for each $B \subset \Omega$ measurable (where $\mathcal{L}^{3}$ denotes the Lebesgue measure of $\mathbb{R}^{3}$ ). We shall hereafter denote by $G(\Omega)$ the set of all such measure preserving maps. Then Cullen's stability criteria [12] asserts that the potential $\Phi$ should be convex for the system to be stable to small perturbations of a particle's positions in the $x$ space. Indeed the convexity of $\Phi$ asserts that $\nabla \Phi$ minimizes some potential energy (the reader interested in a more detailed explanation of this variational principle should refer to [12]).

Hence, for each $t, \Phi$ must be a convex function such that

$$
X(t, \cdot)=\nabla \Phi(t, \mathbf{g}(t, \cdot))
$$

with $\mathbf{g}(t, \cdot) \in G(\Omega)$.
In the next paragraph we shall see that, under very mild assumptions on $X$, this decomposition, called polar factorization, can only happen for a unique choice of $\mathbf{g}$ and $\nabla \Phi$. Now if $\Phi^{*}$ is the Legendre transform of $\Phi$,

$$
\Phi^{*}(y)=\sup _{x \in \Omega} x \cdot y-\Phi(x)
$$

then $\nabla \Phi$ and $\nabla \Phi^{*}$ are inverse maps of each other, and the SG system then reads

$$
\begin{aligned}
& \frac{D X}{D t}=\left(\nabla \Phi^{*}(X(t))-X(t)\right)^{\perp} \\
& \nabla \Phi^{*}(t) \circ X(t) \in G(\Omega)
\end{aligned}
$$

In this context, $X(t)$ is thus the dual trajectory to the physical trajectory $\mathbf{g}(t)$, and $\left(\nabla \Phi^{*}(X(t))-X(t)\right)^{\perp}$ is up to a multiplicative constant, the geostrophic wind at point $\mathbf{g}(t)=\nabla \Phi^{*}(X(t))$.

In the next paragraph, we review the results concerning the existence and uniqueness of the gradients $\nabla \Phi, \nabla \Phi^{*}$.
1.2. Polar factorization of vector valued maps. The polar factorization of maps has been discovered by Brenier in [3]. It was later extended to the case of general Riemannian manifolds by McCann in [23].

The Euclidean case. Let $\Omega$ be a fixed bounded domain of $\mathbb{R}^{d}$ of Lebesgue measure 1 and satisfying the condition $\mathcal{L}^{d}(\partial \Omega)=0$. We consider a mapping $X \in$ $L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$. We will also consider the push-forward of the Lebesgue measure of $\Omega$ by $X$, which we will denote by $X_{\#} \chi_{\Omega} \mathcal{L}^{d}=d \rho$ (or, in short, $X_{\#} d x$ ) and which is defined by

$$
\forall f \in C_{b}^{0}\left(\mathbb{R}^{d}\right), \int_{\mathbb{R}^{d}} f(x) d \rho(x)=\int_{\Omega} f(X(x)) d x
$$

Let $\mathcal{P}$ be the set of probability measures $\mathbb{R}^{d}$, and let $\mathcal{P}_{a}^{2}$ be the subset of $\mathcal{P}$ where the subscript a means absolutely continuous with respect to the Lebesgue measure (or equivalently that have a density in $L^{1}\left(\mathbb{R}^{d}\right)$ ), and the superscript 2 means with finite second moment, i.e., such that

$$
\int_{\mathbb{R}^{d}}|x|^{2} d \rho(x)<+\infty
$$

Note that for $X \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, the measure $\rho=X_{\#} d x$ has necessarily a finite second moment, and thus belongs to $\mathcal{P}^{2}$.

Theorem 1.1 (Brenier [3]). Let $\Omega$ be as above, $X \in L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$, and $\rho=X_{\#} d x$.

1. There exists a unique up to a constant convex function, which will be denoted $\Phi[\rho]$, such that

$$
\forall f \in C_{b}^{0}\left(\mathbb{R}^{d}\right), \quad \int_{\Omega} f(\nabla \Phi[\rho](x)) d x=\int_{\mathbb{R}^{d}} f(x) d \rho(x)
$$

2. Let $\Psi[\rho]$ be the Legendre transform of $\Phi[\rho]$. If $\rho \in \mathcal{P}_{a}^{2}$, then $\Psi[\rho]$ is the unique up to a constant convex function satisfying

$$
\forall f \in C_{b}^{0}(\Omega), \quad \int_{\mathbb{R}^{d}} f(\nabla \Psi[\rho](x)) d \rho(x)=\int_{\Omega} f(x) d x
$$

3. If $\rho \in \mathcal{P}_{a}^{2}, X$ admits the following unique polar factorization:

$$
X=\nabla \Phi[\rho] \circ g
$$

with $\Phi[\rho]$ convex, $g$ measure preserving in $\Omega$.
Remark. $\Psi[\rho], \Phi[\rho]$ depend only on $\rho$, and are solutions (in some weak sense) in $\mathbb{R}^{d}$ and $\Omega$, respectively, of the Monge-Ampère equations

$$
\begin{aligned}
\operatorname{det} D^{2} \Psi & =\rho \\
\rho(\nabla \Phi) \quad \operatorname{det} D^{2} \Phi & =1
\end{aligned}
$$

When $\Psi$ and $\Phi$ are not in $C_{l o c}^{2}$ these equations can be understood in the viscosity (or Alexandrov) sense or in the sense of Theorem 1.1, which is strictly weaker. For the consistency of the different weak formulations and regularity issues, the reader can refer to [8].

The periodic case. The polar factorization theorem has been extended to Riemannian manifolds in [23] (see also [9] for the case of the flat torus). In this case, we consider a mapping $X: \mathbb{R}^{d} \mapsto \mathbb{R}^{d}$ such that for all $\vec{p} \in \mathbb{Z}^{d}, X(\cdot+\vec{p})=X+\vec{p}$. Then $\rho=X_{\#} d x$ is a probability measure on $\mathbb{T}^{d}$. We define $\Psi[\rho], \Phi[\rho]$ through the following.

ThEOREM 1.2. Let $X: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be as above, with $\rho=X_{\#} d x$.

1. Up to an additive constant there exists a unique convex function $\Phi[\rho]$ such that $\Phi[\rho](x)-x^{2} / 2$ is $\mathbb{Z}^{d}$-periodic (and thus $\nabla \Phi[\rho](x)-x$ is $\mathbb{Z}^{d}$-periodic), and

$$
\forall f \in C^{0}\left(\mathbb{T}^{d}\right), \quad \int_{\mathbb{T}^{d}} f(\nabla \Phi[\rho](x)) d x=\int_{\mathbb{T}^{d}} f(x) d \rho(x)
$$

2. Let $\Psi[\rho]$ be the Legendre transform of $\Phi[\rho]$. If $\rho$ is Lebesgue integrable, then $\Psi[\rho]$ is the unique up to a constant convex function satisfying the statement that $\Psi[\rho](x)-x^{2} / 2$ is $\mathbb{Z}^{d}$-periodic (and thus $\nabla \Psi[\rho](x)-x$ is $\mathbb{Z}^{d}$-periodic), and

$$
\forall f \in C^{0}\left(\mathbb{T}^{d}\right), \int_{\mathbb{T}^{d}} f(\nabla \Psi[\rho](x)) d \rho(x)=\int_{\mathbb{T}^{d}} f(x) d x
$$

3. If $\rho$ is Lebesgue integrable, $X$ admits the following unique polar factorization:

$$
X=\nabla \Phi[\rho] \circ g
$$

with $g$ measure preserving from $\mathbb{T}^{d}$ into itself, and $\Phi[\rho]$ convex, $\Phi[\rho]-|x|^{2} / 2$ periodic.
Remark 1. From the periodicity of $\nabla \Phi[\rho](x)-x, \nabla \Psi[\rho](x)-x$, for every $f$ $\mathbb{Z}^{d}$-periodic, $f(\nabla \Psi[\rho]), f(\nabla \Phi[\rho])$ are well defined on $\mathbb{R}^{d} / \mathbb{Z}^{d}$.

Remark 2. Both in the periodic and nonperiodic cases, the definitions of $\Psi[\rho]$ and $\Phi[\rho]$ make sense if $\rho$ is absolutely continuous with respect to the Lebesgue measure. If not, the definition and uniqueness of $\Phi[\rho]$ is still valid, as well as the property $\nabla \Phi[\rho]_{\#} \rho=\chi_{\Omega} \mathcal{L}^{d}$. The definition of $\Psi[\rho]$ as the Legendre transform of $\Phi[\rho]$ is still valid also, but then the expression $\int f(\nabla \Psi[\rho](x)) d \rho(x)$ does not necessarily make sense since $\nabla \Psi[\rho]$ is not necessarily continuous, and hence not defined $d \rho$ almost everywhere. Moreover the polar factorization no longer holds.

Remark 3. We have (see [9]) the unconditional bound

$$
\|\nabla \Psi[\rho](x)-x\|_{L^{\infty}\left(\mathbb{T}^{d}\right)} \leq \sqrt{d} / 2
$$

which will be useful later on.
1.3. Lagrangian formulation of the SG system. From Theorems 1.1 and 1.2 the Lagrangian formulation of the SG equation then becomes

$$
\begin{align*}
\frac{D X}{D t} & =[\nabla \Psi(X)-X]^{\perp}  \tag{1}\\
\Psi & =\Psi[\rho], \quad \rho=X_{\#} d x . \tag{2}
\end{align*}
$$

1.4. Eulerian formulation in dual variables. In both cases (periodic and nonperiodic) we thus investigate the following system, which will be referred to as $S G$ in dual variables (but we will only say SG hereafter): We look for a time-dependent probability measure $t \rightarrow \rho(t, \cdot)$ satisfying

$$
\begin{align*}
& \partial_{t} \rho+\nabla \cdot(\rho \mathbf{v})=0  \tag{3}\\
& \mathbf{v}(t, x)=(\nabla \Psi[\rho(t)](x)-x)^{\perp}  \tag{4}\\
& \rho(t=0)=\rho^{0} \tag{5}
\end{align*}
$$

Global existence of weak solutions (which are defined below) of this system with $L^{p}$ initial data for $p \geq 1$ has been shown in [1], [10], [20].
1.5. Results. In this work we deal with various mathematical problems related to this system: We first extend the notion of weak solutions that have been shown to exist for $\rho \in L^{\infty}\left(\mathbb{R}_{+}, L^{q}\left(\mathbb{R}^{3}\right)\right), q>1$ (see [1], [10]), and then for $\rho \in L^{\infty}\left(\mathbb{R}_{+}, L^{1}\left(\mathbb{R}^{3}\right)\right)$ (see [20]), to the more general case of bounded measures. The question of existence of measure-valued solutions was raised and left unanswered in those papers, and we show here existence of global solutions to the Cauchy problem with initial data a bounded compactly supported measure, and we show the weak stability/compactness of these weak measure solutions.

Then we show existence of continuous solutions; more precisely, we show local existence of solutions with Dini continuous (see (12)) density. For these solutions, the velocity field is then $C^{1}$ and the Lagrangian system (1)-(2) is defined everywhere.

This proof relies heavily on the available regularity results on solutions to the MongeAmpère equation (Theorem 3.1). Note that the Dini condition is the lowest condition known on the right-hand side of the Poisson equation that enforces $C^{2}$ regularity for the solution. Our result is not totally satisfactory since it does not provide existence of a global smooth solution, which is the case for the 2-d incompressible Euler equation. The reason for this more powerful result is that for the Poisson equation

$$
\Delta \Phi=\omega
$$

$\omega$ bounded implies that $\nabla \Phi$ is log-Lipschitz. This continuity is slightly weaker than the Lipschitz continuity, but allows one to define a Hölder continuous flow (see [21]). Moreover, the flow being incompressible, this implies (when $d=2$ ) that the vorticity is just transported along the streamlines. The construction of global smooth solutions can then be achieved only by using those two arguments.

For the SG system, solutions to

$$
\operatorname{det} D^{2} \Psi=\rho
$$

are only $C^{1, \alpha}$ when $\rho$ is merely bounded. This is not enough to build a continuous flow and prevents us from obtaining the same results as for Euler.

We also show uniqueness in the class of Hölder continuous solutions (a subclass of Dini continuous solutions). This proof uses in a crucial way the optimal transportation of measures by convex gradients and its regularity properties, and can be adapted to give a new proof of uniqueness for solutions of the 2-d Euler equation with bounded vorticity, but also for a broad class of nonlinearly coupled system. The typical application is a density evolving through a transport equation where the velocity field depends on the gradient of a potential. The potential is obtained by solving an elliptic equation, where the density appears in the right-hand side. Well-known examples of such cases are the Vlasov-Poisson and Euler-Poisson systems (see [18]). We point out that the results of existence and uniqueness obtained here are all obtained by working in a purely Lagrangian framework.

Finally, in the 2 -d case, we study the convergence of the system to the Euler incompressible equations; this convergence is expected for $\rho$ close to 1 , since formally expanding $\Psi=x^{2} / 2+\epsilon \psi$, and linearizing the determinant around the identity matrix, we get

$$
\rho=\operatorname{det} D^{2} \Psi=1+\epsilon \Delta \psi+O\left(\epsilon^{2}\right)
$$

and the Monge-Ampère equation turns into the Poisson equation

$$
\Delta \psi=\frac{\rho-1}{\epsilon}=: \mu
$$

We then perform the change of time scale $t \rightarrow t / \epsilon$ and consider now $\mu^{\epsilon}(t):=\mu\left(\frac{t}{\epsilon}\right)$. Then $\mu^{\epsilon}$ solves

$$
\begin{aligned}
\partial_{t} \mu^{\epsilon}+\nabla \cdot\left(\mu^{\epsilon} \nabla^{\perp} \psi^{\epsilon}\right) & =O(\epsilon), \\
\Delta \psi^{\epsilon} & =\mu^{\epsilon},
\end{aligned}
$$

which, when we set $O(\epsilon)=0$, we recognize as the vorticity formulation of the $2-\mathrm{d}$ Euler incompressible equation.

Let us comment on this scaling: We consider a small solution to SG, i.e., a solution where $\rho-1$ is small. We then expand this solution by a factor of $\epsilon^{-1}$ and study it on a time scale of order $\epsilon^{-1}$.

From a physical point of view, this asymptotic study may be seen as a justification of the consistency of the SG approximation when $d=2$. Indeed, when $d=2$, the Euler equations are not affected by the Coriolis force, i.e., the solutions to

$$
\begin{align*}
\partial_{t} v+v \cdot \nabla v & =-\nabla p  \tag{6}\\
\operatorname{div} v & =0 \tag{7}
\end{align*}
$$

and to

$$
\begin{align*}
\partial_{t} v+v \cdot \nabla v+f v^{\perp} & =-\nabla p  \tag{8}\\
\operatorname{div} v & =0 \tag{9}
\end{align*}
$$

are the same, since the term $v^{\perp}$ can be considered a pressure term (remember that $\left.v=\nabla^{\perp} \Phi\right)$. The term $f$ is just a time scale, and the geostrophic regime is the one where $\frac{v}{L} \ll f$, where $v$ denotes here the typical size of $v$ and $L$ the typical space scale of the system. Then, note that if $v(t, x)$ is a solution to (6), so is $v^{\epsilon}=\epsilon v(\epsilon t, x)$. But the ratio $\frac{v^{\epsilon}}{L}$ goes to 0 as $\epsilon$ goes to 0 (note that the space scales for $v$ and $v^{\epsilon}$ are the same). Hence, in the limit $\epsilon \rightarrow 0$, i.e., for small solutions to Euler, the geostrophic approximation should be valid. It is precisely in this regime that we show that the SG system and the incompressible Euler system are asymptotically close to each other, since for SG, a small solution is one where $\rho$ is close to 1 . Hence what we show is the following: Let $\rho^{0}$ be a "small" initial data for SG. Consider $\mu^{\epsilon}$ obtained from $\rho$ as explained above; then $\mu^{\epsilon}$ is close to some $\omega$ where $\omega$ solves the 2-d Euler incompressible equation in vorticity form

$$
\begin{aligned}
\partial_{t} \omega+\nabla \cdot\left(\omega \nabla^{\perp} \phi\right) & =0 \\
\Delta \phi & =\omega .
\end{aligned}
$$

In other words, when $\rho$ goes to $1, \rho$ is equivalent to a solution of Euler, on a time that goes to infinity.

The study of this "quasi-neutral" limit is done in two different ways: One uses a modulated energy method similar to the one used in [4] and [5] and is valid for weak solutions. The other uses a more classical expansion of the solution, and regularity estimates, and is similar to the method used in [17]. The second method also yields almost global solutions: Indeed, it will be shown in this paper that smooth (say, with Lipschitz density) solutions exists in short time. The asymptotic study of the convergence to Euler shows that the Lipschitz bound on the solution remains valid on a time that goes to infinity when the solution is chosen with an initial condition that converges toward the uniform density.

## 2. Measure-valued solutions.

2.1. A new definition of weak solutions. We have first the following classical weak formulation of $(3): \rho \in C\left(\mathbb{R}+, L^{1}\left(\mathbb{R}^{3}\right)-w\right)$ is said to be a weak solution of SG if

$$
\begin{aligned}
& \forall T>0, \quad \forall \varphi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{2}\right) \\
& \int \partial_{t} \varphi \rho+\nabla \varphi \cdot(\nabla \Psi[\rho]-x)^{\perp} \rho d t d x=\int \varphi(T, x) \rho(T, x) d x-\int \varphi(0, x) \rho(0, x) d x
\end{aligned}
$$

where, for all $t, \Psi[\rho]$ is as in Theorem 1.1. The problematic part in the case of measure-valued solutions is to give sense to the product $\rho \nabla \Psi[\rho]$ since at the point where $\rho$ is singular $\nabla \Psi[\rho]$ is unlikely to be continuous. Therefore we use Theorem 1.1 to write, for any $\rho \in \mathcal{P}_{a}^{2}\left(\mathbb{R}^{3}\right)$,

$$
\forall \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right), \quad \int_{\mathbb{R}^{3}} \rho \nabla \Psi[\rho]^{\perp} \cdot \nabla \varphi=\int_{\Omega} x^{\perp} \cdot \nabla \varphi(\nabla \Phi[\rho])
$$

(the integrals would be performed over $\mathbb{T}^{3}$ in the periodic case). The property $\nabla \Phi[\rho]_{\#} \chi_{\Omega} \mathcal{L}^{3}=\rho$ is still valid when $\rho$ is only a measure with finite second moment (see Remark 2 after Theorem 1.2). Therefore, the formulation on the right-hand side extends unambiguously to the case where $\rho \notin L^{1}\left(\mathbb{R}^{2}\right)$.

Geometric interpretation. This weak formulation has a natural geometric interpretation: At a point where $\Psi[\rho]$ is not differentiable, and thus where $\partial \Psi[\rho]$ is not reduced to a single point, $\nabla \Psi[\rho]$ should be replaced by $\bar{\partial} \Psi[\rho]$, the center of mass of the (convex) set $\partial \Psi[\rho]$. The function $\bar{\partial} \Psi[\rho]$ coincides Lebesgue almost everywhere with $\nabla \Psi$, and is defined as follows.

Definition 2.1. The map $\bar{\partial} \Psi[\rho]$ is defined at every point $x$ by the center of mass with respect to the Lebesgue measure of the set $\partial \Psi[\rho](x)$. In other words, if $\partial \Psi[\rho](x)$ is a $k$-dimensional convex set, we have

$$
\bar{\partial} \Psi[\rho](x)=\int_{\partial \Psi[\rho](x)} y d \mathcal{L}^{k}(y)
$$

This provides motivation for the following definition of weak measure solutions.
Definition 2.2. For all $t \in[0, T]$, let $\rho(t)$ be a probability measure of $\mathbb{R}^{3}$. It is said to be a weak measure solution to $S G$ if

1. the time-dependent probability measure $\rho$ belongs to $C([0, T], \mathcal{P}-w *)$;
2. there exists $t \rightarrow R(t)$ nondecreasing such that for all $t \in[0, T], \rho(t, \cdot)$ is supported in $B(0, R(t))$;
3. for all $T>0$ and for all $\varphi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{3}\right)$ we have

$$
\begin{align*}
& \int_{[0, T] \times \mathbb{R}^{3}} \partial_{t} \varphi(t, x) d \rho(d t, x)+\int_{[0, T] \times \Omega} \nabla \varphi(t, \nabla \Phi[\rho(t)](x)) \cdot x^{\perp} d t d x  \tag{10}\\
& \quad-\int_{[0, T] \times \mathbb{R}^{3}} \nabla \varphi(t, x) \cdot x^{\perp} d \rho(d t, x) \\
& \quad=\int \varphi(T, x) d \rho(T, x) d x-\int \varphi(0, x) d \rho(0, x) d x
\end{align*}
$$

This definition is consistent with the classical definition of weak solutions if, for all $t, \rho(t, \cdot)$ is absolutely continuous with respect to the Lebesgue measure.

### 2.2. Result. Here we prove the following.

Theorem 2.3.

1. Let $\rho^{0}$ be a probability measure compactly supported. There exists a global weak measure solution to the $S G$ system in the sense of Definition 2.2.
2. For any $T>0$, if $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ is a sequence of weak measure solutions on $[0, T]$ to $S G$ with initial data $\left(\rho_{n}^{0}\right)_{n \in \mathbb{N}}$, supported in $B_{R}$ for some $R>0$ independent of $n$, the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ is precompact in $C([0, T], \mathcal{P}-w *)$ and every converging subsequence converges to a weak measure solution of $S G$.

Proof of Theorem 2.3. We first show the weak stability of the formulation of Definition 2.2 and the compactness of weak measure solutions. We then use this result to obtain global existence of solutions to the Cauchy problem with initial data a bounded measure.

Weak stability of solutions. We consider a sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ of solutions of SG in the sense of Definition 2.2. The sequence is uniformly compactly supported at time 0 . We first show that there exists a nondecreasing function $R(t)$ such that $\rho_{n}(t)$ is supported in $B(R(t))$ for all $t, n$.

Lemma 2.4. Let $\rho \in C\left([0, T], \mathcal{P}\left(\mathbb{R}^{3}\right)-w *\right)$ satisfy (10), and let $\rho^{0}=\rho(t=0)$ be supported in $B\left(0, R^{0}\right)$. Then $\rho(t)$ is supported in $B\left(0, R^{0}+C_{\Omega} t\right), C_{\Omega}=\sup _{y \in \Omega}\{|y|\}$.

Proof. Consider any function $\xi_{\epsilon}(t, r) \in C^{\infty}([0, T] \times \mathbb{R})$ such that

$$
\begin{aligned}
& \xi_{\epsilon}(0, r) \equiv 1 \quad \text { if }-\infty<r \leq R^{0}, \\
& \xi_{\epsilon}(0, r) \equiv 0 \quad \text { if } r \geq R^{0}+\epsilon, \\
& \xi_{\epsilon}(t, r)=\xi_{\epsilon}\left(0, r-C_{\Omega} t\right),
\end{aligned}
$$

with $\xi(0, \cdot)$ nonincreasing. Then applying (10) to the test function $\xi_{\epsilon}(t,|x|)$, we find

$$
\begin{aligned}
& \frac{d}{d t} \int \xi_{\epsilon}(t,|x|) d \rho(t, x)=-\int \partial_{r} \xi_{\epsilon}(t,|x|) C_{\Omega} d \rho(t, x) \\
& \quad+\int_{\Omega} \partial_{r} \xi_{\epsilon}(t,|\nabla \Phi[\rho(t)]|) \frac{\nabla \Phi[\rho(t)]}{|\nabla \Phi[\rho(t)]|} \cdot x^{\perp} d x \\
& \quad \geq \int_{\Omega} \partial_{r} \xi_{\epsilon}(t,|\nabla \Phi[\rho(t)]|)\left(-C_{\Omega}+|x|\right) d x \\
& \quad \geq 0
\end{aligned}
$$

since, by definition of $C_{\Omega}$, for $x \in \Omega,|x| \leq C_{\Omega}$ and $\xi_{\epsilon}$ is nonincreasing with respect to $r$. Note also that we have used $\int \nabla_{x}[\xi(t,|x|)] \cdot x^{\perp} d \rho(t, x) d x \equiv 0$. We know, on the other hand, that

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} \xi_{\epsilon}(0,|x|) d \rho(0, x)=1 \\
& \int_{\mathbb{R}^{3}} \xi_{\epsilon}(t,|x|) d \rho(t, x) \leq 1
\end{aligned}
$$

Therefore we conclude that $\int_{\mathbb{R}^{3}} \xi_{\epsilon}(t,|x|) d \rho(t, x) \equiv 1$, which concludes the lemma by letting $\epsilon$ go to 0 .

From Lemma 2.4, we have

$$
\begin{aligned}
& \left|-\int_{[0, T] \times \mathbb{R}^{3}} \nabla \varphi(t, x) \cdot x^{\perp} d \rho_{n}(d t, x)+\int_{[0, T] \times \Omega} \nabla \varphi\left(t, \nabla \Phi\left[\rho_{n}(t)\right](x)\right) \cdot x^{\perp} d t d x\right| \\
& \quad \leq C(T)\|\varphi\|_{L^{1}\left([0, T], C^{1}\left(B_{R(T)}\right)\right.} .
\end{aligned}
$$

Thus from Definition 2.2, equation (10), we know that for any time $t \geq 0, \partial_{t} \rho_{n}(t, \cdot)$ is bounded in the dual of $L^{1}\left([0, T], C^{1}\left(\mathbb{R}^{3}\right)\right)$ and thus in the dual of $L^{1}\left([0, T], W^{2, p}\left(\mathbb{R}^{3}\right)\right)$ for $p>3$ by Sobolev embeddings. Thus for some $p^{\prime}>1$ we have

$$
\partial_{t} \rho_{n} \in L^{\infty}\left([0, T], W^{-2, p^{\prime}}\left(\mathbb{R}^{2}\right)\right)
$$

With the two above results, and using a classical compactness result (see [16, Chapter 1, Lemma 5.1]), we can obtain the following lemma.

Lemma 2.5. Let the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ be as above. There exists $\rho \in C([0, T], \mathcal{P}-$ $w *)$ and a subsequence $\left(\rho_{n_{k}}\right)_{k \in \mathbb{N}}$, such that for all $t \in[0, T], \rho_{n_{k}}(t)$ converges to $\rho(t)$ in the weak-* topology of measures.

With this lemma, we need to show that for all $\varphi \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{3}\right)$ we have $\nabla \varphi\left(t, \nabla \Phi\left[\rho_{n}(t)\right]\right)$ converging to $\nabla \varphi(t, \nabla \Phi[\rho(t)])$ whenever $\rho_{n}(t)$ converges weakly-* to $\rho(t)$. This last step will be a consequence of the following stability theorem.

ThEOREM 2.6 (Brenier [3]). Let $\Omega$ be as above. Let $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ be a sequence of probability measures on $\mathbb{R}^{d}$, such that for all $n, \int\left(1+|x|^{2}\right) d \rho_{n} \leq C$, let $\Phi_{n}=\Phi\left[\rho_{n}\right]$, and let $\Psi_{n}=\Psi\left[\rho_{n}\right]$ be as in Theorem 1.1. If, for any $f \in C^{0}\left(\mathbb{R}^{d}\right)$ such that $|f(x)| \leq$ $C\left(1+|x|^{2}\right), \int f \rho_{n} \rightarrow \int \rho f$, then the sequence $\Phi_{n}$ can be chosen in such a way that $\Phi_{n} \rightarrow \Phi[\rho]$ uniformly on each compact set of $\Omega$ and strongly in $W^{1,1}\left(\Omega ; \mathbb{R}^{d}\right)$, and $\Psi_{n} \rightarrow \Psi[\rho]$ uniformly on each compact set of $\mathbb{R}^{d}$ and strongly in $W_{\text {loc }}^{1,1}\left(\mathbb{R}^{d}\right)$.

From this result, we obtain that the sequence $\nabla \Phi\left[\rho_{n}\right]$ converges strongly in $L^{1}(\Omega)$ and almost everywhere (because of the convexity of $\left.\Phi[\rho]\right)$ to $\nabla \Phi[\rho]$. Thus $\nabla \varphi\left(t, \nabla \Phi\left[\rho_{n}\right]\right)$ converges to $\nabla \varphi(t, \nabla \Phi[\rho])$ in $L^{1}(\Omega)$ and one can pass to the limit in the formulation of Definition 2.2. This ends the proof of point 2 of Theorem 2.3.

Existence of solutions. We show briefly the existence of a solution to the Cauchy problem in the sense of Definition 2.2. Indeed given $\rho^{0}$ the initial data for the problem that we want to solve, by smoothing $\rho^{0}$, we can take a sequence $\rho_{n}^{0}$ of initial data belonging to $L^{1}\left(\mathbb{R}^{2}\right)$, uniformly compactly supported and converging weakly-* to $\rho^{0}$. We know already from [1], [10], [20] that for every $\rho_{n}^{0}$, one can build a global weak solution of $(3)-(5)$ that will be uniformly compactly supported on $[0, T]$ for all $T \geq 0$. This sequence will also be a solution in the sense of Definition 2.2 . We then use the stability Theorem 2.6 and conclude that, up to extraction of a subsequence, the sequence $\rho_{n}$ converges in $C([0, T], \mathcal{P}-w *)$ to a weak measure solution of SG with initial data $\rho^{0}$. This achieves the proof of Theorem 2.3.

Remark. One can prove in fact the more general result, valid for nonlinear functionals.

Proposition 2.7. Let $F \in C^{0}\left(\Omega \times \mathbb{R}^{d}\right)$, such that $|F(x, y)| \leq C\left(1+|y|^{2}\right)$, and let $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence of probability measures, Lebesgue integrable, with finite second moment. Let $\rho$ be a probability measure with finite second moment, such that for all $f \in C^{0}\left(\mathbb{R}^{d}\right)$ such that $|f(x)| \leq C\left(1+|x|^{2}\right), \int f d \rho_{n} \rightarrow \int f d \rho$. Then, as $n$ goes to $\infty$, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} F\left(\nabla \Psi\left[\rho_{n}\right](x), x\right) d \rho_{n}(x)=\int_{\Omega} F\left(y, \nabla \Phi\left[\rho_{n}\right](y)\right) d y \\
\rightarrow_{n} & \int_{\Omega} F(y, \nabla \Phi[\rho](y)) d y=: \int_{\mathbb{R}^{d}} F(\bar{\partial} \Psi[\rho](x), x) d \rho(x),
\end{aligned}
$$

where $\bar{\partial} \Psi[\rho]$ is given in Definition 2.1.
Remark. One checks easily that this definition of $\int_{\mathbb{R}^{d}} F(\bar{\partial} \Psi[\rho](x), x) d \rho(x)$ is consistent with the definition of $\int_{\mathbb{R}^{d}} F(\nabla \Psi[\rho](x), x) d \rho(x)$ whenever $\rho$ is absolutely continuous with respect to the Lebesgue measure, or $\nabla \Psi[\rho]$ is continuous. Indeed, note that $\nabla \Psi$ and $\bar{\partial} \Psi$ always coincide Lebesgue almost everywhere, since as a convex and hence Lipschitz function $\Psi$ is differentiable Lebesgue almost everywhere (Rademacher's theorem), and hence $\partial \Psi$ is single-valued Lebesgue almost everywhere.
3. Continuous solutions. What initial regularity is necessary in order to guarantee that the velocity fields remains Lipschitz, or that the flow remains continuous,
at least for a short time? The celebrated Youdovich's theorem for the Euler incompressible equation shows that when $d=2$, if the initial vorticity data is bounded in $L^{\infty}$, the flow is Hölder continuous, with Hölder index decreasing to 0 as time goes to infinity. This proof relies on the following regularity property of the Poisson equation: If $\Delta \phi$ is bounded in $L^{\infty}$, then $\nabla \phi$ is $\log$-Lipschitz. This continuity is enough to define a Hölder continuous flow for the vector field $\nabla \phi^{\perp}$. Such a result is not valid for the Monge-Ampère equation. As far as we know, the strongest regularity result for Monge-Ampère equations is the following.

### 3.1. Regularity of solutions to Monge-Ampère equation with Dini continuous right-hand side.

THEOREM 3.1 (Wang [25]). Let u be a strictly convex Alexandrov solution of

$$
\begin{equation*}
\operatorname{det} D^{2} u=\rho \tag{11}
\end{equation*}
$$

with $\rho$ strictly positive. If $w(r)$, the modulus of continuity of $\rho$, satisfies

$$
\begin{equation*}
\int_{0}^{1} \frac{w(r)}{r} d r<\infty \tag{12}
\end{equation*}
$$

then $u$ is in $C_{l o c}^{2}$.
We will work here in the periodic case. In this case, $u$ the solution of (11) will be $\Psi[\rho]$ of Theorem 1.2. The arguments of $[7]$, [8], adapted to the periodic case, show that $\Psi[\rho]$ is indeed a strictly convex Alexandrov solution of (11). Therefore we obtain the following corollary of Theorem 3.1.

Corollary 3.2. Let $\rho \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ be such that

$$
\begin{aligned}
& 0<m \leq \rho \leq M \\
& \int_{0}^{1} \frac{w(r)}{r} d r=C<\infty
\end{aligned}
$$

where $m, M, C$ are positive constants. Let $\Psi[\rho]$ be as in Theorem 1.2. We have, for some constant $\mathcal{H}$ depending only on $m, M, C$,

$$
\|\Psi[\rho]\|_{C^{2}\left(\mathbb{T}^{d}\right)} \leq \mathcal{H}
$$

3.2. Result. We will now prove the following.

THEOREM 3.3. Let $\rho^{0}$ be a probability on $\mathbb{T}^{3}$, such that $\rho$ is strictly positive and satisfies the continuity condition (12). Then there exist $T>0$ and $C_{1}, C_{2}$ depending on $\rho^{0}$, such that on $[0, T]$ there exists a solution $\rho(t, x)$ of $S G$ that satisfies the following for all $t \in[0, T]$ :

$$
\int_{0}^{1} \frac{w(t, r)}{r} d r \leq C_{1}, \quad\|\Psi(t, \cdot)\|_{C^{2}\left(\mathbb{T}^{3}\right)} \leq C_{2}
$$

where $w(t, r)$ is the modulus of continuity (in space) of $\rho(t,$.$) .$
Proof of Theorem 3.3. Let us first sketch the proof: If $\Psi \in C^{2}$, then the flow $t \rightarrow X(t, x)$ generated by the velocity field $[\nabla \Psi(x)-x]^{\perp}$ is Lipschitz in space. Since the flow is incompressible, we have $\rho(t, x)=\rho^{0}\left(X^{-1}(t, x)\right)$.

Now we use the following property: If two functions $f, g$ have a modulus of continuity, respectively, $w_{f}, w_{g}$, then $g \circ f$ has modulus $w_{g} \circ w_{f}$.

Thus if $X^{-1}(t)$ is Lipschitz, we have $w_{\rho^{0} \circ X^{-1}(t)} \leq w_{\rho^{0}}(L \cdot)$ with $L$ the Lipschitz constant of $X^{-1}(t)$, and condition (12) remains satisfied.

Remark 4. Note that Hölder continuous functions satisfy condition (12).
Remark 5. Note also that we do not need any integrability on $\nabla \rho$ and the solution of the Eulerian system (3)-(5) still has to be understood in the distributional sense.

A fixed point argument. Let us introduce the seminorm

$$
\begin{equation*}
\|\mu\|_{\mathcal{C}}=\int_{0}^{1} \frac{w_{\mu}(r)}{r} d r \tag{13}
\end{equation*}
$$

defined on $\mathcal{P}\left(\mathbb{T}^{3}\right)$, where we recall that $w_{\mu}$ is the modulus of continuity of $\mu$. We denote by $\mathcal{P}_{C}$ the set $\mathcal{P}$ equipped with this seminorm, i.e.,

$$
\mathcal{P}_{C}=\left\{\mu \in \mathcal{P}\left(\mathbb{T}^{3}\right),\|\mu\|_{\mathcal{C}}<\infty\right\}
$$

From now on, we fix $\rho^{0}$ a probability density in $\mathcal{P}_{C}$, satisfying $m \leq \rho^{0} \leq M$, where $m$ and $M$ are strictly positive constants. Let $\mu$ be a time-dependent probability density in $L^{\infty}\left([0, T] ; \mathcal{P}_{C}\right)$, such that $m \leq \mu(t) \leq M$ for all $t$. We consider the solution $\rho$ of the initial value problem:

$$
\begin{align*}
& \partial_{t} \rho+(\nabla \Psi[\mu](x)-x)^{\perp} \cdot \nabla \rho=0  \tag{14}\\
& \rho(t=0)=\rho^{0} \tag{15}
\end{align*}
$$

From Theorem 3.1 and its corollary, the vector field $\mathbf{v}[\mu]=(\nabla \Psi[\mu](x)-x)^{\perp}$ is $C^{1}$ uniformly in time; therefore there exists a unique solution to this equation, by the Cauchy-Lipschitz theorem. This solution can be built by the method of characteristics as follows: Consider the flow $X(t, x)$ of the vector field $\mathbf{v}[\mu]$. Then $\rho(t)$ is $\rho^{0}$ pushed forward by $X(t)$, i.e., $\rho(t)=\rho^{0} \circ X^{-1}(t)$. From the incompressibility of $\mathbf{v}[\mu]$ the condition $m \leq \rho^{0} \leq M$ implies that for all $t \in[0, T], m \leq \rho(t) \leq M$.

The initial data $\rho^{0}$ being fixed, the map $\mu \mapsto \rho$ will be denoted by $\mathcal{F}$.
The spatial derivative of $X, D_{x} X$ satisfies

$$
\begin{equation*}
\partial_{t} D_{x} X(t)=D_{x} \mathbf{v}[\mu](X) D_{x} X(t) \tag{16}
\end{equation*}
$$

therefore we have

$$
\begin{equation*}
\left|D_{x} X(t)\right| \leq \exp \left(t \sup _{s \in[0, t]}\left\|D_{x} \mathbf{v}[\mu](s)\right\|_{L^{\infty}}\right) \tag{17}
\end{equation*}
$$

We have also, from (16),

$$
\partial_{t}\left[D_{x} X^{-1}(t, X(t, x))\right]=D_{x} X^{-1}(t, X(t, x))
$$

hence

$$
\begin{equation*}
\left|D_{x} X^{-1}(t)\right| \leq \exp \left(t \sup _{s \in[0, t]}\left\|D_{x} \mathbf{v}[\mu](s)\right\|_{L^{\infty}}\right) \tag{18}
\end{equation*}
$$

Since $w_{f \circ g} \leq w_{f} \circ w_{g}$, and writing $C_{t}=\exp \left(t \sup _{s \in[0, t]}\left\|D_{x} \mathbf{v}[\mu]\right\|_{L^{\infty}}\right)$, we obtain $w_{\rho(t)}(\cdot) \leq w_{\rho^{0}}\left(C_{t} \cdot\right)$, and

$$
\begin{aligned}
\int_{0}^{1} \frac{w_{\rho(t)}(r)}{r} d r & \leq \int_{0}^{C_{t}} \frac{w_{\rho^{0}}(r)}{r} d r \\
& \leq \int_{0}^{1} \frac{w_{\rho^{0}}(r)}{r} d r+(M-m)\left(C_{t}-1\right)
\end{aligned}
$$

(using that, for all $\left.r, w_{\rho}(r) \leq M-m\right)$. Therefore,

$$
\|\rho(t)\|_{\mathcal{C}} \leq\left\|\rho^{0}\right\|_{\mathcal{C}}+(M-m)\left(C_{t}-1\right)
$$

Now from Corollary 3.2, and $m, M$ being fixed, there exists a nondecreasing function $\mathcal{H}$ such that

$$
\|\mathbf{v}[\mu]\|_{C^{1}} \leq \mathcal{H}\left(\|\mu\|_{\mathcal{C}}\right)
$$

and so $C_{t} \leq \exp \left(t \mathcal{H}\left(\|\mu\|_{L^{\infty}\left([0, t] ; \mathcal{P}_{C}\right.}\right)\right)$. Hence we can choose $Q>1$, and then $T$ such that

$$
\left\|\rho^{0}\right\|_{\mathcal{C}}+(M-m)\left(\exp \left(T \mathcal{H}\left(Q\left\|\rho^{0}\right\|_{\mathcal{C}}\right)\right)-1\right)=Q\left\|\rho^{0}\right\|_{\mathcal{C}}
$$

Note that for $Q>1$, we necessarily have $T>0$. Then the map $\mathcal{F}: \mu \mapsto \rho$ goes now from

$$
\mathcal{A}=\left\{\mu,\|\mu\|_{L^{\infty}\left([0, T] ; \mathcal{P}_{C}\right)} \leq Q\left\|\rho^{0}\right\|_{\mathcal{C}}, m \leq \mu \leq M\right\}
$$

into

$$
\mathcal{B}=\left\{\rho,\|\rho(t)\|_{\mathcal{C}} \leq\left\|\rho^{0}\right\|_{\mathcal{C}}+(M-m)\left(\exp \left(t \mathcal{H}\left(Q\left\|\rho^{0}\right\|_{\mathcal{C}}\right)\right)-1\right) \forall t \in[0, T]\right\}
$$

and with our choice of $T=T(Q)$, we have $\mathcal{B} \subset \mathcal{A}$. Moreover from the unconditional bounds

$$
\begin{aligned}
\rho & \leq M \\
\|\mathbf{v}[\mu]\|_{L^{\infty}\left([0, T] \times \mathbb{T}^{3}\right)} & \leq \sqrt{3} / 2
\end{aligned}
$$

(see the remark after Theorem 1.2 for the second bound), and using (14), we have also $\left\|\partial_{t} \rho\right\|_{L^{\infty}\left([0, T] ; W^{-1, \infty}\right)} \leq K(M)$ whenever $\rho=\mathcal{F}(\mu)$.

Call $\tilde{\mathcal{A}}$ (resp., $\tilde{\mathcal{B}}$ ) the set $\mathcal{A} \cap\left\{\rho,\left\|\partial_{t} \rho\right\|_{L^{\infty}\left([0, T] ; W^{-1, \infty}\right)} \leq K(M)\right\}$ (resp., $\mathcal{B} \cap$ $\left.\left\{\rho,\left\|\partial_{t} \rho\right\|_{L^{\infty}\left([0, T] ; \tilde{\mathcal{A}}^{-1, \infty}\right)} \leq K(M)\right\}\right)$; we claim that

- $\mathcal{F}(\tilde{\mathcal{A}}) \subset \tilde{\mathcal{B}} \subset \tilde{\mathcal{A}} ;$
- $\tilde{\mathcal{A}}$ is convex and compact for the $C^{0}\left([0, T] \times \mathbb{T}^{3}\right)$ topology;
- $\mathcal{F}$ is continuous for this topology,
so that we can apply the Schauder fixed point Theorem. We check only the last point, the second being a classical result of functional analysis. So let us consider a sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converging to $\mu \in \mathcal{A}$ and the corresponding sequence $\left(\rho_{n}=\mathcal{F}\left(\mu_{n}\right)\right)_{n \in \mathbb{N}}$. The sequence $\rho_{n}$ is precompact in $C^{0}\left([0, T] \times \mathbb{T}^{3}\right)$, from the previous point, and we see (with the stability Theorem 2.6) that it converges to a solution $\rho$ of

$$
\partial_{t} \rho+\nabla \cdot(\rho \mathbf{v}[\mu])=0
$$

But, $\mathbf{v}[\mu]$ being Lipschitz, this solution is unique, and therefore $\mathcal{F}\left(\mu_{n}\right)$ converges to $\mathcal{F}(\mu)$, which proves the continuity of $\mathcal{F}$, and ends the proof of existence by the Schauder fixed point Theorem.

We state here some consequences of the previous result.
Corollary 3.4. Let $\rho^{0} \in \mathcal{P}\left(\mathbb{T}^{3}\right)$, such that $0<m \leq \rho \leq M$.

1. If $\left.\left.\rho^{0} \in C^{\alpha}, \alpha \in\right] 0,1\right]$, for $T^{*}>0$ depending on $\rho^{0}$, a solution $\rho(t, x)$ to (3, $4,5)$ exists in $L^{\infty}\left(\left[0, T^{*}\left[, C^{\alpha}\left(\mathbb{T}^{3}\right)\right)\right.\right.$.
2. If $\rho^{0} \in W^{1, p}, p>3$, for $T^{*}>0$ depending on $\rho^{0}$, a solution $\rho(t, x)$ to $(3,4,5)$ exists in $L^{\infty}\left(\left[0, T\left[, W^{1, p}\left(\mathbb{T}^{3}\right)\right)\right.\right.$.
3. If $\left.\left.\rho^{0} \in C^{k, \alpha}, \alpha \in\right] 0,1\right], k \in \mathbb{N}$, for $T^{*}>0$ depending on $\rho^{0}$, a solution $\rho(t, x)$ to $(3)-(5)$ exists in $L^{\infty}\left(\left[0, T^{*}\left[, C^{k, \alpha}\left(\mathbb{T}^{3}\right)\right)\right.\right.$.
Moreover, for these solutions, the velocity field is, respectively, in $C^{1, \alpha}\left(\mathbb{T}^{3}\right), W^{2, p}\left(\mathbb{T}^{3}\right)$, and $C^{k+1, \alpha}\left(\mathbb{T}^{3}\right)$ on $\left[0, T^{*}[\right.$.

Proof. We prove only the first point. We use the representation formula $\rho(t)=$ $\rho^{0}\left(X^{-1}(t)\right)$. Since Hölder continuous functions satisfy condition (12), we can construct a solution such that $X^{-1}(t)$ remains Lipschitz with respect to the $x$ variable. Then, composing a Hölder continuous function with a Lipschitz function, we obtain a Hölder continuous function, which yields the result.

## 4. Uniqueness of solutions to SG with Hölder continuous densities.

4.1. Result. Here we prove the following theorem.

THEOREM 4.1. Suppose that $\rho^{0} \in \mathcal{P}\left(\mathbb{T}^{3}\right)$ with $0<m \leq \rho^{0} \leq M$ and belongs to $C^{\alpha}\left(\mathbb{T}^{3}\right)$ for some $\alpha>0$. From Theorem 3.3, for some $T>0$ there exists a solution $\bar{\rho}$ to $S G$ in $L^{\infty}\left([0, T], C^{\alpha}\left(\mathbb{T}^{3}\right)\right)$. Then every solution of $S G$ in $L^{\infty}\left(\left[0, T^{\prime}\right], C^{\beta}\left(\mathbb{T}^{3}\right)\right)$ for $T^{\prime}>0, \beta>0$ with the same initial data coincides with $\bar{\rho}$ on $\left[0, \inf \left\{T, T^{\prime}\right\}\right]$.

Remark 6. The uniqueness of weak solutions is still an open question.
Remark 7. Our proof of uniqueness is thus valid in a smaller class of solutions than the one found in the previous section, the reason for this being the following: During the course of the proof, we will need to solve a Monge-Ampère equation, whose right-hand side is a function of the second derivatives of the solution of another Monge-Ampère equation. In Theorem 3.1, if $u$ is a solution to (11) with a right-hand side satisfying (12), although $u \in C^{2}$, it is not clear that the second derivatives of $u$ satisfy (12). Actually, it is even known to be wrong in the case of the Laplacian (for a precise discussion on the subject, the reader may refer to [15]). However, from Theorem 4.3 below, if $\rho \in C^{\alpha}$, then $u \in C^{2, \alpha}$.

What we actually need is a continuity condition on the right-hand side of (11) such that the second derivative of the solution $u$ satisfies (12). This may be a weaker condition than Hölder continuity; however, the proof would not be affected, and therefore it is enough to give it under the present form.

Proof of Theorem 4.1. Let $\rho_{1}$ and $\rho_{2}$ be two solutions of (3)-(5) in $L^{\infty}([0, T]$, $\left.C^{\beta}\left(\mathbb{T}^{3}\right)\right)$ that coincide at time 0 . Let $X_{1}, X_{2}$ be the two corresponding Lagrangian solutions, (i.e., solutions of $(1,2))$. The velocity field being $C^{1}$, for all $t \in[0, T]$, $X_{1}(t, \cdot)$ and $X_{2}(t, \cdot)$ are both $C^{1}$ diffeomorphisms of $\mathbb{T}^{d}$.

We call $\mathbf{v}_{1}$ (resp., $\mathbf{v}_{2}$ ) the velocity field associated to $X_{1}$ (resp., $X_{2}$ ), $\mathbf{v}_{i}(t, x)=$ $\left[\nabla \Psi_{i}(t, x)-x\right]^{\perp}, i=1,2$. We have

$$
\begin{aligned}
\partial_{t}\left(X_{1}-X_{2}\right) & =\mathbf{v}_{1}\left(X_{1}\right)-\mathbf{v}_{2}\left(X_{2}\right) \\
& =\left(\mathbf{v}_{1}\left(X_{1}\right)-\mathbf{v}_{1}\left(X_{2}\right)\right)+\left(\mathbf{v}_{1}\left(X_{2}\right)-\mathbf{v}_{2}\left(X_{2}\right)\right)
\end{aligned}
$$

We want to obtain a Gronwall-type inequality for $\left\|X_{1}-X_{2}\right\|_{L^{2}}$. Since $\mathbf{v}_{1}$ is uniformly Lipschitz in space (from Theorem 3.3), the first bracket is estimated in the $L^{2}$ norm by $C\left\|X_{1}-X_{2}\right\|_{L^{2}}$.

We now need to estimate the second term. We first have that

$$
\int\left|\mathbf{v}_{1}\left(X_{2}\right)-\mathbf{v}_{2}\left(X_{2}\right)\right|^{2}=\int \rho_{2}\left|\nabla \Psi_{1}-\nabla \Psi_{2}\right|^{2}
$$

and since $\rho_{2}$ is bounded, we need to estimate $\left\|\nabla \Psi_{1}-\nabla \Psi_{2}\right\|_{L^{2}}$. This will be done in the following proposition.

Proposition 4.2. Let $X_{1}, X_{2}$ be mappings from $\mathbb{T}^{d}$ into itself, such that the densities $\rho_{i}=X_{i \#} d x, i=1,2$, are in $C^{\alpha}\left(\mathbb{T}^{d}\right)$ for some $\alpha>0$ and satisfy $0<m \leq$ $\rho_{i} \leq M$. Let $\Psi_{i}, i=1,2$, be convex such that

$$
\operatorname{det} D^{2} \Psi_{i}=\rho_{i}
$$

in the sense of Theorem 1.1, i.e., $\Psi_{i}=\Psi\left[\rho_{i}\right]$. Then

$$
\left\|\nabla \Psi_{1}-\nabla \Psi_{2}\right\|_{L^{2}} \leq C\left\|X_{1}-X_{2}\right\|_{L^{2}}
$$

where $C$ depends only on $\alpha$ (the Hölder index of $\rho_{i}$ ), $\left\|\rho_{i}\right\|_{C^{\alpha}\left(\mathbb{T}^{d}\right)}, m$, and $M$.
Before giving a proof of this result, we conclude the proof of Theorem 4.1. Proposition 4.2 implies immediately that

$$
\left\|\partial_{t}\left(X_{1}-X_{2}\right)\right\|_{L^{2}} \leq C\left\|X_{1}-X_{2}\right\|_{L^{2}}
$$

and we conclude the proof of the theorem by a standard Gronwall lemma.

### 4.2. Energy estimates along Wasserstein geodesics.

Proof of Proposition 4.2. In the proof of this result we will need the following result on optimal transportation of measures by a gradient of convex functions.

Theorem 4.3 (Brenier [3], McCann [23], Cordero-Erausquin [9], and Caffarelli [6]). Let $\rho_{1}, \rho_{2}$ be two probability measures on $\mathbb{T}^{d}$, such that $\rho_{1}$ is absolutely continuous with respect to the Lebesgue measure.

1. There exists a convex function $\phi$ such that $\phi-|\cdot|^{2} / 2$ is $\mathbb{Z}^{d}$-periodic, satisfying $\nabla \phi_{\#} \rho_{1}=\rho_{2}$.
2. The map $\nabla \phi$ is the $d \rho_{1}$ a.e. unique solution of the minimization problem

$$
\begin{equation*}
\inf _{T_{\#} \rho_{1}=\rho_{2}} \int_{\mathbb{T}^{d}} \rho_{1}(x)|T(x)-x|_{\mathbb{T}^{d}}^{2} d x \tag{19}
\end{equation*}
$$

and for all $x \in \mathbb{R}^{d},|\nabla \phi(x)-x|_{\mathbb{T}^{d}}=|\nabla \phi(x)-x|_{\mathbb{R}^{d}}$.
3. If $\rho_{1}, \rho_{2}$ are strictly positive and belong to $C^{\alpha}\left(\mathbb{T}^{d}\right)$ for some $\alpha>0$, then $\phi \in C^{2, \alpha}\left(\mathbb{T}^{d}\right)$ and satisfies pointwise

$$
\rho_{2}(\nabla \phi) \operatorname{det} D^{2} \phi=\rho_{1} .
$$

For complete references on the optimal transportation problem (19) and its applications, the reader can refer to [24].

Remark 8. The expression $|\cdot|_{\mathbb{T}^{d}}$ denotes the Riemannian distance on the flat torus, whereas $|\cdot|_{\mathbb{R}^{d}}$ is the Euclidean distance on $\mathbb{R}^{d}$. The second assertion of point 2 means that, for all $x \in \mathbb{R}^{d},|\nabla \phi(x)-x| \leq \operatorname{diam}\left(\mathbb{T}^{d}\right)=\sqrt{d} / 2$.

Remark 9. Here again, note that since $\phi-|\cdot|^{2} / 2$ is periodic, the map $x \mapsto \nabla \phi(x)$ is compatible with the equivalence classes of $\mathbb{R}^{d} / \mathbb{Z}^{d}$, and therefore is defined without ambiguity on $\mathbb{T}^{d}$.

Wasserstein geodesics between probability measures. In this part we use results from [2], [22]. Using Theorem 4.3, we consider the unique (up to a constant) convex potential $\phi$ such that

$$
\begin{aligned}
& \nabla \phi_{\#} \rho_{1}=\rho_{2} \\
& \phi-|\cdot|^{2} / 2 \text { is } \mathbb{Z}^{d} \text {-periodic. }
\end{aligned}
$$

We consider, for $\theta \in[1,2], \phi_{\theta}$ defined by

$$
\phi_{\theta}=(2-\theta) \frac{|x|^{2}}{2}+(\theta-1) \phi
$$

We also consider, for $\theta \in[1,2], \rho_{\theta}$ defined by

$$
\rho_{\theta}=\nabla \phi_{\theta} \# \rho_{1}
$$

Then $\rho_{\theta}$ interpolates between $\rho_{1}$ and $\rho_{2}$. This interpolation was introduced in [2] and [22] as the time continuous formulation of the Monge-Kantorovich mass transfer. In this construction, a velocity field $v_{\theta}$ is defined $d \rho_{\theta}$ a.e. as follows:

$$
\begin{align*}
\forall f \in C^{0}\left(\mathbb{T}^{d} ; \mathbb{R}^{d}\right), \quad \int \rho_{\theta} v_{\theta} \cdot f & =\int \rho_{1} f\left(\nabla \phi_{\theta}\right) \cdot \partial_{\theta} \nabla \phi_{\theta} \\
& =\int \rho_{1} f\left(\nabla \phi_{\theta}\right) \cdot(\nabla \phi(x)-x) \tag{20}
\end{align*}
$$

It is easily checked that the pair $\rho_{\theta}, v_{\theta}$ satisfies

$$
\partial_{\theta} \rho_{\theta}+\nabla \cdot\left(\rho_{\theta} v_{\theta}\right)=0
$$

and for any $\theta \in[1,2]$, we have (see [2])

$$
\frac{1}{2} \int_{\mathbb{T}^{d}} \rho_{\theta}\left|v_{\theta}\right|^{2}=\frac{1}{2} \int_{\mathbb{T}^{d}} \rho_{1}|\nabla \phi(x)-x|^{2}=W_{2}^{2}\left(\rho_{1}, \rho_{2}\right)
$$

where $W_{2}\left(\rho_{1}, \rho_{2}\right)$ is the Wasserstein distance between $\rho_{1}$ and $\rho_{2}$, defined by

$$
W_{2}^{2}\left(\rho_{1}, \rho_{2}\right)=\inf _{T_{\#} \rho_{1}=\rho_{2}}\left\{\int \rho_{1}(x)|T(x)-x|_{\mathbb{T}^{d}}^{2}\right\}
$$

The Wasserstein distance can also be formulated as follows:

$$
W_{2}^{2}\left(\rho_{1}, \rho_{2}\right)=\inf _{Y_{1}, Y_{2}}\left\{\int_{\mathbb{T}^{d}}\left|Y_{1}-Y_{2}\right|_{\mathbb{T}^{d}}^{2}\right\}
$$

where the infimum is performed over all maps $Y_{1}, Y_{2}: \mathbb{T}^{d} \mapsto \mathbb{T}^{d}$ such that $Y_{i \#} d x=$ $\rho_{i}, i=1,2$. From this definition we have easily

$$
W_{2}^{2}\left(\rho_{1}, \rho_{2}\right) \leq \int\left|X_{2}(t, a)-X_{1}(t, a)\right|^{2} d a
$$

and it follows that, for every $\theta \in[1,2]$,

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \rho_{\theta}\left|v_{\theta}\right|^{2}=W_{2}^{2}\left(\rho_{1}, \rho_{2}\right) \leq\left\|X_{2}-X_{1}\right\|_{L^{2}} \tag{21}
\end{equation*}
$$

Regularity of the interpolant measure $\boldsymbol{\rho}_{\boldsymbol{\theta}}$. From Theorem 4.3, for $\rho_{1}, \rho_{2} \in$ $C^{\beta}$ and pinched between the positive constants $m$ and $M$, we know that $\phi \in C^{2, \beta}$ and satisfies

$$
\operatorname{det} D^{2} \phi=\frac{\rho_{1}}{\rho_{2}(\nabla \phi)} .
$$

We now estimate $\rho_{\theta}=\rho_{1}\left[\operatorname{det} D^{2} \phi_{\theta}\right]^{-1}$. From the concavity of $\log (\operatorname{det}(\cdot))$ on symmetric positive matrices, we have

$$
\begin{aligned}
\operatorname{det} D^{2} \phi_{\theta} & =\operatorname{det}\left((2-\theta) I+(\theta-1) D^{2} \phi\right) \\
& \geq\left[\operatorname{det} D^{2} \phi\right]^{\theta-1} \\
& \geq \frac{m}{M}
\end{aligned}
$$

Moreover, since $\phi \in C^{2}$, $\operatorname{det} D^{2} \phi_{\theta}$ is bounded by above. Thus $\rho_{\theta}$ is uniformly bounded away from 0 and infinity, and is uniformly Hölder continuous.

Final energy estimate. If we consider, for every $\theta \in[1,2], \Psi_{\theta}$ a solution of

$$
\begin{equation*}
\operatorname{det} D^{2} \Psi_{\theta}=\rho_{\theta} \tag{22}
\end{equation*}
$$

in the sense of Theorem 1.2, and we impose that

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \Phi_{\theta}=0 \tag{23}
\end{equation*}
$$

(see [19]), then $\Psi_{\theta}$ interpolates between $\Psi_{1}$ and $\Psi_{2}$, and $\Psi_{\theta} \in C^{2, \beta}$ uniformly, from the regularity of $\rho_{\theta}$. We will estimate $\partial_{\theta} \nabla \Psi_{\theta}$ by differentiating (22) with respect to $\theta$. The fact that $\Psi_{\theta}, \Phi_{\theta}$ is differentiable with respect to $\theta$ is a consequence of the results of [19]. We will have, following the a priori estimate of [19, Proposition 5.1, Theorem 2.3],

$$
\begin{array}{r}
\partial_{\theta} \nabla \Phi_{\theta}, \partial_{\theta} \nabla \Psi_{\theta} \in L^{\infty}\left([1,2], L^{2}\left(\mathbb{T}^{d}\right)\right) \\
\partial_{\theta} \Phi_{\theta}, \partial_{\theta} \Psi_{\theta} \in L^{\infty}\left([1,2], C^{\gamma}\left(\mathbb{T}^{d}\right)\right)
\end{array}
$$

for some $\gamma \in] 0,1[$. (Note that we need the condition (23).)
Let us obtain a precise quantitative estimate in our present case. First we recall the following fact: For $M, N$ two $d \times d$ matrices, $t \in \mathbb{R}$,

$$
\operatorname{det}(M+t N)=\operatorname{det} M+t\left(\operatorname{trace} M_{c o}^{t} N\right)+o(t)
$$

where $M_{c o}$ is the comatrix (or matrix of cofactors) of $M$. Moreover, for any $f \in$ $C^{2}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$, if $M$ is the comatrix of $D^{2} f$, it is a common fact that

$$
\begin{equation*}
\forall j \in\{1, \ldots, d\}, \sum_{i=1}^{d} \partial_{i} M_{i j} \equiv 0 \tag{24}
\end{equation*}
$$

Hence, denoting by $M_{\theta}$ the comatrix of $D^{2} \Psi_{\theta}$, we obtain that $\partial_{\theta} \Psi_{\theta}$ satisfies

$$
\begin{align*}
\nabla \cdot\left(M_{\theta} \nabla \partial_{\theta} \Psi_{\theta}\right) & =\partial_{\theta} \rho_{\theta}(t) \\
& =-\nabla \cdot\left(\rho_{\theta} v_{\theta}\right) \tag{25}
\end{align*}
$$

where $v_{\theta}$ is given by (20). From the $C^{2, \beta}$ regularity of $\Psi_{\theta}, D^{2} \Psi_{\theta}$ is a $C^{\beta}$ smooth, positive definite matrix, and its comatrix $M_{\theta}$ is as well. Thus (25) is uniformly elliptic. If we multiply by $\partial_{\theta} \Psi_{\theta}$ and integrate by parts, we obtain

$$
\int \nabla^{t} \partial_{\theta} \Psi_{\theta} M_{\theta} \nabla \partial_{\theta} \Psi_{\theta}=-\int \nabla \partial_{\theta} \Psi_{\theta} \cdot v_{\theta} \rho_{\theta}
$$

Using that $M_{\theta} \geq \lambda I$ for some $\lambda>0$, and combining with the inequality (21) above, we obtain

$$
\begin{aligned}
\left\|\nabla \partial_{\theta} \Psi_{\theta}(t)\right\|_{L^{2}} & \leq \lambda^{-1}\left\|\rho_{\theta} v_{\theta}\right\|_{L^{2}} \\
& \leq \lambda^{-1}\left\|X_{2}-X_{1}\right\|_{L^{2}}\left(\sup _{\theta}\left\|\rho_{\theta}\right\|_{L^{\infty}}\right)^{1 / 2}
\end{aligned}
$$

The constant $\lambda^{-1}$ depends only on $m, M, \beta,\left\{\left\|\rho_{i}\right\|_{C^{\beta}}, i=1,2\right\}$ and is thus bounded under our present assumptions. We have already seen that $\rho_{\theta}$ is uniformly bounded, and we finally obtain that

$$
\begin{equation*}
\left\|\nabla \Psi_{1}-\nabla \Psi_{2}\right\|_{L^{2}} \leq C\left\|X_{1}-X_{2}\right\|_{L^{2}} \tag{26}
\end{equation*}
$$

This ends the proof of Proposition 4.2.
Remark 10. In [19], the author obtains also (weaker) estimates of the type of Proposition 4.2 for discontinuous densities $\rho_{1}, \rho_{2}$.
5. Uniqueness of solutions to the 2-d Euler equations with bounded vorticity: A new proof. As stated in the introduction, the method that we have presented here to show uniqueness of solutions to SG is in fact quite general. It has been shown in [18] to yield a uniqueness result for solutions to the Vlasov-Poisson system, the only condition being that the density in the physical space is bounded. In that paper it was also shown that the method could give a new proof of Youdovich's theorem for solutions in the whole space $\mathbb{R}^{2}$.

We give here a simplified version of this proof in the periodic case.
We start now from the following system:

$$
\begin{align*}
\partial_{t} \rho+\nabla \cdot\left(\rho \nabla \psi^{\perp}\right) & =0  \tag{27}\\
\rho & =\Delta \psi  \tag{28}\\
\rho(t=0) & =\rho^{0} \tag{29}
\end{align*}
$$

We restrict ourselves to the periodic case, i.e., $x \in \mathbb{T}^{2}, \rho, \psi$ periodic; this implies that $\rho$ has total mass equal to 0 . We reprove the following classical result.

Theorem 5.1 (Youdovich [26]). Given an initial data $\rho^{0} \in L^{\infty}\left(\mathbb{T}^{2}\right)$ satisfying $\int_{\mathbb{T}^{2}} \rho^{0}=0$, there exists a unique solution to (27)-(29) such that $\rho$ belongs to $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+} \times\right.$ $\mathbb{T}^{2}$ ).

Proof of Theorem 5.1. We consider two solutions $\rho_{1}, \psi_{1}$ and $\rho_{2}, \psi_{2}$, such that $\rho_{i}, i=1,2$, are bounded in $L^{\infty}\left([0, T] \times \mathbb{T}^{d}\right)$. In this case the velocity fields $\mathbf{v}_{i}=\nabla \psi_{i}^{\perp}$ both satisfy (see [21, Chapter 8])

$$
\forall(x, y) \in \mathbb{T}^{2},|x-y| \leq \frac{1}{2},\left|\mathbf{v}_{i}(x)-\mathbf{v}_{i}(y)\right| \leq C|x-y| \log \frac{1}{|x-y|}
$$

The flows $(t, x) \mapsto X_{i}(t, x)$ associated to the velocity fields $\mathbf{v}_{i}=\nabla \psi_{i}^{\perp}$ are then Hölder continuous, and one has, for all $t \in[0, T], \rho_{i}(t)=X_{i}(t)_{\#} \rho^{0}$.

Applying the same technique as before, we need to estimate $\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{T}^{2}\right)}$ in terms of $\left\|X_{1}-X_{2}\right\|_{L^{2}\left(\mathbb{T}^{2}\right)}$. In the present case, the energy estimate of Proposition 4.2 will hold under the weaker assumptions that the two densities are bounded.

Proposition 5.2. Let $X_{1}, X_{2}$ be continuous injective mappings from $\mathbb{T}^{d}$ into itself, and let $\rho^{0}$ be a bounded measure, with $\int_{\mathbb{T}^{d}} \rho^{0}=0$. Let $\rho_{i}=X_{i \#} \rho^{0}, i=1,2$.

Assume that $\rho_{1}, \rho_{2}$ have densities in $L^{\infty}$ with respect to the Lebesgue measure. Let $\psi_{i}, i=1,2$, be periodic solutions of $\Delta \psi_{i}=\rho_{i}, i=1,2$. Then we have

$$
\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \leq\left(2 \max \left\{\left\|\rho_{1}\right\|_{L^{\infty}},\left\|\rho_{2}\right\|_{L^{\infty}}\right\}\left\|\rho_{0}\right\|_{L^{\infty}}\right)^{1 / 2}\left\|X_{1}-X_{2}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}
$$

Remark 11. In other words, this proposition shows that for $\rho_{1}, \rho_{2}$ bounded, the $H^{-1}$ norm of $\rho_{1}-\rho_{2}$ is controlled by some "generalized" (since here we have unsigned measures) Wasserstein distance between $\rho_{1}$ and $\rho_{2}$.

Remark 12. We see that we obtain a result as in Proposition 4.2 under the weaker condition that the densities are bounded in $L^{\infty}$ (and not in $C^{\alpha}$ ). This is because the Laplacian is uniformly elliptic, independently of the regularity of the solution, while the Monge-Ampère operator is uniformly elliptic only for $C^{2}$ solutions.

To conclude the proof of Theorem 5.1, note first that for all $C>0$, we can take $T$ small enough so that $\left\|X_{2}-X_{1}\right\|_{L^{\infty}\left([0, T] \times \mathbb{T}^{2}\right)} \leq C$. Now we have, for the difference $X_{1}-X_{2}$, as long as $\left|X_{1}-X_{2}\right| \leq 1 / 2$,

$$
\begin{aligned}
& \left\|\partial_{t}\left(X_{1}-X_{2}\right)\right\|_{L^{2}} \leq\left\|\nabla \psi_{1}\left(X_{1}\right)-\nabla \psi_{1}\left(X_{2}\right)\right\|_{L^{2}}+\left\|\nabla \psi_{1}\left(X_{2}\right)-\nabla \psi_{2}\left(X_{2}\right)\right\|_{L^{2}} \\
& \quad \leq C_{1}\left\|\left|X_{1}-X_{2}\right| \log \left(\left|X_{1}-X_{2}\right|\right)\right\|_{L^{2}}+C_{2}\left\|X_{1}-X_{2}\right\|_{L^{2}}
\end{aligned}
$$

where we have used Proposition 5.2 to evaluate the second term. We just need to evaluate $\left\|\left|X_{1}-X_{2}\right| \log \left(\left|X_{1}-X_{2}\right|\right)\right\|_{L^{2}}$. We take $T$ small enough so that $\| X_{2}-$ $X_{1} \|_{L^{\infty}\left([0, T] \times \mathbb{T}^{2}\right)} \leq 1 / e$ and notice that $x \mapsto x \log ^{2} x$ is concave for $0 \leq x \leq 1 / e$. Therefore by Jensen's inequality we have

$$
\begin{aligned}
& \int_{\mathbb{T}^{2}}\left|X_{2}-X_{2}\right|^{2} \log ^{2}\left(\left|X_{1}-X_{2}\right|\right)=\frac{1}{4} \int_{\mathbb{T}^{2}}\left|X_{2}-X_{2}\right|^{2} \log ^{2}\left(\left|X_{1}-X_{2}\right|^{2}\right) \\
& \quad \leq \frac{1}{4} \int_{\mathbb{T}^{2}}\left|X_{2}-X_{1}\right|^{2} \log ^{2}\left(\int_{\mathbb{T}^{2}}\left|X_{2}-X_{1}\right|^{2}\right)
\end{aligned}
$$

and some elementary computations finally yield

$$
\partial_{t}\left\|X_{2}-X_{1}\right\|_{L^{2}} \leq C\left\|X_{2}-X_{1}\right\|_{L^{2}} \log \frac{1}{\left\|X_{2}-X_{1}\right\|_{L^{2}}}
$$

The conclusion $X_{1} \equiv X_{2}$ then follows by standard arguments.

### 5.1. Energy estimates along Wasserstein geodesics.

Proof of Proposition 5.2. The proof of this proposition is very close to the proof of Proposition 4.2, and we will only sketch it, insisting on the specific points. Here the densities $\rho_{i}$ cannot be of constant sign, since their mean value is zero; hence we introduce $\rho_{i}^{+}$(resp., $\rho_{i}^{-}$) the positive (resp., negative) part of $\rho_{i}$, i.e., $\rho_{i}=\rho_{i}^{+}-\rho_{i}^{-}$. The mappings $X_{i}$ are supposed injective, and therefore we have $X_{i \#} \rho_{0}^{ \pm}=\rho_{i}^{ \pm}$. Now, $\rho_{i}^{ \pm}$are positive measures of total mass equal to, say, $M$, with $M<\infty$.

Wasserstein geodesic. We interpolate between the positive parts $\rho_{i}^{+}$, and the negative part is handled in the same way. As before, we introduce the density $\rho_{\theta}^{+}(t)$ that interpolates between $\rho_{1}^{+}(t)$ and $\rho_{2}^{+}(t)$. In this interpolation, we consider $v_{\theta}^{+}$such that

$$
\begin{equation*}
\partial_{\theta} \rho_{\theta}^{+}+\nabla \cdot\left(\rho_{\theta}^{+} v_{\theta}^{+}\right)=0 \tag{30}
\end{equation*}
$$

and we introduce $\rho_{\theta}^{-}, v_{\theta}^{-}$as well. Then $\rho_{\theta}=\rho_{\theta}^{+}-\rho_{\theta}^{-}$has mean value zero. Let the potential $\psi_{\theta}$ be a solution to

$$
\begin{equation*}
\Delta \psi_{\theta}=\rho_{\theta} \tag{31}
\end{equation*}
$$

Note that $\rho_{\theta}$ has mean value zero, and therefore this equation is well posed on $\mathbb{T}^{2}$; moreover $\psi_{\theta}$ interpolates between $\psi_{1}$ and $\psi_{2}$.

Bound on the interpolant measure $\rho_{\boldsymbol{\theta}}$. Instead of interpolating between two smooth densities, we interpolate between bounded densities and use the following result from [22].

Proposition 5.3 (McCann [22]). Let $\rho_{\theta}^{+}$be the Wasserstein geodesic linking $\rho_{1}^{+}$ to $\rho_{2}^{+}$defined above. Then, for all $\theta \in[1,2]$,

$$
\left\|\rho_{\theta}^{+}\right\|_{L^{\infty}} \leq \max \left\{\left\|\rho_{1}^{+}\right\|_{L^{\infty}},\left\|\rho_{2}^{+}\right\|_{L^{\infty}}\right\}
$$

The same holds for $\rho_{i}^{-}, \rho_{\theta}^{-}$.
Remark. This property is often referred to as displacement convexity.
Energy estimates. Now we impose that $\int_{\mathbb{T}^{d}} \phi_{\theta}=0$. Since $\rho_{\theta}^{ \pm}, v_{\theta}^{ \pm}$are uniformly bounded in $L^{\infty}$, we have, using (30), that $\partial_{\theta} \rho_{\theta} \in L^{\infty}\left([1,2] ; W^{-1, \infty}\left(\mathbb{T}^{d}\right)\right)$. We can thus differentiate (31) with respect to $\theta$ to obtain

$$
\begin{equation*}
\Delta \partial_{\theta} \psi_{\theta}=\partial_{\theta} \rho_{\theta}=-\nabla \cdot\left(\rho_{\theta}^{+} v_{\theta}^{+}-\rho_{\theta}^{-} v_{\theta}^{-}\right) \tag{32}
\end{equation*}
$$

with $v_{\theta}^{ \pm}$the interpolating velocity defined as in (20) and satisfying, for all $\theta \in[1,2]$,

$$
\int \rho_{\theta}^{ \pm}(t)\left|v_{\theta}^{ \pm}\right|^{2}(t)=W_{2}^{2}\left(\rho_{1}^{ \pm}(t), \rho_{2}^{ \pm}(t)\right)
$$

Multiplying (32) by $\partial_{\theta} \psi_{\theta}$ and integrating over $\theta \in[1,2]$, we obtain

$$
\begin{aligned}
\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \leq & \int_{\theta=1}^{2}\left\|\rho_{\theta}^{+} v_{\theta}^{+}\right\|_{L^{2}}+\left\|\rho_{\theta}^{-} v_{\theta}^{-}\right\|_{L^{2}} \\
\leq & W_{2}\left(\rho_{1}^{+}, \rho_{2}^{+}\right)\left(\sup _{\theta}\left\|\rho_{\theta}^{+}\right\|_{L^{\infty}}\right)^{1 / 2} \\
& +W_{2}\left(\rho_{1}^{-}, \rho_{2}^{-}\right)\left(\sup _{\theta}\left\|\rho_{\theta}^{-}\right\|_{L^{\infty}}\right)^{1 / 2} .
\end{aligned}
$$

Note that the energy estimate is easier here than in the Monge-Ampère case, since the problem is immediately uniformly elliptic.

The mappings $X_{i}$ are injective and satisfy $X_{i \#} \rho_{0}=\rho_{i}$; therefore we have $X_{i \#}\left(\rho_{0}^{ \pm}\right)$ $=\rho_{i}^{ \pm}$. Hence,

$$
\begin{aligned}
W_{2}^{2}\left(\rho_{1}^{ \pm}, \rho_{2}^{ \pm}\right) & \leq \int \rho_{0}^{ \pm}\left|X_{1}-X_{2}\right|^{2} \\
& \leq\left\|\rho_{0}\right\|_{L^{\infty}}\left\|X_{1}-X_{2}\right\|_{L^{2}}
\end{aligned}
$$

Using Proposition 5.3, we conclude:

$$
\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \leq 2\left\|\rho_{0}\right\|_{L^{\infty}}^{1 / 2}\left\|X_{2}-X_{1}\right\|_{L^{2}}\left(\max \left\{\left\|\rho_{1}\right\|_{L^{\infty}},\left\|\rho_{2}\right\|_{L^{\infty}}\right\}\right)^{1 / 2}
$$

This ends the proof of Proposition 5.2. Note that in our specific case, $X_{i}$ are Lebesgue measure-preserving invertible mappings; therefore $\left\|\rho_{i}^{ \pm}\right\|_{L^{\infty}}=\left\|\rho_{0}^{ \pm}\right\|_{L^{\infty}}$, and the estimate can be simplified in

$$
\left\|\nabla \psi_{1}-\nabla \psi_{2}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \leq 2\left\|\rho_{0}\right\|_{L^{\infty}}\left\|X_{2}-X_{1}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}
$$

## 6. Convergence to the Euler equation.

6.1. Scaling of the system. Here we present a rescaled version of the 2-d SG system and some formal arguments to motivate the next convergence results. Here $x \in \mathbb{T}^{2}, t \in \mathbb{R}^{+}$, and for $\mathbf{v}=\left(v_{1}, v_{2}\right) \in \mathbb{R}^{2}, \mathbf{v}^{\perp}$ now means $\left(-v_{2}, v_{1}\right)$. Introducing $\psi[\rho]=\Psi[\rho]-|x|^{2} / 2$, where $\Psi[\rho]$ is given by Theorem 1.2 , the periodic 2 -d SG system now reads

$$
\begin{array}{r}
\partial_{t} \rho+\nabla \cdot\left(\rho \nabla \psi^{\perp}\right)=0 \\
\operatorname{det}\left(I+D^{2} \psi\right)=\rho
\end{array}
$$

If $\rho$ is close to one, then $\psi$ should be small, and therefore one may consider the linearization $\operatorname{det}\left(I+D^{2} \psi\right)=1+\Delta \psi+O\left(\left|D^{2} \psi\right|^{2}\right)$, which yields $\Delta \psi \simeq \rho-1$. Thus for small initial data, i.e., $\rho^{0}-1$ small, one expects $\psi, \mu=\rho-1$ to stay close to a solution of the Euler incompressible equation EI,

$$
\begin{align*}
\partial_{t} \bar{\rho}+\nabla \cdot\left(\bar{\rho} \nabla \bar{\phi}^{\perp}\right) & =0,  \tag{33}\\
\Delta \bar{\phi} & =\bar{\rho} \tag{34}
\end{align*}
$$

We shall rescale the equation in order to consider quantities of order one. We introduce the new unknown

$$
\begin{aligned}
\rho^{\epsilon}(t, x) & =\frac{1}{\epsilon}\left(\rho\left(\frac{t}{\epsilon}, x\right)-1\right) \\
\psi^{\epsilon}(t, x) & =\frac{1}{\epsilon} \psi\left(\frac{t}{\epsilon}, x\right)
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\rho(t) & =1+\epsilon \rho^{\epsilon}(\epsilon t) \\
\Psi[\rho](t) & =|x|^{2} / 2+\epsilon \psi^{\epsilon}(\epsilon t),
\end{aligned}
$$

and we define $\phi^{\epsilon}$ by

$$
\epsilon \phi^{\epsilon}=|x|^{2} / 2-\Phi[\rho],
$$

so that

$$
\begin{equation*}
\nabla \phi^{\epsilon}=\nabla \psi^{\epsilon}(\nabla \Phi[\rho]) \tag{35}
\end{equation*}
$$

Hence, at a point $x \in \mathbb{T}^{2}, \nabla \phi^{\epsilon \perp}$ is the velocity of the associated dual point $\nabla \Phi[\rho](x)$. The evolution of these quantities is then governed by the system $\mathrm{SG}_{\epsilon}$,

$$
\begin{align*}
\partial_{t} \rho^{\epsilon}+\nabla \cdot\left(\rho^{\epsilon} \nabla \psi^{\epsilon \perp}\right) & =0  \tag{36}\\
\operatorname{det}\left(I+\epsilon D^{2} \psi^{\epsilon}\right) & =1+\epsilon \rho^{\epsilon} . \tag{37}
\end{align*}
$$

Remark. Note that this system admits global weak solutions with initial data any bounded measure $\rho^{\epsilon 0}$, as long as

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \rho^{\epsilon 0} & =0  \tag{38}\\
\rho^{\epsilon 0} & \geq-\frac{1}{\epsilon} \tag{39}
\end{align*}
$$

Note also that if the pair $(\bar{\rho}, \bar{\phi})$ is a solution to the EI system $(33)-(34)$, so is the pair $\left(\frac{1}{\epsilon} \bar{\rho}\left(\frac{t}{\epsilon}, x\right), \frac{1}{\epsilon} \bar{\phi}\left(\frac{t}{\epsilon}, x\right)\right)$.

We now present the convergence results. We show that solutions of $\mathrm{SG}_{\epsilon}$ converge to solutions of EI in the following sense: If $\rho^{\epsilon 0}$, the initial data of $\mathrm{SG}_{\epsilon}$, is close (in some sense depending on the type of convergence we wish to show) to a smooth initial data $\bar{\rho}^{0}$ for EI, then $\rho^{\epsilon}$ and $\bar{\rho}$ remain close for some time. This time goes to infinity when $\epsilon$ goes to 0 .

We present two different versions of this result: The first one is for weak solutions of $\mathrm{SG}_{\epsilon}$, and the second one is for Lipschitz solutions.

### 6.2. Convergence of weak solutions.

Theorem 6.1. Let $\left(\rho^{\epsilon}, \psi^{\epsilon}\right)$ be a weak solution of the $\mathrm{SG}_{\epsilon}$ system (36)-(37). Let $(\bar{\rho}, \bar{\phi})$ be a smooth $C^{3}\left([0, T] \times \mathbb{T}^{2}\right)$ solution of the EI system (33)-(34). Let $\phi^{\epsilon}$ be obtained from $\psi^{\epsilon}$ as in (35), and let $H_{\epsilon}(t)$ be defined by

$$
H_{\epsilon}(t)=\frac{1}{2} \int_{\mathbb{T}^{2}}\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2}
$$

Then

$$
H_{\epsilon}(t) \leq\left(H_{\epsilon}(0)+C \epsilon^{2 / 3}(1+t)\right) \exp C t
$$

where $C$ depends only on $\sup _{0 \leq s \leq t}\left\{\left\|D^{3} \bar{\phi}(s), D^{2} \partial_{t} \bar{\phi}(s)\right\|_{L^{\infty}\left(\mathbb{T}^{2}\right)}\right\}$.
In particular, if $H_{\epsilon}(0) \leq C_{0} \epsilon^{2 / 3}$, we have, for all $T>0, t \in[0, T]$,

$$
H_{\epsilon}(t) \leq C_{T} \epsilon^{2 / 3}
$$

where $C_{T}$ depends on $T, C, C_{0}$ above.
Remark 13. Note that $\nabla \phi^{\epsilon \perp}(t, x)$ is the velocity at point $\nabla \Phi[\rho]=x-\epsilon \nabla \phi^{\epsilon}$. Thus we compare the $\mathrm{SG}_{\epsilon}$ velocity at point $x-\epsilon \nabla \phi^{\epsilon}$ (the dual point of $x$ ) with the EI velocity at point $x$. Our result also allows comparison of the velocities at the same point by noticing that

$$
\begin{aligned}
G_{\epsilon}(t) & =\frac{1}{2} \int_{\mathbb{T}^{2}} \rho\left|\nabla \psi^{\epsilon}-\nabla \bar{\phi}\right|^{2} \\
& =\frac{1}{2} \int_{\mathbb{T}^{2}}\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\left(x-\epsilon \nabla \phi^{\epsilon}\right)\right|^{2} \\
& \leq C\left(H_{\epsilon}(t)+\epsilon^{2}\right),
\end{aligned}
$$

using the smoothness of $\bar{\phi}$, and if $\mathbf{v}_{s g_{\epsilon}}, \mathbf{v}_{e i}$ are the respective velocities of the $\mathrm{SG}_{\epsilon}$ and EI systems, $G_{\epsilon}=\int_{\mathbb{T}^{2}} \rho^{\epsilon}\left|\mathbf{v}_{s g_{\epsilon}}-\mathbf{v}_{e i}\right|^{2}$.

Remark 14. The expansion $\operatorname{det}\left(I+D^{2} \psi\right)=1+\Delta \psi+O\left(\left|D^{2} \psi\right|^{2}\right)$, used in the heuristic argument above to justify the convergence, relies a priori on the control of $D^{2} \psi$ in the sup norm. But in Theorem 6.1 , the initial data must satisfy $\nabla \psi^{\epsilon}$ close in the $L^{2}$ norm to $\nabla \bar{\phi}$; this condition means that $D^{2} \psi^{\epsilon}$ is close in the $H^{-1}$ norm to $D^{2} \bar{\phi}$, which is smooth. This control does not allow us to justify the expansion $\operatorname{det}\left(I+D^{2} \psi\right)=1+\Delta \psi+O\left(\left|D^{2} \psi\right|^{2}\right)$, but we see that the result remains valid.

Proof of Theorem 6.1. In all the proof, we use $C$ to denote any quantity that depends only on $\bar{\phi}$. We use the conservation of the energy of the $\mathrm{SG}_{\epsilon}$ system, given by

$$
\begin{equation*}
E(t)=\int_{\mathbb{T}^{2}}\left|\nabla \phi^{\epsilon}\right|^{2} \tag{40}
\end{equation*}
$$

This fact, although formally easily justified, is actually not so straightforward for weak solutions, and has been proved by F. Otto in an unpublished work. The argument is explained in [5]. Therefore $E(t)=E_{0}$. The energy of the smooth solution of EI is given by

$$
\begin{equation*}
\bar{E}(t)=\int_{\mathbb{T}^{2}}|\nabla \bar{\phi}|^{2} \tag{41}
\end{equation*}
$$

and also conserved. For all smooth $\theta$, we will use the notation

$$
\left\langle D^{2} \theta\right\rangle(t, x)=\int_{s=0}^{1}(1-s) D^{2} \theta\left(t, x-s \epsilon \nabla \phi^{\epsilon}(t, x)\right)
$$

Thus we have the identity

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \rho^{\epsilon} \theta & =\int_{\mathbb{T}^{2}} \theta\left(x-\epsilon \nabla \phi^{\epsilon}\right)  \tag{42}\\
& =\int_{\mathbb{T}^{2}} \theta-\epsilon \int_{\mathbb{T}^{2}} \nabla \theta \cdot \nabla \phi^{\epsilon}+\epsilon^{2} \int_{\mathbb{T}^{2}}\left\langle D^{2} \theta\right\rangle \nabla \phi^{\epsilon} \nabla \phi^{\epsilon} \tag{43}
\end{align*}
$$

Using the energy bound, the last term is bounded by $\epsilon^{2}\left\|D^{2} \theta\right\|_{L^{\infty}\left(\mathbb{T}^{2}\right)} E_{0}$. Then, using the conservation of the energies $E$ and $\bar{E}$ defined, respectively, in (40) and (41), we have

$$
\frac{d}{d t} H_{\epsilon}(t)=-\frac{d}{d t} \int_{\mathbb{T}^{2}} \nabla \bar{\phi} \cdot \nabla \phi^{\epsilon}
$$

Using the identity (43), we have, for all smooth $\theta$,

$$
\epsilon \int_{\mathbb{T}^{2}} \nabla \theta \cdot \nabla \phi^{\epsilon}=-\int_{\mathbb{T}^{2}} \rho^{\epsilon} \theta+\int_{\mathbb{T}^{2}} \theta+\epsilon^{2} \int_{\mathbb{T}^{2}}\left\langle D^{2} \theta\right\rangle \nabla \phi^{\epsilon} \nabla \phi^{\epsilon}
$$

hence, replacing $\theta$ by $\bar{\phi}$ in this identity, we get

$$
\frac{d}{d t} H_{\epsilon}(t)=\frac{1}{\epsilon} \frac{d}{d t} \int_{\mathbb{T}^{2}}\left[\rho^{\epsilon} \bar{\phi}-\bar{\phi}-\epsilon^{2}\left\langle D^{2} \bar{\phi}\right\rangle \nabla \phi^{\epsilon} \nabla \phi^{\epsilon}\right]
$$

We can suppose without loss of generality that $\int_{\mathbb{T}^{2}} \bar{\phi}(t, x) d x \equiv 0$. Then if we define

$$
Q_{\epsilon}(t)=\int_{\mathbb{T}^{2}} \epsilon\left\langle D^{2} \bar{\phi}\right\rangle \nabla \phi^{\epsilon} \nabla \phi^{\epsilon}
$$

(note that $\left|Q_{\epsilon}(t)\right| \leq C \epsilon$ ), we have

$$
\frac{d}{d t}\left(H_{\epsilon}+Q_{\epsilon}\right)=\frac{1}{\epsilon} \frac{d}{d t} \int_{\mathbb{T}^{2}} \rho^{\epsilon} \bar{\phi}
$$

Hence we are left to compute

$$
\begin{aligned}
\frac{1}{\epsilon} \frac{d}{d t} \int_{\mathbb{T}^{2}} \rho^{\epsilon} \bar{\phi} & =\frac{1}{\epsilon} \int_{\mathbb{T}^{2}} \partial_{t} \rho^{\epsilon} \bar{\phi}+\rho^{\epsilon} \partial_{t} \bar{\phi} \\
& =\frac{1}{\epsilon} \int_{\mathbb{T}^{2}} \rho^{\epsilon} \nabla \psi^{\epsilon \perp} \cdot \nabla \bar{\phi}-\epsilon \nabla \phi^{\epsilon} \cdot \nabla \partial_{t} \bar{\phi}+\epsilon^{2}\left\langle D^{2} \partial_{t} \bar{\phi}\right\rangle \nabla \bar{\phi} \nabla \bar{\phi} \\
& =\frac{1}{\epsilon} \int_{\mathbb{T}^{2}} \rho^{\epsilon} \nabla \psi^{\epsilon \perp} \cdot \nabla \bar{\phi}-\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon} \cdot \nabla \partial_{t} \bar{\phi}+O(\epsilon) \\
& =T_{1}+T_{2}+O(\epsilon)
\end{aligned}
$$

where in the second line we have used (36) for the first term and (43) with $\theta=\partial_{t} \bar{\phi}$ for the second and third terms. (Remember also that we assume $\int \partial_{t} \bar{\phi} \equiv 0$.)

We will now use the other formulation of the Euler equation: $\mathbf{v}=\nabla \bar{\phi}^{\perp}$ satisfies

$$
\partial_{t} \mathbf{v}+\mathbf{v} \cdot \nabla \mathbf{v}=-\nabla p
$$

After a rotation of $\pi / 2$, this equation becomes

$$
\partial_{t} \nabla \bar{\phi}+D^{2} \bar{\phi} \nabla \bar{\phi}^{\perp}=\nabla p^{\perp}
$$

and thus for $T_{2}$ we have

$$
\begin{aligned}
T_{2} & =-\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon} \cdot \nabla \partial_{t} \bar{\phi} \\
& =\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon} D^{2} \bar{\phi} \nabla \bar{\phi}^{\perp}
\end{aligned}
$$

For $T_{1}$, using (35) and (43), we have

$$
\begin{aligned}
\epsilon T_{1} & =\int_{\mathbb{T}^{2}} \rho^{\epsilon} \nabla \psi^{\epsilon \perp} \cdot \nabla \bar{\phi} \\
& =\int_{\mathbb{T}^{2}} \nabla \psi^{\epsilon \perp}\left(x-\epsilon \nabla \phi^{\epsilon}\right) \cdot \nabla \bar{\phi}\left(x-\epsilon \nabla \phi^{\epsilon}\right) \\
& =\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon \perp} \cdot \nabla \bar{\phi}-\epsilon \nabla \phi^{\epsilon \perp} D^{2} \bar{\phi} \nabla \phi^{\epsilon}+\epsilon \Xi
\end{aligned}
$$

where $\Xi$ is defined by

$$
\begin{equation*}
\Xi=\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon \perp}\left(D^{2} \bar{\phi}-\int_{s=0}^{1} D^{2} \bar{\phi}\left(x-s \epsilon \nabla \phi^{\epsilon}\right) d s\right) \nabla \phi^{\epsilon} \tag{44}
\end{equation*}
$$

The term $\int_{\mathbb{T}^{2}} \nabla \phi^{\epsilon \perp} \cdot \nabla \bar{\phi}$ vanishes identically. Concerning $\Xi$, we claim the following estimate.

Lemma 6.2. Let $\Xi$ be defined by (44). Then

$$
|\Xi| \leq C\left(\epsilon^{\frac{2}{3}}+H_{\epsilon}\right)
$$

where $C$ depends on $\left\|D^{3} \bar{\phi}\right\|_{L^{\infty}}$.
We postpone the proof of this lemma until after the proof of Theorem 6.1. We now obtain

$$
\frac{d}{d t}\left(H_{\epsilon}(t)+Q_{\epsilon}(t)\right) \leq \int_{\mathbb{T}^{2}}\left(\nabla \bar{\phi}^{\perp}-\nabla \phi^{\epsilon \perp}\right) D^{2} \bar{\phi} \nabla \phi^{\epsilon}+C H_{\epsilon}+C \epsilon^{2 / 3}
$$

Noticing that for every $\theta: \mathbb{T}^{2} \mapsto \mathbb{R}$ we have

$$
\int_{\mathbb{T}^{2}} \nabla \theta^{\perp} D^{2} \bar{\phi} \nabla \bar{\phi}=\int_{\mathbb{T}^{2}} \nabla \theta^{\perp} \cdot \nabla\left(\frac{1}{2}|\nabla \bar{\phi}|^{2}\right)=0
$$

we find that

$$
\int_{\mathbb{T}^{2}}\left(\nabla \bar{\phi}^{\perp}-\nabla \phi^{\epsilon \perp}\right) D^{2} \bar{\phi} \nabla \phi^{\epsilon}=\int_{\mathbb{T}^{2}}\left(\nabla \phi^{\perp}-\nabla \bar{\phi}^{\epsilon \perp}\right) D^{2} \bar{\phi}\left(\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right)
$$

and hence

$$
\begin{aligned}
\frac{d}{d t}\left(H_{\epsilon}(t)+Q_{\epsilon}(t)\right) & \leq-\int_{\mathbb{T}^{2}}\left(\nabla \phi^{\epsilon \perp}-\nabla \bar{\phi}^{\perp}\right) D^{2} \bar{\phi}\left(\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right)+C H_{\epsilon}+C \epsilon^{2 / 3} \\
& \leq C\left(H_{\epsilon}(t)+Q_{\epsilon}(t)+\epsilon^{2 / 3}\right),
\end{aligned}
$$

using the fact that $Q_{\epsilon}(t) \leq C \epsilon$. Therefore

$$
H_{\epsilon}(t)+Q_{\epsilon}(t) \leq\left(H_{\epsilon}(0)+Q_{\epsilon}(0)+C \epsilon^{2 / 3} t\right) \exp (C t)
$$

and finally

$$
H_{\epsilon}(t) \leq\left(H_{\epsilon}(0)+C \epsilon^{2 / 3}(1+t)\right) \exp (C t),
$$

and the result follows. Check that the constant $C$ depends only on $\sup _{0 \leq s \leq t}\left\{\| D^{3} \bar{\phi}\right.$, $\left.D^{2} \partial_{t} \bar{\phi} \|_{L^{\infty}\left(\mathbb{T}^{2}\right)}\right\}$. This ends the proof of Theorem $6.1 \quad \square$

Proof of Lemma 6.2. First we show that if $\Theta(R)=\int_{\left\{\left|\nabla \phi^{\epsilon}\right| \geq R\right\}}\left|\nabla \phi^{\epsilon}\right|^{2}$, then, for some $C>0$,

$$
\begin{equation*}
\Theta(R) \leq C \int\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2}+\frac{C}{R^{2}} . \tag{45}
\end{equation*}
$$

Indeed, $\int\left|\nabla \phi^{\epsilon}\right|^{2} \leq C$ implies that meas $\left\{\left|\nabla \phi^{\epsilon}\right| \geq R\right\} \leq C \frac{1}{R^{2}}$. Since $|\nabla \bar{\phi}(t, x)| \leq C$ for $(t, x) \in\left[0, T^{\prime}\right] \times \mathbb{T}^{d}$, we have

$$
\begin{aligned}
\Theta(R) & \leq 2 \int_{\left\{\left|\nabla \phi^{\epsilon}\right| \geq R\right\}}|\nabla \bar{\phi}|^{2}+2 \int_{\left\{\left|\nabla \phi^{\epsilon}\right| \geq R\right\}}\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2} \\
& \leq \frac{2 C}{R^{2}}+2 \int\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2} .
\end{aligned}
$$

Hence (45) is proved for $C$ replaced by $\max \{2,2 C\}$.
Then, letting

$$
K(x)=D^{2} \bar{\phi}-\int_{s=0}^{1} D^{2} \bar{\phi}\left(x-s \epsilon \nabla \phi^{\epsilon}\right) d s,
$$

we have

$$
\Xi \leq C \Theta(R)+\int_{\left|\nabla \phi^{\epsilon}\right| \leq R}\left|K(x) \| \nabla \phi^{\epsilon}\right|^{2}
$$

with $|K(x)| \leq C \epsilon\left|\nabla \phi^{\epsilon}\right|$, and thus

$$
\begin{aligned}
\Xi & \leq C \epsilon \int_{\left|\nabla \phi^{c}\right| \leq R}\left|\nabla \phi^{\epsilon}\right|^{3}+C \Theta(R) \\
& \leq C\left(\epsilon R \int\left|\nabla \phi^{\epsilon}\right|^{2}+\frac{1}{R^{2}}+\int\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2}\right) \\
& \leq C\left(\epsilon R+\frac{1}{R^{2}}+\int\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2}\right)
\end{aligned}
$$

for all $R$, so for $R=\epsilon^{-1 / 3}$ we obtain

$$
\Xi \leq C \epsilon^{2 / 3}+C \int\left|\nabla \phi^{\epsilon}-\nabla \bar{\phi}\right|^{2} .
$$

This proves Lemma 6.2
6.3. Convergence of strong solutions. We present here another proof of convergence, which holds for stronger norms. Let us consider as above the solution $(\bar{\rho}, \bar{\phi})$ to Euler,

$$
\begin{aligned}
\partial_{t} \bar{\rho}+\nabla \cdot\left(\bar{\rho} \nabla \bar{\phi}^{\perp}\right) & =0, \\
\Delta \bar{\phi} & =\bar{\rho}
\end{aligned}
$$

and we recall the $\mathrm{SG}_{\epsilon}$ system

$$
\begin{aligned}
\partial_{t} \rho^{\epsilon}+\nabla \cdot\left(\rho^{\epsilon} \nabla \psi^{\epsilon \perp}\right) & =0 \\
\operatorname{det}\left(I+\epsilon D^{2} \psi^{\epsilon}\right) & =1+\epsilon \rho^{\epsilon}
\end{aligned}
$$

We then have the following theorem.
THEOREM 6.3. Let $(\bar{\rho}, \bar{\phi})$ be a solution of EI, such that $\bar{\rho} \in C_{l o c}^{2}\left(\mathbb{R}^{+} \times \mathbb{T}^{2}\right)$. Let $\rho^{\epsilon 0}$ be a sequence of initial data for $S G_{\epsilon}$ satisfying (38)-(39), and such that $\frac{\rho^{\epsilon 0}-\bar{\rho}^{0}}{\epsilon}$ is bounded in $W^{1, \infty}\left(\mathbb{T}^{2}\right)$. Then there exists a sequence $\left(\rho^{\epsilon}, \psi^{\epsilon}\right)$ of solutions to $S G_{\epsilon}$ that satisfies the following: For all $T>0$, there exists $\epsilon_{T}>0$, such that the sequence

$$
\frac{\rho^{\epsilon}-\bar{\rho}}{\epsilon}, \frac{\nabla \psi^{\epsilon}-\nabla \bar{\phi}}{\epsilon}
$$

for $0<\epsilon<\epsilon_{T}$ is uniformly bounded in $L^{\infty}\left([0, T], W^{1, \infty}\left(\mathbb{T}^{2}\right)\right)$.
Remark. In the previous theorem, we obtained estimates in the $L^{2}$ norm; here we obtain estimates in Lipschitz norm. Estimates of higher derivatives follow in the same way.

Proof of Theorem 6.3. We expand the solution of $\mathrm{SG}_{\epsilon}$ as the solution of EI plus a small perturbation of order $\epsilon$ and show that this perturbation remains bounded in large norms (at least Lipschitz). We first remark that the assumption on $\bar{\rho}$ implies that for all $T>0, \bar{\phi} \in L^{\infty}\left([0, T] ; C^{3}\left(\mathbb{T}^{2}\right)\right)$. Let us write

$$
\begin{aligned}
& \rho^{\epsilon}=\bar{\rho}+\epsilon \rho_{1} \\
& \psi^{\epsilon}=\bar{\phi}+\epsilon \psi_{1} .
\end{aligned}
$$

Rewritten in terms of $\rho_{1}, \psi_{1}$, the $\mathrm{SG}_{\epsilon}$ system reads

$$
\begin{aligned}
& \partial_{t} \rho_{1}+\left(\nabla \bar{\phi}+\epsilon \nabla \psi_{1}\right)^{\perp} \cdot \nabla \rho_{1}=-\nabla \psi_{1}^{\perp} \cdot \nabla \bar{\rho} \\
& \Delta \psi_{1}+\epsilon \operatorname{trace}\left[D^{2} \psi_{1} D^{2} \bar{\phi}\right]+\epsilon^{2} \operatorname{det} D^{2} \psi_{1}=\rho_{1}-\operatorname{det} D^{2} \bar{\phi}
\end{aligned}
$$

Differentiating the first equation with respect to space, we find the evolution equation for $\nabla \rho_{1}$ :
$\partial_{t} \nabla \rho_{1}+\left(\left(\nabla \bar{\phi}+\epsilon \nabla \psi_{1}\right)^{\perp} \cdot \nabla\right) \nabla \rho_{1}=-\left(D^{2} \bar{\phi}+\epsilon D^{2} \psi_{1}\right) \nabla \rho_{1}^{\perp}-D^{2} \psi_{1} \nabla \bar{\rho}^{\perp}-D^{2} \bar{\rho} \nabla \psi_{1}^{\perp}$.
We claim that in order to conclude the proof it is enough to have an estimate of the form

$$
\begin{equation*}
\left\|\psi_{1}(t, \cdot)\right\|_{C^{1,1}\left(\mathbb{T}^{2}\right)} \leq C\left(1+\left\|\rho_{1}(t, \cdot)\right\|_{C^{0,1}\left(\mathbb{T}^{2}\right)}\right) \tag{47}
\end{equation*}
$$

where $C$ depends on $\bar{\phi}$. Let us admit this bound temporarily, and finish the proof of the theorem: Using (47) and (46), we obtain

$$
\frac{d}{d t}\left\|\nabla \rho_{1}\right\|_{L^{\infty}} \leq C(t)\left(1+\left\|\nabla \rho_{1}\right\|_{L^{\infty}}+\epsilon\left\|\nabla \rho_{1}\right\|_{L^{\infty}}^{2}\right)
$$

where the constant $C(t)$ depends on the $C^{2}\left(\mathbb{T}^{2}\right)$ norm of $(\bar{\rho}(t, \cdot), \bar{\phi}(t, \cdot))$. This quantity is bounded on every interval $[0, T]$.

Thus we conclude using Gronwall's lemma that $\left\|\nabla \rho_{1}(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{T}^{2}\right)}$ remains bounded on $\left[0, T_{\epsilon}\right]$ with $T_{\epsilon}$ going to $T$ as $\epsilon$ goes to 0 . We then choose $T$ as large as we want, since when $d=2$ the smooth solution to EI is global in time. From estimate (47) the $W^{1, \infty}$ bound on $\rho_{1}$ implies a $W^{2, \infty}$ bound on $\psi_{1}$. Then, we remember that

$$
\rho_{1}=\frac{\rho^{\epsilon}-\bar{\rho}}{\epsilon}, \quad \nabla \psi_{1}=\frac{\nabla \psi^{\epsilon}-\nabla \bar{\phi}}{\epsilon}
$$

to conclude the proof of Theorem 6.3.
Proof of the estimate (47). We write the equation followed by $\psi_{1}$ as follows:

$$
\Delta \psi_{1}=-\operatorname{trace}\left[\epsilon D^{2} \psi_{1} D^{2} \bar{\phi}\right]-\epsilon^{2} \operatorname{det} D^{2} \psi_{1}+\rho_{1}-\operatorname{det} D^{2} \bar{\phi}
$$

We recall that

$$
\|f g\|_{C^{2, \alpha}} \leq\|f\|_{C^{2, \alpha}}\|g\|_{C^{2, \alpha}}
$$

hence, using Schauder $C^{2, \alpha}$ estimates for solutions to the Laplace equation (see [14]), we have

$$
\begin{equation*}
\left\|\psi_{1}\right\|_{C^{2, \alpha}} \leq C_{1}\left(1+\epsilon\left\|\psi_{1}\right\|_{C^{2, \alpha}}+\epsilon^{2}\left\|\psi_{1}\right\|_{C^{2, \alpha}}^{2}\right) \tag{48}
\end{equation*}
$$

where $C_{1}$ depends on $\|\bar{\phi}\|_{C^{2, \alpha}},\left\|\rho_{1}\right\|_{C^{\alpha}}$. Inequality (48) will be satisfied in two cases: Either for $\left\|\psi_{1}\right\|_{C^{2, \alpha}} \leq C_{2}$ or for $\left\|\psi_{1}\right\|_{C^{2, \alpha}} \geq C_{3} \epsilon^{-2}$, where $C_{2}, C_{3}$ are positive constants that depend on $C_{1}$.

Now we show that $\psi^{\epsilon}$, the solution of (37), is bounded in $C^{2, \alpha}$ for $\rho^{\epsilon}$ bounded in the $C^{\alpha}$ norm. We consider for $t \in[0,1] \psi_{t}^{\epsilon}$ the unique up to a constant periodic solution of

$$
\operatorname{det}\left(I+\epsilon D^{2} \psi_{t}^{\epsilon}\right)=1+t \epsilon \rho^{\epsilon}
$$

Differentiating this equation with respect to $t$, we find

$$
M_{i j} D_{i j} \partial_{t} \psi_{t}^{\epsilon}=\rho^{\epsilon}
$$

where $M$ is the comatrix of $I+\epsilon D^{2} \psi_{t}^{\epsilon}$. From the regularity result of Theorem 4.3, $M$ is $C^{\alpha}$ and strictly elliptic. From Schauder estimates, we then have $\left\|\partial_{t} \psi_{t}^{\epsilon}\right\|_{C^{2, \alpha}} \leq$ $C\left\|\rho^{\epsilon}\right\|_{C^{2, \alpha}}$, and integrated over $t \in[0,1]$, we get

$$
\left\|\psi^{\epsilon}\right\|_{C^{2, \alpha}} \leq C\left\|\rho^{\epsilon}\right\|_{C^{2, \alpha}}
$$

Hence, since $\psi^{\epsilon}=\bar{\phi}+\epsilon \psi_{1}$, we have $\psi_{1}$ bounded by $C / \epsilon$ in $C^{2, \alpha}$. Hence it cannot be bigger than $C_{3} / \epsilon^{2}$, and to satisfy (48), we must have

$$
\left\|\psi_{1}\right\|_{C^{2, \alpha}} \leq C_{2}
$$

where $C_{2}$ as above depends on $\|\bar{\phi}\|_{C^{2, \alpha}},\left\|\rho_{1}\right\|_{C^{\alpha}}$. This proves estimate (47).
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#### Abstract

We consider a general Schrödinger operator $L+V$ on a domain $E \subset \mathbb{R}^{d}$ and its associated positive ground state $h$ solution to the maximal eigenvalue problem $L(h)+V h=\lambda h$. In this work, an interacting particle model approximating the pair $(h, \lambda)$ is studied. When $V \leq 0$, a basic version of this particle system consists of $N$ walkers evolving independently according to the Markov generator $L$, each walker dying at a rate given by the value of the potential $|V|$ at the walker's current location; when a walker dies, any other one splits in two. The long time distribution of the particle system is then an estimator of $h$. Under some reasonable assumptions (with examples for $E=\mathbb{R}^{d}$ ), we get a nonasymptotic control of the $\mathbb{L}^{p}$ deviations (resp., the bias) of this estimator with the genuine rate of convergence in $1 / \sqrt{N}$ (resp., $1 / N$ ). We also compute explicitly the asymptotic standard deviation of the estimation of $\lambda$, which remains bounded in usual mild situations.
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1. Introduction. Our motivation can be split into two steps:
2. Control the long time behavior of an interacting particle approximation of Feynman-Kac formulas with genuine rate of convergence.
3. Use the long time distribution of the particle system as a Monte Carlo estimator of the ground state of Schrödinger operators.
The last question is of very high practical interest in quantum physics and chemistry, where one uses such diffusion Monte Carlo methods to compute observables of systems (see [3], [2] and the references therein). In the difficult yet crucial case of Fermi systems, the so-called fixed node approximation is used [3], [2], where one is resorting to the ground state of a general Schrödinger operator on a domain of $\mathbb{R}^{d}$.

We focus in this work on the interacting particle system (IPS) studied by Del Moral and Miclo in [7]. In its diffusive time-continuous version, it is particularly well suited to this context. Indeed, the fixed number of particles and the selection mechanism make it liable to be stable in the long run and to give rise to finite variance. Note that it has not yet inspired as such practitioners' heuristics. Several keys are given here to design it in practice, and some toy simulations will soon be available on the author's web page and in [12].

For the analysis we have used some semigroup and martingale techniques inherited from [6]. However, this paper is mostly self-contained. The good rate of convergence of the long time distribution of the IPS is a new result, technically demanding, and proved in a very reasonable setting which includes examples in $\mathbb{R}^{d}$. Intermediate results can be used to make some proofs of [7] precise (see Remark 5.5). For the stability questions, we have used a Foster-Lyapunov drift criterion to prove uniform

[^45]exponential convergence of Schrödinger semigroups (Proposition 2.2) under a quite general assumption, which seems to be a new point also.

If $K(x, d y)$ is an integral kernel, $\varphi$ a test function, and $\mu$ a probability measure, we will use the notation $\mu K(\varphi)=\int \varphi(y) K(x, d y) \mu(d x) .()^{+}$and ( $)^{-}$denote, respectively, the positive and negative part.

Let us now give the main results of this paper. Suppose we are given an irreducible strong Feller diffusion $X_{t}$ in an open connected domain $E \subset \mathbb{R}^{d}$ with generator $L$, reversible with respect to a probability measure $\mu(d x)=\frac{h_{I}^{2}(x) d x}{\int h_{I}^{2}(x) d x}$ for some $h_{I} \geq 0$. V denotes a potential function such that the Feynman-Kac semigroup

$$
P_{t}^{V}(\varphi)(x)=\mathbb{E}\left(\varphi\left(X_{t}\right) e^{\int_{0}^{t} V\left(X_{s}\right) d s} \mid X_{0}=x\right), \quad \varphi \in \mathbb{L}^{2}(\mu)
$$

is strongly continuous in $\mathbb{L}^{2}(\mu)$ and Fellerian $\left(x \mapsto P_{t}^{V}(\varphi)(x)\right.$ is continuous for $\varphi$ bounded; see [8]). It gives rise to its associated self-adjoint Schrödinger operator

$$
(L+V)(\varphi)=\lim _{t \rightarrow 0^{+}} \frac{P_{t}^{V}(\varphi)-\varphi}{t} \in \mathbb{L}^{2}(\mu)
$$

defined on its domain $\mathcal{D}(L+V)$, where the latter limit exists (see [8]).
Our main example (detailed in section 2.1 ), which arises in many practical situations of interest (again in [3]), is some "importance sampling" transformation of the usual Schrödinger operator (with $h_{I}>0$ )

$$
\begin{equation*}
(L+V)(.)=h_{I}^{-1}\left(\frac{\Delta}{2}+V_{0}\right)\left(h_{I} .\right) \tag{1}
\end{equation*}
$$

which leaves the spectrum of $\frac{\Delta}{2}+V_{0}$ invariant, and multiplies eigenfunctions by $h_{I}^{-1}$. $X_{t}$ is then a Brownian motion with local drift $\nabla \ln h_{I}$.

We will work under the following usual assumption.
Assumption 1. The spectrum of $L+V$ is bounded by a greatest eigenvalue $\lambda$ and has a spectral gap $\lambda^{*}>0 . \lambda$ is associated with a unique eigenfunction $h \in \mathbb{L}^{2}(\mu)$ (the ground state), which is continuous and strictly positive.

Note that Assumption 1 is very general and idiomatic; see [8, Chapter 3], [4], [9], [11], and the example of section 2.1.

By spectral theory, we get that

$$
P_{t}^{V-\lambda}(\varphi) \underset{t \rightarrow+\infty}{\exp } h \mu(h \varphi) \quad \text { in } \mathbb{L}^{2}(\mu)
$$

with rate $\lambda^{\star}>0$. If the initial probability law $\eta_{0}$ of $X_{0}$ has a density in $\mathbb{L}^{2}(\mu)$, the Cauchy-Schwarz inequality gives

$$
\eta_{0} P_{t}^{V-\lambda}(\varphi) \xrightarrow[t \rightarrow+\infty]{\exp } \eta_{0}(h) \mu(h \varphi) .
$$

This is not sufficient to compute $h$ numerically, since of course $\lambda$ is unknown. That's why we resort to the renormalized version of the semigroup

$$
\eta_{t}=\frac{\eta_{0} P_{t}^{V}(\varphi)}{\eta_{0} P_{t}^{V}(1)}=\frac{\eta_{0} P_{t}^{V-\lambda}(\varphi)}{\eta_{0} P_{t}^{V-\lambda}(1)}
$$

This probability flow verifies from the discussion above that

$$
\eta_{t}(\varphi) \xrightarrow[t \rightarrow+\infty]{\exp } \frac{\mu(h \varphi)}{\mu(h)}=\eta_{\infty}(\varphi)
$$

the ground state eigenvalue $\lambda$ can be recovered from $\eta_{\infty}$ by the identity

$$
\eta_{\infty}(V)=\frac{\mu(-L(h)+\lambda h)}{\mu(h)}=\lambda
$$

and the Feynman-Kac semigroup can be recovered from $\eta_{t}$ by

$$
\eta_{0} P_{t}^{V}(\varphi)=\eta_{t}(\varphi) \exp \left(\int_{0}^{t} \eta_{s}(V) d s\right)
$$

Thus a stochastic particle approximation of $\eta_{t}$ enables the computation of $P_{t}^{V}$, of $\lambda$, and of $h$ under a renormalized weak form.

Now we consider continuous and bounded potentials $V \in \mathcal{C}_{b}(E)$ and smooth test functions $\varphi \in \mathcal{C}_{b}^{\infty}(E)$, and we remark then that $\eta_{t}$ is a weak solution to the "nonlinear" Fokker-Planck equation

$$
\begin{align*}
\partial_{t} \eta_{t}(\varphi) & =\eta_{t}\left(L(\varphi)+\left(V-\eta_{t}(V)\right) \varphi\right) \\
& =\eta_{t}\left(L_{\eta_{t}}(\varphi)\right) \tag{2}
\end{align*}
$$

The "nonlinear" Markov generator $L_{\eta}$ is a jump perturbation of $L$ defined by (other choices are possible, as in the abstract; see subsection 3.1)

$$
L_{\eta}(\varphi)(x)=L(\varphi)(x)+\int_{E}(\varphi(y)-\varphi(x))\left((V(x)-\eta(V))^{-}+(V(y)-\eta(V))^{+}\right) \eta(d y)
$$

To compute $\eta_{t}$, we construct a particle system associated to this mean-field interpretation. The latter is denoted $\xi_{t}=\left(\xi_{t}^{1}, \ldots, \xi_{t}^{N}\right) \in E^{N}$ with initial law $\eta_{0}^{\otimes N}$, and its Markov generator is given by

$$
\begin{equation*}
\mathcal{L}(\psi)(\xi)=\sum_{i=1}^{N} L_{m(\xi)}^{(i)}(\psi)(\xi) \quad \text { with } \quad m(\xi)=\frac{1}{N} \sum_{j=1}^{N} \delta_{\xi^{j}} \tag{3}
\end{equation*}
$$

for any $\xi=\left(\xi^{1}, \ldots, \xi^{N}\right) \in E^{N}$. The exponent $(i)$ means that the operator acts on the $i$ th coordinate of the test function $\psi \in \mathcal{C}_{b}^{\infty}\left(E^{N}\right)$. The empirical measure of the particle system $\xi_{t}$ denoted

$$
\eta_{t}^{N}=m\left(\xi_{t}\right)=\frac{1}{N} \sum_{j=1}^{N} \delta_{\xi_{t}^{j}}
$$

is then a stochastic approximation of $\eta_{t}$ and converges to the ground state $\eta_{\infty}$ in the long run.
$\xi_{t}$ consists of $N$ walkers evolving independently according to the Markov generator $L$, but constrained by the following birth and death mechanism:

1. With rate $\left(V\left(\xi_{t}^{i}\right)-\eta_{t}^{N}(V)\right)^{-}$, each walker $\xi_{t}^{i}$ jumps to the location of a uniformly randomly chosen walker.
2. With rate $\left(V\left(\xi_{t}^{i}\right)-\eta_{t}^{N}(V)\right)^{+}$, a uniformly randomly chosen walker jumps to the location of each walker $\xi_{t}^{i}$.

Under some localization assumptions (Assumptions 1, 2, and 3, with examples in $\mathbb{R}^{d}$ ), we prove a strong control on the long time behavior of this IPS:

$$
\begin{aligned}
\sup _{T \geq 0} \mathbb{E}\left(\left|\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right|^{p}\right)^{1 / p} & \leq \frac{C_{p}\|\varphi\|_{\infty}}{\sqrt{N}}, \\
\sup _{T \geq 0}\left|\mathbb{E}\left(\eta_{T}^{N}(\varphi)\right)-\eta_{T}(\varphi)\right| & \leq \frac{C\|\varphi\|_{\infty}}{N} \\
\sup _{T \geq 0}\left\|\operatorname{Law}\left(\xi_{T}^{i}\right)-\eta_{T}\right\|_{t v} & \leq \frac{C}{N}
\end{aligned}
$$

To get a more quantitative result, we then consider the asymptotic standard deviation of the estimator of $\lambda$,

$$
\begin{equation*}
\operatorname{Ad}^{2}(V)=\lim _{N \rightarrow+\infty} \varlimsup_{T \rightarrow+\infty} N \mathbb{E}\left(\left(\eta_{T}^{N}(V)-\lambda\right)^{2}\right) \tag{4}
\end{equation*}
$$

and we give an explicit upper bound on the latter, which remains finite in the usual mild situations with general unbounded potentials $V$.
2. Assumptions and examples. We begin with our main example (see also [3]), which motivates the results of the paper.
2.1. Example. We say that a positive function $h$ has exponential fall-off at infinity as soon as $-\ln h$ goes to infinity at least linearly.

Let $E$ be an open domain of $\mathbb{R}^{d}$ with boundary $\partial E$. Classically, we consider the Schrödinger operator $\frac{\Delta}{2}+V_{0}$, with $V_{0}$ continuous on $\bar{E}$ and going to $-\infty$ at infinity $\lim _{+\infty} V_{0}=-\infty$.
$\frac{\Delta}{2}+V_{0}$ is then self-adjoint for the core $\mathcal{C}_{c}^{\infty}(E)$ of smooth test functions with compact support in $E$ (Dirichlet conditions) and has compact resolvent (see [11, Chapter 13]). The operator thus has a discrete spectrum with maximal eigenvalue $\lambda$, a spectral gap $\lambda^{*}$, and a ground state $h_{0}>0$ on $E . h_{0}$ is continuous on $\bar{E}$ with $\left.h_{0}\right|_{\partial E}=0$ and has exponential fall-off at infinity (see [1]).

Now we consider the importance sampling transformation (1) for $h_{I} \in \mathcal{C}^{\infty} \cap \mathbb{L}^{2}(\bar{E})$, with $h_{I}>0$ on $E,\left.h_{I}\right|_{\partial E}=0$ and exponential fall-off. The resulting operator $L+V$ then reads

$$
\begin{aligned}
L & =\frac{\Delta}{2}+\nabla \ln h_{I} \nabla \\
V & =V_{0}+h_{I}^{-1} \frac{\Delta}{2} h_{I}
\end{aligned}
$$

$L+V$ is self-adjoint for the core $\mathcal{C}_{c}^{\infty}(E)$ in $\mathbb{L}^{2}(\mu)$ with $\mu(d x)=\frac{h_{I}^{2}(x) d x}{\int h_{I}^{2}(x) d x}$; it has the same spectrum as $\frac{\Delta}{2}+V_{0}$, but with continuous ground state $h=h_{0} h_{I}^{-1}>0$. As a consequence, $L+V$ satisfies Assumption 1.

To stick to our probabilistic setting we additionally ask that the following hold:

1. $\nabla h_{I} \neq 0$ on $\partial E$.
2. For some constant $a$ and $b, x . \nabla \ln h_{I}(x) \leq a|x|^{2}+b$ for all $x \in \bar{E}$.
3. $V$ or $h_{I}^{-1} \frac{\Delta}{2} h_{I}$ is bounded above.

By Proposition 7 of [3], $L$ then defines a nonexplosive strong Feller diffusion $X_{t}$ in $E$, verifying the stochastic differential equations (for some Brownian motion $t \mapsto W_{t}$ )

$$
d X_{t}=d W_{t}+\nabla \ln h_{I}\left(X_{t}\right) d t
$$

and reversible with respect to $\mu$. Here are two examples satisfying Assumptions 2 and 3 .

Remark 2.1. Within the context of section 2.1, Assumptions 2 and 3 are satisfied as soon as $V_{0}$ is Hölder continuous, and that there is an $\epsilon>0$ such that, outside some compact set,

$$
\begin{align*}
\epsilon & \leq h=h_{I} h_{0}^{-1} \leq \epsilon^{-1}  \tag{5}\\
-\epsilon^{-1} & \leq h_{I}^{-1} \frac{\Delta}{2} h_{I}-h_{0}^{-1} \frac{\Delta}{2} h_{0} \leq-\epsilon . \tag{6}
\end{align*}
$$

Heuristically, this means that $h_{I}$ and $h_{0}$ must have a similar behavior outside compact sets, $h_{I}$ being chosen slightly more concave than $h_{0}$.

First example for bounded domains. Suppose now that $E$ is bounded and $V_{0}$ is Hölder. The Schrödinger operator is regularizing and $h_{0}$ is smooth. Note this classical fact: ${ }^{1} \nabla h_{0} \neq 0$ on $\partial E$. It is now always possible to construct explicitly an $h_{I}$ satisfying (5) and (6) and thus Assumptions 1, 2, and 3.

Proof. On the boundary $\partial E, \nabla h_{0}$, and $\nabla h_{I}$ are nondegenerated and directed along the normal vector of $\partial E$. This ensures (5). Now adjust the concavity of $h_{I}$ near the boundary so that (6) is satisfied.

Second example for unbounded domains. This case is slightly more intricate, so we only give a particular explicit example:

Suppose that $E=\mathbb{R}^{d}, V_{0}$ is Hölder, and that $h_{0}$ has the following expression:

$$
h_{0}(x)=\mathrm{e}^{-\frac{|x|^{4}}{4}+\epsilon_{0}(x)}
$$

where $\epsilon_{0}$ is smooth and bounded with bounded first derivatives.
Now if we choose $h_{I}$ such that, outside some compact set,

$$
h_{I}(x)=\mathrm{e}^{-\frac{|x|^{4}}{4}+\epsilon_{0}(x)-\frac{C}{|x|^{2}}}
$$

for some $C>0$, then (5) and (6), and thus Assumptions 1, 2, and 3, are satisfied.
Proof. Inequality (5) is obvious. A straightforward computation shows that at infinity $V(x)-\lambda=-4 C+o\left(|x|^{-2}\right)$, which gives (6).

Third example for general situations. Here is our last example, which less restrictive (neither $V$ nor $h^{-1}$ shall be bounded). Assumptions 2 and 3 are not satisfied, but the expression of the asymptotic standard deviation of the eigenvalue estimation $\operatorname{Ad}(V)$ (defined by (4)) remains finite, which is a very favorable indication of practical efficiency.

Take $E=\mathbb{R}^{d}$ and suppose $V_{0}$ behaves polynomially at infinity. Choose $h_{I}$ such that

1. $\ln h_{I}$ and its first two derivatives are of polynomial behavior;
2. $h=h_{0} h_{I}^{-1}$ is bounded with exponential fall-off.

Then the expression of $\operatorname{Ad}(V)$ remains bounded. Note that it is practically easy to choose such an $h_{I}$, since the exponential fall-off of $h_{0}$ is known from $V_{0}$ (see [1]).

Proof. Recall that $V=V_{0}+\frac{\Delta}{2} \ln \left(h_{I}\right)+\frac{1}{2}\left(\nabla \ln \left(h_{I}\right)\right)^{2}$ is polynomially dominated, and that $\frac{d \eta_{\infty}}{d \mu}(x) \propto h(x)=h_{0}(x) h_{I}^{-1}(x), \frac{d \eta_{\infty}}{d x}(x) \propto h_{0}(x) h_{I}(x)$, and $\frac{d \mu}{d x}(x) \propto h_{I}^{2}(x)$ are bounded with exponential fall-off. The result follows then from Proposition 4.5. $\quad$.

This latter case could be generalized to noncontinuous potentials $V_{0}$ lying locally in the Kato class (see [5]).

[^46]2.2. Convergence of semigroups in the uniform sense. We define the nonlinear propagator associated to $\eta_{t}$ by
$$
\Phi_{t, T}(\nu)=\frac{\nu P_{T-t}^{V}}{\nu P_{T-t}^{V}(1)} \in \mathcal{P}(E)
$$

By the semigroup property, it verifies the propagation equation $\eta_{T}=\Phi_{t, T}\left(\eta_{t}\right)$.
In this subsection, we give an assumption for the uniform convergence of $P_{t}^{V-\lambda}$ and its consequence for the stability of $\Phi_{t, T}$. This will be crucial for the stability of the particle approximation. The only assumption we need is the following.

Assumption 2. $V$ is bounded above and there is an $\epsilon>0$ such that the subset $K_{\epsilon}=\{x \in E \mid V(x)-\lambda \geq-\epsilon\}$ is relatively compact in $E$.

This is a natural physical assumption, which ensures that $h$ is a "strict bound" state in the sense that $V$ is a strict potential barrier outside some compact set.

We then have the following.
Proposition 2.2. Under Assumptions 1 and 2, the Feynman-Kac semigroup is uniformly exponentially converging in the sense that there is some $C \geq 0$ and $0<\rho<1$ such that for any test function $\varphi$,

$$
\left\|P_{t}^{V-\lambda}(\varphi)-h \mu(h \varphi)\right\|_{\infty} \leq\|\varphi\|_{\infty} C \rho^{t}
$$

Proof. We use the results developed by Tweedie and collaborators, for instance, in [6]. We consider the strong Feller irreducible Markov diffusion semigroup

$$
P_{t}^{h}(\varphi)=h^{-1} P_{t}^{V-\lambda}(h \varphi)
$$

its associated diffusion process $X_{t}^{h}$, and its extended generator $L^{h}=h^{-1}(L+V-$ $\lambda)\left(h\right.$.), reversible with respect to $h^{2}(x) \mu(d x)$. We show that $h^{-1}$ is a strict Lyapunov function for $L^{h}$ outside $\bar{K}_{\epsilon}$ (in the sense of condition $(\tilde{\mathcal{D}})$ of [7]). Indeed we have that

1. $\bar{K}_{\epsilon}$ is compact and thus is a petite set for $X_{t}^{h}$ (see [13, Theorems 7.1 and 5.1]);
2. $L^{h}\left(h^{-1}\right)+\epsilon h^{-1}=(V-\lambda+\epsilon) h^{-1}$ is bounded on $\bar{K}_{\epsilon}$ and negative outside.

So by Theorem 5.2 of [7], $X_{t}^{h}$ is $h^{-1}$-uniformly ergodic, which means that

$$
\sup _{|g| \leq h^{-1}}\left|P_{t}^{h}(g)(x)-\mu\left(h^{2} g\right)\right| \leq h^{-1}(x) C \rho^{t}
$$

and gives the result for $\varphi=g h$.
We then harvest the uniform stability of $\Phi_{t, T}$.
Corollary 2.3. Under Assumptions 1 and 2, we have for some $C \geq 0,0<\rho<$ 1, and any $\nu \in \mathcal{P}(E)$

$$
\left|\Phi_{t, T}(\varphi)(\nu)-\eta_{\infty}(\varphi)\right| \leq\|\varphi\|_{\infty} \frac{C}{\nu(h)} \rho^{T-t}
$$

Proof. We take $\|\varphi\|_{\infty} \leq 1$ and use the Landau symbol "O" uniformly with respect to $t, T, \nu$, and $\varphi$. From Proposition 2.2 we get

$$
\begin{aligned}
\Phi_{t, T}(\varphi)(\nu)=\frac{\nu P_{T-t}^{V-\lambda}(\varphi)}{\nu P_{T-t}^{V-\lambda}(1)} & =\frac{\nu(h) \mu(h \varphi)+O\left(\rho^{T-t}\right)}{\nu(h) \mu(h)+O\left(\rho^{T-t}\right)} \\
& =\frac{\mu(h \varphi)+O\left(\frac{\rho^{T-t}}{\nu(h)}\right)}{\mu(h)+O\left(\frac{\rho^{T-t}}{\nu(h)}\right)}
\end{aligned}
$$

which gives the result.
2.3. A last assumption. To construct the particle system and carry out the long time analysis, we will need some more boundedness and regularity hypotheses. Assumption 3.

1. $V$ is continuous and bounded.
2. $\ln h$ is continuous and bounded.
3. For $\varphi \in \mathcal{C}_{b}^{\infty}(E),(t, x) \mapsto P_{t}^{V}(\varphi)(x)$ is $\mathcal{C}_{b}^{1,2}\left(E \times \mathbb{R}^{+}\right)$.

Remark 2.4. $\mathcal{C}_{b}^{1,2}\left(E \times \mathbb{R}^{+}\right)$denotes bounded continuous functions of $E$ with continuous time derivative and continuous second order space derivatives. The regularity assumption is probably necessary only for intermediate technical purpose.

The second assumption could be replaced by $\sup _{t, N} \mathbb{E}\left(\frac{1}{\left(\eta_{t}^{N}(h)\right)^{p}}\right)<+\infty$.
The regularity of $P_{t}^{V}(\varphi)$ and $V$ gives the backward Fokker-Planck equation in a pointwise sense.

Lemma 2.5. For all $\varphi \in \mathcal{C}_{b}^{\infty}(E)$, we have

$$
\begin{aligned}
\partial_{t} P_{T-t}^{V}(\varphi) & =-P_{T-t}^{V}(L(\varphi)+V \varphi) \\
& =-L\left(P_{T-t}^{V}(\varphi)\right)+V P_{T-t}^{V}(\varphi)
\end{aligned}
$$

## 3. The IPS approximation.

3.1. The generator of the IPS. In this subsection, we design the interacting particle interpretation of the flow $\left(\eta_{t}\right)_{t \geq 0}$, with initial probability $\eta_{0} \in \mathcal{P}(E)$. The bounded potential being given, we first consider two continuous bounded applications $\left(\mathcal{P}(E)\right.$, weak topology) $\rightarrow\left(\mathcal{C}_{b}(E),\| \|_{\infty}\right)$, whose images are nonnegative functions denoted

$$
\eta \mapsto V_{\eta}^{b} \geq 0, \quad \eta \mapsto V_{\eta}^{d} \geq 0
$$

and verifying

$$
V_{\eta}^{b}(x)-V_{\eta}^{d}(x)=V(x)+C_{\eta},
$$

where $C_{\eta}$ does not depend on $x$ (as explained in section 3.2, " $b$ " stands for "birth" and " $d$ " for "death").

We define

$$
V_{\eta}^{*}=V_{\eta}^{b}+V_{\eta}^{d}
$$

Example 3.1. Here are several possible choices of the above functions:

1. $V^{b}=0, \quad V^{d}=\sup (V)-V$ (as in the abstract).
2. $V^{b}=V^{+}, \quad V^{d}=V^{-}$.
3. $V_{\eta}^{b}=(V-\eta(V))^{+}, \quad V_{\eta}^{d}=(V-\eta(V))^{-}$.

The last choice is of fundamental importance since it is invariant by the transformation $V \mapsto V+C$, which leaves $\eta_{t}$ invariant.

Recall from (2) that $\eta_{t}$ satisfies the fundamental nonlinear Markovian evolution equation

$$
\partial_{t} \eta_{t}(\varphi)=\eta_{t}\left(L_{\eta_{t}}(\varphi)\right),
$$

but here the nonlinear Markov generator is more generally defined by

$$
L_{\eta}(\varphi)(x)=L(\varphi)(x)+\int(\varphi(y)-\varphi(x))\left(V_{\eta}^{b}(y)+V_{\eta}^{d}(x)\right) \eta(d y)
$$

Indeed we have that

$$
\begin{aligned}
\eta\left(L_{\eta}(\varphi)\right) & =\eta(L(\varphi))+\eta\left(V_{\eta}^{b} \varphi\right)-\eta\left(V_{\eta}^{d} \varphi\right)+\eta\left(V_{\eta}^{d}\right) \eta(\varphi)-\eta\left(V_{\eta}^{b}\right) \eta(\varphi) \\
& =\eta(L(\varphi)+V \varphi)-\eta(\varphi) \eta(V)
\end{aligned}
$$

If $A$ is a linear operator, the associated formal "carré-du-champs" $\Gamma_{A}$ is a bilinear operator defined by

$$
\Gamma_{A}(\varphi, \varphi)=A\left(\varphi^{2}\right)-2 \varphi A(\varphi)
$$

Recall that when $A$ is the generator of a Markov process $X_{t}, \Gamma_{A}(\varphi, \varphi) \geq 0$ and $\int_{0}^{t} \Gamma_{A}(\varphi, \varphi)\left(X_{s}\right) d s$ is the predictable quadratic variation of the martingale part of $\varphi\left(X_{t}\right)$.

We can then define

$$
\Gamma_{L_{\eta}}(\varphi, \varphi)(x)=\Gamma_{L}(\varphi, \varphi)(x)+\int(\varphi(y)-\varphi(x))^{2}\left(V_{\eta}^{b}(y)+V_{\eta}^{d}(x)\right) \eta(d y)
$$

and remark that

$$
\begin{aligned}
\eta\left(\Gamma_{L_{\eta}}(\varphi, \varphi)\right) & =\eta\left(\Gamma_{L}(\varphi, \varphi)\right)+\eta\left(\varphi^{2} V_{\eta}^{*}\right)+\eta\left(\varphi^{2}\right) \eta\left(V_{\eta}^{*}\right)-2 \eta\left(V_{\eta}^{*} \varphi\right) \eta(\varphi) \\
& =\eta\left(\Gamma_{L}(\varphi, \varphi)\right)+\eta\left((\varphi-\eta(\varphi))^{2}\left(V_{\eta}^{*}+\eta\left(V_{\eta}^{*}\right)\right)\right)
\end{aligned}
$$

We now consider the interacting particle model $\left(\xi_{t}\right)_{t \in \mathbb{R}^{+}}$associated to the nonlinear operator $L_{\eta}$ as defined in the introduction by its initial law $\eta_{0}^{\otimes N}$ and its Markov generator $\mathcal{L}$ given in (3). The IPS is a Markov process resulting from a bounded jump perturbation of $N$ independent copies of $X_{t}$, and thus is well defined.

When we use as a test function the empirical mean $m().(\varphi) \in \mathcal{C}_{b}^{\infty}\left(E^{N}\right)$ of a $\varphi \in \mathcal{C}_{b}^{\infty}(E)$, we have the following simple form of the generator and its associated carré-du-champs.

Lemma 3.2.

$$
\begin{aligned}
\mathcal{L}(m(.)(\varphi)) & =m(.)\left(L_{m(.)}(\varphi)\right) \\
\Gamma_{\mathcal{L}}(m(.)(\varphi), m(.)(\varphi)) & =\frac{1}{N} m(.)\left(\Gamma_{L_{m(.)}}(\varphi, \varphi)\right)
\end{aligned}
$$

Proof. The first identity is by definition. The second one is a straightforward formal computation. We use the linearity of $A \mapsto \Gamma_{A}$ to get

$$
\Gamma_{\mathcal{L}}(\psi, \psi)=\sum_{i=1}^{N} \Gamma_{L_{m(\cdot)}}^{(i)}(\psi, \psi)
$$

and since $L_{\eta}$ (constant) $=0$, for any $\xi \in E^{N}$, we have

$$
\begin{aligned}
\Gamma_{L_{m(\xi)}}^{(i)}(m(.)(\varphi), m(.)(\varphi))(\xi)= & \frac{1}{N^{2}} 2 \sum_{j \neq i} \varphi\left(\xi^{j}\right) L_{m(\xi)}(\varphi)\left(\xi^{i}\right)+\frac{1}{N^{2}} L_{m(\xi)}\left(\varphi^{2}\right)\left(\xi^{i}\right) \\
& -2\left(\frac{1}{N} \sum_{j} \varphi\left(\xi^{j}\right)\right) \frac{1}{N} L_{m(\xi)}(\varphi)\left(\xi^{i}\right) \\
= & \frac{1}{N^{2}} \Gamma_{m(\xi)}^{(i)}(\varphi, \varphi)\left(\xi^{i}\right)
\end{aligned}
$$

and the result follows.

Now we can state our key tool.
Proposition 3.3. For all $\varphi . \in \mathcal{C}_{b}^{1,2}\left(E \times \mathbb{R}^{+}\right)$, the process

$$
\mathcal{M}_{t}\left(\varphi_{.}\right)=\eta_{t}^{N}\left(\varphi_{t}\right)-\eta_{0}^{N}\left(\varphi_{0}\right)-\int_{0}^{t} \eta_{s}^{N}\left(\partial_{s} \varphi_{s}+L_{\eta_{s}^{N}}\left(\varphi_{s}\right)\right) d s
$$

is a local martingale, with predictable quadratic variation given by

$$
\left\langle\mathcal{M}\left(\varphi_{.}\right)\right\rangle_{0}^{t}=\frac{1}{N} \int_{0}^{t} \eta_{s}^{N}\left(\Gamma_{L_{\eta_{s}^{N}}}\left(\varphi_{s}, \varphi_{s}\right)\right) d s
$$

and jumps estimated by

$$
\left|\Delta \mathcal{M}_{t}\left(\varphi_{.}\right)\right| \leq \frac{2\left\|\varphi_{t}\right\|}{N}
$$

We recall that

$$
\eta_{s}^{N}\left(L_{\eta_{s}^{N}}(\varphi)\right)=\eta_{s}^{N}\left(L(\varphi)+\left(V-\eta_{s}^{N}(V)\right) \varphi\right)
$$

and

$$
\eta_{s}^{N}\left(\Gamma_{L_{\eta_{s}^{N}}}(\varphi, \varphi)\right)=\eta_{s}^{N}\left(\Gamma_{L}(\varphi, \varphi)\right)+\eta_{s}^{N}\left(\left(\varphi-\eta_{s}^{N}(\varphi)\right)^{2}\left(V_{\eta_{s}^{N}}^{*}+\eta_{s}^{N}\left(V_{\eta_{s}^{N}}^{*}\right)\right)\right)
$$

Proof. This is a particular case of the usual martingale problem associated to the Markov process $\xi_{t}$. The statement can be proved with a standard application of the Itô formula, with Markov property arguments for the jump part.

The estimate on the jumps follows from the fact that each jump concerns only one particle (see the probabilistic construction in subsection 3.2).

From the above proposition we immediately get the stochastic differential equation

$$
d \eta_{t}^{N}(\varphi)=\eta_{t}^{N}\left(L_{\eta_{t}^{N}}(\varphi)\right) d t+d \mathcal{M}_{t}(\varphi)
$$

which is a perturbation of (2) of the dynamic of $\eta_{t}$ by a martingale whose jumps and predictable quadratic variation are of order $\frac{1}{N}$. In this sense, we already see that $\eta_{t}^{N}$ is a natural approximation of the flow $\eta_{t}$. Of course, this point of view is too elementary to enable an asymptotic analysis mainly because of the nonlinearity of (2).
3.2. Probabilistic construction and genetic interpretation. We start with a more explicit expression for the IPS generator.

Proposition 3.4. We have $\mathcal{L}=\mathcal{L}^{\text {mut }}+\mathcal{L}^{\text {sel }}$ with the pair mutation/selection generators defined by

$$
\begin{aligned}
\mathcal{L}^{m u t}(\psi)(\xi)= & \sum_{i=1}^{N} L^{(i)}(\psi)(\xi), \\
\mathcal{L}^{s e l}(\psi)(\xi)= & \sum_{i=1}^{N} V_{m(\xi)}^{d}\left(\xi^{i}\right) \frac{1}{N} \sum_{j=1}^{N}\left(\psi\left(\xi^{i \rightarrow j}\right)-\psi(\xi)\right) \\
& +\sum_{i=1}^{N} V_{m(\xi)}^{b}\left(\xi^{i}\right) \frac{1}{N} \sum_{j=1}^{N}\left(\psi\left(\xi^{j \rightarrow i}\right)-\psi(\xi)\right),
\end{aligned}
$$

where if $\xi^{\prime}=\xi^{i \rightarrow j}$, then $\xi^{\prime k}=\xi^{k}$ except for $k=i$, where $\xi^{\prime i}=\xi^{j}$.

Proof. The jump part of $\mathcal{L}$ is by definition

$$
\begin{aligned}
\mathcal{L}^{\mathrm{sel}}(\psi)(\xi)= & \sum_{i=1}^{N} V_{m(\xi)}^{d}\left(\xi^{i}\right)\left(\frac{1}{N} \sum_{j=1}^{N} \psi\left(\xi^{i \rightarrow j}\right)-\psi(\xi)\right) \\
& +\sum_{i=1}^{N} \frac{1}{N} \sum_{j=1}^{N} V_{m(\xi)}^{b}\left(\xi^{j}\right)\left(\psi\left(\xi^{i \rightarrow j}\right)-\psi(\xi)\right)
\end{aligned}
$$

and the result follows by exchanging the indexes $i$ and $j$ in the second part of the right-hand side of the identity.

Thus the $N$ walkers evolve according to the following birth and death mechanism, for any $i \in[1, N]\left(\tau_{n+1}^{d / b, i}\right.$ designing independent exponential clocks of mean 1$)$ :

1. Between each jump time, the walkers evolve independently according to the mutation generator $L$.
2. At random times $T_{n}^{d, i}$ defined by $\int_{T_{n}^{d, i}}^{T_{n+1}^{d, i}} V_{\eta_{s}^{N}}^{d}\left(\xi_{s}^{i}\right) d s=\tau_{n+1}^{d, i}$, a walker is uniformly randomly chosen, and the $i$ th walker then jumps to its location.
3. At random times $T_{n}^{b, i}$ defined by $\int_{T_{n}^{b, i}}^{T_{n+1}^{b, i}} V_{\eta_{s}^{N}}^{b}\left(\xi_{s}^{i}\right) d s=\tau_{n+1}^{b, i}$, a walker is uniformly randomly chosen, and then jumps to the location of the $i$ th walker.
This explains how the selection generator tends to "get rid of" walkers with relatively high potential $V_{\eta_{t}^{N}}^{d}$, and tends to "reproduce" walkers with relatively high potential $V_{\eta_{t}^{N}}^{b}$. The effect of selection is then to favor walkers with relatively high potential $V=V_{\eta_{t}^{N}}^{b}-V_{\eta_{t}^{N}}^{d}-C_{\eta_{t}^{N}}$. In this sense, the IPS can be seen as a continuous time genetic algorithm with fitness function $V$ and mutations of generator $L$.

Moreover this structure enables a nice parallelized implementation, where walkers are individually collecting information from $V$, but yet learns globally the structure of the ground state $h$.

In practice, one may use some Euler discretization scheme, and may approximate integrals with sums. This requires at least the continuity of the potential $V$.

## 4. Long time behavior of the IPS.

4.1. Nonasymptotic control. We give directly the main theoretical results of this paper, the proof being postponed to section 5 .

ThEOREM 4.1 (time-uniform $\mathbb{L}^{p}$ estimate). We suppose that Assumptions 1, 2, and 3 are verified.

There are constants $C_{p}$ such that, for all test function $\varphi \in \mathcal{C}_{b}(E)$ with $\|\varphi\|_{\infty} \leq 1$,

$$
\sup _{T \geq 0} \mathbb{E}\left(\left|\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right|^{p}\right)^{1 / p} \leq \frac{C_{p}}{\sqrt{N}}
$$

ThEOREM 4.2 (bias estimate/time-uniform convergence of a particle). We suppose that Assumptions 1, 2, and 3 are verified.

There is a constant $C$ such that, for all $\varphi \in \mathcal{C}_{b}(E)$ with $\|\varphi\|_{\infty} \leq 1$,

$$
\begin{aligned}
\sup _{T \geq 0}\left|\mathbb{E}\left(\eta_{T}^{N}(\varphi)\right)-\eta_{T}(\varphi)\right| & \leq \frac{C}{N} \\
\sup _{T \geq 0}\left\|\operatorname{Law}\left(\xi_{T}^{i}\right)-\eta_{T}\right\|_{t v} & \leq \frac{C}{N}
\end{aligned}
$$

Remark 4.3. One can easily show that the particle system $\xi_{t}$ is recurrent and ergodic. If the invariant measure is finite, it converges in law to a random variable $\xi_{\infty}$ (this always happens when $E$ is compact). $\eta_{\infty}^{N}$ is then the natural estimator of $\eta_{\infty}$ and we have the almost sure convergence

$$
\eta_{\infty}^{N} \xrightarrow[N \rightarrow+\infty]{\text { a.s. }} \eta_{\infty} \quad \text { in the weak topology }
$$

which follows the $\mathbb{L}^{p}$ estimate for $p=4$ with a Borel-Cantelli argument.
This situation is probably true in general for $N$ large enough, although the positivity seems difficult to prove. Anyway, one can take for $\eta_{\infty}^{N}$ any adherent limit (which is a positive measure) of $\eta_{t}^{N}$ under the weak topology of evanescent functions.

We want to lay the emphasis on the difficulty of the proof of these results, which comes from the nonlinear propagation of the error made by the particle approximation.

We also propose an asymptotic study of the standard deviation.
4.2. Long time asymptotic standard deviation. The asymptotic standard deviation gives a quantitative information of the IPS approximation. We show in Proposition 4.5 that the latter is likely to remain bounded in many mild situations of interest.

Theorem 4.4. Under Assumptions 1, 2, and 3, we have for any $\varphi \in \mathcal{C}_{b}(E)$ $\left(\bar{\varphi}=\varphi-\eta_{\infty}(\varphi)\right)$

$$
\begin{aligned}
& \lim _{N \rightarrow+\infty} \varlimsup_{T \rightarrow+\infty} N \mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{\infty}(\varphi)\right)^{2}\right) \\
& =\operatorname{Ad}^{2}(\varphi)=\eta_{\infty}\left(\bar{\varphi}^{2}\right)+2 \int_{0}^{+\infty} \eta_{\infty}\left(P_{s}^{V-\lambda}(\bar{\varphi})^{2}\left(V_{\eta_{\infty}}^{b}+\eta_{\infty}\left(V_{\eta_{\infty}}^{d}\right)\right)\right) d s
\end{aligned}
$$

Note that by Proposition 2.2, the local noise introduced by interactions

$$
s \mapsto \eta_{\infty}\left(P_{s}^{V-\lambda}(\bar{\varphi})^{2}\left(V_{\eta_{\infty}}^{b}+\eta_{\infty}\left(V_{\eta_{\infty}}^{d}\right)\right)\right)
$$

is exponentially decreasing with $s$.
We're interested in clarifying this quantity for the meaningful case $\varphi=V$, which corresponds to the eigenvalue estimation. We will take $V_{\eta}^{b}=(V-\eta(V))^{+}$and $V_{\eta}^{d}=$ $(V-\eta(V))^{-}$.

Proposition 4.5. Under Assumption 1 only, we have
$\operatorname{Ad}^{2}(V) \leq \eta_{\infty}\left((V-\lambda)^{2}\right)+\frac{1}{\lambda^{*}}\left\|\frac{d \eta_{\infty}}{d \mu} \times\left((V-\lambda)^{+}+\eta_{\infty}\left((V-\lambda)^{-}\right)\right)\right\|_{\infty} \mu\left((V-\lambda)^{2}\right)$.
Proof. Since $\bar{\varphi}=\varphi-\eta_{\infty}(\varphi)$ is orthogonal to $h$ in $\mathbb{L}^{2}(\mu)$, we have by spectral theory $\mu\left(P_{t}^{V-\lambda}(\bar{\varphi})^{2}\right) \leq e^{-2 \lambda^{*} t} \mu\left(\bar{\varphi}^{2}\right)$. The result follows from Theorem 4.4 for $\varphi=V$ with $\eta_{\infty}(V)=\lambda$.

When $\frac{d \eta_{\infty}}{d \mu}=\frac{h}{\mu(h)}$ is bounded with exponential fall-off, this upper bound is expected to remain finite in almost any situation of interest (see the third example of section 2.1).
5. Proofs. Throughout this section we will use the following notation:

1. $T>0$ will be a deterministic horizon time and we will take $t \in[0, T]$.
2. $n \geq 0 p \geq 1$ are integers.
3. $\|\|$ is the uniform norm.
4. $\varphi \in \mathcal{C}_{b}^{\infty}(E)$ is a test function such that $\|\varphi\| \leq 1$, and $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$.
5. $C>0$ a constant independent of test functions, of the time parameters $t, T$ and of the number of particles $N$. In the same spirit, we will use the Landau notation "O" uniformly with these variables. Note: The constant $C$ and the "O" notation may depend on integers $n$ and $p$.
We recall that $\|V\| \leq C$ and $\sup _{\eta}\left\|V_{\eta}^{*}\right\| \leq C$.
The proofs are based on the use of a "linearized" version of the propagator of $\eta_{t}$ defined by

$$
Q_{t, T}(\varphi)=\frac{P_{T-t}^{V}(\varphi)}{\eta_{t} P_{T-t}^{V}(1)}
$$

which verifies the propagation equation

$$
\eta_{T}(\varphi)=\eta_{t} Q_{t, T}(\varphi)
$$

The main idea is to analyze the martingale part and the predictable part of the process $t \mapsto \eta_{t}^{N} Q_{t, T}(\bar{\varphi})$ for $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$. Because we have $\eta_{t}\left(Q_{t, T}(\bar{\varphi})\right)=0$, it can be interpreted as a stochastic perturbation of the identically null process. Note that $\eta_{T}^{N}\left(Q_{T, T}(\bar{\varphi})\right)=\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)$, which is the quantity we wish to control when $T \rightarrow+\infty$.

To lighten the computations, the test function $\varphi$ will be omitted.
Throughout these proofs, we will use the following stability results.
Lemma 5.1. The propagator $Q_{t, T}$ verifies the following properties:
$n$ being given, there is a $C$ such that for any test function $\varphi$

$$
\begin{aligned}
\left\|Q_{t, T}(\varphi)\right\| & \leq C \\
\int_{t}^{T}\left\|Q_{s, T}(\varphi)\right\|^{2^{n}} d s & \leq C(T-t)
\end{aligned}
$$

Moreover there is some $0<\rho<1$ such that for any $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$

$$
\begin{aligned}
\left\|Q_{t, T}(\bar{\varphi})\right\| & \leq C \rho^{T-t} \\
\int_{t}^{T}\left\|Q_{s, T}(\bar{\varphi})\right\|^{2^{n}} d s & \leq C
\end{aligned}
$$

Proof. First we write

$$
Q_{t, T}(\varphi)=\frac{P_{T-t}^{V-\lambda}(\varphi)(x)}{\eta_{t} P_{T-t}^{V-\lambda}(1)}
$$

We claim that

$$
\frac{1}{\eta_{t} P_{T-t}^{V-\lambda}(1)} \leq C
$$

Indeed by definition and the semigroup property we have $\eta_{t} P_{T-t}^{V-\lambda}(1)=\frac{\eta_{0} P_{T}^{V-\lambda}(1)}{\eta_{0} P_{t}^{V-\lambda}(1)}$, and $t \mapsto \eta_{0} P_{t}^{V-\lambda}(1)$ is continuous, positive, and goes from 1 to $\eta_{0}(h) \mu(h)>0$.

By Proposition 2.2, we then get for any $\varphi\left\|Q_{t, T}(\varphi)\right\| \leq C$.
For $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$ we use the decomposition

$$
\left|Q_{t, T}(\bar{\varphi})\right|=\frac{1}{\left(\eta_{t} P_{T-t}^{V-\lambda}(1)\right)^{2}}\left|\eta_{t} P_{T-t}^{V-\lambda}(1) P_{T-t}^{V-\lambda}(\varphi)-\eta_{t} P_{T-t}^{V-\lambda}(\varphi) P_{T-t}^{V-\lambda}(1)\right|
$$

and again Proposition 2.2 gives a $0<\rho<1$ such that for any $\bar{\varphi},\left\|Q_{t, T}(\bar{\varphi})\right\| \leq$ $C \rho^{T-t}$.

Note the control on the initial error.
Lemma 5.2. We have for any $\varphi$

$$
\mathbb{E}\left(\left(\eta_{0}^{N}(\varphi)-\eta_{0}(\varphi)\right)^{p}\right) \leq \frac{C}{N^{p / 2}}
$$

Proof. Since, at time $t=0$, all particles are sampled independently with law $\eta_{0}, \eta_{0}^{N}(\varphi)$ is a sum of $N$ zero-mean independently and identically distribute (i.i.d.) variables. The result is then the Burkholder-Davies-Gundy (BDG) inequality for i.i.d. variables.
5.1. Precise $L^{p}$-estimate of the key martingales. We want to apply Proposition 3.3 to the collection $\left(Q_{t, T}(\varphi)^{2^{n}}\right)_{n \geq 0} \equiv\left(Q_{t, T}^{2^{n}}\right)_{n \geq 0}$. Recall that $\eta_{t}\left(P_{T-t}^{V}(1)\right)=$ $\frac{\eta_{0} P_{T}^{V}(1)}{\eta_{0} P_{t}^{V}(1)}$ and so

$$
\begin{aligned}
\partial_{t} \eta_{t}\left(P_{T-t}^{V}(1)\right) & =-\frac{\eta_{0} P_{T}^{V}(1)}{\eta_{0} P_{t}^{V}(1)^{2}} \eta_{0} P_{t}^{V}(V) \\
& =-\eta_{t}\left(P_{T-t}^{V}(1)\right) \eta_{t}(V) ;
\end{aligned}
$$

this yields, using Lemma 2.5,

$$
\begin{aligned}
\partial_{t} Q_{t, T} & =-L\left(Q_{t, T}\right)-V Q_{t, T}+\frac{1}{\eta_{t}\left(P_{T-t}^{V}(1)\right)^{2}} \eta_{t}\left(P_{T-t}^{V}(1)\right) \eta_{t}(V) \\
& =-L\left(Q_{t, T}\right)-\left(V-\eta_{t}(V)\right) Q_{t, T}
\end{aligned}
$$

and

$$
\partial_{t} Q_{t, T}^{2^{n}}=-2^{n} Q_{t, T}^{2^{n}-1} L\left(Q_{t, T}\right)-2^{n} Q_{t, T}^{2^{n}} \times\left(V-\eta_{t}(V)\right) .
$$

From Proposition 3.3, we obtain a collection of difference of martingales between $t$ and $T$ indexed by $n$ :

$$
\begin{align*}
\mathcal{M}_{t}^{T}\left(Q_{., T}^{2^{n}}\right)= & \mathcal{M}_{T}\left(Q_{., T}^{2^{n}}\right)-\mathcal{M}_{t}\left(Q_{., T}^{2^{n}}\right) \\
= & \eta_{T}^{N}\left(Q_{T, T}^{2^{n}}\right)-\eta_{t}^{N}\left(Q_{t, T}^{2^{n}}\right)-\int_{t}^{T} \eta_{s}^{N}\left(L\left(Q_{s, T}^{2^{n}}\right)-2^{n} Q_{s, T}^{2^{n}-1} L\left(Q_{s, T}\right)\right) d s \\
& -\int_{t}^{T} \eta_{s}^{N}\left(Q_{s, T}^{2^{n}} \times\left(V-\eta_{s}^{N}(V)-2^{n}\left(V-\eta_{s}(V)\right)\right)\right) d s, \tag{7}
\end{align*}
$$

with predictable quadratic variation given by

$$
\begin{aligned}
& N\left\langle\mathcal{M}\left(Q_{,, T}^{2^{n}}\right)\right\rangle_{t}^{T} \\
(8) & =\int_{t}^{T} \eta_{s}^{N}\left(\Gamma_{L}\left(Q_{s, T}^{2^{n}}, Q_{s, T}^{2^{n}}\right)\right)+\eta_{s}^{N}\left(\left(Q_{s, T}^{2^{n}}-\eta_{s}^{N}\left(Q_{s, T}^{2^{n}}\right)\right)^{2}\left(V^{*}+\eta_{s}^{N}\left(V^{*}\right)\right)\right) d s
\end{aligned}
$$

We can get rid of the carré-du-champs term and get the following bounds up to a martingale.

Lemma 5.3. For all $n \geq 0$ and any test function $\varphi$ we have

$$
N\left\langle\mathcal{M}\left(Q_{., T}^{2^{n}}(\varphi)\right)\right\rangle_{t}^{T} \leq C(T-t+1)-\mathcal{M}_{t}^{T}\left(Q_{., T}^{2^{n+1}}(\varphi)\right),
$$

and for any centered test function $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$

$$
N\left\langle\mathcal{M}\left(Q_{., T}^{2^{n}}(\bar{\varphi})\right)\right\rangle_{t}^{T} \leq C-\mathcal{M}_{t}^{T}\left(Q_{., T}^{2^{n+1}}(\bar{\varphi})\right)
$$

Proof. The formal carré-du-champs upper bound (Lemma 6.1) gives

$$
\begin{aligned}
& \int_{t}^{T} \eta_{s}^{N}\left(\Gamma_{L}\left(Q_{s, T}^{2^{n}}, Q_{s, T}^{2^{n}}\right)\right) d s \\
& \stackrel{\text { for } n=0)}{\leq} \int_{t}^{T} \eta_{s}^{N}\left(L\left(Q_{s, T}^{2^{n+1}}\right)-2^{n+1} Q_{s, T}^{2^{n+1}-1} L\left(Q_{s, T}\right)\right) d s
\end{aligned}
$$

From (8), we use the above inequality and (7) at rank $n+1$ to find the upper bound

$$
\begin{align*}
& N\left\langle\mathcal{M}\left(Q_{., T}^{2^{n}}\right)\right\rangle_{t}^{T} \stackrel{(=\text { for } n=0)}{\leq}-\mathcal{M}_{t}^{T}\left(Q_{., T}^{2^{n+1}}\right)+\eta_{T}^{N}\left(Q_{T, T}^{2^{n+1}}\right)-\eta_{t}^{N}\left(Q_{t, T}^{2^{n+1}}\right) \\
&-\int_{t}^{T} \eta_{s}^{N}\left(Q_{s, T}^{2^{n+1}}\left(V-\eta_{s}^{N}(V)-2^{n+1}\left(V-\eta_{s}(V)\right)\right)\right) d s \\
&+\int_{t}^{T} \eta_{s}^{N}\left(\left(Q_{s, T}^{2^{n}}-\eta_{s}^{N}\left(Q_{s, T}^{2^{n}}\right)\right)^{2}\left(V^{*}+\eta_{s}^{N}\left(V^{*}\right)\right)\right) d s \tag{9}
\end{align*}
$$

The result follows then from Lemma 5.1.
The case $n=0$ is of crucial importance. From (7) or Proposition 3.3 we can get

$$
\begin{equation*}
d \eta_{t}^{N}\left(Q_{t, T}\right)=d \mathcal{M}_{t}\left(Q_{., T}\right)+\left(\eta_{t}(V)-\eta_{t}^{N}(V)\right) \eta_{t}^{N}\left(Q_{t, T}\right) d t \tag{10}
\end{equation*}
$$

which gives for centered test functions, by integrating on $[0, T]$,

$$
\begin{align*}
\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)= & \eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)+\mathcal{M}_{T}\left(Q_{., T}(\bar{\varphi})\right) \\
& +\int_{0}^{T}\left(\eta_{s}(V)-\eta_{s}^{N}(V)\right)\left(\eta_{s}^{N}\left(Q_{s, T}(\bar{\varphi})\right)-\eta_{s}\left(Q_{s, T}(\bar{\varphi})\right)\right) d s \tag{11}
\end{align*}
$$

The martingale part and the initial error $\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)$ is expected to be of order $\frac{1}{\sqrt{N}}$, and the predictable part of order $\frac{1}{N}$.

Note that by developing the right-hand side of (9) with the identity $V=V_{\eta_{s}^{N}}^{b}-$ $V_{\eta_{s}^{N}}^{d}+C_{\eta_{s}^{N}}$, the predictable quadratic variation of the martingale gives

$$
\begin{aligned}
N\left\langle\mathcal{M}\left(Q_{., T}\right)\right\rangle_{0}^{T}= & -\mathcal{M}_{T}\left(Q_{., T}^{2}\right)+\eta_{T}^{N}\left(Q_{T, T}^{2}\right)-\eta_{0}^{N}\left(Q_{0, T}^{2}\right) \\
& +2 \int_{0}^{T} \eta_{s}^{N}\left(Q_{s, T}^{2} V_{\eta_{s}^{N}}^{b}\right)+\eta_{s}^{N}\left(Q_{s, T}^{2}\right) \eta_{s}\left(V_{\eta_{s}^{N}}^{d}\right) \\
& -\eta_{s}^{N}\left(Q_{s, T}\right) \eta_{s}^{N}\left(Q_{s, T} V_{\eta_{s}^{N}}^{*}\right)+\eta_{s}^{N}\left(Q_{s, T}^{2}\right)\left(\eta_{s}^{N}\left(V_{\eta_{s}^{N}}^{b}\right)-\eta_{s}\left(V_{\eta_{s}^{N}}^{b}\right)\right) d s
\end{aligned}
$$

We can now state the first result of this section, which is the control of all moments of these martingales.

Theorem 5.4. For all $p \geq 1$, all $n \geq 0$, and all test functions $\varphi$,

$$
\mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{., T}^{2^{n}}(\varphi)\right]_{t}^{T}\right)^{p}\right) \leq \frac{C(T-t+1)^{p}}{N^{p}}\right.
$$

and for centered test functions $\bar{\varphi}$,

$$
\mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{., T}^{2^{n}}(\bar{\varphi})\right]_{t}^{T}\right)^{p}\right) \leq \frac{C}{N^{p}}\right.
$$

Proof. Note that by localization, we can suppose that we work with bounded martingales.

Thanks to the Jensen inequality, it is sufficient to prove the inequalities for all $p=2^{q}$. We are going to use an induction on $q$ to prove that

$$
\begin{aligned}
\forall n & \geq 0 \\
& \mathbb{E}\left(\left(\left\langle\mathcal{M}\left(Q_{., T}^{2^{n}}\right)\right\rangle_{t}^{T}\right)^{2^{q}}\right) \leq \frac{C(T-t+1)^{2^{q}}}{N^{2^{q}}} \\
& \mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{., T}^{2^{n}}\right)\right]_{t}^{T}\right)^{2^{q}}\right) \leq \frac{C(T-t+1)^{2^{q}}}{N^{2^{q}}}
\end{aligned}
$$

For $q=0$, these inequalities are a direct consequence of Lemma 5.3.
Suppose the inequality true at order $q$ and lower. Again from Lemma 5.3, we get

$$
\begin{aligned}
\mathbb{E}\left(N^{2^{q+1}}\right. & \left.\left(\left\langle\mathcal{M}\left(Q_{., T}^{2^{n}}\right)\right\rangle_{t}^{T}\right)^{2^{q+1}}\right) \\
& \leq C(T-t+1)^{2^{q+1}}+C \mathbb{E}\left(\mathcal{M}_{t}^{T}\left(Q_{., T}^{2^{n+1}}\right)^{2^{q+1}}\right) \\
& \leq C(T-t+1)^{2^{q+1}}+C \mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{., T}^{2^{n+1}}\right)\right]_{t}^{T}\right)^{2^{q}}\right) \quad \text { (by the BDG inequality). }
\end{aligned}
$$

By induction, this proves the first upper bound at rank $q+1$.
Now we use the alternate BDG inequality stated in Lemma 6.2 to the martingale $\mathcal{M}\left(Q_{., T}^{2^{n}}\right)$, whose jumps, by Proposition 7 , verify $a \leq \frac{2\left\|Q_{t, T}^{2^{n}}\right\|}{N} \leq \frac{C}{N}$. This gives

$$
\mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{\cdot, T}^{2^{n}}\right)\right]_{t}^{T}\right)^{2^{q+1}}\right) \leq C \sum_{k=0}^{q+1} \frac{1}{N^{2^{q+2}-2^{k+1}}} \mathbb{E}\left(\left(\left\langle\mathcal{M}\left(Q_{\cdot, T}^{2^{n}}\right)\right\rangle_{t}^{T}\right)^{2^{k}}\right)
$$

By induction,

$$
\begin{aligned}
\mathbb{E}\left(\left(\left[\mathcal{M}\left(Q_{\cdot, T}^{2^{n}}\right)\right]_{t}^{T}\right)^{2^{q+1}}\right) & \leq C \sum_{k=0}^{q+1} \frac{(T-t)^{2^{k}}}{N^{2^{q+2}-2^{k+1}+2^{k}}} \\
& \leq \frac{C(T-t)^{2^{q+1}}}{N^{2^{q+1}}}
\end{aligned}
$$

which proves the second upper bound at rank $q+1$.
The case of centered test functions is identical.
Remark 5.5. Some results of [6] use $\mathbb{L}^{p}$ estimates of a similar martingale (Lemma 3.23) whose proof uses the Itô formula but may be incorrect. Resorting to the Itô formula seems to be intractable, and the techniques used for Theorem 5.4 enables us to clarify these results.
5.2. Proof of Theorem 4.1. First of all let's define the following quantity:

$$
I_{p}(N)=\sup _{T, \varphi} \mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{p}\right)
$$

In this subsection, we will prove the time-uniform estimate $I_{p}(N) \leq \frac{C}{N^{p / 2}}$. We start with our first key lemma.

Lemma 5.6. There is an $\epsilon>0$ independent of $p$ such that

$$
I_{p}(N) \leq \frac{C}{N^{\epsilon p / 2}}
$$

Proof. Let's fix $T$ and use the decomposition

$$
\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)=\underbrace{\eta_{T}^{N}(\varphi)-\Phi_{t, T}\left(\eta_{t}^{N}\right)(\varphi)}_{a(t)}+\underbrace{\Phi_{t, T}\left(\eta_{t}^{N}\right)(\varphi)-\eta_{T}(\varphi)}_{b(t)}
$$

$a(t)$ can be controlled by the stochastic errors made by the particle approximation between $t$ and $T . \quad b(t)$ can be controlled by the stability property of the limiting propagator $\Phi$ between $t$ and $T . b(0)$ can also be controlled by the error made by the initial condition. We then optimize the whole in $t$.

Control of $a(t)$. Let us define the continuous finite variation process

$$
A_{t_{1}}^{t_{2}}=\exp \left(\int_{t_{1}}^{t_{2}}\left(\eta_{s}^{N}(V)-\eta_{s}(V)\right) d s\right)
$$

An elementary integration by parts for $s \in[t, T]$ gives

$$
\begin{aligned}
d\left(A_{t}^{s} \eta_{s}^{N}\left(Q_{s, T}\right)\right)= & \eta_{s}^{N}\left(Q_{s, T}\right) A_{t}^{s}\left(\eta_{s}^{N}(V)-\eta_{s}(V)\right) d s \\
& +A_{t}^{s} d \eta_{s}^{N}\left(Q_{s, T}\right) \\
= & A_{t}^{s} d \mathcal{M}_{s}\left(Q_{., T}\right) \quad(\text { by }(10))
\end{aligned}
$$

Integrating from $t$ to $T$ and simplifying by $\left(A_{t}^{T}\right)^{-1}$ gives

$$
\begin{equation*}
\eta_{T}^{N}(\varphi)-\left(A_{t}^{T}\right)^{-1} \eta_{t}^{N}\left(Q_{t, T}(\varphi)\right)=\left(A_{t}^{T}\right)^{-1} \int_{t}^{T} A_{t}^{s} d \mathcal{M}_{s}\left(Q_{., T}(\varphi)\right) \tag{13}
\end{equation*}
$$

Now, recalling that $\Phi_{t, T}\left(\eta_{t}^{N}\right)(\varphi)=\frac{\left(A_{t}^{T}\right)^{-1} \eta_{t}^{N}\left(Q_{t, T}(\varphi)\right)}{\left(A_{t}^{T}\right)^{-1} \eta_{t}^{N}\left(Q_{t, T}(1)\right)}$, we write $a(t)$ as

$$
a(t)=\eta_{T}^{N}(\varphi)-\left(A_{t}^{T}\right)^{-1} \eta_{t}^{N}\left(Q_{t, T}(\varphi)\right)-\Phi_{T-t}\left(\eta_{t}^{N}\right)(\varphi)\left(1-\left(A_{t}^{T}\right)^{-1} \eta_{t}^{N}\left(Q_{t, T}(1)\right)\right)
$$

which using (13) gives the upper bound

$$
|a(t)| \leq\left(A_{t}^{T}\right)^{-1}\left(\left|\int_{t}^{T} A_{t}^{s} d \mathcal{M}_{s}\left(Q_{., T}(\varphi)\right)\right|+\left|\int_{t}^{T} A_{t}^{s} d \mathcal{M}_{s}\left(Q_{., T}(1)\right)\right|\right)
$$

and thus

$$
\begin{aligned}
\mathbb{E}\left(|a(t)|^{p}\right) & \leq C e^{2\|V\| p(T-t)} \mathbb{E}\left(\left|\int_{t}^{T} A_{t}^{s} d \mathcal{M}_{s}\left(Q_{., T}(\varphi)\right)\right|^{p}\right) \\
& \leq C e^{2\|V\| p(T-t)} \mathbb{E}\left(\left|\int_{t}^{T}\left(A_{t}^{s}\right)^{2} d\left[\mathcal{M}\left(Q_{., T}(\varphi)\right)\right]_{s}\right|^{p / 2}\right) \quad \text { (by the BDG inequality) } \\
& \leq C e^{4\|V\| p(T-t)} \mathbb{E}\left(\left|\left[\mathcal{M}\left(Q_{., T}(\varphi)\right)\right]_{t}^{T}\right|^{p / 2}\right) \\
& \leq C e^{4\|V\| p(T-t)} \frac{(T-t+1)^{p / 2}}{N^{p / 2}} \quad \text { (by Theorem 5.4) } \\
& \leq C \frac{R^{p(T-t)}}{N^{p / 2}} \quad\left(\text { for } R=\mathrm{e}^{4\|V\|+1}>1\right) .
\end{aligned}
$$

Control of $b(t)$. We have for some $0<\rho<1$, as a direct consequence of Corollary 2.3,

$$
\begin{aligned}
\mathbb{E}\left(|b(t)|^{p}\right) & =\mathbb{E}\left(\left|\Phi_{t, T}\left(\eta_{t}^{N}\right)(\varphi)-\Phi_{t, T}\left(\eta_{t}\right)(\varphi)\right|^{p}\right) \\
& \leq\left(\mathbb{E}\left(\frac{1}{\eta_{t}^{N}(h)^{p}}\right)+1\right) C \rho^{T-t} \\
& \leq C \rho^{T-t} \quad \text { by Assumption } 3
\end{aligned}
$$

Control of $b(0)$. We remark that $\eta_{0}\left(Q_{0, T}(1)\right)=1$ and write $b(0)$ as

$$
b(0)=\left(\eta_{0}^{N}\left(Q_{0, T}(\varphi)\right)-\eta_{0}\left(Q_{0, T}(\varphi)\right)\right)+\Phi_{0, T}\left(\eta_{0}^{N}\right)(\varphi)\left(\eta_{0}\left(Q_{0, T}(1)\right)-\eta_{0}^{N}\left(Q_{0, T}(1)\right)\right),
$$

which gives by Lemma 5.2

$$
\mathbb{E}\left(|b(0)|^{p}\right) \leq \frac{C}{N^{p / 2}} .
$$

Global control. We have

$$
\begin{aligned}
\mathbb{E}\left((a(0)+b(0))^{p}\right) \leq C \frac{R^{p T}+1}{N^{p / 2}}, \\
\mathbb{E}\left((a(t)+b(t))^{p}\right) \leq C \frac{R^{p(T-t)}}{N^{p / 2}}+C \rho^{p(T-t)} \quad(\forall t \in[0, T]) .
\end{aligned}
$$

Now we take $\epsilon=\frac{-\ln \rho}{-\ln \rho+\ln R}$ and remark that

$$
\frac{R^{\frac{1}{2} \frac{\ln N}{2} R-\ln \rho}}{N^{1 / 2}}=\frac{1}{N^{\epsilon / 2}}
$$

and

$$
\rho^{\frac{1}{2} \frac{\ln N}{\ln R-\ln \rho}}=\frac{1}{N^{\epsilon / 2}} .
$$

We then get $\mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{p}\right) \leq \frac{C}{N^{e p / 2}}$ from the first inequality when $T \leq$ $\frac{1}{2} \frac{\ln N}{\ln R-\ln \rho}$, and from the second one otherwise for $T-t=\frac{1}{2} \frac{\ln N}{\ln R-\ln \rho}$.

Now we go back to (11), which readily gives

$$
\begin{aligned}
\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{p} \leq & C\left(\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)\right)^{p}+C \mathcal{M}_{T}^{p}\left(Q_{., T}\right) \\
& +C\left(\int_{0}^{T}\left|\eta_{s}^{N}(V)-\eta_{s}(V) \| \eta_{s}^{N}\left(Q_{s, T}(\bar{\varphi})\right)\right| d s\right)^{p} .
\end{aligned}
$$

From Lemma 5.2,

$$
\mathbb{E}\left(\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)^{p}\right) \leq \frac{C}{N^{p / 2}} .
$$

From Theorem 5.4,

$$
\mathbb{E}\left(\mathcal{M}_{T}^{p}\left(Q_{., T}(\bar{\varphi})\right)\right) \leq \frac{C}{N^{p / 2}} .
$$

On the other hand, using the Hölder inequality, we also have

$$
\begin{aligned}
& \left(\int_{0}^{T}\left|\eta_{s}^{N}(V)-\eta_{s}(V) \| \eta_{s}^{N}\left(Q_{s, T}(\bar{\varphi})\right)\right| d s\right)^{p} \\
& \leq \int_{0}^{T}\left|\eta_{s}^{N}(V)-\eta_{s}(V)\right|^{p}\left|\eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)\right|^{p}\left\|Q_{s, T}(\bar{\varphi})\right\| d s\left(\int_{0}^{T}\left\|Q_{s, T}(\bar{\varphi})\right\| d s\right)^{p-1} \\
& \leq C \int_{0}^{T}\left|\eta_{s}^{N}\left(\frac{V}{\|V\|}\right)-\eta_{s}\left(\frac{V}{\|V\|}\right)\right|^{p}\left|\eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)-\eta_{s}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)\right|^{p}\left\|Q_{s, T}(\bar{\varphi})\right\| d s .
\end{aligned}
$$

Taking expectations, and then using the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
\mathbb{E}\left(\left(\int_{0}^{T}\left|\eta_{s}^{N}(V)-\eta_{s}(V) \| \eta_{s}^{N}\left(Q_{s, T}(\bar{\varphi})\right)\right| d s\right)^{p}\right) & \leq C \int_{0}^{T} I_{2 p}(N)\left\|Q_{s, T}(\bar{\varphi})\right\| d s \\
& \leq C I_{2 p}(N) \tag{14}
\end{align*}
$$

which gives on the whole for all $p \leq 1$

$$
I_{p}(N) \leq \frac{C}{N^{p / 2}}+I_{2 p}(N)
$$

Applying this result to Lemma 5.6 gives

$$
I_{p}(N) \leq \frac{C}{N^{\inf (2 \epsilon, 1) p / 2}}
$$

and by induction we get

$$
I_{p}(N) \leq \frac{C}{N^{p / 2}}
$$

which ends the proof.
5.3. Proof of Theorem 4.2. We take expectation in (11) to find

$$
\mathbb{E}\left(\eta_{T}^{N}(\varphi)\right)-\eta_{T}(\varphi)=\int_{0}^{T} \mathbb{E}\left(\left(\eta_{s}(V)-\eta_{s}^{N}(V)\right) \eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)\right)\left\|Q_{s, T}(\bar{\varphi})\right\| d s
$$

As above, we use the Cauchy-Schwarz inequality and find that

$$
\begin{align*}
\left|\mathbb{E}\left(\eta_{T}^{N}(\varphi)\right)-\eta_{T}(\varphi)\right| & \leq C \int_{0}^{T} I_{2}(N)\left\|Q_{s, T}(\bar{\varphi})\right\| d s \\
& \leq C I_{2}(N) \leq \frac{C}{N} \tag{15}
\end{align*}
$$

which gives the estimate on the bias.
The second result is a direct consequence of exchangeability of particles.
5.4. Proof of Theorem 4.4. The study of the asymptotic standard deviation relies on the following asymptotic behavior.

Lemma 5.7. For all $T>0$, and $\bar{\varphi}=\varphi-\eta_{T}(\varphi)$,

$$
\begin{aligned}
\mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)\right.\right. & \left.\left.-\eta_{T}(\varphi)\right)^{2}\right)=\frac{1}{N} \mathbb{E}\left(\eta_{T}^{N}(\bar{\varphi})^{2}\right) \\
& +\frac{2}{N} \mathbb{E}\left(\int_{0}^{T} \eta_{s}^{N}\left(Q_{s, T}^{2}(\bar{\varphi}) V_{\eta_{s}^{N}}^{b}\right)+\eta_{s}^{N}\left(Q_{s, T}^{2}(\bar{\varphi})\right) \eta_{s}\left(V_{\eta_{s}^{N}}^{d}\right) d s\right)+O\left(\frac{1}{N^{3 / 2}}\right)
\end{aligned}
$$

Proof. Again we start from (11):

$$
\begin{aligned}
\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)= & \underbrace{\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)+\mathcal{M}_{T}\left(Q_{., T}(\bar{\varphi})\right)}_{a} \\
& +\underbrace{\int_{0}^{T}\left(\eta_{s}(V)-\eta_{s}^{N}(V)\right) \eta_{s}^{N}\left(Q_{s, T}(\bar{\varphi})\right)}_{b} d s
\end{aligned}
$$

which gives

$$
\mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{2}\right)=\mathbb{E}\left(a^{2}\right)+\mathbb{E}\left(b^{2}\right)+2 \mathbb{E}(a b)
$$

Now we note by the results of the previous section - that is to say, by (14) - that

$$
\mathbb{E}\left(b^{2}\right)=\mathbb{E}\left(\left|\int_{0}^{T}\left(\eta_{s}(V)-\eta_{s}^{N}(V)\right) \eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)\left\|Q_{s, T}(\bar{\varphi})\right\| d s\right|^{2}\right)=O\left(\frac{1}{N^{2}}\right)
$$

and by Theorem 5.4 and Lemma 5.2

$$
\mathbb{E}\left(a^{2}\right)=\mathbb{E}\left(\mathcal{M}_{T}\left(Q_{., T}(\bar{\varphi})\right)^{2}\right)+\mathbb{E}\left(\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)^{2}\right)=O\left(\frac{1}{N}\right)
$$

So we get

$$
\mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{2}\right)=\mathbb{E}\left(\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)^{2}\right)+\mathbb{E}\left(\left\langle\mathcal{M}\left(Q_{., T}(\bar{\varphi})\right)\right\rangle_{0}^{T}\right)+O\left(\frac{1}{N^{3 / 2}}\right)
$$

Now we shall use the identity (12) to compute the asymptotic (with respect to $N$ ) value of $\mathbb{E}\left(\left\langle\mathcal{M}\left(Q_{., T}(\bar{\varphi})\right)\right\rangle_{0}^{T}\right)$. For this purpose, we note that by Theorem 4.1

$$
\begin{aligned}
\left|\mathbb{E}\left(\eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right) \eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|} V_{\eta_{s}^{N}}^{*}\right)\right)\right| & \leq C \mathbb{E}\left(\left|\eta_{s}^{N}\left(\frac{Q_{s, T}(\bar{\varphi})}{\left\|Q_{s, T}(\bar{\varphi})\right\|}\right)\right|\right) \\
& =O\left(\frac{1}{N^{1 / 2}}\right)
\end{aligned}
$$

and in the same way

$$
\left|\mathbb{E}\left(\eta_{s}^{N}\left(\frac{Q_{s, T}^{2}(\bar{\varphi})}{\left\|Q_{s, T}^{2}(\varphi)\right\|}\right)\left(\eta_{s}^{N}\left(V_{\eta_{s}^{N}}^{b}\right)-\eta_{s}\left(V_{\eta_{s}^{N}}^{b}\right)\right)\right)\right|=O\left(\frac{1}{N^{1 / 2}}\right)
$$

Finally we remark that $\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)$ is a sum of centered i.i.d. random variables, and thus

$$
\mathbb{E}\left(\eta_{0}^{N}\left(Q_{0, T}^{2}(\bar{\varphi})\right)\right)=\eta_{0}\left(Q_{0, T}^{2}(\bar{\varphi})\right)=\mathbb{E}\left(\eta_{0}^{N}\left(Q_{0, T}(\bar{\varphi})\right)^{2}\right)
$$

which ends the proof.
Now recall that Theorem 4.1 implies by a Borel-Cantelli argument:

$$
\eta_{s}^{N} \xrightarrow{\text { a.s. }} \eta_{s} \quad(\text { in the weak sense })
$$

We take the limit first when $N \rightarrow+\infty$ in Lemma 5.7 uniformly with respect to $T$, and then when $T \rightarrow+\infty$. Of course, the two limits commute. This gives by the Lebesgue convergence theorem

$$
\begin{aligned}
\lim _{N \rightarrow+\infty} N \mathbb{E}\left(\left(\eta_{T}^{N}(\varphi)-\eta_{T}(\varphi)\right)^{2}\right)= & \eta_{T}\left(\left(\varphi-\eta_{T}(\varphi)\right)^{2}\right) \\
& +2 \int_{0}^{T} \eta_{s}\left(Q_{s, T}^{2}(\bar{\varphi}) V_{\eta_{s}}^{b}\right)+\eta_{s}\left(Q_{s, T}^{2}(\bar{\varphi})\right) \eta_{s}\left(V_{\eta_{s}}^{d}\right) d s
\end{aligned}
$$

Now we do the change of variables $s \mapsto T-s$ in the above integrand and take the limit $T \rightarrow+\infty$. We have

$$
\begin{aligned}
\eta_{T-s} & \rightarrow \eta_{\infty} \\
\bar{\varphi}=\varphi-\eta_{T}(\varphi) & \rightarrow \bar{\varphi}=\varphi-\eta_{\infty}(\varphi) \\
Q_{T-s, T}(\bar{\varphi}) & \rightarrow \frac{P_{s}^{V}(\bar{\varphi})}{\eta_{\infty} P_{s}^{V}(1)}=P_{s}^{V-\lambda}(\bar{\varphi}),
\end{aligned}
$$

which gives the asymptotic standard deviation.

## 6. Two general lemmas.

LEmMA 6.1 (an upper bound for the "carré-du-champs" operator). Let $L$ be a Markov generator and $\Gamma$ be its associated "carré-du-champs" operator defined by $\Gamma(\varphi, \varphi)=L\left(\varphi^{2}\right)-2 \varphi L(\varphi)$. Then we have the upper bound for all $n \geq 0$ :

$$
\Gamma\left(\varphi^{2^{n}}, \varphi^{2^{n}}\right) \leq L\left(\varphi^{2^{n+1}}\right)-2^{n+1} \varphi^{2^{n+1}-1} L(\varphi)
$$

Proof. Check out by induction the formal identity

$$
\begin{aligned}
\Gamma\left(\varphi^{2^{n}}, \varphi^{2^{n}}\right)= & L\left(\varphi^{2^{n+1}}\right)-2^{n+1} \varphi^{2^{n+1}-1} L(\varphi) \\
& -\sum_{k=1}^{n} 2^{n+1-k} \varphi^{2^{n+1}-2^{k}} \Gamma\left(\varphi^{2^{k-1}}, \varphi^{2^{k-1}}\right)
\end{aligned}
$$

and use the positivity property $\Gamma(\varphi, \varphi) \geq 0$.
Lemma 6.2 (BDG inequalities). Let $M$ be a quasi-left-continuous (i.e., with continuous predictable increasing process) locally square-integrable martingale with $M_{0}=0$ and bounded jumps $\sup _{t}\left|\Delta M_{t}\right| \leq a<+\infty$. Then there is a constant $C$ (dependant on $q$ ) such that

$$
\mathbb{E}\left(\sup _{t} M_{t}^{2^{q+1}}\right) \leq C \mathbb{E}\left([M]_{\infty}^{2^{q}}\right) \leq C \sum_{k=0}^{q} a^{2^{q+1}-2^{k+1}} \mathbb{E}\left(\langle M\rangle_{\infty}^{2^{k}}\right)
$$

Proof. The first inequality is the classical BDG inequality (p. 350 of [10]).
For the second, by localization, we can suppose that $M$ is a square-integrable martingale. We are to use the martingale $N=[M]-\langle M\rangle$. Because $\langle M\rangle$ is continuous $\Delta N=\Delta[M]=(\Delta M)^{2}$. Moreover, $N$ has finite variation, so

$$
\begin{align*}
{[N] } & =\sum_{s \leq \cdot}\left(\Delta N_{s}\right)^{2}=\sum_{s \leq}\left(\Delta M_{s}\right)^{4} \\
& \leq a^{2} \sum_{s \leq}\left(\Delta M_{s}\right)^{2} \leq a^{2}[M] \\
& \leq a^{2}(N+\langle M\rangle) . \tag{16}
\end{align*}
$$

We will also us the general fact ( $C$ depends on $q$ )

$$
\begin{equation*}
\forall x, y, \quad(x+y)^{2^{q}} \leq C\left(x^{2^{q}}+y^{2^{q}}\right) \tag{17}
\end{equation*}
$$

By definition of $N$ and (17) we get

$$
\mathbb{E}\left([M]_{\infty}^{2^{q}}\right) \leq C \mathbb{E}\left(\sup _{t} N_{t}^{2^{q}}\right)+C \mathbb{E}\left(\langle M\rangle_{\infty}^{2^{q}}\right)
$$

Now it remains to prove for any $q \geq 1$ that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t} N_{t}^{2^{q}}\right) \leq \sum_{k=0}^{q-1} C a^{2^{q+1}-2^{k+1}} \mathbb{E}\left(\langle M\rangle_{\infty}^{2^{k}}\right) \tag{18}
\end{equation*}
$$

which we are going to do by induction on $q$. For $q=1$, (18) follows from the BDG inequality applied to $N_{t}$, with (16). Suppose (18) is true for a given $q$. Applying again the BDG inequality to $N_{t}$, and using (16) and (17), we get

$$
\mathbb{E}\left(\sup _{t} N_{t}^{2^{q+1}}\right) \leq C a^{2^{q+1}} \mathbb{E}\left(\sup _{t} N_{t}^{2^{q}}\right)+C a^{2^{q+1}} \mathbb{E}\left(\langle M\rangle_{\infty}^{2^{q}}\right)
$$

Inequality (18) at rank $q+1$ then follows from the induction hypothesis.
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1. Introduction. In this paper we study the following free boundary problem: find a boundary $b(t)(t>0)$ and an unknown function $w=w(x, t)(x \in \mathbb{R}, t \geq 0)$ such that

$$
\begin{cases}w_{t}(x, t)=\frac{1}{2}\left(\sigma^{2} w_{x}\right)_{x}-\mu w_{x} & \text { for } x>b(t), \quad t>0  \tag{1.1}\\ w(x, t)=p(t) & \text { for } x \leq b(t), \quad t>0 \\ w_{x}(x, t)=0 & \text { for } x \leq b(t), \quad t>0 \\ 0 \leq w(x, t)<p(t) & \text { for } x>b(t), \quad t>0 \\ w(x, 0)=\mathbf{1}_{(-\infty, 0)}(x) & \text { for } x \in \mathbb{R}, \quad t=0\end{cases}
$$

where $q(t)=1-p(t)$ is a given cumulative probability distribution function with the following properties:

$$
\begin{equation*}
1=p(0)=\lim _{t \searrow 0} p(t), \quad p\left(t_{1}\right) \geq p\left(t_{2}\right) \geq 0 \quad \forall t_{1}<t_{2} \tag{1.2}
\end{equation*}
$$

This problem arises from the consideration of the first passage times of diffusion processes to curved boundaries. More specifically, let $X_{t}$ be the solution of the following stochastic differential equation:

$$
\begin{equation*}
d X_{t}=\mu\left(X_{t}, t\right) d t+\sigma\left(X_{t}, t\right) d B_{t}, \quad X_{0}=0 \tag{1.3}
\end{equation*}
$$

where $B_{t}$ is a standard Brownian motion on a filtered probability space satisfying the usual conditions, $\mu: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ and $\sigma: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ are smooth bounded functions,

[^47]and $\sigma(x, t)>\varepsilon>0$ for all $x \in \mathbb{R}, t \geq 0$. For a given function $b: \mathbb{R}_{+} \rightarrow \mathbb{R}$ we define the first passage time of the diffusion process $X_{t}$ to the curved boundary $b(t)$ to be
\[

$$
\begin{equation*}
\tau=\inf \left\{t>0 \mid X_{t} \leq b(t)\right\} \tag{1.4}
\end{equation*}
$$

\]

Two important problems concerning the first passage time of a diffusion process to a curved boundary are the following:

1. The first passage problem: Given a barrier function $b(t)$, find the survival probability $p(t)$ that $X$ does not cross $b$ before or at $t$ :

$$
\begin{equation*}
p(t):=\mathbb{P}\{\tau>t\} . \tag{1.5}
\end{equation*}
$$

2. The inverse first passage problem: Given a survival probability function $p(t)$, find a barrier function $b(t)$, such that (1.5) holds.
The first passage problem is a classical problem in probability and is the subject of a rather large literature. It is also fundamental in many applications of diffusion processes to engineering, physics, biology, and economics. For a survey of techniques for approximating and computing first passage times to curved boundaries and a discussion of their applications in the biological sciences, we refer the reader to [18]. The financial applications motivating the current study are discussed below.

The work of Peskir $[16,17]$ on the first passage problem is of particular relevance for the inverse problem discussed in this paper. In [17], he derived a sequence of integral equations ${ }^{1}$

$$
\begin{equation*}
t^{n / 2} H_{n}\left(\frac{b(t)}{\sqrt{t}}\right)+\int_{0}^{t}(t-s)^{n / 2} H_{n}\left(\frac{b(t)-b(s)}{\sqrt{t-s}}\right) \dot{p}(s) d s=0, \quad n=-1,0,1, \ldots \tag{1.6}
\end{equation*}
$$

where $H_{-1}(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}$ and $H_{n}(x)=\int_{x}^{\infty} H_{n-1}(z) d z$ for $n \geq 0$. In [16], under the assumption that $b(t)$ is $C^{1}$ on $(0, \infty)$, decreasing, and concave, Peskir derived the equality

$$
\dot{p}(0+)=-\lim _{t \searrow 0} \frac{1}{2 \sqrt{2 \pi}} \frac{b(t)}{t^{3 / 2}} e^{-\frac{b^{2}(t)}{2 t}}=-\lim _{t \searrow 0} \frac{\dot{b}(t)}{\sqrt{2 \pi t}} e^{-\frac{b^{2}(t)}{2 t}},
$$

provided that the second or third limit exists.
The inverse first passage problem is much harder than the direct problem, and there has been relatively little work on it. The studies on the problem to date are principally concerned with the numerical calculation of the boundary $b(t)$ for a given $p(t)$. There is no publication proving the well-posedness (existence and uniqueness) of the boundary given the survival probability.

Our interest in the inverse first passage problem originates ${ }^{2}$ from structural models of credit risk in financial markets. Consider a company whose asset value and debt at time $t \geq 0$ are denoted by $A_{t}$ and $D_{t}$, respectively, with $D_{t}$ assumed to be deterministic. Assume the following:

1. $D_{0} \leq A_{0}$ and the company is in default at a time $t>0$ if $A_{t}<D_{t}$.

[^48]2. $A_{t} \geq 0$ follows a diffusion process (e.g., a geometric Brownian motion, as in [14]).
It is convenient to use the default index $X_{t}$ and the barrier function $b(t)$ defined by
$$
X_{t}:=\log \frac{A_{t}}{A_{0}}, \quad b(t):=\log \frac{D_{t}}{A_{0}}
$$

Then $X_{t}$ is a diffusion process satisfying (1.3). In this context, the inverse first passage time problem is the problem of finding the default barrier $b(t)$ given the survival function $p(t)$.

The problem of finding the default barrier $b(t)$ given the survival function $p(t)$ is of critical importance in many problems in modern credit risk management. Hull and White $[8,9]$ show how the default barrier $b(t)$ can be used, once it is computed, in a model for pricing credit default swaps with counterparty default, and basket credit default swaps, and remark that it could be used to price other, exotic, credit derivatives. ${ }^{3}$ They also show how the required input to our problem, the (risk-neutral) survival probability $p(t)$, can be derived from observed market prices. Iscoe, Kreinin, and Rosen [10] show how the inverse first passage problem is a key component in a multistep integrated market and credit risk portfolio model. They state that in their framework, the survival probability $p(t)$ may be derived from the internal model of a financial institution, from an external credit rating agency, or from published transition matrices for credit ratings, assuming a Markov process (see also [12]).
1.1. Mathematical formulation and existing results. Formulating the problems in a PDE setting, we introduce a new function $w(x, t)$ being the probability that the company does not default before or at $t$ and its default index $X_{t}$ is bigger than $x$, i.e.,

$$
\begin{equation*}
w(x, t):=\mathbb{P}\left\{X_{t}>x, \tau>t\right\} \tag{1.7}
\end{equation*}
$$

Then the density function of $X_{t}$ when $\tau>t$ can be computed by

$$
\begin{equation*}
u(x, t)=\frac{d}{d x} \mathbb{P}\{X(t) \leq x, \tau>t\}=(p(t)-w(x, t))_{x} \tag{1.8}
\end{equation*}
$$

From (1.3) and the Kolmogorov forward equation, we see that (assuming sufficient regularity) $w(x, t)(x \in \mathbb{R}, t \geq 0)$ satisfies (1.1). From this we see the following:

- The first passage problem is to solve (1.1) for $p$, with given $b$.
- The inverse first passage problem is to solve (1.1) for $b$, with given $p$.

The first passage problem can be solved as follows. From the Kolmogorov forward equation, we obtain the following closed system for $u(x, t)$ :

$$
\begin{cases}u_{t}(x, t)=\frac{1}{2}\left(\sigma^{2} u\right)_{x x}-(\mu u)_{x} & \text { for } x>b(t), \quad t>0  \tag{1.9}\\ u(x, t)=0 & \text { for } x \leq b(t), \quad t>0 \\ u(x, 0)=\delta(x) & \text { for } x>0, \quad t=0\end{cases}
$$

[^49]where $\delta$ is a Dirac measure concentrated at 0 . Given sufficiently regular $b$, this system has a unique solution. Then $p$ and $\dot{p}$ can be computed from the formulas
\[

$$
\begin{array}{ll}
p(t)=\int_{b(t)}^{\infty} u(x, t) d x & \forall t \geq 0 \\
\dot{p}(t)=-\left.\frac{1}{2}\left(\sigma^{2} u\right)_{x}\right|_{x=b(t)} \quad \forall t \geq 0 \tag{1.11}
\end{array}
$$
\]

It is possible to compute the solution in a closed form in only a few special cases. However, there is a large literature on numerical and analytic approximations of the solution.

Our system (1.1) is obtained directly from (1.9) and (1.8). Observe that since $w$ is obtained by integrating $u$, the Dirichlet condition on $u$ at the boundary $b(t)$ (corresponding to an absorbing barrier for the diffusion process) becomes a Neumann condition on $w$. The additional condition $w(x, t)=p(t), x \leq b(t)$, is obvious from the definition of $w(1.7)$.

Avellaneda and Zhu [1] were the first to use (1.9) and (1.11) to study the inverse first passage problem. They performed a change of variables from $X_{t}$ to $Y_{t}=X_{t}-$ $b(t)$, whose financial meaning is the risk-neutral distance-to-default process for the company. Denote by $f(y, t)=u(y+b(t), t)$ the probability density function of $Y_{t}$ when $\tau>t$. Equations (1.9) and (1.11) are equivalent to

$$
\begin{cases}f_{t}=\dot{b}(t) f_{y}-(\mu f)_{y}+\frac{1}{2}\left(\sigma^{2} f_{y}\right)_{y} & \text { for } y>0,  \tag{1.12}\\ f(0, t)=0 & \text { for } y=0, \\ f(y, 0)=\delta_{0}(y-b(0)) & \text { for } y>0, \\ \frac{1}{2} \sigma^{2} f_{y}(0, t)+\dot{p}(t)=0 & \text { for } y=0, \\ \frac{1}{2}=0\end{cases}
$$

In [11], Iscoe and Kreinin demonstrated that a Monte Carlo approach can be applied to solve the inverse first passage problem in discrete time, essentially by reducing it to the sequential estimation of conditional distributions. Hull and White [9] also consider a time discretization and compute the boundary by solving a system of nonlinear equations at each time point. Huang and Tian [7] apply a probabilistic method to construct piecewise linear solutions to the problem of constructing the default barriers. In [19], both a Monte Carlo algorithm based on a piecewise linear approximation of the boundary and a method based on the integral equation (1.6) with $n=1$ are studied.

In this paper, we are particularly interested in the following fundamental questions: (1) Given a survival probability function $p(t)$ satisfying (1.2), is there a barrier function $b(t)$ ? (2) If there is a barrier function, how many are there? (3) What is the behavior of the barrier function for small times? Namely, we are concerned with the well-posedness (existence and uniqueness) of the free boundary problem (1.1) and the asymptotic properties of $b(t)$ near zero. The motivation for studying the well-posedness of the problem is evident. Aside from its intrinsic interest, knowledge of the behavior of the boundary near zero is essential for effective implementations of numerical solutions to the inverse first passage problem based on equations such as (1.6); see [2].

We point out that solutions to (1.1) are not smooth, so that a weaker concept of solutions has to be used. Instead of using the classical weak solution defined in the distributional sense (see Evans [4]), we use viscosity solutions, introduced by Crandall and Lions in 1981. In this paper, we shall prove the following theorem.

Theorem 1. Problem (1.1) is a well-posed problem; i.e., for any given $p(t)$ satisfying (1.2), there is a unique (viscosity) solution.

The remainder of the paper is organized as follows. In section 2, we provide a definition of the viscosity solution to (1.1) and show there is at most one such solution. In section 3, we establish the existence of a viscosity solution. This is accomplished by first defining and studying a regularization of the problem obtained by penalizing the obstacle (a standard procedure for the obstacle problem; see Friedman [5]). The $\varepsilon$ regularization is carefully designed so that the solution is monotonic in $\varepsilon$, and therefore the existence of a limit as $\varepsilon \rightarrow 0$ is automatically guaranteed. ${ }^{4}$ We show that the limit is a viscosity solution. In section 4, we study the asymptotic behavior of the boundary as $t \searrow 0$ by providing explicit upper and lower bounds. When $\lim \sup _{t \searrow 0}-\frac{1-p(t)}{t \dot{p}(t)}<$ $\infty$, we prove that

$$
\lim _{t \rightarrow 0} \frac{b(t)}{\sqrt{-2 t \log (1-p(t))}}=-1
$$

In section 5 , we derive integral equations for $b$ when $\sigma \equiv 1$ and $\mu \equiv 0$ under the assumption that $p$ is continuous and nonincreasing.
2. Viscosity solutions and uniqueness. By noticing that $w(x, t)<p(t)$ for all $x>b(t)$ when $\tau>t$, we can state the inverse first passage problem as follows. Find an unknown function $w=w(x, t)$ such that

$$
\begin{cases}\mathcal{L} w=0 & \text { when } w(\cdot, t)<p(t)  \tag{2.1}\\ 0 \leq w(x, t) \leq p(t) & \text { for any }(x, t) \in(\mathbb{R} \times(0, \infty)) \\ w(x, 0)=\mathbf{1}_{(-\infty, 0)}(x) & \text { for } x \in \mathbb{R}\end{cases}
$$

where $\mathcal{L} w:=w_{t}-\frac{1}{2}\left(\sigma^{2} w_{x}\right)_{x}+\mu w_{x}$. Define the free boundary as

$$
b^{w}(t):=\inf \{x \mid w(x, t)<p(t)\} .
$$

We can write (2.1) as a variational inequality:

$$
\begin{cases}\max \{\mathcal{L} w, w-p\}=0 & \text { in } \mathbb{R} \times(0, \infty)  \tag{2.2}\\ w(\cdot, 0)=\mathbf{1}_{(-\infty, 0)}(\cdot) & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

In this paper, we shall consider viscosity solutions to this variational inequality, as defined below (see also Crandall, Ishii, and Lions [3]). The principle motivation for doing so is to allow the maximum generality in specifying $p$. Of course, one could consider other notions of weak solution with corresponding assumptions on the problem data. The basic strategy of using penalization to construct approximations and analyze the properties of the solution would still be applicable (see, e.g., Friedman [5]).

For a given $p$, we define

$$
p_{*}(t)=\liminf _{0 \leq s \rightarrow t} p(s), \quad p^{*}(t)=\limsup _{0 \leq s \rightarrow t} p(s) \quad \forall t \geq 0
$$

[^50]Since cumulative probability distribution functions (hence $q$ ) are increasing and right continuous, we see that for any $b, p(t)=\mathbb{P}\{\tau>t\} \geq 0$ is decreasing and right continuous, and in particular, $p=p_{*}$. Furthermore, Blumenthal's zero-one law (see, for example, $[13]$ ) implies that we must have either $p(0)=0$ (in which case the problem is trivial) or $p(0)=1$. Therefore, in the remainder of the paper, we shall consider only lower semicontinuous $p$ for which $p(0)=1$.

For a function $w$ defined on $\mathbb{R} \times[0, \infty)$, we define $w^{*}$ and $w_{*}$ by

$$
\begin{aligned}
w^{*}(x, t):=\limsup _{y \rightarrow x, 0 \leq s \rightarrow t} w(y, s) & \forall(x, t) \in \mathbb{R} \times[0, \infty), \\
w_{*}(x, t):=\liminf _{y \rightarrow x, 0 \leq s \rightarrow t} w(y, s) & \forall(x, t) \in \mathbb{R} \times[0, \infty) .
\end{aligned}
$$

A function $w$ is called upper semicontinuous (USC) if $w=w^{*}$ and lower semicontinuous ( $L S C$ ) if $w=w_{*}$.

In what follows, the parabolic open ball $B_{\delta}(x, t)$ is defined as

$$
B_{\delta}(x, t):=(x-\delta, x+\delta) \times\left(t-\delta^{2}, t\right) \quad \forall \delta>0,(x, t) \in \mathbb{R} \times[0, \infty)
$$

For any cylindrical set of the form $D=(s, t) \times \Omega$, where $0 \leq s<t$ and $\Omega \subseteq \mathbb{R}$, the parabolic boundary is defined as

$$
\partial_{p} D=(\partial \Omega \times(s, t)) \cup(\bar{\Omega} \times\{s\}) .
$$

Definition 1 (viscosity subsolution, supersolution, and solution).

1. A function $w$ defined on $\mathbb{R} \times(0, \infty)$ is called a (viscosity) subsolution if

$$
w=\min \left\{p, w^{*}\right\} \quad \text { in } \mathbb{R} \times(0, \infty)
$$

and $\mathcal{L} \varphi(x, t) \leq 0$ whenever $\varphi$ is smooth and $w^{*}-\varphi$ attains at $(x, t)$ a local maximum on $\bar{B}_{\delta}(x, t)$, where $x \in \mathbb{R}$ and $t>\delta^{2}>0$.
2. A function $w$ defined on $\mathbb{R} \times(0, \infty)$ is called a (viscosity) supersolution if

$$
0 \leq w=w_{*} \quad \text { in } \quad \mathbb{R} \times(0, \infty)
$$

and $\max \{w(x, t)-p(t), \mathcal{L} \varphi(x, t)\} \geq 0$ whenever $\varphi$ is smooth and $w-\varphi$ attains at $(x, t)$ a local minimum on $\bar{B}_{\delta}(x, t)$, where $x \in \mathbb{R}$ and $t>\delta^{2}>0$.
3. A function $w$ defined on $\mathbb{R} \times[0, \infty)$ is called $a$ (viscosity) solution if $w$ is both a subsolution and a supersolution in $\mathbb{R} \times(0, \infty)$, and for all $x \in \mathbb{R}$,

$$
\begin{equation*}
w(x, 0)=\liminf _{y \rightarrow x, t \backslash 0} w(y, t)=\mathbf{1}_{(-\infty, 0)}, \quad \limsup _{y \rightarrow x, t \searrow 0} w(y, t)=\mathbf{1}_{(-\infty, 0]} . \tag{2.3}
\end{equation*}
$$

Remark 2.1. Here we use the default that a viscosity solution is LSC $\left(w=w_{*}\right)$. Also, the (probabilistically obvious) condition $w \geq 0$ imposed for supersolutions is to ensure the boundedness of the supersolution, as is usually required. This condition could be relaxed to the assumption that $w \geq-e^{A\left(1+|x|^{2}\right)}$ for some $A>0$.

To prove the uniqueness of the solution to (2.2), we first establish a few properties of viscosity solutions.

Lemma 2.1. Let $w$ be a viscosity solution and define

$$
Q:=\{(x, t) \in \mathbb{R} \times[0, \infty) \mid w(x, t)<p(t)\}, \quad \Pi:=Q^{c}=\mathbb{R} \times[0, \infty) \backslash Q
$$

Then

1. $Q$ is open and $w$ is a smooth solution to $\mathcal{L} w=0$ in $Q$;
2. $\Pi=\{(x, t) \in \mathbb{R} \times[0, \infty) \mid w(x, t)=p(t)\}=\Pi_{0} \cup \Pi_{1} \cup \Pi_{2}$, where

$$
\begin{aligned}
\Pi_{0} & :=\left\{(x, t) \in \mathbb{R} \times[0, \infty) \mid w^{*}(x, t)=w_{*}(x, t)=p(t)\right\} \\
\Pi_{1} & :=\left\{(x, t) \in \mathbb{R} \times[0, \infty) \mid p^{*}(t)>w^{*}(x, t)>w_{*}(x, t)=p(t)\right\} \\
\Pi_{2} & :=\left\{(x, t) \in \mathbb{R} \times[0, \infty) \mid p^{*}(t)=w^{*}(x, t)>w_{*}(x, t)=p(t)\right\}
\end{aligned}
$$

In particular, if $p$ is continuous, then $w$ is continuous in $\mathbb{R} \times[0, \infty) \backslash\{(0,0)\}$.
Proof. 1. First, we show that $Q$ is open and $w$ is continuous in $Q$. For any $(x, t) \in Q, w(x, t)<p(t)$. As a supersolution, $w(x, t)=w_{*}(x, t)$, and as a subsolution, $w(x, t)=\min \left\{p(t), w^{*}(x, t)\right\}=w^{*}(x, t)$. Then $w_{*}=w=w^{*}$ at $(x, t)$. Therefore $w$ is continuous at $(x, t)$ and $w<p$ in a neighborhood of $(x, t)$. Consequently, $Q$ is open and $w$ is continuous in $Q$.

Next, we prove $\mathcal{L} w=0$ in $Q$. Let $\left(x_{0}, t_{0}\right) \in Q$ with $t_{0}>0$. Then $w\left(x_{0}, t_{0}\right)<p\left(t_{0}\right)$ and $w$ is continuous at $\left(x_{0}, t_{0}\right)$. There exist positive constants $\eta$ and $\delta$ such that $w<$ $p-\eta$ in $\bar{D} \subset Q$, where $D=\left(x_{0}-\delta, x_{0}+\delta\right) \times\left(t_{0}-\delta^{2}, t_{0}+\delta^{2}\right)$. Denote by $\tilde{w}$ the solution to $\mathcal{L} \tilde{w}=0$ in $D$ with continuous initial data $\tilde{w}\left(\cdot, t_{0}-\delta^{2}\right)=w\left(\cdot, t_{0}-\delta^{2}\right)$ and boundary data $\tilde{w}=w$ on the parabolic boundary $\partial_{p} D$. Let $\varepsilon>0$ and $\varphi^{\varepsilon}=\tilde{w}-\frac{\varepsilon}{t_{0}+\delta^{2}-t}$, $\psi^{\varepsilon}=\tilde{w}+\frac{\varepsilon}{t_{0}+\delta^{2}-t}$. We have that $w-\varphi^{\varepsilon}>0$ on $\partial_{p} D$, and $w-\varphi^{\varepsilon} \rightarrow \infty$ as $t \nearrow t_{0}+\delta^{2}$. Suppose there is a point $(x, t) \in D$ such that $w(x, t)-\varphi^{\varepsilon}(x, t) \leq 0$; then $w-\varphi^{\varepsilon}$ will have a local minimum in $D$, say, at $\left(x^{*}, t^{*}\right)$. Since $w$ is a supersolution and $w\left(x^{*}, t^{*}\right)<p\left(t^{*}\right)$, we must have $-\frac{\varepsilon}{t_{0}+\delta^{2}-t^{*}}=\mathcal{L} \varphi^{\varepsilon} \geq 0$, which is a contradiction. Thus $w>\varphi^{\varepsilon}$. A similar argument gives that $w<\psi^{\varepsilon}$. Sending $\varepsilon \rightarrow 0$ we obtain $w=\tilde{w}$ in $D$, which implies that $w$ is a smooth solution to $\mathcal{L} w=0$ in $Q$.
2. Since $w \leq p, \Pi:=Q^{c}$. As a subsolution $w=\min \left\{p, w^{*}\right\} \leq p$, and as a supersolution, $w=w_{*}$. It follows that $w_{*}=w=p \leq w^{*}$ and $w^{*} \leq p^{*}$ in $\Pi$. Hence $w_{*}=p \leq w^{*} \leq p^{*}$. There are only three possibilities for $w^{*}$ : (i) $w^{*}=p$, (ii) $w^{*} \in\left(p, p^{*}\right)$, and (iii) $w^{*}=p^{*}>p$. Thus $\Pi=\Pi_{0} \cup \Pi_{1} \cup \Pi_{2}$.

The following lemma characterizes the discontinuities of a solution.
Lemma 2.2. Suppose $w$ is a viscosity solution. Then for each $t>0$, the following hold:

1. $w(\cdot, t)=w_{*}(\cdot, t)$ is continuous in $\mathbb{R}$;
2. for each $x \in \mathbb{R}$,

$$
\begin{align*}
& w_{*}(x, t)=\min \left\{p(t), w^{*}(x, t)\right\}=\lim _{y \rightarrow x, s \backslash t} w(y, s),  \tag{2.4}\\
& w^{*}(x, t)=\lim _{y \rightarrow x, s / t} w(y, s) \leq p^{*}(t) \tag{2.5}
\end{align*}
$$

3. if $w^{*}(x, t)<p^{*}(t)$, then for some $\delta>0, w=w^{*}$ in $B_{\delta}(x, t)$ and $w^{*}$ is a smooth solution to $\mathcal{L} w^{*}=0$ in $\bar{B}_{\delta}(x, t)$.
Proof. 1. If $w(x, t)<p(t)$, by Lemma $2.1 w$ is continuous near $(x, t)$; otherwise $w(x, t)=p(t)$. Then using the subsolution property, $\liminf _{y \rightarrow x} w(y, t) \geq$ $w_{*}(x, t)=w(x, t)=p(t) \geq \limsup _{y \rightarrow x} w(y, t)$. Thus $\liminf _{y \rightarrow x} w(y, t)=w(x, t)=$ $\lim \sup _{y \rightarrow x} w(y, t)$, and the first assertion follows.
4. Next, we prove (2.4). The first equality is immediate since $w$ is both a subsolution and a supersolution. The second follows by considering separately the cases $w(x, t)<p(t)$ and $w(x, t)=p(t)$ as in the previous step. If $w(x, t)<p(t)$, then $w$ is continuous near $(x, t)$. Therefore $w_{*}(x, t)=\min \left\{p(t), w^{*}(x, t)\right\}=\lim _{y \rightarrow x, s \backslash t} w(y, s)$. If $w(x, t)=p(t)$, then $w_{*}(x, t)=w(x, t)=p(t) \geq \lim _{y \rightarrow x, s \backslash t} w(y, s) \geq w_{*}(x, t)$. Thus (2.4) holds.
5. Now we prove (2.5) and the third assertion when $w^{*}(x, t)<p^{*}(t)$. By the upper semicontinuity of $w^{*}$, there exist some positive constants $\delta$ and $\eta$ such that $w(\cdot, \cdot)<p^{*}(t)-\eta$ in $\bar{B}_{\delta}(x, t)$. For all $s<t, p(s) \geq p^{*}(t)$. Following the same proof as that for the previous lemma, we conclude that $w^{*}=w$ in $B_{\delta}(x, t)$ and $w^{*}$ is a smooth solution to $\mathcal{L} w^{*}=0$ in $\bar{B}_{\delta}(x, t)$. The third assertion and (2.5) for the case $w^{*}(x, t)<p^{*}(t)$ thus follow.
6. Finally, we verify (2.5) for the case $w^{*}(x, t)=p^{*}(t)$. For each small $\delta>0$, we compare $w$ in $B_{\delta}(x, t)$ with solutions $\bar{w}$ and $\underline{w}$ to

$$
\left\{\begin{array} { l l } 
{ \mathcal { L } \overline { w } = 0 } & { \text { in } B _ { \delta } , } \\
{ \overline { w } = w ^ { * } } & { \text { on } \partial _ { p } B _ { \delta } }
\end{array} \text { and } \quad \left\{\begin{array}{ll}
\mathcal{L} \underline{w}=0 & \text { in } B_{\delta} \\
\underline{w}=\min \left\{w^{*}, p^{*}(t)\right\} & \text { on } \partial_{p} B_{\delta}
\end{array}\right.\right.
$$

respectively. Note that $w \leq w^{*}=\bar{w}$ and $\underline{w}=\min \left\{w^{*}, p^{*}(t)\right\} \leq \min \left\{w^{*}, p\right\}=w$ on $\partial_{p} B_{\delta}$ since $\underline{w} \leq p^{*}(t) \leq p(s)$ for all $s<t$. By the maximum principle, $\underline{w} \leq w \leq \bar{w}$ in $B_{\delta}$. Observing that $\max _{\bar{B}_{\delta}}\{\bar{w}-\underline{w}\}=\max _{\partial_{p} B_{\delta}}\{\bar{w}-\underline{w}\} \leq p^{*}\left(t-\delta^{2}\right)-p^{*}(t)$, we find that

$$
\limsup _{y \rightarrow x, s \nearrow t} w(y, s)-\liminf _{y \rightarrow x, s \nearrow t} w(y, s) \leq \sup _{B_{\delta}(x, t)}\{\bar{w}-\underline{w}\} \leq p^{*}\left(t-\delta^{2}\right)-p^{*}(t)
$$

Equation (2.5) then follows by sending $\delta \rightarrow 0$. $\quad$
Theorem 2 (uniqueness). There is at most one viscosity solution.
Proof. Suppose $w_{1}$ and $w_{2}$ are two solutions. We claim that for any $\eta>0$,

$$
\begin{equation*}
w_{1}(x, t) \leq w_{2}(x-\eta, t) \quad \forall(x, t) \in \mathbb{R} \times[0, \infty) \tag{2.6}
\end{equation*}
$$

Once this is proven, sending $\eta \rightarrow 0$ and using Lemma 2.2(1) allows one to conclude that $w_{1} \leq w_{2}$ on $\mathbb{R} \times[0, \infty)$. Exchanging the roles of $w_{1}$ and $w_{2}$, we also have $w_{2} \leq w_{1}$, so that $w_{1} \equiv w_{2}$.

Suppose that (2.6) is not true; i.e., there exists at least one pair of $(\bar{x}, \bar{t}) \in$ $\mathbb{R} \times[0, \infty)$ such that $w_{1}(\bar{x}, \bar{t})>w_{2}(\bar{x}-\eta, \bar{t})$. Then for all sufficiently small positive $\varepsilon$,

$$
M_{\varepsilon}:=\sup _{x \in \mathbb{R}, t \geq 0}\left\{w_{1}(x, t)-w_{2}(x-\eta, t)-\varepsilon^{4} x^{2}-\varepsilon e^{t}\right\}>0
$$

Hence fix such a positive $\varepsilon$ such that $\varepsilon \leq 1 /\left(1+\left\|\sigma^{2}\right\|_{\infty}+2\left\|\sigma \sigma_{x}-\mu\right\|_{\infty}\right)$. Let $\left\{\left(x_{n}, t_{n}\right)\right\}_{n=1}^{\infty}$ be a sequence in $\mathbb{R} \times[0, \infty)$ such that the supremum $M_{\varepsilon}$ is attained along the sequence. This sequence is bounded since $0 \leq w_{1}, w_{2} \leq 1$. By taking a subsequence if necessary, there exist the limits $(\hat{x}, \hat{t}):=\lim _{n \rightarrow \infty}\left(x_{n}, t_{n}\right), \alpha:=$ $\lim _{n \rightarrow \infty} w_{1}\left(x_{n}, t_{n}\right)$, and $\beta:=\lim _{n \rightarrow \infty} w_{2}\left(x_{n}-\eta, t_{n}\right)$. Note that

$$
\begin{aligned}
0 \leq w_{1 *}(\hat{x}, \hat{t}) & \leq \alpha \leq w_{1}^{*}(\hat{x}, \hat{t}) \leq 1 \\
0 \leq w_{2 *}(\hat{x}-\eta, \hat{t}) & \leq \beta \leq w_{2}^{*}(\hat{x}-\eta, \hat{t}) \leq 1 \\
\beta & <\alpha
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
M_{\varepsilon}=\alpha-\beta-\varepsilon^{4} \hat{x}^{2}-\varepsilon e^{\hat{t}}>0 \tag{2.7}
\end{equation*}
$$

Additionally, $|\hat{x}|<\varepsilon^{-2}$. Otherwise $M_{\varepsilon} \leq \alpha-\beta-1-\varepsilon \leq-\varepsilon<0$, which is a contradiction to (2.7).

Now we show that this is impossible by excluding the following three possibilities:

$$
\text { (i) } \hat{t}=0 ; \quad \text { (ii) } \hat{t}>0, \beta<p(\hat{t}) ; \quad \text { (iii) } \hat{t}>0, \beta \geq p(\hat{t})
$$

Case (i). Suppose $\hat{t}=0$. If $\hat{x} \geq \eta$, then $0 \leq \beta<\alpha \leq w_{1}^{*}(\hat{x}, 0)=0$; otherwise $1 \geq \alpha>\beta \geq w_{2 *}(\hat{x}-\eta, 0)=1$. Both are impossible.

Case ( ii ). Suppose $\hat{t}>0$ and $\beta<p(\hat{t})$. Then $w_{2 *}(\hat{x}-\eta, \hat{t}) \leq \beta<p(\hat{t})$. By Lemma 2.1, $w_{2}$ is a smooth solution to $\mathcal{L} w_{2}(\cdot-\eta, \cdot)=0$ in $\bar{D}$, where $D=(\hat{x}-\delta, \hat{x}+$ $\delta) \times\left(\hat{t}-\delta^{2}, \hat{t}+\delta^{2}\right)$ for some $\delta>0$. Let

$$
\varphi(x, t)=w_{2}(x-\eta, t)+\varepsilon^{4} x^{2}+\varepsilon e^{t}+(x-\hat{x})^{4} / \delta^{4}+(t-\hat{t})^{2} / \delta^{4}
$$

Then $\varphi$ is smooth in $\bar{D}$ and

$$
\max _{D}\left\{w_{1}^{*}-\varphi\right\}=\sup _{\bar{D}}\left\{w_{1}-\varphi\right\} \leq M_{\varepsilon} \leq w_{1}^{*}(\hat{x}, \hat{t})-\varphi(\hat{x}, \hat{t})
$$

That is, $(\hat{x}, \hat{t})$ is a local maximum of $w_{1}^{*}-\varphi$ in $D$. As $w_{1}$ is a subsolution, $\mathcal{L} \varphi(\hat{x}, \hat{t}) \leq 0$. However, $\mathcal{L} \varphi(\hat{x}, \hat{t})=\varepsilon e^{\hat{t}}-\varepsilon^{4} \sigma^{2}-2\left(\sigma \sigma_{x}-2 \mu\right) \varepsilon^{4} \hat{x} \geq \varepsilon-\varepsilon^{2}\left\|\sigma^{2}\right\|_{\infty}-2 \varepsilon^{2}\left\|\sigma \sigma_{x}-\mu\right\|_{\infty}>0$ by the smallness of $\varepsilon$. This is a contradiction. Thus case (ii) is impossible.

Case (iii). Suppose $\hat{t}>0$ and $\beta \geq p(\hat{t})$. Since $p^{*}(s) \leq p(t)$ for any $s>\hat{t}, w_{1}(x, s) \leq$ $p(s) \leq p^{*}(t)$ for each $x$. Then $\sup _{x} w_{1}(x, s) \leq p(\hat{t}) \leq \beta<\alpha=\lim _{n \rightarrow \infty} w_{1}\left(x_{n}, t_{n}\right)$. We claim $t_{n}<\hat{t}$ for all sufficiently large $n$; i.e., there exists $N \in \mathbb{N}^{+}$such that $t_{n}<\hat{t}$ for each $n \geq N$. To the contrary, suppose for each $N \in \mathbb{N}^{+}$there exists $n>N$ such that $t_{n}>\hat{t}$. Then $\alpha>\beta \geq \sup _{x} w_{1}\left(x, t_{n}\right)>w_{1}\left(x_{n}, t_{n}\right)$. Hence there exists $\varepsilon>0$, independent on $n$, such that $\alpha>w_{1}\left(x_{n}, t_{n}\right)+\varepsilon$. This is a contradiction to $\alpha=\lim _{n \rightarrow \infty} w_{1}\left(x_{n}, t_{n}\right)$. Consequently, from (2.5), we conclude that

$$
\alpha=w_{1}^{*}(\hat{x}, \hat{t}) \leq p^{*}(\hat{t}), \quad \beta=w_{2}^{*}(\hat{x}-\eta, \hat{t}) \leq \alpha<p^{*}(\hat{t})
$$

By Lemma 2.2(3), for some $\delta>0, w_{2}^{*}=w_{2}$ in $B_{\delta}(\hat{x}+\eta, \hat{t})$ and $w_{2}^{*}$ is a smooth solution to $\mathcal{L} w_{2}^{*}=0$ in $\bar{B}_{\delta}(\hat{x}+\eta, \hat{t})$. Set

$$
\phi(x, t):=w_{2}^{*}(x-\eta, t)+\varepsilon^{4} x^{2}+\varepsilon e^{t}+(x-\hat{x})^{4} / \delta^{4}+(t-\hat{t})^{2} / \delta^{4} .
$$

Then, by (2.5) and $w_{2}^{*}=w_{2}$ in $B_{\delta}(\hat{x}+\eta, \hat{t})$,

$$
\max _{\bar{B}_{\delta}(\hat{x}, \hat{t})}\left\{w_{1}^{*}-\phi\right\}=\sup _{B_{\delta}(\hat{x}, \hat{t})}\left\{w_{1}-\phi\right\} \leq M_{\varepsilon}=w_{1}^{*}(\hat{x}, \hat{t})-\phi(\hat{x}, \hat{t})
$$

That is, $w_{1}^{*}-\phi$ obtains its local maximum at $(\hat{x}, \hat{t})$. As $w_{1}$ is a subsolution, $\mathcal{L} \phi(\hat{x}, \hat{t}) \leq$ 0 . However, $\mathcal{L} \phi(\hat{x}, \hat{t}) \varepsilon e^{\hat{t}}-\varepsilon^{4} \sigma^{2}-2\left(\sigma \sigma_{x}-2 \mu\right) \varepsilon^{4} \hat{x} \geq \varepsilon-\varepsilon^{2}\left\|\sigma^{2}\right\|_{\infty}-2 \varepsilon^{2}\left\|\sigma \sigma_{x}-\mu\right\|_{\infty}>0$ by the smallness of $\varepsilon$. This is a contradiction. Thus case (iii) is impossible.

The exclusion of cases (i), (ii), and (iii) implies that (2.6) holds for each $\eta>$ 0.

As a product, (2.6) and the uniqueness give the following.
Corollary 2.3. The unique solution $w$, if it exists, is nonincreasing in $x$, i.e., $w(x, t) \leq w(x-\eta, t)$ for all $\eta>0$ and $(x, t) \in \mathbb{R} \times[0, \infty)$.
3. Existence of a viscosity solution. To establish a solution, we first define and study a regularization of the problem obtained by penalizing the obstacle. This $\varepsilon$-regularization is carefully designed so that the solution is monotonic in $\varepsilon$, and therefore the existence of a limit as $\varepsilon \rightarrow 0$ is automatically guaranteed. We prove some regularity properties of the solution to the penalized problem for the purpose of establishing compactness. Finally, we show that the limit is a viscosity solution.
3.1. The regularization. Following the classical penalization technique (see, for example, Friedman [5]) for variational inequalities, we consider a semilinear parabolic equation:

$$
\begin{cases}\mathcal{L} w^{\varepsilon}=-\beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right) & \text { in } \mathbb{R} \times(0, \infty)  \tag{3.1}\\ w^{\varepsilon}(\cdot, 0)=W^{\varepsilon}(\cdot) & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

where $p^{\varepsilon}$ and $W^{\varepsilon}$ are the smooth approximations of $p$ and $w(\cdot, 0)=\mathbf{1}_{(-\infty, 0)}$, respectively, and $\beta(\cdot)$ is a smooth function being identically zero in $(-\infty, 0]$ and strictly increasing and convex in $[0, \infty)$. For definiteness, we take

$$
\beta(s):=\max \left\{0, s^{3}\right\} \quad \forall s \in \mathbb{R}
$$

The particular $p^{\varepsilon}$ and $W^{\varepsilon}$ are chosen so that the solution $w^{\varepsilon}$ is strictly increasing in $\varepsilon$. Define

$$
p^{\varepsilon}(t):=\frac{3}{4} \int_{-1}^{1}\left(1-z^{2}\right) p(t+\varepsilon+\varepsilon z) d z-3 \varepsilon^{2 / 3} \quad \forall \varepsilon>0, t \geq 0
$$

Then $p^{\varepsilon} \in C^{1}([0, \infty))$, and

$$
\begin{equation*}
-\frac{1}{\varepsilon} \leq \frac{d}{d t} p^{\varepsilon}(t) \leq 0, \quad \frac{d}{d \varepsilon} p^{\varepsilon}(t) \leq-\frac{2}{\varepsilon^{1 / 3}}, \quad \lim _{\varepsilon \backslash 0} p^{\varepsilon}(t)=p(t) \quad \forall \varepsilon>0, t \geq 0 \tag{3.2}
\end{equation*}
$$

The first two inequalities follow directly from the definition of $p^{\varepsilon}$ and monotonicity of $p$. Consequently, for any fixed $t>0$, the limit as $\varepsilon \searrow 0$ of $p^{\varepsilon}(t)$ exists and is $p(t)$.

When $t=0,(3.2)$ yields $\lim _{\varepsilon \backslash 0} p^{\varepsilon}(0)=p(0)=1$ and $p^{\varepsilon}(0)$ is a monotone function of $\varepsilon$. We denote by $\varepsilon^{*}>0$ the unique constant such that $p^{\varepsilon^{*}}(0)=0$ and in what follows assume $\varepsilon \in\left(0, \varepsilon^{*}\right)$.

Fix a smooth function $W(\cdot)$ defined on $\mathbb{R}$ that satisfies

$$
W(x)=0 \forall x \geq 0, \quad W(x)=1 \forall x \leq-1, \quad \dot{W} \leq 0 \forall x \in(-1,0)
$$

Set

$$
W^{\varepsilon}(x):=p^{\varepsilon}(0) W(x / \varepsilon) \quad \forall x \in \mathbb{R}
$$

Then $W^{\varepsilon}$ is a smooth function satisfying

$$
\frac{d}{d \varepsilon} W^{\varepsilon}(x) \leq 0, \quad \frac{d}{d x} W^{\varepsilon}(x) \leq 0, \quad W^{\varepsilon}(x)=0 \forall x \geq 0, \quad W^{\varepsilon}(x)=p^{\varepsilon}(0) \forall x \leq-\varepsilon
$$

Before proving the existence of a solution to problem (3.1), we introduce the following functions.

1. Denote by $w_{0}^{\varepsilon}(x, t)$ the solution to

$$
\begin{cases}\mathcal{L} w_{0}^{\varepsilon}=0 & \text { in } \mathbb{R} \times(0, \infty)  \tag{3.3}\\ w_{0}^{\varepsilon}(\cdot, 0)=W^{\varepsilon}(\cdot) & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

Since the problem for $w_{0}^{\varepsilon}$ is linear, the solution $w_{0}^{\varepsilon}$ can be expressed as

$$
w_{0}^{\varepsilon}(x, t)=\int_{\mathbb{R}} K(x, t ; y, 0) w_{0}^{\varepsilon}(y, 0) d y=p^{\varepsilon}(0) \int_{-\infty}^{0} K(x, t ; y, 0) W(y / \varepsilon) d y
$$

where $K(x, t ; y, s)$ is the fundamental solution associated with the linear operator $\mathcal{L}$. In particular, when $\mathcal{L}=\partial_{t}-\frac{1}{2} \partial_{x x}$, i.e., $\mu \equiv 0$ and $\sigma \equiv 1$,

$$
K(x, t ; y, s)=\Gamma(x-y, t-s), \quad \Gamma(x, t)=\frac{1}{\sqrt{2 \pi t}} e^{-x^{2} / 2 t}
$$

2. Denote by $\rho^{\varepsilon}$ the solution to

$$
\begin{cases}\frac{d}{d t} \rho^{\varepsilon}(t)=-\beta\left(\frac{\rho^{\varepsilon}(t)-p^{\varepsilon}(t)}{\varepsilon}\right) & \text { in }(0, \infty) \\ \rho^{\varepsilon}(0)=p^{\varepsilon}(0)\end{cases}
$$

Comparing the solution $\rho^{\varepsilon}$ with the functions of the form $p^{\varepsilon}+C$, where $C$ is constant, one finds that

$$
p^{\varepsilon}(t) \leq \rho^{\varepsilon}(t) \leq p^{\varepsilon}(t)+\varepsilon\left\|\dot{p}^{\varepsilon}\right\|_{\infty}^{1 / 3}, \quad \dot{\rho}^{\varepsilon}(t) \leq 0 \quad \forall t \geq 0
$$

Now we are ready to begin studying the properties of (3.1).
THEOREM 3. For each $\varepsilon>0$, problem (3.1) admits a unique smooth $\left(C^{2,1}\right)$ solution in $\mathbb{R} \times[0, \infty)$. The solution is continuously differentiable in $\varepsilon$ and satisfies, for all $\varepsilon>0$ and $(x, t) \in \mathbb{R} \times(0, \infty)$,

$$
\begin{gather*}
w_{0}^{\varepsilon}(x, t)+\rho^{\varepsilon}(t)-\rho^{\varepsilon}(0) \leq w^{\varepsilon}(x, t) \leq \min \left\{\rho^{\varepsilon}(t), w_{0}^{\varepsilon}(x, t)\right\},  \tag{3.4}\\
w_{x}^{\varepsilon}(x, t)<0, \quad \frac{d}{d \varepsilon} w^{\varepsilon}(x, t)<0 \tag{3.5}
\end{gather*}
$$

Consequently, the following limit exists:

$$
w(x, t):=\lim _{\varepsilon \searrow 0} w^{\varepsilon}(x, t) \quad \forall(x, t) \in \mathbb{R} \times[0, \infty)
$$

Proof. 1. Existence and uniqueness of a smooth solution $w^{\varepsilon}$ to (3.1) in $\mathbb{R} \times$ $[0, \infty)$ follows from standard results; see, for example, Friedman [6]. The fact that $w^{\varepsilon}$ satisfies (3.4) follows from the comparison principle. In particular, since

$$
\mathcal{L} w_{0}^{\varepsilon}+\beta\left(\frac{w_{0}^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)=\beta\left(\frac{w_{0}^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right) \geq 0=\mathcal{L} w^{\varepsilon}+\beta\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)
$$

and $w_{0}^{\varepsilon}(x, 0)=w^{\varepsilon}(x, 0)$ we have $w^{\varepsilon}(x, t) \leq w_{0}^{\varepsilon}(x, t)$. Similarly, $\mathcal{L} \rho^{\varepsilon}+\beta\left(\frac{\rho^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)=0$ and $\rho^{\varepsilon}(0)=p^{\varepsilon}(0) \geq \max _{x \in \mathbb{R}} w^{\varepsilon}(x, 0)$, so that $w^{\varepsilon}(x, t) \leq \rho^{\varepsilon}(x, t)$. Combining the two upper bounds gives the right half of (3.4).

The proof of the lower bound is similar. Set $\underline{w}^{\varepsilon}:=w_{0}^{\varepsilon}(x, t)+\rho^{\varepsilon}(t)-\rho^{\varepsilon}(0)$. We can compute

$$
\begin{aligned}
& \mathcal{L} \underline{w}^{\varepsilon}+\beta\left(\frac{\underline{w}^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right) \\
= & \mathcal{L} w_{0}^{\varepsilon}(x, t)+\mathcal{L} \rho^{\varepsilon}(t)+\beta\left(\frac{\underline{w}^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right) \\
= & -\left[\beta\left(\frac{\rho^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)-\beta\left(\frac{\rho^{\varepsilon}-p^{\varepsilon}+w_{0}^{\varepsilon}-\rho^{\varepsilon}(0)}{\varepsilon}\right)\right] \leq 0,
\end{aligned}
$$

since $\beta(\cdot)$ is nondecreasing. We also have

$$
\begin{equation*}
w^{\varepsilon}(x, 0)=w_{0}^{\varepsilon}(x, 0)=\underline{w}^{\varepsilon}(x, 0) \tag{3.6}
\end{equation*}
$$

so the comparison principle implies $w^{\varepsilon}(x, t) \geq \underline{w}^{\varepsilon}(x, t)$ for all $x, t$.
2. The estimates (3.5) can be proved by differentiating the system (3.1). More specifically, to prove the first inequality in (3.5) differentiate (3.1) with respect to $x$ and let $u^{\varepsilon}:=-w_{x}^{\varepsilon}$ to obtain

$$
\begin{gathered}
\mathcal{A} u^{\varepsilon}+\frac{1}{\varepsilon} \dot{\beta}\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right) u^{\varepsilon}=0 \\
u^{\varepsilon}(x, 0)=-\frac{d}{d x} w^{\varepsilon}(x, 0)=-\frac{d}{d x} W^{\varepsilon}(x) \geq 0 \quad \forall x \in \mathbb{R}
\end{gathered}
$$

where $\mathcal{A} u=\mathcal{L} u-\sigma \sigma_{x} u_{x}+\left(\mu_{x}-\sigma \sigma_{x x}+\left(\sigma_{x}\right)^{2}\right) u$. Since $\frac{1}{\varepsilon} \dot{\beta}\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)>0$, the maximum principle implies that $-w_{x}^{\varepsilon}(x, t)=u^{\varepsilon}(x, t)>0$ in $\mathbb{R} \times(0, \infty)$.

For the second half of (3.5), differentiating the system (3.1) with respect to $\varepsilon$ we obtain

$$
\begin{aligned}
\frac{d}{d \varepsilon} w^{\varepsilon}(x, 0) & =\frac{d}{d \varepsilon} W^{\varepsilon}(x) \leq 0 \quad \forall x \in \mathbb{R} \\
\mathcal{L} \frac{d}{d \varepsilon} w^{\varepsilon}+\frac{1}{\varepsilon} \dot{\beta}\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right) \frac{d}{d \varepsilon} w^{\varepsilon} & =\frac{1}{\varepsilon^{2}} \dot{\beta}\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)\left\{w^{\varepsilon}-p^{\varepsilon}+\varepsilon \frac{d}{d \varepsilon} p^{\varepsilon}\right\} \leq 0
\end{aligned}
$$

since $\dot{\beta} \geq 0, w^{\varepsilon}-p^{\varepsilon} \leq \rho^{\varepsilon}-p^{\varepsilon} \leq \varepsilon\left\|\dot{p}^{\varepsilon}\right\|_{\infty}^{1 / 3} \leq \varepsilon^{2 / 3}$, and $\frac{d}{d \varepsilon} p^{\varepsilon} \leq-2 \varepsilon^{-1 / 3}$. Then, by the maximum principle, $\frac{d}{d \varepsilon} w^{\varepsilon}<0$ in $\mathbb{R} \times(0, \infty)$. The monotonicity and boundedness of $w^{\varepsilon}$ in $\varepsilon$ imply that $w=\lim _{\varepsilon \backslash 0} w^{\varepsilon}$ exists.

Also note that since $w_{0}^{\varepsilon}$ is monotonic in $\varepsilon$ and bounded, the limit $w_{0}:=\lim _{\varepsilon \backslash 0} w_{0}^{\varepsilon}$ exists and is the solution to

$$
\mathcal{L} w_{0}=0 \text { in } \mathbb{R} \times(0, \infty), \quad w_{0}(\cdot, 0)=\mathbf{1}_{(-\infty, 0)}
$$

By Theorem 3, $w_{x}^{\varepsilon}<0$ and $w^{\varepsilon}(x, t) \geq \rho^{\varepsilon}(t)-\rho^{\varepsilon}(0)$ (since $w_{0}^{\varepsilon} \geq 0$ ). We conclude that $\lim _{x \rightarrow \infty} w^{\varepsilon}$ exists. Similarly, the limit $\lim _{x \rightarrow \infty} w_{0}^{\varepsilon}$ exists and is nonnegative.
3.2. Continuity estimates and existence. In the previous section, we proved that the limit $w=\lim _{\varepsilon \backslash 0} w^{\varepsilon}$ of solutions to the system (3.1) exists. In this section, we will prove that this limit gives a viscosity solution to our variational inequality. In order to do so, we need to derive some supplementary estimates on the continuity of $w$. We first control the behavior of $w$ in the space variable, keeping the time constant.

Lemma 3.1. For each $T>0$, there exists a constant $C_{1}=C_{1}(T)$ that depends only on $\sigma$ and $\mu$ such that for all $\varepsilon \in\left(0, \varepsilon^{*}\right), 0<t \leq T$, and $x, y \in \mathbb{R}$,

$$
\begin{equation*}
-\frac{C_{1} p^{\varepsilon}(0)}{\sqrt{t}} \leq w_{0 x}^{\varepsilon}(x, t) \leq w_{x}^{\varepsilon}(x, t) \leq 0 \tag{3.7}
\end{equation*}
$$

Consequently, the limit $w=\lim _{\varepsilon \backslash 0} w^{\varepsilon}$ satisfies

$$
\begin{equation*}
-\frac{C_{1}}{\sqrt{t}} \leq w_{0 x}(x, t) \leq w_{x}(x, t) \leq 0 \tag{3.8}
\end{equation*}
$$

and we have
$\left|w^{\varepsilon}(x, t)-w^{\varepsilon}(y, t)\right| \leq \frac{C_{1} p^{\varepsilon}(0)}{\sqrt{t}}|x-y|, \quad|w(x, t)-w(y, t)| \leq \frac{C_{1}}{\sqrt{t}}|x-y|$.
Proof. We will prove (3.7). It is clear that (3.8) then follows by letting $\varepsilon \searrow 0$, and (3.9) can be derived from (3.7) and (3.8) by integration. The upper bounds
in (3.7) can be obtained by differentiating the systems (3.1) and (3.3) with respect to $x$ and applying the maximum principle. Using the notation from the previous theorem, we find that

$$
\begin{aligned}
\mathcal{A} w_{x}^{\varepsilon}=-\varepsilon^{-1} \dot{\beta}\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right) w_{x}^{\varepsilon} \geq 0=\mathcal{A} w_{0 x}^{\varepsilon}\right. & \text { in } \mathbb{R} \times(0, \infty) \\
w_{x}^{\varepsilon}(\cdot, 0)=W_{x}^{\varepsilon}(\cdot)=w_{0 x}^{\varepsilon}(\cdot, 0) & \text { on } \mathbb{R} \times\{0\}
\end{aligned}
$$

since $w_{x}^{\varepsilon} \leq 0$. Therefore by the maximum principle (the zeroth order term in $\mathcal{A}$ is bounded above) $w_{0 x}^{\varepsilon} \leq w_{x}^{\varepsilon} \leq 0$.

Next, we estimate the lower bound of $w_{0 x}^{\varepsilon}$. Differentiating the system (3.3) with respect to $x$, we obtain

$$
\mathcal{A} w_{0 x}^{\varepsilon}=0 \text { in } \mathbb{R} \times(0, \infty), \quad w_{0 x}^{\varepsilon}(\cdot, 0)=W_{x}^{\varepsilon}(\cdot) \text { on } \mathbb{R} \times\{0\}
$$

This is a linear problem, and the solution can be expressed as

$$
w_{0 x}^{\varepsilon}(x, t)=\int_{\mathbb{R}} \tilde{K}(x, t ; y, 0) W_{y}^{\varepsilon}(y) d y
$$

where $\tilde{K}$ is the fundamental solution associated with the linear operator $\mathcal{A}$, and we therefore have $\tilde{K}>0$. Also $W_{y}^{\varepsilon} \leq 0$, so for any $0<t \leq T$,

$$
0 \leq-w_{0 x}^{\varepsilon}(x, t) \leq \sup _{x, y \in \mathbb{R}}\{\tilde{K}(x, t ; y, 0)\} \int_{\mathbb{R}}-W_{y}^{\varepsilon}(y) d y \leq \frac{C_{1}}{\sqrt{t}} \int_{\mathbb{R}}-W_{y}^{\varepsilon}(y) d y=\frac{C_{1} p^{\varepsilon}(0)}{\sqrt{t}}
$$

where

$$
C_{1}=C_{1}(T)=\sup _{x, y \in \mathbb{R}, 0<t<T}\{\sqrt{t} \tilde{K}(x, t ; y, 0)\}
$$

and the above quantity is finite by the standard Gaussian upper bound on the fundamental solution $\tilde{K}$ (see Friedman [6]). This gives the lower bound in (3.7).

We now proceed to estimate the variation in the time variable, leaving the space variable fixed.

Lemma 3.2. For each $T>0$, there exists a constant $C_{2}=C_{2}(T)$ that depends only on $\sigma$ and $\mu$ such that for all $\varepsilon \in\left(0, \varepsilon^{*}\right), 0<s<t \leq T$, and $x \in \mathbb{R}$,

$$
\begin{gather*}
\left|w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s)\right| \leq \frac{2 C_{2} p^{\varepsilon}(0) \sqrt{t-s}}{\sqrt{s}}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)  \tag{3.10}\\
w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s) \leq \frac{2 C_{2} \sqrt{t-s}}{\sqrt{s}} \tag{3.11}
\end{gather*}
$$

Consequently, the limit $w=\lim _{\varepsilon \searrow 0} w^{\varepsilon}$ satisfies

$$
\begin{gather*}
|w(x, t)-w(x, s)| \leq \frac{2 C_{2} \sqrt{t-s}}{\sqrt{s}}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)  \tag{3.12}\\
w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s) \leq \frac{2 C_{2} \sqrt{t-s}}{\sqrt{s}} \tag{3.13}
\end{gather*}
$$

We remark that when $\sigma \equiv 1$ and $\mu \equiv 0, C_{1}=C_{2}=(2 \pi)^{-1 / 2}$ for all $T$.

Proof. Once again, we need only worry about the estimates (3.10) and (3.11) for $w^{\varepsilon}$ as the corresponding results for $w$ follow by letting $\varepsilon \searrow 0$. The estimates are derived by first controlling the difference between $w(x, t)$ and the average of $w$ on a small space interval centered at $(x, t)$ and then estimating the difference of the values of such averages with respect to time and space. More specifically, for $\delta>0$, $s \in(0, T]$, we have, using (3.7),

$$
\begin{aligned}
& \left|w^{\varepsilon}(x, s)-\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} w^{\varepsilon}(y, s) d y\right|=\left|\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta}\left(w^{\varepsilon}(x, s)-w^{\varepsilon}(y, s)\right) d y\right| \\
\leq & \frac{C_{1} p^{\varepsilon}(0)}{2 \delta \sqrt{s}} \int_{x-\delta}^{x+\delta}|y-x| d y \leq \frac{C_{1} \delta p^{\varepsilon}(0)}{\sqrt{s}}
\end{aligned}
$$

We now consider the variation in time of the integrals of $w$ over intervals of size $2 \delta$. Note that since $\beta(\cdot)$ is increasing and $w^{\varepsilon} \leq \rho^{\varepsilon}$,

$$
0 \leq \beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right) \leq \beta\left(\varepsilon^{-1}\left(\rho^{\varepsilon}-p^{\varepsilon}\right)\right)=-\dot{\rho}^{\varepsilon}(t) \quad \forall t \geq 0, x \in \mathbb{R}
$$

And therefore, for $0<s<t \leq T$ and $x \in \mathbb{R}$,

$$
\begin{aligned}
& \left|\int_{x-\delta}^{x+\delta}\left\{w^{\varepsilon}(y, t)-w^{\varepsilon}(y, s)\right\} d y\right|=\left|\int_{x-\delta}^{x+\delta} \int_{s}^{t} w_{v}^{\varepsilon}(y, v) d v d y\right| \\
& \quad=\left|\int_{s}^{t} \int_{x-\delta}^{x+\delta}\left(\frac{1}{2}\left(\sigma^{2} w_{y}^{\varepsilon}\right)_{y}-\mu w_{y}^{\varepsilon}-\beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right)\right) d y d v\right| \\
& \leq\left|\int_{s}^{t} \frac{1}{2} \sigma^{2} w_{y}^{\varepsilon}\right|_{x-\delta}^{x+\delta} d v\left|+\left|\int_{s}^{t} \int_{x-\delta}^{x+\delta} \mu w_{y}^{\varepsilon} d y d v\right|+\left|\int_{s}^{t} \int_{x-\delta}^{x+\delta} \beta\left(\varepsilon^{-1}\left(\rho^{\varepsilon}-p^{\varepsilon}\right)\right) d y d v\right|\right. \\
& \leq p^{\varepsilon}(0)(t-s)\left(\frac{C_{1}\left\|\sigma^{2}\right\|_{\infty}}{\sqrt{s}}+\|\mu\|_{\infty}\right)+\left|\int_{s}^{t} \int_{x-\delta}^{x+\delta}-\frac{d}{d v} \rho^{\varepsilon}(v) d y d v\right| \\
& \leq p^{\varepsilon}(0)(t-s)\left(\frac{C_{1}\left\|\sigma^{2}\right\|_{\infty}}{\sqrt{s}}+\|\mu\|_{\infty}\right)+2 \delta\left(\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)\right) .
\end{aligned}
$$

We can now estimate the continuity in the time variable:

$$
\begin{aligned}
& \left|w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s)\right| \\
\leq & \left|w^{\varepsilon}(x, t)-\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} w^{\varepsilon}(y, t) d y\right|+\left|\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta}\left(w^{\varepsilon}(y, t)-w^{\varepsilon}(y, s)\right) d y\right| \\
& +\left|\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} w^{\varepsilon}(y, s) d y-w^{\varepsilon}(x, s)\right| \\
\leq & \frac{C_{1} p^{\varepsilon}(0)}{\sqrt{s}}\left(2 \delta+\frac{(t-s)\left\|\sigma^{2}\right\|_{\infty}}{2 \delta}\right)+\frac{(t-s) 2\|\mu\|_{\infty} p^{\varepsilon}(0)}{2 \delta}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)
\end{aligned}
$$

By taking $\delta=\frac{1}{2} \sqrt{\left\|\sigma^{2}\right\|_{\infty}(t-s)}$, we then obtain

$$
\begin{aligned}
\left|w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s)\right| & \leq \sqrt{\left\|\sigma^{2}\right\|_{\infty}(t-s)}\left(2\left\|w_{x}^{\varepsilon}\right\|_{\infty}^{s, t}+\frac{\|\mu\|_{\infty} p^{\varepsilon}(0)}{\left\|\sigma^{2}\right\|_{\infty}}\right)+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t) \\
& \leq \frac{2 C_{2} p^{\varepsilon}(0) \sqrt{t-s}}{\sqrt{s}}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)
\end{aligned}
$$

Observe that in estimating the upper bound of $w^{\varepsilon}(x, s)-w^{\varepsilon}(x, t)$, the term involving the integral of $\beta$ can be dropped, so we have (3.11).

It is now straightforward to derive the following estimates on the variation of $w^{\varepsilon}$ and $w$.

Lemma 3.3. For each $T>0$, there exists a constant $C=C(T)$ that depends only on $\sigma$ and $\mu$ such that for all $\varepsilon \in\left(0, \varepsilon^{*}\right), 0<t \leq T$, and $x, y \in \mathbb{R}$,

$$
\begin{gather*}
\left|w^{\varepsilon}(x, t)-w^{\varepsilon}(y, s)\right| \leq \frac{C p^{\varepsilon}(0)}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)  \tag{3.14}\\
w^{\varepsilon}(x, t)-w^{\varepsilon}(y, s) \leq \frac{C p^{\varepsilon}(0)}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\} \tag{3.15}
\end{gather*}
$$

Consequently, the limit $w=\lim _{\varepsilon \backslash 0} w^{\varepsilon}$ satisfies, for all $0<s<t \leq T$ and $x, y \in \mathbb{R}$,

$$
\begin{array}{r}
|w(x, t)-w(y, s)| \leq \frac{C}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\}+p(s)-p(t) \\
w(x, t)-w(y, s) \leq \frac{C}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\} \tag{3.17}
\end{array}
$$

Proof. Using the previous two lemmas we have

$$
\begin{aligned}
& \left|w^{\varepsilon}(x, t)-w^{\varepsilon}(y, s)\right| \leq\left|w^{\varepsilon}(x, t)-w^{\varepsilon}(x, s)\right|+\left|w^{\varepsilon}(x, s)-w^{\varepsilon}(y, s)\right| \\
\leq & \frac{C p^{\varepsilon}(0)}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\}+\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)
\end{aligned}
$$

This proves (3.14). The proof of (3.15) is similar, and (3.16), (3.17) follow by sending $\varepsilon \searrow 0$.

With the results from Lemma 3.3 we are now in a position to verify that $w$ is indeed a viscosity solution to the variational inequality.

Theorem 4. Assume $p(\cdot)$ defined on $[0, \infty)$ is nonnegative, decreasing, and lower semicontinuous, with $p(0)=1$. Then there is a unique viscosity solution, and it can be obtained as the limit $w:=\lim _{\varepsilon \searrow 0} w^{\varepsilon}$.

Proof. First, we verify that $w$ satisfies the initial condition (2.3). For any $t>0$, from (3.4) $\left|w^{\varepsilon}(\cdot, t)-w_{0}^{\varepsilon}(\cdot, t)\right| \leq \rho^{\varepsilon}(0)-\rho^{\varepsilon}(t)$, so that

$$
\left\|w(\cdot, t)-w_{0}(\cdot, t)\right\|_{\infty} \leq \lim _{\varepsilon \searrow 0}\left\|w^{\varepsilon}(\cdot, t)-w_{0}^{\varepsilon}(\cdot, t)\right\|_{\infty} \leq p(0)-p(t)
$$

where

$$
\begin{aligned}
& w_{0}(x, t)=\lim _{\varepsilon \rightarrow 0} w_{0}^{\varepsilon}(x, t)=\int_{-\infty}^{0} K(x, t ; y, 0) d y \\
& \left\|w(\cdot, t)-w_{0}(\cdot, t)\right\|_{\infty}=\sup _{x \in \mathbb{R}}\left|w(\cdot, t)-w_{0}(\cdot, t)\right| .
\end{aligned}
$$

Sending $t \searrow 0$, we see that $w$ satisfies (2.3).
To verify that $w$ is a viscosity solution in $\mathbb{R} \times(0, \infty)$ we consider two cases for each $(x, t) \in \mathbb{R} \times(0, \infty):(i) p(t)-w(x, t)>0$ and (ii) $p(t)-w(x, t) \leq 0$.

Case (i). Suppose $p(t)-w(x, t)>0$. Let $D_{\delta}=(x-\delta, x+\delta) \times\left(t-\delta^{2}, t+\delta^{2}\right)$ for all $\delta>0$. Then, for each $(y, s) \in D_{\delta}$,

$$
\left|\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)\right| \leq\left|\rho^{\varepsilon}(s)-p^{\varepsilon}(s)\right|+\left|p^{\varepsilon}(s)-p^{\varepsilon}(t)\right|+\left|p^{\varepsilon}(t)-\rho^{\varepsilon}(t)\right| \leq\left|p^{\varepsilon}(s)-p^{\varepsilon}(t)\right|+2 \varepsilon^{2 / 3}
$$

since $0 \leq \rho^{\varepsilon}-p^{\varepsilon} \leq \varepsilon^{2 / 3}$. As $p^{\varepsilon}(\cdot)$ is decreasing, when $s>t$,

$$
p^{\varepsilon}(t)-p^{\varepsilon}(s)+\left|p^{\varepsilon}(t)-p^{\varepsilon}(s)\right|=2\left(p^{\varepsilon}(t)-p^{\varepsilon}(s)\right) \leq 2\left(p^{\varepsilon}(t)-p^{\varepsilon}\left(t+\delta^{2}\right)\right)
$$

and when $s \leq t$,

$$
p^{\varepsilon}(t)-p^{\varepsilon}(s)+\left|p^{\varepsilon}(t)-p^{\varepsilon}(s)\right|=0 \leq 2\left(p^{\varepsilon}(t)-p^{\varepsilon}\left(t+\delta^{2}\right)\right)
$$

Using (3.14), we can compute

$$
\begin{aligned}
w^{\varepsilon}(y, s)-p^{\varepsilon}(s) & \leq w^{\varepsilon}(x, t)+\frac{(2+2 \sqrt{2}) C \delta}{\sqrt{t-\delta^{2}}}+\left|\rho^{\varepsilon}(s)-\rho^{\varepsilon}(t)\right|-p^{\varepsilon}(s) \\
& \leq \frac{(2+2 \sqrt{2}) C \delta}{\sqrt{t-\delta^{2}}}+w^{\varepsilon}(x, t)-p^{\varepsilon}(t)+p^{\varepsilon}(t)-p^{\varepsilon}(s)+\left|p^{\varepsilon}(t)-p^{\varepsilon}(s)\right|+2 \varepsilon^{2 / 3} \\
& \leq \frac{(2+2 \sqrt{2}) C \delta}{\sqrt{t-\delta^{2}}}+w^{\varepsilon}(x, t)-p^{\varepsilon}(t)+2\left(p^{\varepsilon}(t)-p^{\varepsilon}\left(t+\delta^{2}\right)\right)+2 \varepsilon^{2 / 3} .
\end{aligned}
$$

Then, if we take $\delta$ small enough,

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \max _{\overline{D_{\delta}}}\left\{w^{\varepsilon}-p^{\varepsilon}\right\} & \leq \limsup _{\varepsilon \rightarrow 0} \frac{(2+2 \sqrt{2}) C \delta}{\sqrt{t-\delta^{2}}} \\
& +w^{\varepsilon}(x, t)-p^{\varepsilon}(t)+2\left(p^{\varepsilon}(t)-p^{\varepsilon}\left(t+\delta^{2}\right)\right)+2 \varepsilon^{2 / 3} \\
& \leq \frac{(2+2 \sqrt{2}) C \delta}{\sqrt{t-\delta^{2}}}+w(x, t)-p(t)+2\left(p(t)-p\left(t+\delta^{2}\right)\right)<0 .
\end{aligned}
$$

Thus, for all sufficiently small positive $\varepsilon, w^{\varepsilon}-p^{\varepsilon}<0$ in $\bar{D}_{\delta}$. Consequently, $\mathcal{L} w^{\varepsilon}=$ $-\beta\left(\frac{w^{\varepsilon}-p^{\varepsilon}}{\varepsilon}\right)=0$ in $\bar{D}_{\delta}$. The limit $w$ is then a smooth solution to $\mathcal{L} w=0$ in $D_{\delta}$.

Case (ii). Suppose $w(x, t)-p(t) \geq 0$. However, $w-p \leq 0$ in $\mathbb{R} \times[0, \infty)$ since $w^{\varepsilon} \leq \rho^{\varepsilon}$ and $\lim _{\varepsilon \backslash 0} \rho^{\varepsilon}(t)=p(t)$ in $\mathbb{R} \times[0, \infty)$. Hence, we must have $w(x, t)=p(t)=$ $\min \left\{p(t), w^{*}(x, t)\right\}$. From (3.17)
$w(x, t)-w_{*}(x, t)=\limsup _{y \rightarrow x, s \rightarrow t}(w(x, t)-w(y, s)) \leq \limsup _{y \rightarrow x, s \rightarrow t}\left(\frac{C}{\sqrt{s}}\{|x-y|+2 \sqrt{t-s}\}\right)=0$.
Therefore $w_{*}(x, t)=w(x, t)=p(t)$. Thus the semicontinuity requirements for a viscosity solution hold.

In this case, we clearly have $\max \{w(x, t)-p(t), \mathcal{L} \varphi(x, t)\} \geq 0$ for any smooth $\varphi$. Therefore $w$ is a supersolution. It remains to verify the differential inequality for subsolutions. To this end, let $\varphi$ be a smooth function on $\bar{B}_{\delta}$, where $B_{\delta}=B_{\delta}(x, t)$ such that $w^{*}(y, s)-\varphi(y, s)$ attains at $(x, t)$ a local maximum on $\bar{B}_{\delta}$. Set

$$
\psi(y, s)=\varphi(y, s)+(y-x)^{4} / \delta^{4}+(s-t)^{2} / \delta^{4}
$$

For each small positive $\varepsilon, w^{\varepsilon}-\psi$ attains a global maximum on $\bar{B}_{\delta}$. Denote any such point of maximum by $\left(y_{\varepsilon}, s_{\varepsilon}\right)$. Then $\left(w^{\varepsilon}-\psi\right)_{s} \geq 0,\left(w^{\varepsilon}-\psi\right)_{y y} \leq 0,\left(w^{\varepsilon}-\psi\right)_{y}=0$ at $\left(y_{\varepsilon}, s_{\varepsilon}\right)$. Thus, $\mathcal{L} \psi\left(y_{\varepsilon}, s_{\varepsilon}\right) \leq \mathcal{L} w^{\varepsilon}\left(y_{\varepsilon}, s_{\varepsilon}\right)=-\beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right) \leq 0$. If $(\bar{x}, \bar{t})$ is a limit point of $\left\{\left(y_{\varepsilon}, s_{\varepsilon}\right)\right\}$ as $\varepsilon \rightarrow 0$, then $\mathcal{L} \psi(\bar{x}, \bar{t}) \leq 0$. Thus, it suffices to show that $(\bar{x}, \bar{t})=(x, t)$.

Since $w^{\varepsilon} \leq w \leq w^{*}$,

$$
\begin{aligned}
\limsup _{\varepsilon \backslash 0} \max _{\bar{B}_{\delta}}\left\{w^{\varepsilon}-\psi\right\} & \leq \limsup _{\varepsilon \backslash 0}\left\{w^{*}\left(y_{\varepsilon}, s_{\varepsilon}\right)-\psi\left(y_{\varepsilon}, s_{\varepsilon}\right)\right\} \\
& \leq w^{*}(\bar{x}, \bar{t})-\psi(\bar{x}, \bar{t}) \leq \max _{\bar{B}_{\delta}}\left(w^{*}-\varphi\right)-|\bar{x}-x|^{4} / \delta^{4}-|\bar{t}-t|^{2} / \delta^{4}
\end{aligned}
$$

On the other hand, from (3.16) and (3.17), we see that $w^{*}(\hat{x}, t)=\lim _{s / t} w(\hat{x}, s)$, so that

$$
\begin{aligned}
\limsup _{\varepsilon \searrow 0} \max _{\bar{B}_{\delta}}\left\{w^{\varepsilon}-\psi\right\} & \geq \lim _{s \nearrow t} \limsup _{\varepsilon \searrow 0}\left\{w^{\varepsilon}(x, s)-\psi(x, s)\right\} \\
& =\lim _{s \nearrow t}\{w(x, s)-\psi(x, s)\}=w^{*}(x, t)-\psi(x, t)=\max _{\bar{B}_{\delta}}\left(w^{*}-\varphi\right)
\end{aligned}
$$

Thus, we must have $(\bar{x}, \bar{t})=(x, t)$. This completes the proof.
3.3. The differential equation and the free boundary problem. Since

$$
0 \leq \beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right) \leq-\dot{\rho}^{\varepsilon},
$$

and $\rho^{\varepsilon}(\cdot)$ is decreasing, by weak compactness of measures, as $\varepsilon \rightarrow 0$,

$$
\begin{array}{cl}
\beta\left(\varepsilon^{-1}\left(w^{\varepsilon}-p^{\varepsilon}\right)\right) \longrightarrow \gamma & \text { as a measure in } \mathbb{R} \times[0, \infty), \\
\mathcal{L} w=\gamma & \text { on } \mathbb{R} \times(0, \infty),
\end{array}
$$

where $\gamma$ is a Radon measure satisfying

$$
0 \leq \gamma d x d t \leq-d x d p(t)
$$

In addition, from Lemma 2.1(1), $\gamma$ is supported on the set $w=p$.
Now suppose that $p$ is continuous. Then $\gamma=\dot{p}$ on the contact set $\Pi$ (noticing that $\Pi_{2}$ is empty). Hence, $w$ is the solution to

$$
\begin{equation*}
\mathcal{L} w=\dot{p}(t) \mathbf{1}_{\{w=p\}} \quad \text { in } \mathbb{R} \times(0, \infty), \quad w(\cdot, 0)=\mathbf{1}_{(-\infty, 0)} \quad \text { on } \mathbb{R} \times\{0\} \tag{3.19}
\end{equation*}
$$

Using a free boundary approach, this can be written as the solution to the free boundary problem for $(b, w)$ :

$$
\begin{cases}\mathcal{L} w=\dot{p}(t) \mathbf{1}_{x<b(t)} & \text { in } \mathbb{R} \times(0, \infty)  \tag{3.20}\\ b(t):=\inf \{x \mid w(x, t)<p(t)\} & \forall t \geq 0 \\ w(\cdot, 0)=\mathbf{1}_{(-\infty, 0)} & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

We emphasize that this formulation works only when $p$ is continuous, since if $p$ is not continuous at $s$, then

$$
\mathcal{L} w=\min \left\{p(s)-w^{*}(x, \tau), 0\right\} \cdot \delta(t-s) \quad \text { on } \mathbb{R} \times\{s\}
$$

where $\delta$ is the Dirac measure.
Remark 3.1. Suppose $\|\dot{p}\|_{\infty}:=\sup _{t \geq 0}|\dot{p}(t)|$ is finite. Then $\left\|\dot{p}_{\varepsilon}\right\|_{\infty} \leq\|\dot{p}\|_{\infty}$ and $\rho^{\varepsilon}-p^{\varepsilon} \leq \varepsilon\|\dot{p}\|^{1 / 3}$. Consequently, $\dot{\rho}^{\varepsilon}=-\beta\left(\|\dot{p}\|^{1 / 3}\right)=-\|\dot{p}\|_{\infty}$. Hence

$$
0 \leq \gamma^{\varepsilon}(x, t) \leq\|\dot{p}\|_{\infty} \quad \forall(x, t) \in \mathbb{R} \times[0, \infty)
$$

It is then easy to show that $w^{\varepsilon}(x, t)-w_{0}^{\varepsilon} \rightarrow w-w_{0}$ in $W_{r}^{2,1}\left([-R, R] \times\left[0, R^{2}\right]\right)$ for any $r>1$ and any $R>0$.
4. Estimation of the free boundary. In this section, we provide both upper and lower bounds for the free boundary

$$
b(t):=\inf \{x \in \mathbb{R} \mid w(x, t)<p(t)\} \in[-\infty, \infty] \quad \forall t>0
$$

in the case of Brownian motion, i.e., when $\sigma \equiv 1$ and $\mu \equiv 0$.
Recall the notation $q(t)=1-p(t)$. Note that for any $s>0,0=q(0)=q^{*}(0) \leq$ $q(s)$, and since $p$ is LSC, $q$ is USC. We define

$$
\dot{q}(s):=\liminf _{t / s} \frac{q(s)-q(t)}{s-t} \in[0, \infty]
$$

The following lemma is obvious from the probabilistic interpretation of our problem since it states that $\mathbb{P}\left[X_{t} \leq b(t)\right] \leq \mathbb{P}[\tau \leq t]$. Its analytic derivation is equally simple.

Lemma 4.1. For every $t>0$,

$$
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{b(t) / \sqrt{2 t}} e^{-z^{2}} d z \leq q(t)
$$

Proof. We need only consider the case $b(t)>-\infty$. Since $w(x, t) \leq w_{0}(x, t)$,

$$
\begin{aligned}
1-q(t) & =p(t)=w(b(t), t) \leq w_{0}(b(t), t)=\int_{-\infty}^{0} \Gamma(b(t)-y, t) d y \\
& =1-\frac{1}{\sqrt{2 \pi t}} \int_{0}^{\infty} e^{-\frac{(b(t)-y)^{2}}{2 t}} d y=1-\frac{1}{\sqrt{\pi}} \int_{-\infty}^{b(t) / \sqrt{2 t}} e^{-z^{2}} d z
\end{aligned}
$$

We observe that the above lemma immediately yields an upper bound on $b(t)$ :

$$
b(t) \leq \sqrt{t} \cdot \Phi^{-1}(q(t))
$$

where $\Phi(z)$ is the cumulative distribution function of a standard normal random variable, $\Phi(z)=\int_{-\infty}^{z} e^{-w^{2} / 2} \frac{d w}{\sqrt{2 \pi}}$. We now proceed to the more difficult task of deriving useful lower bounds on $b(t)$.

Lemma 4.2 (method for lower bounds). Assume that $\underline{w}$ defined on $\mathbb{R} \times[0, t]$ satisfies

$$
\begin{cases}\mathcal{L} \underline{w}=0 & \text { in } \mathbb{R} \times(0, t],  \tag{4.1}\\ \underline{w}(\cdot, 0) \leq w(\cdot, 0) & \text { on } \mathbb{R} \times\{0\}, \\ \underline{w} \leq p & \text { on } \mathbb{R} \times(0, t), \\ \underline{w}(s, t) \geq p(t) & \text { at }(s, t) .\end{cases}
$$

Then

$$
\underline{w} \leq w \quad \text { in } \mathbb{R} \times[0, t), \quad s \leq b(t) .
$$

Proof. First, consider the case where $p$ is continuous at $t$, so $p(t)=p^{*}(t)$. For each $\varepsilon>0$, let $\phi^{\varepsilon}=\underline{w}-\varepsilon e^{r}-\varepsilon x^{2}$. We claim that $\phi^{\varepsilon} \leq w$ on $\mathbb{R} \times[0, t]$. Suppose not; then $w-\phi^{\varepsilon}$ can attain a global negative minimum, say, at $(\hat{x}, \hat{r})$. Since $w(x, 0)-\phi^{\varepsilon}(x, 0)=$ $w(x, 0)-\underline{w}(x, 0)+\varepsilon+\varepsilon x^{2} \geq \varepsilon, \hat{r}>0$. Therefore $\mathcal{L} \phi^{\varepsilon}(\hat{x}, \hat{r})=-\varepsilon e^{\hat{r}}+\varepsilon<0$. As a
supersolution, $\max \left\{w(\hat{x}, \hat{r})-p(\hat{r}), \mathcal{L} \phi^{\varepsilon}(\hat{x}, \hat{r})\right\} \geq 0$; hence we must have $w(\hat{x}, \hat{r})-p(\hat{r}) \geq$ 0 . The condition $\underline{w} \leq p$ on $\mathbb{R} \times(0, t)$, and $p^{*}(t)=p(t)$ implies that $\underline{w} \leq p$ on $\mathbb{R} \times(0, t]$. Then $w(\hat{x}, \hat{r})<\phi^{\varepsilon}(\hat{x}, \hat{r})<\underline{w}(\hat{x}, \hat{r}) \leq p(\hat{r})$. This is a contradiction. Thus $\phi^{\varepsilon} \leq w$ in $\mathbb{R} \times(0, t]$ for each $\varepsilon>0$. Sending $\varepsilon \searrow 0$, we conclude that $\underline{w} \leq w$ in $\mathbb{R} \times(0, t]$.

In general, let $\left\{t_{n}\right\}$ be a sequence of positive numbers such that $t_{n} \nearrow t$ as $n \rightarrow \infty$, and $p(\cdot)$ is continuous at $t_{n}$. Then $\underline{w} \leq w$ in $\mathbb{R} \times\left[0, t_{n}\right]$. Sending $n \rightarrow \infty$ we obtain $\underline{w} \leq w$ in $\mathbb{R} \times[0, t)$.

As a subsolution, $w=\min \left\{p, w^{*}\right\}$. From the above argument, $w^{*}(s, t) \geq \underline{w}(s, t) \geq$ $p(t)$. Therefore $w(s, t)=w_{*}(s, t)=p(t)$. By the definition of $b(\cdot)$, we conclude that $b(t) \geq s$.

Lemma 4.3 (a criterion for lower bounds). For each $s<0<t$, let

$$
Q(s, r):=q(r)-\frac{2}{\sqrt{\pi}} \int_{-\infty}^{s / \sqrt{2 r}} e^{-z^{2}} d z
$$

Suppose $(s, t)$ is such that

$$
\begin{equation*}
s<0<t, \quad Q(s, r) \leq Q(s, t) \quad \forall r \in(0, t) \tag{4.2}
\end{equation*}
$$

Then $b(t) \geq s$.
Proof. Let $\underline{w}$ be the solution to

$$
\begin{cases}\mathcal{L} \underline{w}=0 & \text { in } \mathbb{R} \times(0, t], \\ \underline{w}(\cdot, 0)=\theta \mathbf{1}_{(2 s, 0)} & \text { on } \mathbb{R} \times\{0\} .\end{cases}
$$

where

$$
\theta=p(t)\left(\frac{2}{\sqrt{\pi}} \int_{s / \sqrt{2 t}}^{0} e^{-z^{2}} d z\right)^{-1}
$$

We claim $\underline{w}$ satisfies (4.1).

1. Since the problem for $\underline{w}$ is linear, it can be expressed as

$$
\begin{equation*}
\underline{w}(x, r)=\theta \int_{2 s}^{0} \Gamma(x-y, r) d y=\frac{\theta}{\sqrt{\pi}} \int_{\frac{x}{\sqrt{2 r}}}^{\frac{x-2 s}{\sqrt{2 r}}} e^{-z^{2}} d z \quad \forall x \in \mathbb{R}, r>0 \tag{4.3}
\end{equation*}
$$

In particular, when $x=s$,

$$
\underline{w}(s, t)=\frac{\theta}{\sqrt{\pi}} \int_{s / \sqrt{2 t}}^{-s / \sqrt{2 t}} e^{-z^{2}} d z=\frac{2 \theta}{\sqrt{\pi}} \int_{s / \sqrt{2 t}}^{0} e^{-z^{2}} d z=p(t)
$$

2. By (4.3), we find that

$$
\begin{equation*}
\max _{x \in \mathbb{R}} \underline{w}(x, r)=\underline{w}(s, r)=\frac{p(t) \int_{s / \sqrt{2 r}}^{0} e^{-z^{2}} d z}{\int_{s / \sqrt{2 t}}^{0} e^{-z^{2}} d z} \quad \forall r>0 . \tag{4.4}
\end{equation*}
$$

For any $s<0<r$, we can compute

$$
\begin{equation*}
\frac{2}{\sqrt{\pi}} \int_{s / \sqrt{2 r}}^{0} e^{-z^{2}} d z=1-\frac{2}{\sqrt{\pi}} \int_{-\infty}^{s / \sqrt{2 r}} e^{-z^{2}} d z=1+Q(s, r)-q(r)=Q(s, r)+p(r) \tag{4.5}
\end{equation*}
$$

From (4.4) and (4.5), for all $r \in(0, t)$,

$$
\begin{aligned}
\max _{x \in \mathbb{R}} \underline{w}(x, r)-p(r) & =\frac{p(t)[Q(s, r)+p(r)]}{Q(s, t)+p(t)}-p(r) \\
& =\frac{p(t) Q(s, r)-p(r) Q(s, t)}{Q(s, t)+p(t)} \\
& \leq \frac{p(t)[Q(s, r)-Q(s, t)]}{Q(s, t)+p(t)} \leq 0
\end{aligned}
$$

i.e., $\underline{w} \leq p$ on $\mathbb{R} \times(0, t)$.
3. Since $Q(s, \cdot)$ is increasing for any $s<0, Q(s, t) \geq \lim _{r \backslash 0} Q(s, r)=0$. In particular, when $r=t$, (4.5) reads as

$$
\frac{2}{\sqrt{\pi}} \int_{s / \sqrt{2 t}}^{0} e^{-z^{2}} d z=Q(s, t)+p(t) \geq p(t)
$$

Therefore $\theta \leq 1$, and thus $\underline{w}(\cdot, 0) \leq w(\cdot, 0)$ on $\mathbb{R} \times\{0\}$. Lemma 4.2 now gives $b(t) \geq$ $s$. $\quad \square$

The above lemma has an interesting probabilistic interpretation. Recalling that we are assuming that $X_{t}$ is a Brownian motion, define $\underline{\mathrm{X}}_{t}=\min _{v \leq t} X_{v}$. Then

$$
\begin{aligned}
Q(s, r) & =q(r)-\frac{2}{\sqrt{\pi}} \int_{-\infty}^{s / \sqrt{2 r}} e^{-z^{2}} d z \\
& =\mathbb{P}[\tau \leq r]-2 \mathbb{P}\left[X_{r} \leq s\right] \\
& =\mathbb{P}[\tau \leq r]-\mathbb{P}\left[\underline{X}_{r} \leq s\right]
\end{aligned}
$$

where the last line follows from the reflection principle (see, for example, Karatzas and Shreve [13]). Rearranging (4.2) then yields that if $s<0<t$ are such that

$$
\mathbb{P}\left[\underline{\mathrm{X}}_{r}>s \text { and } \underline{\mathrm{X}}_{t} \leq s\right] \leq \mathbb{P}[r<\tau \leq t]
$$

for all $r \in(0, t)$, then $b(t) \geq s$. This result is clear in the case that $b(t)$ is monotone but requires a more careful argument, as above, in the general case.

Before we continue, we provide an interesting application of Lemmas 4.3 and 4.1.
Corollary 4.4. For each $t>0$, let $\zeta(t) \in(-\infty, 0)$ and $\nu(t) \in \mathbb{R}$ be defined by

$$
q(t)=\frac{2}{\sqrt{\pi}} \int_{-\infty}^{\zeta(t) / \sqrt{2 t}} e^{-z^{2}} d z=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\nu(t) / \sqrt{2 t}} e^{-z^{2}} d z
$$

1. Suppose $\zeta$ is a constant function. Then the exact solution to (1.1) is given by

$$
\begin{cases}w(x, t)=\frac{1}{\sqrt{\pi}} \int_{x / \sqrt{2 t}}^{(x-2 \zeta) / \sqrt{2 t}} e^{-z^{2}} d z & \forall x \geq \zeta, t>0  \tag{4.6}\\ b(t)=\zeta & \forall t>0 .\end{cases}
$$

2. Suppose $\zeta(r) \leq \zeta(t)$ for all $r \in(0, t)$. Then $\zeta(t) \leq b(t) \leq \nu(t)$.
3. Suppose $\dot{\zeta}(t) \geq 0$ for all $t \in(0, T]$. Then

$$
\zeta(t) \leq b(t) \leq \nu(t) \quad \forall t \in(0, T], \quad \lim _{t \searrow 0} \frac{b(t)}{\zeta(t)}=1
$$

Proof. 1. The first assertion may be verified by a direct computation. We note that it agrees with the formula for the first hitting time of Brownian motion to the level $\zeta$ (see, e.g., Karatzas and Shreve [13, pages 94-96]).
2. Suppose $\zeta(r) \leq \zeta(t)$ for all $r \in(0, t)$. Set $s=\zeta(t)$. Then

$$
Q(s, r)=q(r)-\frac{2}{\sqrt{\pi}} \int_{-\infty}^{\zeta(t) / \sqrt{2 r}} e^{-z^{2}} d z=\frac{2}{\sqrt{\pi}} \int_{\zeta(t) / \sqrt{2 r}}^{\zeta(r) / \sqrt{2 r}} e^{-z^{2}} d z \leq 0=Q(s, t)
$$

for each $r \in(0, t)$. Thus, by Lemma 4.3, $b(t) \geq s=\zeta(t)$. This is the lower bound for $b(t)$.

For $t>0$, Lemma 4.1 reads as

$$
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{b(t) / \sqrt{2 t}} e^{-z^{2}} d z \leq q^{*}(t)=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\nu^{*}(t) / \sqrt{2 t}} e^{-z^{2}} d z
$$

which implies that $b(t) \leq \nu^{*}(t)$.
3. Suppose $\dot{\zeta}(t) \geq 0$ in $(0, T]$. Then by Corollary $4.4(2) \zeta(t) \leq b(t) \leq \nu(t)$ for all $t \in(0, T]$. To complete the proof, it remains to estimate the difference between $\alpha(t):=$ $\nu^{*}(t) / \sqrt{2 t}$ and $\gamma(t):=\zeta(t) / \sqrt{2 t}$. Let $\delta(t)=\ln 2 /(-2 \gamma(t)-1)$. Since $\lim _{t \searrow 0} \gamma(t)=$ $-\infty$, we conclude that for all small positive $t>0, \delta(t) \in(0,1)$. Note that

$$
\begin{aligned}
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\alpha} e^{-z^{2}} d z & =q(t)=\frac{2}{\sqrt{\pi}} \int_{-\infty}^{\gamma} e^{-z^{2}} d z=\frac{2}{\sqrt{\pi}} \int_{-\infty}^{\gamma+\delta} e^{-z^{2}+2 \delta z-\delta^{2}} d z \\
& \leq \frac{2}{\sqrt{\pi}} \int_{-\infty}^{\gamma+\delta} e^{-z^{2}+2 \delta(\gamma+\delta)-\delta^{2}} d z=\frac{2 e^{\delta(2 \gamma+\delta)}}{\sqrt{\pi}} \int_{-\infty}^{\gamma+\delta} e^{-z^{2}} d z \\
& =\frac{2 e^{-\ln 2+\delta^{2}-\delta}}{\sqrt{\pi}} \int_{-\infty}^{\gamma+\delta} e^{-z^{2}} d z \leq \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\gamma+\delta} e^{-z^{2}} d z
\end{aligned}
$$

Thus, $\alpha(t) \leq \gamma(t)+\delta(t)$. Then

$$
0 \leq 1-\frac{b(t)}{\zeta(t)} \leq 1-\frac{\nu(t)}{\zeta(t)}=1-\frac{\alpha(t)}{\gamma(t)} \leq \frac{\delta(t)}{-\gamma(t)}=\frac{\ln 2}{2 \gamma^{2}(t)+\gamma(t)}
$$

The third assertion of the lemma thus follows by sending $t \rightarrow 0$.
Next, we present a sufficient condition for $Q(s, \cdot)$ to attain its maximum in $(0, t]$ at $t$. Note that for $0<r<t, Q(s, r) \leq Q(s, t)$ is equivalent to

$$
\frac{q(t)-q(r)}{t-r} \geq \frac{2}{\sqrt{\pi}(t-r)}\left\{\int_{-\infty}^{s / \sqrt{2 t}} e^{-z^{2}} d z-\int_{-\infty}^{s / \sqrt{2 r}} e^{-z^{2}} d z\right\}=\frac{-s e^{-s^{2} /(2 \theta)}}{\theta^{3 / 2} \sqrt{2 \pi}}
$$

where $r<\theta \leq t$. The second equality follows from the mean value theorem. To achieve the maximum in $(0, t]$ for $Q(s, \cdot)$, it is sufficient to have

$$
\begin{equation*}
\inf _{0<r<t} \frac{q(t)-q(r)}{t-r} \geq \sup _{r<\theta \leq t} \frac{|s| e^{-s^{2} /(2 \theta)}}{\theta^{3 / 2} \sqrt{2 \pi}}=\frac{|s| e^{-s^{2} /(2 t)}}{t^{3 / 2} \sqrt{2 \pi}} \tag{4.7}
\end{equation*}
$$

provided that $s \leq-\sqrt{3 t}$. Taking the best possible $s \leq-\sqrt{3 t}$ for the inequality (4.7) to hold, we then obtain the following.

Lemma 4.5. Assume that $t>0$ and

$$
k(t):=\inf _{0 \leq r \leq t} \frac{q(t)-q(r)}{t-r}>0
$$

Then

$$
b(t) \geq \max \left\{s \mid s \leq-\sqrt{3 t} ; \frac{|s|}{\sqrt{2 \pi} t^{3 / 2}} e^{-s^{2} /(2 t)} \leq k(t)\right\}
$$

As an immediate consequence of the lemma, we have the following.
Corollary 4.6. If $\dot{q}(t)>0$, then $b(t)>-\infty$.
We end this section with the following estimate on the asymptotic behavior of the boundary near 0 . As mentioned above, this estimate is important when solving the inverse first passage problem numerically using integral equations such as (1.6); see [2].

Theorem 5. Assume that

$$
\begin{equation*}
\limsup _{t \searrow 0} \frac{q(t)}{t \dot{q}(t)}<\infty \tag{4.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{t \searrow 0} \frac{b(t)}{\sqrt{-2 t \log q(t)}}=-1 \tag{4.9}
\end{equation*}
$$

Consequently, in special cases the following hold:

1. when $q(t)=A t^{m}$, where $A$ and $m$ are positive constants,

$$
b(t)=-\sqrt{-2 m t \log t}[1+o(1)], \quad \lim _{t \searrow 0} o(1)=0
$$

2. when $q(t)=A e^{-\gamma^{2} /\left(2 t^{m}\right)}$, where $A, m, \gamma$ are positive constants,

$$
b(t)=-\gamma t^{(1-m) / 2} \quad[1+o(1)], \quad \lim _{t \backslash 0} o(1)=0
$$

In particular,

$$
\lim _{t \searrow 0} b(t)= \begin{cases}-\infty & \text { if } m>1 \\ \gamma & \text { if } m=1 \\ 0 & \text { if } 0<m<1\end{cases}
$$

Proof. The idea is to estimate $k(r)$ via $q(r) / r$. Under the assumption (4.8), there exist positive constants $C$ and $T$ such that

$$
0<q(r) \leq C r \dot{q}(r) \quad \forall r \in(0, T]
$$

For any $0<r<t \leq T$, we can compute

$$
\begin{aligned}
C(q(t)-q(r)) & \geq \int_{r}^{t} C \dot{q}(\theta) d \theta \geq \int_{r}^{t} \frac{q(\theta)}{\theta} d(\theta-r) \\
& =\left.\frac{q(\theta)(\theta-r)}{\theta}\right|_{\theta=r} ^{\theta=t}-\int_{r}^{t}(\theta-r) \frac{\theta \dot{q}(\theta)-q(\theta)}{\theta^{2}} d \theta \\
& =\frac{(t-r) q(t)}{t}-\int_{r}^{t} \dot{q}(\theta) d \theta+\int_{r}^{t} \frac{r \theta \dot{q}(\theta)+(\theta-r) q(\theta)}{\theta^{2}} d \theta \\
& \geq(t-r) \frac{q(t)}{t}-[q(t)-q(r)]
\end{aligned}
$$

That is, $(C+1)(q(t)-q(r)) \geq(t-r) q(t) / t$. It follows that

$$
k(t)=\inf _{0<r<t} \frac{q(t)-q(r)}{t-r} \geq \frac{1}{C+1} \frac{q(t)}{t}
$$

Now fix $t \in(0, T]$, when $s \leq-\sqrt{3 t}$, to be

$$
\frac{|s|}{t^{3 / 2} \sqrt{2 \pi}} \int_{-\infty}^{s / \sqrt{2 t}} e^{-z^{2}} d z \leq \frac{|s|}{t^{3 / 2} \sqrt{2 \pi}} e^{s^{2} /(2 t)}
$$

Let $s<-\sqrt{3 t}$ be the solution to

$$
\begin{equation*}
\frac{|s|}{\sqrt{2 \pi} t^{3 / 2}} \int_{-\infty}^{s / \sqrt{2 t}} e^{-z^{2}} d z=\frac{1}{C+1} \frac{q(t)}{t} \tag{4.10}
\end{equation*}
$$

For small $t, q(t)$ is small, so that $s / \sqrt{t} \ll-1$ and we can use the expansion, for $a<0$,

$$
\int_{-\infty}^{a} e^{-z^{2}} d z=\int_{a^{2}}^{\infty} \frac{e^{-x} d x}{2 \sqrt{x}}=\frac{e^{-a^{2}}}{2|a|}-\int_{a^{2}}^{\infty} \frac{e^{-x} d x}{4 x^{3 / 2}}=\frac{e^{-a^{2}}}{2|a|}\left\{1-\frac{\theta}{2 a^{2}}\right\}
$$

where $\theta=\theta(a) \in(0,1)$. Hence, the equation for $s$ reads as

$$
e^{-s^{2} /(2 t)}\left\{1-\frac{\theta}{s^{2} /(2 t)}\right\}=\frac{\sqrt{2 \pi}}{C+1} q(t)
$$

It then follows that

$$
\begin{aligned}
|s| & =\sqrt{2 t}\left(-\log q(t)+\log \left(1-\theta t / s^{2}\right)+\log [(C+1) / \sqrt{2 \pi}]\right)^{1 / 2} \\
& \leq \sqrt{-2 t \log q(t)}\{1+(\log [(C+1) / \sqrt{4 \pi}]) /(-\log q(t))\}^{1 / 2}
\end{aligned}
$$

By Lemma 4.5, we then have

$$
\begin{aligned}
b(t) & \geq s \geq-\sqrt{-2 t \log q(t)}\left\{1+\frac{\log [(C+1) / \sqrt{2 \pi}]}{|\log q(t)|}\right\}^{1 / 2} \\
& =-\sqrt{-2 t \log q(t)}\{1+o(1)\}
\end{aligned}
$$

This gives the lower bound for $b(t)$; now we estimate the upper bound. From Lemma 4.1,

$$
q(t) \geq \frac{1}{\sqrt{\pi}} \int_{-\infty}^{b(t) / \sqrt{2 t}} e^{-z^{2}} d z=\frac{\sqrt{t}}{\sqrt{2 \pi}|b(t)|}\left\{1-\frac{\theta t}{b^{2}(t)}\right\} e^{-b(t)^{2} /(2 t)}
$$

This implies that

$$
\begin{aligned}
b(t) & \leq-\sqrt{-2 t \log q(t)}\left\{1+\frac{\log \left[1-\theta t / b^{2}(t)\right]-\log [\sqrt{2 \pi}|b(t)| / \sqrt{t}]}{-\log q(t)}\right\}^{1 / 2} \\
& \leq-\sqrt{-2 t \log q(t)}\left\{1-\frac{O(1) \log |\log q(t)|}{|\log q(t)+o(1)|}\right\}^{1 / 2}
\end{aligned}
$$

The assertion (4.9) thus follows. The remainder of the theorem is a direct application of (4.9).
5. Integral equations. As in section 4 , we assume $\sigma \equiv 1$ and $\mu \equiv 0$. Also we assume that $p$ (and therefore $q$ ) is continuous. Then the solution to (3.19) can be expressed as

$$
\begin{align*}
w(x, t) & =\int_{-\infty}^{0} \Gamma(x-y, t) d y+\int_{0}^{t} d p(s) \int_{-\infty}^{b(s)} \Gamma(x-y, t-s) d y \\
& =1-\int_{0}^{\infty} \Gamma(x-y, t) d y+\int_{0}^{t} d p(s)\left(1-\int_{b(s)}^{\infty} \Gamma(x-y, t-s) d y\right) \\
& =p(t)-\int_{-\infty}^{x} \Gamma(z, t) d z+\int_{0}^{t} d q(s) \int_{-\infty}^{x-b(s)} \Gamma(z, t-s) d z \tag{5.1}
\end{align*}
$$

where the second equation is obtained by using $\int_{\mathbb{R}} \Gamma(x-y, s) d y=1$ for all $s>0$.
Now assume that $b$ is smooth. Differentiating $w$, we can derive

$$
\begin{equation*}
u(x, t)=-w_{x}(x, t)=\Gamma(x, t)-\int_{0}^{t} \Gamma(x-b(s), t-s) d q(s) \tag{5.2}
\end{equation*}
$$

Also, for $x \neq b(t)$, we can further differentiate to obtain

$$
\begin{aligned}
u_{t}(x, t)= & \Gamma_{t}(x, t)-\int_{0}^{t} \Gamma_{t}(x-b(s), t-s) d q(s) \\
= & \Gamma_{t}(x, t)+\int_{0}^{t}\left(\frac{d}{d s} \Gamma(x-b(s), t-s)+\dot{b}(s) \Gamma_{x}(x-b(s), t-s)\right) d q(s) \\
= & \Gamma_{t}(x, t)+\int_{0}^{t} \dot{b}(s) \Gamma_{x}(x-b(s), t-s) d q(s)+\int_{0}^{t} \dot{q}(s) d \Gamma(x-b(s), t-s) \\
= & \Gamma_{t}(x, t)+\int_{0}^{t} \dot{b}(s) \Gamma_{x}(x-b(s), t-s) d q(s)-\dot{q}(0) \Gamma(x, t) \\
& -\int_{0}^{t} \Gamma(x-b(s), t-s) d \dot{q}(s)
\end{aligned}
$$

where the second equation is obtained by the equality

$$
\Gamma_{t}(x-b(s), t-s)=-\frac{d}{d s} \Gamma(x-b(s), t-s)-\dot{b}(s) \Gamma_{x}(x-b(s), t-s)
$$

and the third equation by using integration by parts to $\int_{0}^{t} \dot{q}(s) d \Gamma(x-b(s), t-s)$.
From potential theory, for any $b$ and $f$ with the certain regularity, we have

$$
\begin{equation*}
\lim _{x \rightarrow b(t) \pm 0} \int_{0}^{t} f(s) \Gamma_{x}(x-b(s), t-s) d s=\int_{0}^{t} f(s) \Gamma_{x}(b(t)-b(s), t-s) d s \mp f(t) \tag{5.5}
\end{equation*}
$$

This can be derived as follows:

$$
\begin{aligned}
\lim _{x \rightarrow b(t) \pm 0} & \int_{0}^{t} f(s) \Gamma_{x}(x-b(s), t-s) d s \\
= & -\lim _{x \rightarrow b(t) \pm 0} \int_{0}^{t} f(s)\left[\frac{(b(t)-b(s))}{\sqrt{2 \pi}(t-s)^{3 / 2}} e^{-\frac{(x-b(s))^{2}}{2(t-s)}}+\frac{(x-b(t))}{\sqrt{2 \pi}(t-s)^{3 / 2}} e^{-\frac{(x-b(s))^{2}}{2(t-s)}}\right] d s \\
= & \int_{0}^{t} f(s) \Gamma_{x}(b(t)-b(s), t-s) d s-\lim _{x \rightarrow b(t) \pm 0} \int_{0}^{t} f(s) \frac{x-b(t)}{\sqrt{2 \pi}(t-s)^{3 / 2}} e^{-\frac{(x-b(s))^{2}}{2(t-s)}} d s \\
= & \int_{0}^{t} f(s) \Gamma_{x}(b(t)-b(s), t-s) d s \\
& -\frac{2}{\sqrt{\pi}} \lim _{x \rightarrow b(t) \pm 0} \int_{\frac{x-b(t)}{\sqrt{2 t}}}^{ \pm \infty} f\left(t-\frac{(x-b(t))^{2}}{2 \eta^{2}}\right) e^{-\left(\eta+\frac{b(t)-b(s))^{2}}{\sqrt{2(t-s)}} d \eta\right.} d \eta \\
= & \int_{0}^{t} f(s) \Gamma_{x}(b(t)-b(s), t-s) d s-\frac{2}{\sqrt{\pi}} \int_{0}^{ \pm \infty} f(t) e^{-\eta^{2}} d \eta \\
= & \int_{0}^{t} f(s) \Gamma_{x}(b(t)-b(s), t-s) d s \mp f(t) .
\end{aligned}
$$

Note that $w(x, t)=p$ and $0=u(x, t)=u_{x}(x, t)=u_{t}(x, t)$ for $x<b(t)$. Sending $x$ to $b(t)$ from below in (5.1) and (5.2) we then obtain

$$
\begin{gather*}
\int_{-\infty}^{b(t)} \Gamma(z, t) d z=\int_{0}^{t} d q(s) \int_{-\infty}^{b(t)-b(s)} \Gamma(z, t-s) d z  \tag{5.6}\\
\Gamma(b(t), t)=\int_{0}^{t} \Gamma(b(t)-b(s), t-s) d q(s) \tag{5.7}
\end{gather*}
$$

which reflect the free boundary condition $w(b(t), t)=p(t)$ and the condition $u(b(t), t)=$ 0 , respectively. Sending $x$ to $b(t)$ from below in (5.3) and (5.4) and using (5.5), we have

$$
\begin{align*}
\dot{q}(t)= & \Gamma_{x}(b(t), t)-\int_{0}^{t} \Gamma_{x}(b(t)-b(s), t-s) d q(s)  \tag{5.8}\\
-\dot{b}(t) \dot{q}(t)= & \Gamma_{t}(b(t), t)+\int_{0}^{t} \dot{b}(s) \Gamma_{x}(b(t)-b(s), t-s) d q(s), \\
& -\dot{q}(0) \Gamma(b(t), t)-\int_{0}^{t} \Gamma(b(t)-b(s), t-s) d \dot{q}(s) . \tag{5.9}
\end{align*}
$$

Equation (5.8) reflect the free boundary condition $u_{x}\left(b(t)^{-}, t\right)=0$ and $u_{x}\left(b(t)^{+}, t\right)=$ $\dot{q}(t)$. Similarly, (5.9) reflects the free boundary condition that $u_{t}\left(b(t)^{-}, t\right)=0$ and $u_{t}\left(b(t)^{+}, t\right)=-\dot{b}(t) u_{x}\left(b(t)^{+}, t\right)=-\dot{b}(t) \dot{q}(t)$.

Clearly, these identities can provide numerical schemes much more flexible and economical than integrating the corresponding PDEs. For this purpose, it is necessary to study solutions to each of these identities.

One observes that if $b(\cdot)$ is a solution to (5.7), then $b_{1}(t):=-b(t)$ is also the solution. Hence, we need to be careful when considering solutions to the integral equation.

ThEOREM 6. Let $q:[0, \infty) \rightarrow[0,1)$ be continuous, increasing, and $q(0)=0$. Assume that $b:(0, T] \rightarrow \mathbb{R}$ is a continuous function. Then $x=b(t), t \in(0, T]$, is the solution to the free boundary problem, provided that one of the following holds.

1. $b$ satisfies (5.6) for all $t \in(0, T]$;
2. $b$ satisfies (5.7) for all $t \in(0, T], b(t)<0$ for all sufficiently small positive $t$, and the function

$$
t \rightarrow q_{1 / 2}(t):=\int_{0}^{t} \frac{\dot{q}(t)}{\sqrt{2 \pi(t-s)}} d s
$$

is continuous in $(0, T]$ with $q_{1 / 2}(0+)=0$;
3. b satisfies (5.8), $\lim _{t \backslash 0} \frac{b(t)}{\sqrt{t}}=-\infty, \dot{q}$ is continuous in $[0, T]$, and the function

$$
t \rightarrow q_{3 / 2}^{b}:=\int_{0}^{t} \frac{|b(t)-b(s)|}{\sqrt{2 \pi}(t-s)^{3 / 2}} d q(s)
$$

is continuous on $(0, T]$ and is uniformly bounded.
The analogous condition for (5.9) is too technical, and hence we omit it here.
Proof. With the given continuous function $b$, we define $w(x, t)$ as in (5.1). Note that

$$
\begin{aligned}
0 & \geq w(x, t)-w_{0}(x, t)=\int_{0}^{t} d p(s) \int_{-\infty}^{b(s)} \Gamma(x-y, t-s) d y \\
& =\int_{0}^{t} d p(s)\left(1-\int_{b(s)}^{\infty} \Gamma(x-y, t-s) d y\right) \\
& =-q(t)+\int_{0}^{t} d q(t) \int_{-\infty}^{x-b(s)} \Gamma(z, t-s) d z \geq-q(t)
\end{aligned}
$$

This implies that

$$
\left|w(x, t)-w_{0}(x, t)\right| \leq q(t)
$$

When $t=0$, it reads as $\left|w(x, 0)-w_{0}(x, 0)\right| \leq q(0)=0$, so that $w(x, 0)=w_{0}(x, 0)=$ $\mathbf{1}_{(-\infty, 0)}$ 。

In addition, upon differentiation, $\mathcal{L} w=\dot{p} \mathbf{1}_{\{x<b(t)\}} \leq 0$ as a measure in $\mathbb{R} \times(0, T]$. This can verified as follows. Direct calculation gives

$$
\begin{aligned}
w_{x x} & =-\Gamma_{x}(x, t)+\int_{0}^{t} \Gamma_{x}(x-b(s), t-\tau) d q(s) \\
w_{t} & =\dot{p}(t)-\int_{-\infty}^{x} \Gamma_{t}(z, t) d z+\int_{0}^{t} \int_{-\infty}^{x-b(s)} \Gamma_{t}(z, t-s) d z d q(s)
\end{aligned}
$$

Using the fact that $\Gamma_{t}=\frac{1}{2} \Gamma_{x x}$, we obtain

$$
\int_{-\infty}^{x} \Gamma_{t}(z, t) d z=\int_{-\infty}^{x} \frac{1}{2} \Gamma_{x x}(z, t) d z=\left.\frac{1}{2} \Gamma_{x}(z, t)\right|_{z=-\infty} ^{z=x}=\frac{1}{2} \Gamma_{x}(x, t)
$$

When $x<b(s)$,

$$
\begin{aligned}
\int_{0}^{t} \int_{-\infty}^{x-b(s)} \Gamma_{t}(z, t-s) d z d q(s) & =\left.\frac{1}{2} \int_{0}^{t} \Gamma_{x}(z, t-s)\right|_{z=-\infty} ^{z=x-b(s)} d q(s) \\
& =\frac{1}{2} \int_{0}^{t} \Gamma_{x}(x-b(s), t-\tau) d q(s)
\end{aligned}
$$

When $x>b(s)$,

$$
\begin{aligned}
& \int_{0}^{t} \int_{-\infty}^{x-b(s)} \Gamma_{t}(z, t-s) d z d q(s) \\
= & \left.\frac{1}{2} \int_{0}^{t} \Gamma_{x}(z, t-s)\right|_{z=-\infty} ^{z=(b(t)-b(s))^{-}} d q(s)+\left.\frac{1}{2} \int_{0}^{t} \Gamma_{x}(z, t-s)\right|_{z=(b(t)-b(s))^{+}} ^{z=x-b(s)} d q(s) \\
= & \frac{1}{2} \int_{0}^{t} \Gamma_{x}(x-b(s), t-s) d q(s)+\lim _{z \nearrow(b(t)-b(s))} \frac{1}{2} \int_{0}^{t} \Gamma_{x}(z, t-s) d q(s) \\
& -\lim _{z \searrow(b(t)-b(s))} \frac{1}{2} \int_{0}^{t} \Gamma_{x}(z, t-s) d q(s) \\
= & \dot{q}(t)+\frac{1}{2} \int_{0}^{t} \Gamma_{x}(x-b(s), t-s) d q(s) \\
= & -\dot{p}(t)+\frac{1}{2} \int_{0}^{t} \Gamma_{x}(x-b(s), t-s) d q(s) .
\end{aligned}
$$

Thus $\mathcal{L} w=\dot{p} \mathbf{1}_{\{x<b(t)\}} \leq 0$ in $\mathbb{R} \times(0, T]$ holds.
It remains to show that $w(x, t)=p(t)$ for $x \leq b(t)$ and $w<p(t)$ for $x>b(t)$.
(1) Assume the condition of the first assertion. We define

$$
v(x, t):=w(x, t)-p(t)=-\int_{-\infty}^{x} \Gamma(z, t) d z+\int_{0}^{t} d q(s) \int_{-\infty}^{x-b(s)} \Gamma(z, t-s) d z
$$

Upon differentiation, $\mathcal{L} v=0$ in $\{x<b(t)\}$. Note that $v$ is bounded, continuous, and, by (5.6), $v(b(t), t)=0$. It follows that $v(x, t) \equiv 0$ for all $x \leq b(t)$, i.e., $w=p(t)$ for any $x \leq b(t)$. Also by differentiation, we see that $\mathcal{L} v=-\dot{p} \leq 0$ in $\{x>b(t)\}$. The strong maximum principle gives $v<0$ in $\{x>b(t)\}$. That is, $w<p(t)$ in $\{x>b(t)\}$. Thus $w$ is a variational solution.
(2) Assume the condition of the second assertion. We see that $u:=-w_{x}$ given by (5.2) is continuous in $\mathbb{R} \times(0, \infty)$. For every small $\varepsilon>0$, the function $u$ satisfies $\mathcal{L} u=0$ in

$$
\Omega_{\varepsilon}:=\{(x, t) \mid x<b(t), t \in(\varepsilon, T]\}
$$

Also, from (5.7), $u(b(t), t)=0$ for all $t \in(0, T]$. Since $b(t)<0$ for small positive $t$, we can assume that $b(\varepsilon)<0$. It then follows from (5.2) that for all $x \leq b(\varepsilon)$,

$$
|u(x, \varepsilon)| \leq \max \left\{\Gamma(x, \varepsilon), q_{1 / 2}(\varepsilon)\right\} \leq \max \left\{\Gamma(b(\varepsilon), \varepsilon), q_{1 / 2}(\varepsilon)\right\} \leq q_{1 / 2}(\varepsilon)
$$

since for any $t \in(0, T]$

$$
\int_{0}^{t} \Gamma(b(t)-b(s), t-s) d q(s) \leq \int_{0}^{t} \frac{\dot{q}(s)}{\sqrt{2 \pi(t-s)}} d s=q_{1 / 2}(t)
$$

which holds for $\varepsilon$ as well. It then follows from the maximum principle that

$$
\max _{\Omega_{\varepsilon}}|u| \leq q_{1 / 2}(\varepsilon)
$$

Sending $\varepsilon$ to 0 from above, we obtain $w_{x}=u \equiv 0$ in $\{(x, t) \mid x \leq b(t), t>0\}$. $w$ is constant in $\{x \leq b(t)\}$, and $w(-\infty, t)=p(t)$ imply that $w \equiv p(t)$ in $\{x \leq b(t)\}$. From the first assertion, the second assertion of the theorem thus holds.
(3) Assume the conditions in the third assertion. Let $u:=-w_{x}$ be given by (5.2) and $u_{x}:=-w_{x x}$ by (5.3) when $x \neq b(t)$. Since $b, \dot{q}$, and $q_{3 / 2}^{b}$ are continuous, and (5.5) holds for $f=\dot{q}$, sending $x$ to $b(t)$ from below in the equation for $u_{x}$ and using (5.8) we derive that $u_{x}\left(b(t)^{-}, t\right)=0$.

Next, we show that $u_{x} \equiv 0$ in $\{x<b(t)\}$. To do this, we first show that $u_{x}$ given in (5.3) is uniformly bounded in $\{x<b(t)\}$. First, the boundedness of $q_{3 / 2}^{b}$ and (5.8) imply that $\Gamma_{x}(b(t), t)$ is uniformly bounded in $(0, T]$. Next, as $b(t)<-\sqrt{3 t}$ for small positive $t$, we see that $0<\Gamma_{x}(x, t)<\Gamma(b(t), t)$ for all $x<b(t)$. Thus $\Gamma_{x}(x, t)$ is bounded for all $x<b(t)$.

For $x<b(t)$, let $A_{1}=\{s \in(0, t]|b(t)-x>2| b(t)-b(s) \mid\}$ and $A_{2}=[0, t] \backslash A_{1}$. Then

$$
\int_{0}^{t} \Gamma_{x}(x-b(t), t-s) d q(s)=I_{1}+I_{2}, \quad I_{i}=\int_{A_{i}} \Gamma_{x}(x-b(t), t-s) d q(s)
$$

Note that

$$
\left|I_{2}\right| \leq \int_{0}^{t} \frac{|b(t)-b(s)| \dot{q}(s)}{2 \sqrt{\pi}|t-s|^{3 / 2}} d s \leq 2 q_{3 / 2}^{b}(t)
$$

is uniformly bounded. To estimate $I_{i}$, notice that when $x-b(t)>2|b(t)-b(s)|$, $(x-b(s))^{2}=(x-b(t)-(b(t)-b(s)))^{2} \geq \frac{1}{4}(x-b(t))^{2}$. Thus,

$$
\left|I_{1}\right| \leq \int_{0}^{t} \frac{|x-b(t)| \dot{q}(s) e^{-|x-b(t)|^{2} /[16(t-s)]} d s}{\sqrt{2 \pi}(t-s)^{3 / 2}} \leq\|\dot{q}\|_{\infty}
$$

and therefore $u_{x}$ is uniformly bounded in $\{x<b(t)\}$.
Since $\mathcal{L} u_{x}=0$ in $\{x<b(t), t>0\}, u_{x}((b(t)-0), t)=0$, and $u_{x}(x, 0)=0$ for all $x<0$, a special maximum principle then implies that $u_{x} \equiv 0$ in $\{x<b(t)\}$. Using $u(-\infty, t)=0$ we then conclude that $u \equiv 0$. Following (2), the third assertion of the theorem follows.
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# VORTEX LATTICES IN ROTATING BOSE-EINSTEIN CONDENSATES* 
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#### Abstract

The structure of the vortex lattice for a fast rotating condensate in a harmonic trap has been studied experimentally and numerically: it is an almost regular hexagonal lattice, with a distortion on the edges. In this paper, we provide rigorous proofs of results announced in [A. Aftalion, X. Blanc, and J. Dalibard, Phys. Rev. A, 71 (2005), p. 023611]. We analyze the vortex pattern in the framework of the Gross-Pitaevskii energy using wave functions in the lowest Landau level. We compute the energy of a regular triangular lattice and of a class of distorted lattices and find the optimal distortion which provides a decay of the wave function similar to an inverted parabola.
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1. Introduction. One of the special features of Bose-Einstein condensates (BEC), related to superfluidity, is the existence of quantized vortices. These vortices can be observed in different types of experiments, one of them being the equivalent of what is known for helium as the rotating bucket experiment [17]. When a normal fluid is rotated, the velocity field inside the fluid is governed by solid body rotation. In contradistinction, a quantum fluid such as a BEC, described by a macroscopic wave function, nucleates vortices. This has been observed experimentally recently, in particular in the ENS group [13, 27] but also in [1, 28]. When the rotational velocity is small, there are only a few vortices in the system [12]. Their three dimensional shape is of interest, as has been described in [6, 7] using tools developed by [10] for Ginzburg-Landau vortices. At high velocity, the size of the condensate and the number of vortices increase: vortices arrange themselves in a lattice [1, 14, 18, 31, 33], referred to as an Abrikosov lattice due to the analogy with superconductors. Such a system can be related to homogeneous media since there are two scales emerging: the size of vortices (of order 1) and the size of the condensate (much larger). In this regime, vortices have approximately the same size as their mutual distance, which is very different from the lower rotation regime. Hence different mathematical tools need to be introduced relying on averaging effects (see [8]).

The description of the vortex lattice has been the focus of very recent papers in the condensed matter physics community, starting with the seminal paper of Ho [21] and very recently of Fischer and Baym [20], Baym and Pethick [9], Cooper, Komineas, and Read [15], Watanabe, Baym, and Pethick [37], and Sheehy and Radzihovsky [34]. Our aim is to provide mathematical insight to the lattice pattern. In particular, we show why a regular lattice has a higher energy than a distorted one and describe

[^51]the appropriate distortion and how the distortion towards the edges modifies the decay of the wave function. This is performed using the minimization of the GrossPitaevskii energy. This framework, known as the mean field Quantum Hall regime, is acceptable only if the number of vortices is much smaller than the number of atoms in the condensate, which is the case of the present experiments. Otherwise, one has to consider other models, as in $[16,35]$. The reduction of the quantum many-body Hamiltonian to the Gross Pitaevskii energy is an open question for this fast rotating regime. It has been derived in the case of no rotation by Lieb, Seiringer, and Yngvason [25], and in the case of fixed rotation by Lieb and Seiringer [24].

The energy that we want to minimize is the following:

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left(\frac{1}{2}|\nabla \phi(x)|^{2}+\frac{1}{2}|x|^{2}|\phi(x)|^{2}-\Omega(L \phi)(x) \bar{\phi}(x)+\frac{1}{2} G|\phi(x)|^{4}\right) d x \tag{1.1}
\end{equation*}
$$

under $\int_{\mathbb{R}^{2}}|\phi|^{2}=1$, where $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, L=i\left(x_{2} \partial_{x_{1}}-x_{1} \partial_{x_{2}}\right)$ is the angular momentum, $\Omega$ is the rotational velocity. The contributions to the energy are the kinetic term $(1 / 2)|\nabla \phi|^{2}$, the term due to the potential trapping the atoms $(1 / 2)|x|^{2}|\phi|^{2}$ and the rotating term $-\Omega L$. The last term is due to atomic interactions, $G$ being a positive constant equal to $N a$, where $N$ is the number of atoms in the condensate and $a$ the scattering length. In fact, we should have taken a three-dimensional version of this energy, but as we are interested in a rotational velocity $\Omega$ close to 1 , the minima of the 2 D and 3 D energies are asymptotically the same (see [3]). Indeed, the effective perpendicular trapping frequency becomes $\sqrt{1-\Omega^{2}}$, and is thus much smaller than the trapping frequency in the $x_{3}$ direction, which is fixed: the condensate is strongly confined along the $x_{3}$ axis and it is expected that, as $\Omega$ tends to 1 , the 3 D wave function is well approximated by the product of a Gaussian in the $x_{3}$ direction times a 2 D wave function minimizing (1.1). The kinetic and rotational terms in the energy (1.1) are the beginning of the expansion of a complete square. Adding and subtracting the missing term modifies the trapping potential, creating what is called the effective trapping potential, and the energy (1.1) can be rewritten as follows:

$$
\begin{equation*}
E(\phi)=\int_{\mathbb{R}^{2}} \frac{1}{2}\left|\nabla \phi-i \Omega x^{\perp} \phi\right|^{2}+\frac{1}{2}\left(1-\Omega^{2}\right)|x|^{2}|\phi|^{2}+\frac{1}{2} G|\phi|^{4} \tag{1.2}
\end{equation*}
$$

where $x^{\perp}=\left(-x_{2}, x_{1}\right)$. In order for the energy to be bounded below, we need to have $\Omega<1$, which means that the trapping potential remains stronger than the rotating force. As $\Omega<1$ approaches one, the extension of the condensate increases. The first term in the energy is identical to the energy of a particle placed in a uniform magnetic field $2 \Omega$. It is also reminiscent of type II superconductors near the second critical field $H_{c 2}$. The minimizers for

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \frac{1}{2}\left|\nabla \phi-i \Omega x^{\perp} \phi\right|^{2} \text { under } \int_{\mathbb{R}^{2}}|\phi|^{2}=1 \tag{1.3}
\end{equation*}
$$

are well known $[23,26]$ through the study of the eigenvalues of the operator $-(\nabla-$ $\left.i \Omega x^{\perp}\right)^{2}$. The minimum is $\Omega$ and it is achieved in a space of infinite dimension called the lowest Landau level (LLL). This space is spanned by

$$
\begin{equation*}
\phi\left(x_{1}, x_{2}\right)=P(z) e^{-\Omega|z|^{2} / 2} \text { with } z=x_{1}+i x_{2} \tag{1.4}
\end{equation*}
$$

where $P$ varies in the space of polynomials. The other eigenvalues are $(2 k+1) \Omega$, $k \in \mathbb{N}$.

We will see that as $\Omega$ approaches 1 , the second and third term in the energy (1.2) produce a contribution of order $\sqrt{1-\Omega}$, which is much smaller than the gap between two eigenvalues of $-\left(\nabla-i \Omega x^{\perp}\right)^{2}$, namely $2 \Omega$. Thus, it is natural, as a first step, to restrict to the minimizers of (1.3) and minimize the energy (1.2) in this reduced infinite dimensional space. Since we want to keep the same space as $\Omega$ varies, we will use the rescaled wave function

$$
\begin{equation*}
\psi(x)=\frac{1}{\sqrt{\Omega}} \phi\left(\frac{x}{\sqrt{\Omega}}\right) \tag{1.5}
\end{equation*}
$$

which satisfies the condition $\int|\psi|^{2}=1$. Therefore, the energy (1.2) provides $E(\phi)=$ $\tilde{E}(\psi)$ with

$$
\begin{equation*}
\tilde{E}(\psi)=\int_{\mathbb{R}^{2}} \frac{\Omega}{2}\left|\nabla \psi-i x^{\perp} \psi\right|^{2}+\frac{1-\Omega^{2}}{2 \Omega}|x|^{2}|\psi|^{2}+\frac{1}{2} G \Omega|\psi|^{4}, \tag{1.6}
\end{equation*}
$$

and the condition (1.4) becomes

$$
\begin{equation*}
\psi(x)=P(z) e^{-|z|^{2} / 2} \text { with } P(z)=A \prod_{i=1}^{n}\left(z-z_{i}\right) \text { and } z=x_{1}+i x_{2} . \tag{1.7}
\end{equation*}
$$

For such a $\psi$, the first term of the energy is equal to $\Omega$. Hence, we find that the energy $\tilde{E}(\psi)$ is equal to

$$
\begin{equation*}
E_{L L L}(\psi):=\Omega+\int_{\mathbb{R}^{2}} \frac{1-\Omega^{2}}{2 \Omega}|x|^{2}|\psi|^{2}+\frac{G \Omega}{2}|\psi|^{4} . \tag{1.8}
\end{equation*}
$$

The issue is to minimize the energy (1.8) on the space (1.7), and in particular understand the optimal location of the zeros or vortices $z_{i}$ and the averaged behavior of $\psi$ on large spheres.

The ansatz (1.7) is motivated by very recent physics papers: in a seminal paper, Ho [21] computed the energy (1.6) of a configuration of the type (1.7), where the $z_{i}$ are located on a triangular lattice and found that the wave function averaged over vortex cells has a Gaussian decay. This was confirmed by [9]. Only recently did Cooper, Komineas, and Read [15] observe numerically the distortion of the lattice on the edges of the condensate and the decay of the wave function, which is closer to an inverted parabola than a Gaussian. The inverted parabola profile can be explained in two ways: either by taking contributions to the wave function in excited Landau levels or by distorting the lattice in the LLL-that is, moving the $z_{i}$ in (1.7) away from a regular lattice. Watanabe, Baym, and Pethick [37] claimed (without rigorously proving it) that the minimizer is achieved by a distorted lattice inside the LLL. In this paper, we want to understand rigorously the distortion of the lattice and are going to provide a rigorous proof of the results announced in [2]: in [2], we have performed numerical computations, fixing an upper bound on the number of zeros and using a conjugate gradient on the $z_{i}$ to find a minimizer of the energy. This provides the pattern for vortices illustrated in Figure 1. On the left, we have plotted the $z_{i}$ and on the right $|\psi|$, where $\psi$ is related to the $z_{i}$ through (1.7): in a central region, vortices


Fig. 1. An example of (left) a configuration of $z_{i}$ minimizing the energy for $\Omega=0.999, G=3$, and $n=58 ;$ (right) density plot of $|\psi|$.
are located on a regular triangular lattice, while the lattice is distorted towards the edges. The density plot of $|\psi|$ shows that the only visible vortices are the central ones in the regular lattice part, the outer ones being in a region of very low density.

If we minimize the energy (1.8) without any ansatz, we find that the minimizer is

$$
\begin{equation*}
\left|\psi_{\min }(r)\right|^{2}=\frac{2}{\pi R_{0}^{2}}\left(1-\frac{r^{2}}{R_{0}^{2}}\right)_{+}, \quad R_{0}=\left(\frac{4 G \Omega^{2}}{\pi\left(1-\Omega^{2}\right)}\right)^{1 / 4} \tag{1.9}
\end{equation*}
$$

This is a first indication of the main scale of the problem: the extension of the condensate is of size $R_{0}$, which is large when $\Omega$ approaches 1 . The value of the energy yields a lower bound for $E_{L L L}$ :

$$
\begin{equation*}
\epsilon_{\min }:=E_{L L L}\left(\psi_{\min }\right)-\Omega \underset{\Omega \rightarrow 1}{\sim} \frac{2 \sqrt{2}}{3} \sqrt{\frac{G(1-\Omega)}{\pi}} \tag{1.10}
\end{equation*}
$$

Since $\psi_{\min }$ has compact support, it is not in the closure of the space spanned by (1.7). Thus, computing the energy of $\psi_{\min }$ requires going back to (1.6). This yields a contribution due to the kinetic energy of order $R^{2}$ and hence much larger than (1.10). Nevertheless, with an appropriate location of the zeros $z_{i}$, the aim is to build a test function whose energy can be of the same order as (1.10) and whose decay weakly approaches that of (1.9) as $\Omega$ tends to 1 . Our main results, announced in [2], are the following: if the vortices are located on a regular lattice, the wave function decays like a Gaussian and we provide a rigorous proof of the energy estimate obtained by Ho [21]. On the other hand, we are able to build distortions of the lattice which improve the energy and hence modify the decay of the wave function. This decay is similar to that of an inverted parabola, as already observed by $[15,33,37]$.

In what follows, $\ell$ will denote a regular hexagonal lattice, whose unit cell $Q$, centered at the origin has volume $V$. Moreover, we will identify complex numbers and vectors in $\mathbb{R}^{2}$ and in particular $d z$ will denote the two dimensional Lebesgue measure $d x=d x_{1} d x_{2}$ when $z=x_{1}+i x_{2}$ and $x=\left(x_{1}, x_{2}\right)$. The symbol $f$ is the average of an $\ell$-periodic function: $f f=\frac{1}{V} \int_{Q} f$.

Theorem 1.1. Let $\ell$ be a regular hexagonal lattice and $Q$ its unit cell. Let

$$
\begin{equation*}
\psi_{R}(z)=A_{R} \prod_{j \in \ell \cap B_{R}}(z-j) e^{-|z|^{2} / 2} \tag{1.11}
\end{equation*}
$$

with $A_{R}$ chosen such that $\left\|\psi_{R}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1$. If $V=|Q|>\pi$, we define

$$
\begin{equation*}
\frac{1}{\sigma^{2}}=1-\frac{\pi}{V} \tag{1.12}
\end{equation*}
$$

then we have, as $R$ tends to $\infty$,

$$
\begin{equation*}
\left|\psi_{R}(z)\right| \longrightarrow \psi(z)=\frac{1}{\sqrt{\pi} \sigma} \eta(z) e^{-|z|^{2} /\left(2 \sigma^{2}\right)} \text { in } L^{p}\left(\mathbb{R}^{2},\left(1+|z|^{2}\right) d z\right) \forall p \geq 1 \tag{1.13}
\end{equation*}
$$

where $\eta$ is an $\ell$-periodic function which vanishes at each point of $\ell$. Moreover, $\eta$ is the unique (up to multiplication by a constant) solution of

$$
-\Delta(\ln \eta)=2 \pi \delta_{0}-\frac{2 \pi}{V} \quad \text { in } Q
$$

with periodic boundary conditions. In addition, $\lim _{R \rightarrow+\infty} E_{L L L}\left(\psi_{R}\right)=E_{L L L}(\psi)$. As $\sigma$ tends to infinity,

$$
\begin{equation*}
E_{L L L}(\psi)-\Omega \sim \frac{1-\Omega^{2}}{2 \Omega} \sigma^{2}+\frac{1}{4} \frac{G \Omega b}{\pi \sigma^{2}} \quad \text { where } b=\frac{f|\eta|^{4}}{\left(f|\eta|^{2}\right)^{2}} \tag{1.14}
\end{equation*}
$$

uniformly with respect to $\Omega$.
The main feature of the periodic lattice is to modify the decay of the Gaussian from $e^{-|z|^{2} / 2}$ to $e^{-|z|^{2} / 2 \sigma^{2}}$, where $\sigma$ depends on the volume through (1.12). The choice of the normalization by the $L^{2}$ norm implies convergence of $\psi_{R}$ only if $V>\pi$.

We need to choose the optimal $\sigma$ in (1.14), which yields

$$
\begin{equation*}
\sigma^{4}=\frac{1}{2} \frac{G b \Omega^{2}}{\pi\left(1-\Omega^{2}\right)} \tag{1.15}
\end{equation*}
$$

This value of $\sigma$ indeed satisfies $\sigma \rightarrow+\infty$ as $\Omega$ tends to 1 . The volume condition (1.12) matched with the value of $\sigma$ (1.15) implies

$$
\begin{equation*}
V=\pi\left(1+\sqrt{(1-\Omega) \frac{4 \pi}{G b}}\right)+O(1-\Omega) \tag{1.16}
\end{equation*}
$$

This is close to the value predicted by solid body rotation arguments, $\pi / \Omega$ (see [21]), but different. The estimate of the energy is thus

$$
\begin{equation*}
E_{L L L}(\psi)-\Omega \underset{\Omega \rightarrow 1}{\sim} \sqrt{\frac{G b}{\pi}(1-\Omega)} . \tag{1.17}
\end{equation*}
$$

This is to be compared to (1.10), which is better by a factor $\sqrt{8 / 9 b}$, but is of the same magnitude, as $1-\Omega$ is small. Let us emphasize the presence of the coefficient $b$ : it takes into account the averaged vortex contribution in each cell. As in the case of superconductors near $H_{c_{2}}$, for the Abrikosov lattice, the optimal lattice minimizing the ratio $b$ is the hexagonal one [22]. An approximate value of $b$ is 1.16 . Note that our proof holds with other lattices than the hexagonal one.

The aim of the paper is to improve the numerical factor in front of the square root in (1.17). The main observation is that modifying the location of the vortices from a regular lattice can change the decay of the wave function and hence improve the energy estimate.

THEOREM 1.2. There exists a sequence of functions $\psi_{\Omega}$ of the form (1.7), such that as $\Omega$ tends to 1 ,

$$
\begin{equation*}
E_{L L L}\left(\psi_{\Omega}\right)-\Omega \sim \frac{2 \sqrt{2}}{3} \sqrt{\frac{G b}{\pi}(1-\Omega)} \tag{1.18}
\end{equation*}
$$

This is closer to the lower bound (1.10) than the regular lattice: the numerical factor is the same as in (1.10), except for the coefficient $b$, coming from the averaged vortex contribution.

Let us now explain the main ideas of the proof, announced in [2]. For the regular lattice, we split $\ln \left|\psi_{R}(z)\right|$ into $v_{R}(z)+w_{R}(z)$ with

$$
\begin{align*}
& v_{R}(z)=\sum_{j \in \ell \cap B_{R}}\left(\ln |z-j|-\frac{1}{V} \int_{Q} \ln |z-y-j| d y\right)  \tag{1.19}\\
& w_{R}(z)=\ln A_{R}-\frac{|z|^{2}}{2}+\frac{1}{V} \sum_{j \in \ell \cap B_{R}} \int_{Q} \ln |z-y-j| d y \tag{1.20}
\end{align*}
$$

At this stage, we have just added and subtracted the sum of the integrals. As $R$ tends to $\infty$, we prove that $v_{R}$ converges to a periodic series $v$ and $e^{w_{R}}$ to a Gaussian with modified decay $1 / \sigma^{2}$. The computation of the energy uses the fact that for a periodic function $\eta, \eta(\sigma z)$ converges weakly to the average of $\eta$ (see Lemma 2.5 and $[8,29]$ ). This allows one to separate the integrals of the Gaussian and of $v$, which vary on two different scales; the $v$ integral provides the term $b$.

Let us be more precise about Theorem 1.2. We define the radius $R$ by

$$
\begin{equation*}
R=\left(\frac{2 G b}{\pi(1-\Omega)}\right)^{1 / 4} \tag{1.21}
\end{equation*}
$$

and we perform a general transformation of the lattice in the following way: for $j$ in $\ell$, a regular triangular lattice of unit cell with volume $V=\pi$, we define the transformed lattice $\ell_{R}^{\prime}$ by

$$
\begin{equation*}
k \in \ell_{R}^{\prime} \text { if } k=\nu_{R}(|j|) j \text { for } j \in \ell \cap B_{R} \tag{1.22}
\end{equation*}
$$

We assume that $\nu_{R}$ is close to 1 as $\Omega$ tends to 1 , in the sense that

$$
\begin{equation*}
\nu_{R}^{2}(r)=1+\frac{f\left(r^{2} / R^{2}\right)}{R^{2}}+O\left(\frac{1}{R^{4}}\right) \tag{1.23}
\end{equation*}
$$

where $f(t)$ is a continuous function, such that for some $\gamma, f(\gamma)=\infty$ and $\int_{0}^{\gamma} f(s) d s=$ $\infty$. Actually, we will see in (1.28) that the one providing an energy minimizer is $f(s)=1 /(1-s)$.

We would like to apply the same proof as for the regular lattice, using $v_{R}$ and $w_{R}$ for this distorted lattice. Contrary to the proof for the regular lattice, we cannot study the two limits $R \rightarrow \infty$ in (1.13) and $\sigma \rightarrow \infty$ in (1.14) separately, since $R$ is


Fig. 2. A plot of the distorted lattice defined by (1.24).
now related to $\Omega$ through (1.21). Hence, the lattice has a finite extent at each $R$ and we have to pass to the limit in the averaging process at the same time as the scale of the lattice. For technical reasons, we are unable to match $w_{R}$ inside and outside the lattice and use the dominated convergence theorem.

In order to circumvent this problem, we introduce an outer regular lattice, whose characteristic size tends to infinity in a last step. Let $\alpha \in(0, \gamma), R$ be related to $\Omega$ by (1.21), and

$$
\lambda_{R}(r)= \begin{cases}\nu_{R}(r) & \text { if } \quad r \leq \alpha R,  \tag{1.24}\\ \nu_{\alpha, R}=\nu_{R}(\alpha R) & \text { if } \quad r>\alpha R,\end{cases}
$$

and $\ell_{R}^{\prime}=\left\{\lambda_{R}(|j|) j, \quad j \in \ell\right\}$. We have plotted such a transformation in Figure 2. For fixed $\alpha$, we let $R$ tend to $\infty$, and study the limit of the wave functions vanishing at each point of $\ell_{R}^{\prime}$ :

$$
\begin{equation*}
\psi_{R}(z)=A_{R} \prod_{j \in \ell}\left(z-\lambda_{R}(|j|) j\right) e^{-|z|^{2} / 2} \tag{1.25}
\end{equation*}
$$

Since $\alpha$ is fixed, $\nu_{R}(\alpha R)$ tends to 1 . We use similar ideas as in the regular lattice case and identify two parts in the limit of $\left|\psi_{R}(R z)\right|^{2}$ as $R$ tends to $\infty$ : a periodic part, which is rapidly oscillating and averaged in the limit, multiplied by a profile depending on the transformation $f$, which is equal to

$$
\begin{equation*}
|\psi(z)|^{2}=e^{-F\left(|z|^{2}\right)} \mathbf{1}_{B_{\alpha}}(z)+e^{\alpha^{2} f\left(\alpha^{2}\right)-F\left(\alpha^{2}\right)-f\left(\alpha^{2}\right)|z|^{2}} \mathbf{1}_{B_{\alpha}^{c}}(z), \tag{1.26}
\end{equation*}
$$

where $F: \mathbb{R}^{+} \rightarrow \mathbb{R}$ satisfies $F^{\prime}=f$. The proof uses as a main tool that $\lambda_{R}$ is close to one. As a final step only, once we have passed to the limit $\Omega \rightarrow 1$, we let $\alpha$ tend to $\gamma$, so that the exterior regular lattice has a unit volume cell which tends to infinity and the outer contribution disappears. We find an estimate for the energy:

$$
\begin{equation*}
E_{L L L}\left(\psi_{\Omega}\right)-\Omega \underset{\Omega \rightarrow 1}{\sim} \sqrt{\frac{2 G b(1-\Omega)}{\pi}} \int_{0}^{\gamma}\left(s e^{-F(s)}+\frac{1}{4} e^{-2 F(s)}\right) d s, \tag{1.27}
\end{equation*}
$$

where $F$ is such that $F^{\prime}=f$ and $\int_{0}^{\gamma} e^{-F(s)} d s=1$.

We want to find which type of distortion $f$ provides the optimal energy. The minimizer of (1.27) under $\int_{0}^{\gamma} e^{-F(s)} d s=1$ is reached when

$$
\begin{equation*}
\gamma=1 \text { and } e^{-F\left(r^{2}\right)}=2\left(1-r^{2}\right)_{+} \tag{1.28}
\end{equation*}
$$

Thus, the decay of the wave function is asymptotically an inverted parabola. The corresponding value of $f$ is $f(s)=1 /(1-s)$. The limiting value of the energy is (1.18).

Let us point out that the proof uses two lattices: an initial regular lattice and an image lattice obtained by (1.22) and (1.23). The meaning of $\gamma=1$ in (1.28) is that the initial lattice is truncated in the ball $B_{R}$ : the points outside $B_{R}$ are sent to infinity. There are two regions in the initial lattice: the points sufficiently far away from the circle of radius $R$, for which $\nu_{R}$ is almost one, and the points close to the circle, at distance less than $\sqrt{R}$ for instance. For the first category of points, the image lattice is an almost regular lattice and the image points are inside the disk $B_{R}$. These are the visible points on the density profile. On the contrary, the points close to the circle are strongly modified by (1.23) and sent far away. This allows one to better understand the distorted shape of Figure 1. It turns out that $R$ is both the radius of the "horizon" for the initial lattice, but also the radius of the limiting inverted parabola (1.28). The points which are not visible in the density profile, and are in the distorted region, have nevertheless a contribution in creating the inverted parabola profile, since they provide the decay of the wave function: if they are removed, the decay is that of a Gaussian.

For each $\Omega$, this analysis gives an estimate of the number $N_{v}$ of points in the distorted lattice: it is given by the number of points in a regular lattice of unit volume $\pi$, included in a ball of radius $R$ given by (1.21), namely

$$
N_{v} \sim \sqrt{\frac{2 G b}{\pi(1-\Omega)}}
$$

This is probably a good estimate of the number of significant points to produce an energy of order (1.18). Nevertheless, adding more points in the low density region may lower the energy at the next order term in $(1-\Omega)$. In [2], we have studied numerically the dependence of $E_{n}$, the minimum of the energy over polynomials of degree less than or equal to $n$, which corresponds to at most $n$ vortices. With the parameters $\Omega=0.999$ and $G=3$, we find that $E_{n}$ becomes almost constant for $n \geq 52$ (with a precision of order $10^{-10}$ ) which is comparable to the present estimate $N_{v}=47$. Nevertheless, in $[4,5]$, we have now proved, using Bargmann spaces, that the minimizer has an infinite number of zereos. It means that additional zeroes appear in the low density region and contribute to decrease higher order terms in the energy. Consequently, the present upper bound only provides information for vortices entering in the first order expansion of the energy.

One of our technical tools in the proof is to use an outer regular lattice whose spacing tends to infinity in a last step. If one wanted to get rid of this trick, one would need to count the number of points in the lattice closest to the limiting circle of radius $R$ and estimate the convergence of $v_{R}$ and $w_{R}$ due to the fact that these limiting points do not lie on a circle but on the edges of hexagons. We are not able to prove that the finite extension of the lattice (which becomes infinite with an outer regular lattice) does not create a boundary contribution in the energy. These boundary effects seem to be more important than we expected and are related to known problems about counting the number of points of a lattice in an annulus (see [11] and the references therein).

Our results deal with an upper bound for the energy. A natural question would be to also get the lower bound and prove $\Gamma$ convergence-type results. The present gap between the lower bound (1.10) and the upper bound (1.18) lies in the coefficient $b$. We believe that an optimal lower bound should match the upper bound and that the limiting inverted parabola should have a radius given by (1.21) instead of (1.9); that is, the optimal inverted parabola should have the coefficient $b$. Let us give a few more explanations.

A first question is to understand the lower bound for the energy restricted to the LLL and prove that it matches our upper bound (1.18). For the moment, we are unable to prove it, though we expect that reproducing an inverted parabola profile in the space (1.7) requires a lot of vortices and thus creates a contribution in the energy through $b$. Our numerical computations agree with this. But proving that a minimizing sequence has zeros which are located on an almost regular lattice seems very difficult and is probably related to similar difficulties in crystalization and sphere packing problems.

Another issue is to check that the lower bound of the energy restricted to the LLL should provide the lower bound for the full energy (1.6). More precisely, if $\psi$ is a minimizer of (1.6), we can project it on the LLL and its orthogonal through $\psi=\psi_{L L L}+\psi_{\perp}$. The upper bound and the properties of the operator (1.3) imply that $\left\|\psi_{L L L}\right\|_{L^{2}}$ is close to 1 and $\left\|\psi_{\perp}\right\|_{L^{2}}$ is small like $\sqrt{1-\Omega}$. If we had for $E_{L L L}$ a lower bound in the LLL matching the upper bound (1.18), this would imply $\left\|\psi_{\perp}\right\|_{L^{2}}=$ $o(\sqrt{1-\Omega})$. Using the Poincaré inequality of Lu and Pan [26], one can improve the norm and get an $L^{\infty}$ estimate for $\psi_{\perp}$. This should allow one to prove that the leading order term in the energy of $\psi$ is $E_{L L L}\left(\psi_{L L L}\right)$.

The authors of [37] provide a formal argument to exclude contributions of excited Landau levels. Let us give a gist on how to justify it. Let us call $\rho$ the rescaled limiting density distribution given by (1.26), which can either be a Gaussian if the lattice is regular or approach an inverted parabola if the lattice is distorted. We have seen that the energy of this test function is computed through

$$
\begin{equation*}
\sqrt{\frac{2 G b(1-\Omega)}{\pi}} \int\left(r^{2} \rho^{2}+\rho^{4}\right) \text { under } \int \rho^{2}=1 \tag{1.29}
\end{equation*}
$$

This is done by using a wave function $\psi_{\Omega}$ such that $\left|\psi_{\Omega}\right|^{p} \rightarrow\left(f|\eta|^{p}\right) \rho^{p}$. In [37], the following ansatz is introduced: the authors replace $\psi_{\Omega}$ by $h_{\Omega} \psi_{\Omega}$, where $\psi_{\Omega}$ is the above wave function and $h_{\Omega}$ is a modulation due to the contribution of higher Landau levels. It is in addition assumed that $h_{\Omega}$ varies on a much larger scale than the vortex lattice. This assumption of slow variation allows them to compute the limit of $h_{\Omega} \psi_{\Omega}$ using averaging effects and find as a limiting energy of (1.6), when $\Omega$ tends to 1 ,

$$
\begin{equation*}
\sqrt{\frac{2 G b(1-\Omega)}{\pi}} \int \frac{1}{2} \rho^{2}|\nabla h|^{2}+r^{2} \rho^{2} h^{2}+\rho^{4} h^{4} \text { under } \int \rho^{2} h^{2}=1 . \tag{1.30}
\end{equation*}
$$

Note that $h=1$ reproduces the previous computations. Minimizing (1.30) and using a convexity argument, we find that $\int\left(h^{2} \rho^{2}-p^{2}\right)^{2}$ tend to 0 , where $p$ is the rescaled inverted parabola. If $\rho$ itself is close to the inverted parabola, this implies that $h$ is close to 1 , and thus the contribution from higher Landau levels is negligible.

Let us point out that other trapping potentials than $|x|^{2}$ can be dealt with these techniques. In [2], we have addressed the case of $|x|^{2}+k|x|^{4}$ with $k$ small, following recent experiments $[13,36]$. For certain values of $\Omega$, a giant vortex can be obtained.

This paper is organized as follows: In section 2, we study the regular lattice case and prove Theorem 1.1. Then, in section 3, we prove Theorem 1.2. Finally, section 4 is devoted to remarks concerning other trapping potentials.
2. Regular lattice. In this section, we prove Theorem 1.1. We first need two technical lemmas:

Lemma 2.1. Let $\ell$ be a lattice, and denote by $Q$ its unit cell centered at 0 . Let $Q_{R}=\bigcup_{k \in \ell \cap B_{R}}(Q+k)$ and for $x$ in $\mathbb{R}^{2}$, let

$$
h_{R}(x)=\int_{Q_{R}}\left(\ln \left|x-x^{\prime}\right|-\ln \left|x^{\prime}\right|\right) d x^{\prime}
$$

Then there exists $C>0$ and $R_{0}>0$ such that

$$
\forall R \geq R_{0}, \quad h_{R}(x) \leq\left(\frac{\pi}{2}+\frac{C}{R}\right)|x|^{2}
$$

Proof. If $Q_{R}$ was a ball, then the integral could be computed explicitly. Thus, we use a ball close to $Q_{R}$ and estimate the difference. We separate the integral defining $h_{R}$ into two parts:

$$
h_{R}(x)=\int_{B_{R-a}}\left(\ln \left|x-x^{\prime}\right|-\ln \left|x^{\prime}\right|\right) d x^{\prime}+\int_{Q_{R} \backslash B_{R-a}}\left(\ln \left|x-x^{\prime}\right|-\ln \left|x^{\prime}\right|\right) d x^{\prime}
$$

where $a>0$ is independent of $R$ and such that $B_{R-a} \subset Q_{R}$. The first term is the radial solution of $\Delta u=\mathbf{1}_{B_{R-a}}$ such that $u(0)=0$. One easily computes this solution:

$$
u(x)=\frac{\pi}{2}|x|^{2} \mathbf{1}_{B_{R-a}}+\pi(R-a)^{2}\left(\frac{1}{2}+\ln \left(\frac{|x|}{R-a}\right)\right) \mathbf{1}_{B_{R-a}^{c}}
$$

Next, we consider the second term defining $h_{R}$ and use the inequality $\ln (t) \leq \frac{1}{2}\left(t^{2}-1\right)$, valid for any $t>0$ :

$$
\begin{aligned}
\int_{Q_{R} \backslash B_{R-a}}\left(\ln \left|x-x^{\prime}\right|-\ln \left|x^{\prime}\right|\right) d x^{\prime} \leq & \int_{Q_{R} \backslash B_{R-a}} \frac{1}{2}\left(\frac{\left|x-x^{\prime}\right|^{2}}{\left|x^{\prime}\right|^{2}}-1\right) d x^{\prime} \\
& =|x|^{2} \int_{Q_{R} \backslash B_{R-a}} \frac{d x^{\prime}}{2\left|x^{\prime}\right|^{2}} \leq C \frac{|x|^{2}}{R}
\end{aligned}
$$

the constant $C$ being independent of $R$ and $x$. Collecting both results, we infer

$$
\begin{aligned}
h_{R}(x) & \leq \frac{\pi}{2}|x|^{2} \mathbf{1}_{B_{R-a}}(x)+\pi(R-a)^{2}\left(\frac{1}{2}+\ln \left(\frac{|x|}{R-a}\right)\right) \mathbf{1}_{B_{R-a}^{c}}(x)+\frac{C}{R}|x|^{2} \\
& \leq\left(\frac{\pi}{2}+\frac{C}{R}\right)|x|^{2}
\end{aligned}
$$

here using again $\ln (t) \leq \frac{1}{2}\left(t^{2}-1\right)$. This gives the result.
Lemma 2.2. Let $\ell$ be the hexagonal lattice, and let $Q$ be its elementary unit cell (i.e., the regular hexagon centered at 0 ). Let

$$
\begin{equation*}
g(x)=\ln |x|-\frac{1}{|Q|} \int_{Q} \ln |x-y| d y \tag{2.1}
\end{equation*}
$$

Then we have, for some constant $C>0$,

$$
\begin{equation*}
\forall x \in B_{1}^{c}, \quad|g(x)| \leq \frac{C}{|x|^{3}} \tag{2.2}
\end{equation*}
$$

Hence, the function

$$
\begin{equation*}
v(x)=\sum_{j \in \ell} g(x-j) \tag{2.3}
\end{equation*}
$$

is such that $e^{v(x)}$ exists, is continuous on $\mathbb{R}^{2}$, and $\ell$-periodic.
Proof. We first point out that $g$ is continuous on $\mathbb{R}^{2} \backslash\{0\}$. Hence, we need only to show (2.2) on $B_{a}^{c}$ for some $a>0$. We fix $a>0$ such that $Q \subset B_{\frac{a}{2}}$. For any $x \in B_{a}^{c}$ and any $y \in Q$, we have $\frac{|x-y|}{|x|} \geq \frac{|x|-\frac{a}{2}}{|x|} \geq \frac{1}{2}$. Hence,

$$
\frac{|x-y|^{2}}{|x|^{2}}-1 \geq-\frac{3}{4}
$$

For any $t>-\frac{3}{4}$, we have

$$
t-\frac{t^{2}}{2}-|t|^{3} \leq \ln (1+t) \leq t-\frac{t^{2}}{2}+\frac{t^{3}}{3}
$$

Hence, writing $g(x)=-\frac{1}{|Q|} \int_{Q} \frac{1}{2} \ln \left(1-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right) d y$, we infer

$$
\begin{aligned}
& \frac{1}{2|Q|} \int_{Q}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}-\frac{1}{2}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right)^{2}-\left|-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right|^{3}\right) d y \leq-g(x) \\
& \leq \frac{1}{2|Q|} \int_{Q}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}-\frac{1}{2}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right)^{2}+\frac{1}{3}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right)^{3}\right) d y
\end{aligned}
$$

Since $Q$ is symmetric with respect to the origin, $\int_{Q} y \cdot x d y=0$. In addition, $Q$ is invariant under the rotation of angle $\pi / 3$, so one easily shows that $\int_{Q}\left(|y|^{2}-2(y \cdot x)^{2}\right) d y=$ 0 . We thus have

$$
\begin{aligned}
\frac{1}{2|Q|} \int_{Q}\left(\frac{2 y \cdot x|y|^{2}}{|x|^{4}}-\right. & \left.\frac{|y|^{4}}{|x|^{4}}-\left|-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right|^{3}\right) d y \leq g(x) \\
& \leq \frac{1}{2|Q|} \int_{Q}\left(\frac{2 y \cdot x|y|^{2}}{|x|^{4}}-\frac{|y|^{4}}{|x|^{4}}+\frac{1}{3}\left(-\frac{2 y \cdot x}{|x|^{2}}+\frac{|y|^{2}}{|x|^{2}}\right)^{3}\right) d y
\end{aligned}
$$

Using $|y| \leq \frac{a}{2}$, we end up with

$$
|g(x)| \leq \frac{1}{|Q|} \int_{Q}\left(\frac{|y|^{3}}{|x|^{3}}+\frac{|y|^{4}}{2|x|^{4}}+\frac{1}{2}\left|\frac{2|y|}{|x|}+\frac{|y|^{2}}{|x|^{2}}\right|^{3}\right) d y \leq \frac{\frac{a^{3}}{8}+\frac{a^{3}}{16}+2 a^{3}}{|x|^{3}}
$$

This ensures that the series (2.3) converges normally on any set of the form $\left(\bigcup_{j \in \ell} B_{\varepsilon}(j)\right)^{c}$, which implies that $v$ exists, is $\ell$-periodic, and continuous on $\mathbb{R}^{2} \backslash \ell$. Near a point $k \in \ell$, we write

$$
e^{v(x)}=|x-k| e^{-\frac{1}{|Q|} \int_{Q} \ln |x-y| d y} e^{\sum_{j \in \ell \backslash\{k\}} g(x-j)}
$$

and the conclusion follows.

Remark 2.3. It is in this lemma that we have used the symmetry properties of the lattice. However, the same proof applies to a general lattice (which does not necessarily have the above symmetries). In this case, one needs to use instead of $g=\ln |\cdot| *\left(\delta_{0}-\frac{1}{|Q|} \mathbf{1}_{Q}\right)$ the convolution of $\ln |\cdot|$ with a distribution $g_{0}$ such that $\sum_{k \in \ell} g_{0}(x-k)=\sum_{k \in \ell} \delta_{k}-\frac{1}{|Q|}$ and such that the first harmonic moments of $g_{0}$ cancel. This is always possible (in such a case $g_{0}$ is not supported inside $Q$ ).

Remark 2.4. The estimate (2.2) is valid for a fixed hexagonal lattice $\ell_{0}$. Now, $g=g_{\ell}$ depends on $\ell$ in the following way: if $\ell=\lambda \ell_{0}$, then $g_{\ell}(x)=g_{\ell_{0}}\left(\frac{x}{\lambda}\right)$. Hence, $\left|g_{\ell}(x)\right| \leq \frac{C_{0} \lambda^{3}}{\mid x x^{3}}$ if $|x| \geq \lambda$ for some constant $C_{0}$ independent of $\ell$.

We finally state the following lemma, which may be seen as the simplest case of two-scale convergence $[8,29]$. The proof is standard and may be found, for example, in [8].

Lemma 2.5. Let $v \in L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, which is periodic, and set $v_{\sigma}(x)=v(\sigma x)$ for any $\sigma>0$. Then

$$
v_{\sigma} \stackrel{*}{\sigma \rightarrow \infty} f v \text { in } L^{\infty}\left(\mathbb{R}^{2}\right) .
$$

Proof of Theorem 1.1. Let $f_{R}(z)=\ln \left|\psi_{R}(z)\right|$. We split $f_{R}$ into

$$
\begin{equation*}
f_{R}(z)=v_{R}(z)+w_{R}(z) \tag{2.4}
\end{equation*}
$$

with

$$
\begin{gather*}
v_{R}(z)=\sum_{j \in \ln B_{R}} \ln |z-j|-\frac{1}{V} \int_{Q} \ln |z-y-j| d y  \tag{2.5}\\
w_{R}(z)=\ln A_{R}-\frac{|z|^{2}}{2}+\frac{1}{V} \sum_{j \in \ell \cap B_{R}} \int_{Q} \ln |z-y-j| d y \tag{2.6}
\end{gather*}
$$

Let $v$ be given by (2.3). We have

$$
v_{R}(z)-v(z)=\sum_{j \in \ell \cap B_{R}^{c}} g(z-j) .
$$

Hence, if $z \in B_{R}$, we deduce from Lemma 2.2 that

$$
\left|v_{R}(z)-v(z)\right| \leq \sum_{j \in \ell \cap B_{R}^{c}} \frac{C}{|z-j|^{3}}
$$

for some constant $C$ independent of $R$ and $z$. One can thus find a constant $C$ independent of $R$ such that

$$
\begin{equation*}
\forall A \in(0, R), \quad\left\|v_{R}-v\right\|_{L^{\infty}\left(B_{R-A}\right)} \leq \frac{C}{A} \tag{2.7}
\end{equation*}
$$

In addition, we have, for any $z \in \mathbb{R}^{2}$, denoting by $j_{z}$ the unique point of $\ell$ such that $\left|j_{z}-z\right|<1$,

$$
v_{R}(z) \leq \ln \left|z-j_{z}\right|+C+\sum_{j \in \ell \backslash\left\{j_{z}\right\}} \frac{C}{|z-j|^{3}} \leq \ln \left|z-j_{z}\right|+C,
$$

for various constants $C$ independent of $z$ and $R$. Hence, $e^{v_{R}}$ is bounded in $L^{\infty}\left(\mathbb{R}^{2}\right)$ independently of $R$. Next, using the inequality $\left|e^{a}-e^{b}\right| \leq \frac{1}{2}\left(e^{a}+e^{b}\right)|a-b|$ and (2.7), we infer that $e^{v_{R}}$ converges to $e^{v}$ in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{2}\right)$.

Let us call $\tilde{w}_{R}(z)=w_{R}(z)-w_{R}(0)-\ln \left(A_{R}\right)+\frac{1}{2 \sigma^{2}}|z|^{2}$. Applying Lemma 2.1, we have

$$
\begin{equation*}
\tilde{w}_{R}(z) \leq-\frac{|z|^{2}}{2}+\left(\frac{\pi}{2 V}+\frac{C}{R}\right)|z|^{2}+\frac{1}{2 \sigma^{2}}|z|^{2}=\frac{C}{R}|z|^{2} \tag{2.8}
\end{equation*}
$$

In addition, $\tilde{w}_{R}$ is a harmonic function in $Q_{R}=\bigcup_{j \in \ell \cap B_{R}}(Q+j)$ and vanishes at 0 . Hence, using Harnack inequality, $\tilde{w}_{R}$ is bounded and we may extract convergence of $\tilde{w}_{R}$ in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{2}\right)$ to some $\tilde{w}$, which is harmonic nonpositive, and vanishes at 0 . Applying Liouville theorem, we find that $\tilde{w}=0$. Gathering all the previous results, we thus have

$$
\begin{equation*}
\frac{\left|\psi_{R}(z)\right|}{A_{R} e^{w_{R}(0)}} \longrightarrow e^{v(z)} e^{-|z|^{2} /\left(2 \sigma^{2}\right)} \text { almost everywhere in } \mathbb{R}^{2} \tag{2.9}
\end{equation*}
$$

For $R$ large enough, (2.8) also implies

$$
\begin{equation*}
\frac{\left|\psi_{R}(z)\right|}{A_{R} e^{w_{R}(0)}} \leq C e^{-\frac{|z|^{2}}{4 \sigma^{2}}} \tag{2.10}
\end{equation*}
$$

From (2.9) and (2.10), we apply the dominated convergence theorem and find that, as $R$ tends to infinity,

$$
\frac{\left|\psi_{R}\right|}{A_{R} e^{w_{R}(0)}} \longrightarrow e^{v(z)} e^{-|z|^{2} /\left(2 \sigma^{2}\right)} \text { in } L^{p}\left(\mathbb{R}^{2}\right) \quad \forall p \geq 1
$$

Using the fact that $\left\|\psi_{R}\right\|_{L^{2}}=1$, we deduce that $1 /\left(A_{R} e^{w_{R}(0)}\right)$ converges to the appropriate constant, so that (1.13) holds.

Then we write the limiting energy, $z$ being identified with a vector in $\mathbb{R}^{2}$ :

$$
\begin{aligned}
E_{L L L}(\psi) & =\Omega+\int_{\mathbb{R}^{2}}\left(\frac{1-\Omega^{2}}{2 \Omega}|z|^{2}|\eta(z)|^{2} e^{-|z|^{2} / \sigma^{2}}+\frac{G \Omega}{2 \sigma^{2}}|\eta(z)|^{4} e^{-2|z|^{2} / \sigma^{2}}\right) \frac{d z}{\pi \sigma^{2}} \\
& =\Omega+\int_{\mathbb{R}^{2}}\left(\frac{1-\Omega^{2}}{2 \Omega} \sigma^{2}|\eta(\sigma \xi)|^{2}|\xi|^{2} e^{-|\xi|^{2}}+\frac{G \Omega}{2 \sigma^{2}}|\eta(\sigma \xi)|^{4} e^{-2|\xi|^{2}}\right) \frac{d \xi}{\pi}
\end{aligned}
$$

We want to find the limit as $\sigma$ tends to infinity. Since the function $\eta$ is periodic, Lemma 2.5 implies that $|\eta(\sigma \xi)|^{2}$ and $|\eta(\sigma \xi)|^{4}$, respectively, converge $L^{\infty}$-weak-* to $f|\eta|^{2}$ and $f|\eta|^{4}$, and (1.14) holds.
3. Distorted lattice. In this section, we prove two theorems, which will imply Theorem 1.2. Theorem 3.1 consists of studying a distorted lattice analogous to Figure 2 and find the limit of the wave function with an infinite number of vortices. The proof is similar to the regular lattice case, since only the central vortices are displaced from their regular location. Theorem 3.2 identifies the limit of the modulus of the wave function as $\Omega$ tends to 1 : a periodic, rapidly oscillating part which converges in $L^{\infty}$-weak-* and a slowly varying profile. The proof is more involved since this is precisely where the distortion of the lattice appears.

Theorem 3.1. Let $\ell$ be a hexagonal lattice, and let $Q$ be the regular hexagon of area $\pi$ centered at zero. Let $\gamma>0$ and let $f$ be a positive Lipschitz continuous function defined in $[0, \gamma)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \gamma} f(t)=+\infty \quad \text { and } \quad \lim _{t \rightarrow \gamma} \int_{0}^{t} f(s) d s=\infty \tag{3.1}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\nu_{R}(t)=1+\frac{1}{2 R^{2}} f\left(\frac{t^{2}}{R^{2}}\right)+O\left(\frac{1}{R^{4}}\right) \tag{3.2}
\end{equation*}
$$

where $O\left(\frac{1}{R^{4}}\right)$ is uniform with respect to $t \in \mathbb{R}^{+}$. Let $\alpha \in(0, \gamma)$

$$
\lambda_{R}(t)= \begin{cases}\nu_{R}(t) & \text { if } t \leq \alpha R  \tag{3.3}\\ \nu_{\alpha, R}=\nu_{R}(\alpha R) & \text { if } t>\alpha R\end{cases}
$$

For $R^{\prime}>R$, we define

$$
\begin{equation*}
\psi_{R, R^{\prime}}(x)=A_{R, R^{\prime}} \prod_{j \in \ell \cap B_{R^{\prime}}}\left(x-\lambda_{R}(|j|) j\right) e^{-|x|^{2} / 2} \tag{3.4}
\end{equation*}
$$

where $A_{R, R^{\prime}}$ is such that $\left\|\psi_{R, R^{\prime}}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1$. Then, we have the following convergence in $L^{p}\left(\mathbb{R}^{2},\left(1+|x|^{2}\right) d x\right)$ for any $p<+\infty$ :

$$
\begin{equation*}
\left|\psi_{R, R^{\prime}}\right| \underset{R^{\prime} \rightarrow+\infty}{\longrightarrow} A_{R} e^{v_{R}\left(\frac{x}{\nu_{\alpha, R}}\right)+w_{R}(x)+\left(\frac{1}{\nu_{\alpha, R^{2}}}-1\right) \frac{|x|^{2}}{2}} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{R}(x)=\sum_{j \in \ell \cap B_{\alpha R}} \frac{1}{\nu_{\alpha, R}^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \left(\frac{\left|x-y-\nu_{R}(|j|) j\right|}{\left|x-y-\nu_{\alpha, R} j\right|}\right) d y \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{R}(y)=\sum_{j \in \ell} g\left(y-\frac{\lambda_{R}(|j|)}{\nu_{\alpha, R}} j\right) \tag{3.7}
\end{equation*}
$$

the function $g$ being defined by (2.1).
Then, we let $\Omega$ tend to 1 , or equivalently $R$ to infinity.
Theorem 3.2. With the same definitions as in Theorem 3.1, we have

$$
\begin{gather*}
\forall n \geq 1, \quad e^{n v_{R}(R x)} \underset{R \rightarrow+\infty}{*} f e^{n v} \quad \text { in } \quad L^{\infty}\left(\mathbb{R}^{2}\right),  \tag{3.8}\\
e^{2 w_{R}(R x)+\left(\frac{1}{\lambda_{R^{\prime}}(\alpha R)^{2}}-1\right) R^{2}|x|^{2}} \underset{R \rightarrow+\infty}{\longrightarrow} \rho(x) \tag{3.9}
\end{gather*}
$$

in $L^{p}\left(\mathbb{R}^{2},\left(1+|x|^{2}\right) d x\right) \forall p \geq 1$, where $v$ is given by (2.3),

$$
\begin{equation*}
\rho(x)=e^{-F\left(|x|^{2}\right)} \mathbf{1}_{B_{\alpha}}(x)+e^{\alpha^{2} f\left(\alpha^{2}\right)-F\left(\alpha^{2}\right)-f\left(\alpha^{2}\right)|x|^{2}} \mathbf{1}_{B_{\alpha}^{c}}(x), \tag{3.10}
\end{equation*}
$$

and $F$ is such that $F^{\prime}=f$ and $f e^{2 v} \int \rho=1$.
Proof of Theorem 1.2. We let $\Omega$ tend to 1 , let $R$ be given by (1.21), and take a diagonal sequence in $R^{\prime}$. Theorems 3.1 and 3.2 provide the convergence of $\int\left|\psi_{R, R^{\prime}}(R z)\right|^{2}$ to $f e^{2 v} \int \rho$, and similarly for the energy:

$$
\begin{align*}
& E_{L L L}\left(\psi_{R, R^{\prime}}(R z)\right)-\Omega \underset{\Omega \rightarrow 1}{\sim} \sqrt{\frac{2 G b(1-\Omega)}{\pi}}\left(f e^{2 v} \int_{0}^{\infty} s \rho(\sqrt{s}) d s\right.  \tag{3.11}\\
&\left.+\frac{1}{4} f e^{4 v} \int_{0}^{\infty} \rho^{2}(\sqrt{s}) d s\right)
\end{align*}
$$

where $\rho$ is defined by (3.10), $F$ is such that $F^{\prime}=f$ and $\int_{0}^{\gamma} e^{-F(s)} d s=1$ and $f e^{2 v}=1$. If one lets $\alpha$ tend to $\gamma$ : the contribution to $\rho$ in the outer part $B_{\gamma}^{c}$ vanishes and the energy is given by (1.27).

We want to find which type of distortion $f$ provides the optimal energy. The minimizer of (1.27) under $\int_{0}^{\gamma} e^{-F(s)} d s=1$ is reached when

$$
\begin{equation*}
\gamma=1 \text { and } e^{-F\left(r^{2}\right)}=2\left(1-r^{2}\right) \tag{3.12}
\end{equation*}
$$

Thus, the decay of the wave function is asymptotically an inverted parabola. The corresponding value of $f$ is $f(s)=1 /(1-s)$. The limiting value of the energy is (1.18).

Proof of Theorem 3.1. This proof is a mere adaptation of section 2. Indeed, up to normalization by a constant, the function $\ln \left|\psi_{R, R^{\prime}}\right|^{2}$ is equal to

$$
\begin{align*}
\ln \left|\psi_{R, R^{\prime}}(x)\right|^{2}= & 2 \sum_{j \in \ell \cap B_{R^{\prime}}}\left(\ln \left|x-\lambda_{R}(|j|) j\right|\right.  \tag{3.13}\\
& \left.-\frac{1}{\nu_{\alpha, R}^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \left|x-y-\lambda_{R}(|j|) j\right| d y\right)  \tag{3.14}\\
& +\sum_{j \in \ell \cap B_{R^{\prime}}} \frac{2}{\nu_{\alpha, R}{ }^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \left|x-y-\lambda_{R}(|j|) j\right| d y  \tag{3.15}\\
& -|x|^{2} . \tag{3.16}
\end{align*}
$$

The sum (3.13)-(3.14) may be written

$$
\begin{equation*}
\sum_{j \in \ell \cap B_{R^{\prime}}} g\left(\frac{x}{\nu_{\alpha, R}}-\frac{\lambda_{R}(|j|)}{\nu_{\alpha, R}} j\right) \tag{3.17}
\end{equation*}
$$

where $g$ is defined by (2.1). Now, $R$ being fixed, Lemma 2.2 ensures that the above sum converges as $R^{\prime}$ goes to infinity to $v_{R}\left(\frac{x}{\nu(\alpha R)}\right)$, where $v_{R}$ is defined by (3.7). Moreover, the convergence of the exponential of (3.17) to $e^{v_{R}\left(\frac{x}{\nu(\alpha R)}\right)}$ is the same as in Theorem 1.1, that is, $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{2}\right)$. Next, the sum (3.15) is equal to

$$
\begin{align*}
& \sum_{j \in \ell \cap B_{R^{\prime}}} \frac{2}{\nu_{\alpha, R}^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \left|x-y-\lambda_{R}(|j|) j\right| d y \\
= & \sum_{j \in \ell \cap B_{\alpha R}} \frac{2}{\nu_{\alpha, R}^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \frac{\left|x-y-\nu_{R}(|j|) j\right|}{\left|x-y-\nu_{\alpha, R} j\right|} d y \\
+ & \sum_{j \in \ell \cap B_{R^{\prime}}} \frac{2}{\nu_{\alpha, R}^{2}|Q|} \int_{\nu_{\alpha, R} Q} \ln \left|x-y-\nu_{\alpha, R} j\right| d y . \tag{3.18}
\end{align*}
$$

The first sum in the left-hand side of (3.18) is $w_{R}(x)$, while the second sum is the one appearing in (2.6), with $\nu(\alpha R) \ell$ replacing $\ell$. Since this lattice is also a hexagonal one (with a different volume for its unit cell), the proof of its convergence applies, using Lemma 2.1.

Proof of Theorem 3.2. For simplicity, we will give the proof in the case where the $O\left(1 / R^{4}\right)$ is zero. We start with the proof of (3.9). We define $\varepsilon>0$ depending on $R$ such that, as $R$ tends to infinity,

$$
\left\{\begin{array}{l}
R \varepsilon \longrightarrow+\infty  \tag{3.19}\\
R \varepsilon^{2} \longrightarrow 0
\end{array}\right.
$$

For instance, $\varepsilon=R^{-3 / 4}$ is a suitable choice. Writing

$$
w_{R}(R x)=\sum_{k \in \frac{\ell}{R} \cap B_{\alpha}} \frac{R^{2}}{\nu_{\alpha, R}^{2}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q} \ln \left(\frac{\left|x-z-\nu_{R}(R|k|) k\right|}{\left|x-z-\nu_{\alpha, R} k\right|}\right) d z
$$

we split this sum into terms for which $|k-x|<\varepsilon$, and terms for which $|x-k| \geq \varepsilon$ : in the first case, we use the inequality

$$
\forall a, b>0, \quad|\ln a-\ln b| \leq \frac{1}{2}\left(\frac{1}{a}+\frac{1}{b}\right)|b-a|,
$$

and the fact that $\left|\nu_{\alpha, R}-\nu_{R}(|k| R)\right| \leq \frac{C}{R^{2}}$ for some constant $C$ independent of $R$ and $x$. Hence,

$$
\begin{aligned}
& \left|\sum_{|k-x|<\varepsilon} \frac{R^{2}}{\nu_{\alpha, R}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q} \ln \left(\frac{\left|x-z-\nu_{R}(R|k|) k\right|}{\left|x-z-\nu_{\alpha, R} k\right|}\right) d z\right| \\
\leq & \sum_{|k-x|<\varepsilon} \frac{R^{2}}{2 \nu_{\alpha, R}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q}\left(\frac{1}{\left|x-z-\nu_{R}(R|k|) k\right|}\right. \\
+ & \left.\frac{1}{\left|x-z-\nu_{\alpha, R} k\right|}\right)|k|\left|\nu_{\alpha, R}-\nu_{R}(|k| R)\right| d z \\
\leq & \frac{C}{R^{2}} \sum_{|k-x|<\varepsilon} \frac{R^{2}}{2 \nu_{\alpha, R}|Q|} \int_{B_{\frac{3}{R}}} \frac{d y}{|y|} \leq C \#\left(\frac{\ell}{R} \cap B_{\varepsilon}(x)\right) \frac{1}{R}=C R \varepsilon^{2},
\end{aligned}
$$

which tends to zero as $R \rightarrow+\infty$. Next, we deal with $|k-x| \geq \varepsilon$, and denote the corresponding sum by $T_{R}(x)$ :

$$
T_{R}(x)=\sum_{|k-x| \geq \varepsilon} \frac{R^{2}}{\nu_{\alpha, R}^{2}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q} \ln \left(\frac{\left|x-z-\nu_{R}(R|k|) k\right|}{\left|x-z-\nu_{\alpha, R} k\right|}\right) d z
$$

Using the equality $\nu_{R}(R|k|)=1+\frac{f\left(|k|^{2}\right)}{2 R^{2}}$, valid for any $|k| \leq \alpha$, we deduce

$$
T_{R}(x)=\sum_{|k-x| \geq \varepsilon} \frac{R^{2}}{\nu_{\alpha, R^{2}}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q} \ln \left(\frac{\left|x-z-k-\frac{f\left(|k|^{2}\right)}{2 R^{2}} k\right|}{\left|x-z-k-\frac{f\left(\alpha^{2}\right)}{2 R^{2}} k\right|}\right) d z
$$

We have $|x-z-k| \geq|x-k|-|z| \geq \varepsilon-\frac{C}{R}=\varepsilon\left(1-\frac{C}{\varepsilon R}\right)$ for $z \in \frac{\nu_{\alpha, R}}{R} Q$, so that for $R$ large enough, we get $|x-z-k| \geq \frac{\varepsilon}{2}$. Hence, developing the quotient in the logarithm, we get
$T_{R}(x)=\sum_{|k-x| \geq \varepsilon} \frac{R^{2}}{2 \nu_{\alpha, R}|Q|} \int_{\frac{\nu_{\alpha, R}}{R} Q} \ln \left(\frac{1-\frac{f\left(|k|^{2}\right)}{R^{2}|x-z-k|^{2}} k \cdot(x-z-k)+O\left(\frac{1}{\varepsilon^{2} R^{4}}\right)}{1-\frac{f\left(\alpha^{2}\right)}{R^{2}|x-z-k|^{2}} k \cdot(x-z-k)+O\left(\frac{1}{\varepsilon^{2} R^{4}}\right)}\right) d z$,
where the $O\left(\frac{1}{\varepsilon^{2} R^{4}}\right)$ are uniform with respect to $x$ and $k$. Developing the logarithm, we thus find
$T_{R}(x)=\sum_{|k-x| \geq \varepsilon}\left(\frac{R^{2}}{\nu_{\alpha, R}^{2}|Q|} \int_{\frac{\nu_{\alpha, R} R}{R} Q} \frac{f\left(\alpha^{2}\right)-f\left(|k|^{2}\right)}{R^{2}} \frac{k \cdot(x-z-k)}{|x-z-k|^{2}} d z\right)+O\left(\frac{1}{\varepsilon^{2} R^{2}}\right)$.

Using the fact that $f$ is smooth in $[0, \alpha]$, and recalling that the sum is a sum over the set $\frac{\ell}{R} \cap B_{\alpha} \cap B_{\varepsilon}(x)^{c}$, we find that it converges to the corresponding integral, namely

$$
\lim _{R \rightarrow+\infty} T_{R}(x)=\frac{1}{|Q|} \int_{B_{\alpha}}\left(f\left(\alpha^{2}\right)-f\left(|y|^{2}\right)\right) \frac{y \cdot(x-y)}{|x-y|^{2}} d y
$$

We then point out that $\frac{x-y}{|x-y|^{2}}=-\nabla_{y} \ln |x-y|$, so that, integrating by parts, we have

$$
\lim _{R \rightarrow+\infty} w_{R}(R x)=\frac{1}{|Q|} \int_{B_{\alpha}} \operatorname{div}\left(f\left(\alpha^{2}\right)-f\left(|y|^{2}\right) y\right) \ln |x-y| d y
$$

This limit is a radially symmetric function, which solves the partial differential equation $\Delta u=\frac{2 \pi}{|Q|} \operatorname{div}\left(f\left(\alpha^{2}\right)-f\left(|y|^{2}\right) y\right)$ in $B_{\alpha}, \Delta u=0$ elsewhere. For any $F$ such that $F^{\prime}=f$, the function $\frac{1}{2}\left(f\left(\alpha^{2}\right)|y|^{2}-F\left(|y|^{2}\right)\right) \mathbf{1}_{B_{\alpha}}(y)+\frac{1}{2}\left(\alpha^{2} f\left(\alpha^{2}\right)-F\left(\alpha^{2}\right)\right) \mathbf{1}_{B_{\alpha}^{c}}(y)$ is such a solution, so we have (3.9) almost everywhere. In addition, the above proof allows one to bound $2 w_{R}(R x)+\left(\frac{1}{\nu_{\alpha, R}^{2}}-1\right) R^{2}|x|^{2}$ by $C-\frac{f\left(\alpha^{2}\right)}{4}|x|^{2}$ for some constant $C$ independent of $R$ and $x$, which allows one to apply the dominated convergence theorem.

We now prove (3.8). We fix $n=1$, the general proof following exactly the same pattern. It is sufficient to show that the following convergence holds for any measurable bounded set $D$ :

$$
\begin{equation*}
\int_{D} e^{v_{R}(R x)} \underset{R \rightarrow+\infty}{\longrightarrow}|D| f e^{v} \tag{3.20}
\end{equation*}
$$

Hence, we are going to prove that for any $a>0$,

$$
\begin{equation*}
\left|e^{v_{R}(x)}-e^{v(x)}\right| \leq C \frac{1+\sqrt{|x|}}{R} \quad \text { for } \quad|x| \leq a R . \tag{3.21}
\end{equation*}
$$

Since, according to Lemma 2.5, $e^{v(R x)}$ converges in $L^{\infty}$ weak-* to $f e^{v}$ (because $e^{v}$ is continuous and periodic), (3.21) will give (3.20). Let $j_{x}$ be the point of $\ell$ which is the closest to $x$. As $R$ goes to infinity, $\left|\left(\lambda_{R}\left(\left|j_{x}\right|\right)-1\right) j_{x}\right|=O\left(\frac{1}{R}\right)$ uniformly with respect to $x$ since $|x| \leq a R$. Hence, for $R$ large enough, $\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}$ is the closest to $x$ among all $\lambda_{R}(|j|) j, j \in \ell$. Hence, for $j \in \ell \backslash\left\{j_{x}\right\}$, we have, for some $\varepsilon>0$,

$$
\begin{equation*}
\forall y \in Q, \quad|x-j-y| \geq \varepsilon \quad \text { and } \quad\left|x-j-\lambda_{R}(|j|)(j+y)\right| \geq \varepsilon \tag{3.22}
\end{equation*}
$$

We then isolate $j_{x}$ in the sum defining $v_{R}$ and write

$$
\begin{align*}
\left|e^{v_{R}(x)}-e^{v(x)}\right| \leq & \left|e^{g_{R}\left(x-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right)}-e^{g_{R}\left(x-j_{x}\right)}\right| e^{\sum_{j \neq j_{x}} g_{R}\left(x-\lambda_{R}(|j|) j\right)}  \tag{3.23}\\
& +e^{g_{R}\left(x-j_{x}\right)}\left|e^{\sum_{j \neq j_{x}} g_{R}\left(x-\lambda_{R}(|j|) j\right)}-e^{\sum_{j \neq j_{x}} g_{R}(x-j)}\right| \tag{3.24}
\end{align*}
$$

where $g_{R}(z)=g\left(\frac{z}{\nu_{\alpha, R}}\right)$. We first bound (3.23). For this purpose, we point out that, according to Lemma 2.2, one can find a constant $C_{\varepsilon}$ such that

$$
\begin{equation*}
\forall z \in B_{\varepsilon}^{c}, \quad|g(z)| \leq \frac{C_{\varepsilon}}{|z|^{3}} \tag{3.25}
\end{equation*}
$$

Hence, the sum appearing in (3.23) may be bounded as follows:

$$
\sum_{j \neq j_{x}}\left|g_{R}\left(x-\lambda_{R}(|j|) j\right)\right| \leq \sum_{j \neq j_{x}} \frac{C_{\varepsilon} \nu_{\alpha, R}{ }^{3}}{\left|x-\lambda_{R}(|j|) j\right|^{3}}
$$

which is bounded independently of $R$. Moreover, we have

$$
\begin{aligned}
\left|e^{g_{R}\left(x-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right)}-e^{g_{R}\left(x-j_{x}\right)}\right| \leq & C \| x-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\left|-\left|x-j_{x}\right|\right| \\
& +C\left|\int_{Q}\left(\ln \frac{\left|x-y-j_{x}\right|}{\left|x-y-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right|}\right) d y\right|
\end{aligned}
$$

thus

$$
\begin{aligned}
& \left|e^{g_{R}\left(x-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right)}-e^{g_{R}\left(x-j_{x}\right)}\right| \leq C \mid\left(1-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x} \mid\right. \\
& \quad+C \int_{Q}\left(\frac{1}{\left|x-y-j_{x}\right|}+\frac{1}{\left|x-y-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right|}\right)\left|1-\lambda_{R}\left(\left|j_{x}\right|\right)\right|\left|j_{x}\right| d y
\end{aligned}
$$

This implies

$$
\left|e^{g_{R}\left(x-\lambda_{R}\left(\left|j_{x}\right|\right) j_{x}\right)}-e^{g_{R}\left(x-j_{x}\right)}\right| \leq C \frac{|x|}{R^{2}}+C \frac{|x|}{R^{2}} \int_{B_{3}} \frac{d y}{|y|} \leq C \frac{|x|}{R^{2}}
$$

Hence, the left-hand side of (3.23) is bounded by $C \frac{|x|}{R^{2}}$. Next, we deal with (3.24). Since $g$ is bounded from above, it is sufficient to show the following:

$$
\begin{equation*}
\left|\sum_{j \neq j_{x}} g_{R}\left(x-\lambda_{R}(|j|) j\right)-\sum_{j \neq j_{x}} g_{R}(x-j)\right| \leq C \frac{1+\sqrt{|x|}}{R} \tag{3.26}
\end{equation*}
$$

In order to prove (3.26), we define $A>0$ depending on $R$ and $x$, to be fixed later on, and distinguish in the above sum between terms for which $\left|j-j_{x}\right| \leq A$ and those for which $\left|j-j_{x}\right|>A$. We have

$$
\begin{aligned}
\sum_{0<\left|j-j_{x}\right| \leq A}\left|g_{R}\left(x-\lambda_{R}(|j|) j\right)-g_{R}(x-j)\right| & \leq\|\nabla g\|_{L^{\infty}\left(B_{\varepsilon}^{c}\right)} \sum_{0<\left|j-j_{x}\right| \leq A}|j|\left|\lambda_{R}(|j|)-1\right| \\
& \leq \frac{C}{R^{2}} \sum_{0<\left|j-j_{x}\right| \leq A}|j| \leq \frac{C}{R^{2}} A^{2}(|x|+A)
\end{aligned}
$$

We have used here the fact that $g$ is Lipschitz continuous in $B_{\varepsilon}^{c}$. Considering the case $\left|j-j_{x}\right|>A$, we have, using (3.25),

$$
\sum_{A>\left|j-j_{x}\right|}\left|g_{R}\left(x-\lambda_{R}(|j|) j\right)-g_{R}(x-j)\right| \leq \sum_{A>\left|j-j_{x}\right|} \frac{C}{|x-j|^{3}} \leq \frac{C}{A}
$$

We thus may bound the left-hand side of (3.26) by $\frac{C}{A}+\frac{C A^{2}|x|}{R^{2}}+\frac{C A^{3}}{R^{2}}$. Choosing $A=\frac{\sqrt{R}}{1+|x|^{1 / 4}}$, we thus find (3.26), thereby concluding the proof of (3.21).
4. Other trapping potentials. In the previous sections, we have studied a harmonic confinement, which is the case of most current experiments. As pointed out in [2], one could imagine a more general trapping potential, where in (1.2), (1$\left.\Omega^{2}\right)|x|^{2} / 2$ is replaced by $\left(1-\Omega^{2}\right)|x|^{2} / 2+W(x)$, and perform a similar analysis. Then, the limiting distribution replacing the inverted parabola should be

$$
\begin{equation*}
|\psi(x)|^{2}=\left(\frac{\mu-\frac{1-\Omega^{2}}{2 \Omega}|x|^{2}-W\left(\frac{x}{\sqrt{\Omega}}\right)}{G b \Omega}\right)_{+} \tag{4.1}
\end{equation*}
$$

where $\mu$ is such that $\int|\psi|^{2}=1$. There are two necessary conditions to apply our previous analysis: we need $E_{L L L}(\psi)-\Omega$ to be small and the extent of the condensate (where $|\psi|^{2}$ is nonzero) to be large. The first condition is required so that the lowest Landau level is indeed a good approximation. The second condition then allows one to write the wave function as the product of a rapidly oscillating function (which is averaged in the limit), multiplied by a slowly varying profile.

In recent experiments [13, 36], $W(x)=k|x|^{4} / 4$. One can check that if $\Omega>\Omega_{c}=$ $1+\sqrt{\Delta}$, where $\Delta=\left(3 k^{2} G b / 8 \pi\right)^{2 / 3}$, then the limiting distribution (4.1) has its support in an annulus of inner and outer radii $R_{ \pm}=2(\Omega-1 \pm \sqrt{\Delta}) / k$. An interesting regime to study is when $k$ is small and $\Omega-1=\alpha k^{2 / 3}$, with $\alpha$ such that $\Omega>\Omega_{c}$. Then the large scaling parameter replacing $R$ is $k^{-1 / 6}$, which is the order of magnitude of $R_{ \pm}$. The vortex lattice is located in the annulus $\left(R_{-}, R_{+}\right)$and is distorted towards the inner and outer edges, the inner disk corresponding to a giant vortex.

This approach does not allow one to study the case where $\Omega$ is large and the annulus gets thin [19]: vortices are arranged on concentric circles and there is only a few number of them in the condensate. The extent of the condensate is no longer much larger than a vortex cell so that we are no longer in the setting to use the averaging effect.
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#### Abstract

This paper defines certain scales of trace spaces $H^{s}(\partial \Omega)$ using harmonic Steklov eigenfunction expansions. The approach is intrinsic and applies to bounded regions in $\mathbb{R}^{n}$ for which standard imbedding results hold. In particular it suffices that the boundary of the region be a finite disjoint union of Lipschitz surfaces. The definition generalizes the classical definitions that require the boundary to consist of smooth manifolds. The description depends on a special inner product on $H^{1}(\Omega)$, certain completeness theorems for Steklov eigenfunctions, and special properties of the harmonic Steklov eigenfunctions. The characterization provides explicit formulae for the inner products and norms of a function in $H^{s}(\partial \Omega)$ and allows the description of specific orthonormal bases for these spaces. For $s<0$, the spaces are obtained by duality from the case for $s>0$.
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1. Introduction. This paper develops a spectral characterization of real Hilbert trace spaces associated with bounded regions in $\mathbb{R}^{n}$ whose boundary may consist of Lipschitz surfaces - or slightly more general surfaces of finite area. The description uses harmonic Steklov eigenfunction expansions and provides concrete formulae for the inner products, norms, and orthonormal bases.

The approach used here is based on the use of special inner products and related decompositions for $H^{1}(\Omega)$. A remarkable property of the harmonic Steklov eigenfunctions is that they provide an orthogonal set in $H^{1}(\Omega)$ with respect to a natural inner product as well as a maximal orthogonal set in $L^{2}(\partial \Omega, d \sigma)$. This property is used to develop a description of $H^{s}(\partial \Omega)$ for all real $s$. The resulting spaces form an interpolatory family of spaces, and explicit formulae for the inner products in $H^{1 / 2}(\partial \Omega)$ and $H^{-1 / 2}(\partial \Omega)$ are obtained. Moreover it enables the use of Hilbert space approximation results using these harmonic Steklov eigenfunctions.

The usual theory of trace spaces as described in Adams and Fournier [2], Dautray and Lions [8], Lions and Magenes [12], and McLean [14] requires the use of local diffeomorphisms of domains onto a half-space. Then the allowable functions in the trace spaces are described either via properties of their Fourier transforms, or else using double integrals over the boundary of certain potential theoretic expressions. These definitions required various regularity assumptions for the boundary; in [8] and [12] they are required to be $C^{\infty}$-manifolds.

Here an intrinsic definition of these spaces is given which does not require any mappings of the underlying domain. This approach permits weaker regularity of the

[^52]boundary than does the conventional theory. We require only that condition (B2) of section 2 hold. In particular this is satisfied when (B1) holds. The results here depend on the characterization, and completeness, of Steklov eigenfunctions proved in Auchmuty [4].
2. Definitions and notation. This paper will develop a spectral characterization of the trace spaces $H^{s}(\partial \Omega)$, where $\Omega$ is a bounded region in $\mathbb{R}^{n}$, and show that these spaces are Hilbert spaces with respect to a natural inner product. A region is a nonempty, connected, open subset of $\mathbb{R}^{n}$. Its closure is denoted $\bar{\Omega}$ and its boundary is $\partial \Omega:=\bar{\Omega} \backslash \Omega$. A standard assumption on the region is the following.
(B1) $\Omega$ is a bounded region in $\mathbb{R}^{n}$ and its boundary $\partial \Omega$ is the union of a finite number of disjoint closed Lipschitz surfaces, each surface having finite surface area.
When this holds there is an outward unit normal $\nu$ defined at $\sigma$ for a.e. point of $\partial \Omega$. The definitions and terminology of Evans and Gariepy [10] will be followed except that $\sigma, d \sigma$ will represent the Hausdorff $(n-1)$-dimensional measure and integration with respect to this measure, respectively. All functions in this paper will take values in $\overline{\mathbb{R}}:=[-\infty, \infty]$ and derivatives should be taken in a weak sense.

The real Lebesgue spaces $L^{p}(\Omega)$ and $L^{p}(\partial \Omega, d \sigma), 1 \leq p \leq \infty$, are defined in the standard manner and have the usual $p$-norm denoted by $\|u\|_{p}$ and $\|u\|_{p, \partial \Omega}$, respectively. Their inner products are defined by

$$
\langle u, v\rangle:=\int_{\Omega} u(x) v(x) d x \quad \text { and } \quad\langle u, v\rangle_{\partial \Omega}:=|\partial \Omega|^{-1} \int_{\partial \Omega} u v d \sigma
$$

Let $H^{1}(\Omega)$ be the usual real Sobolev space of functions on $\Omega$. It is a real Hilbert space under the standard $H^{1}$-inner product

$$
\begin{equation*}
[u, v]_{1}:=\int_{\Omega}[u(x) \cdot v(x)+\nabla u(x) \cdot \nabla v(x)] d x \tag{2.1}
\end{equation*}
$$

Here $\nabla u$ is the gradient of the function $u$ and the corresponding norm is denoted $\|u\|_{1,2}$.

When $\Omega$ satisfies (B1), then the Gauss-Green theorem holds in the form

$$
\begin{equation*}
\int_{\Omega} u(x) D_{j} v(x) d x=\int_{\partial \Omega} u v \nu_{j} d \sigma-\int_{\Omega} v(x) D_{j} u(x) d x \quad \text { for } 1 \leq j \leq n \tag{2.2}
\end{equation*}
$$

and for all $u, v$ in $H^{1}(\Omega)$.
The region $\Omega$ is said to satisfy Rellich's theorem provided the imbedding of $H^{1}(\Omega)$ into $L^{p}(\Omega)$ is compact for $1 \leq p<p_{S}$, where $p_{S}(n):=2 n /(n-2)$ when $n \geq 3$, or $p_{S}(2)=\infty$ when $n=2$.

There are a number of different criteria on $\Omega$ and $\partial \Omega$ that imply this result. When (B1) holds it is Theorem 1 in section 4.6 of [10]; see also Amick [1]. DiBenedetto [9], in Theorem 14.1 of Chapter 9, shows that the result holds when $\Omega$ is bounded and satisfies a "cone property." Adams and Fournier give a thorough treatment of conditions for this result in Chapter 6 of [2] and show that it also holds for some classes of unbounded regions.

When (B1) holds and $u \in W^{1,1}(\Omega)$, then the trace of $u$ on $\partial \Omega$ is well-defined and is a Lebesgue integrable function with respect to $\sigma$; see [10, section 4.2] for details. The region $\Omega$ is said to satisfy a compact trace theorem, provided the trace mapping $\Gamma: H^{1}(\Omega) \rightarrow L^{2}(\partial \Omega, d \sigma)$ is compact. The trace map is the linear extension of the
map restricting Lipschitz continuous functions on $\bar{\Omega}$ to $\partial \Omega$. Occasionally $u$ will be used in place of $\Gamma u$ for the trace of a function on $\partial \Omega$.

Evans and Gariepy [10, section 4.3] show that $\Gamma$ is continuous when $\partial \Omega$ satisfies (B1). Theorem 1.5.1.10 of Grisvard [11] proves an inequality that implies the compact trace theorem when $\partial \Omega$ satisfies (B1). This inequality is also proved in [9, Chapter 9, section 18], under stronger regularity conditions on the boundary.

The results in this paper require only that the region satisfy the following condition.
(B2) $\Omega$ is a bounded region with a boundary $\partial \Omega$ such that the Gauss-Green, Rellich, and compact trace theorems hold.
Condition (B2) holds when (B1) does. Discussion of general regions for which (B2) holds may be found in Maz'ya and Poborchi [13], especially section 6.3, and also section 3 of [7]. Our analysis uses the following (equivalent) inner product on $H^{1}(\Omega)$ :

$$
\begin{equation*}
[u, v]_{\partial}:=\int_{\Omega} \nabla u \cdot \nabla v d x+|\partial \Omega|^{-1} \int_{\partial \Omega} u v d \sigma \tag{2.3}
\end{equation*}
$$

The corresponding norm will be denoted by $\|u\|_{\partial}$. The proof that this norm is equivalent to the usual $(1,2)$-norm on $H^{1}(\Omega)$ when (B2) holds is Corollary 6.2 of [4] and also is part of Theorem 21A of [15].

A function $u \in H^{1}(\Omega)$ is said to be harmonic on $\Omega$, provided it is a solution of Laplace's equation in the usual weak sense. Namely,

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \varphi d x=0 \quad \text { for all } \varphi \in C_{c}^{1}(\Omega) \tag{2.4}
\end{equation*}
$$

Here $C_{c}^{1}(\Omega)$ is the set of all $C^{1}$-functions on $\Omega$ with compact support in $\Omega$.
Define $\mathcal{H}(\Omega)$ to be the space of all such harmonic functions on $\Omega$. When (B1) holds, the closure of $C_{c}^{1}(\Omega)$ in the $H^{1}$-norm is the usual Sobolev space $H_{0}^{1}(\Omega)$. Then (2.4) is equivalent to saying that $\mathcal{H}(\Omega)$ is $\partial$-orthogonal to $H_{0}^{1}(\Omega)$. This may be expressed as

$$
\begin{equation*}
H^{1}(\Omega)=H_{0}^{1}(\Omega) \oplus_{\partial} \mathcal{H}(\Omega) \tag{2.5}
\end{equation*}
$$

where $\oplus_{\partial}$ indicates that this is a $\partial$-orthogonal decomposition. This result is also discussed in section 22.4 of [15].

In this paper we shall use various standard results from the calculus of variations and convex analysis. Background material on such methods may be found in Blanchard and Brüning [6] or Zeidler [16], both of which have discussions of the variational principles for the Dirichlet eigenvalues and eigenfunctions of second order elliptic operators. The variational principles used here are variants of the principles described there and are analogous to those for the Laplacian described in section 5 of Auchmuty [3].

All the variational principles and functionals in this paper will be defined on (closed convex subsets of) $H^{1}(\Omega)$. When $\mathcal{F}: H^{1}(\Omega) \rightarrow(-\infty, \infty]$ is a functional, then $\mathcal{F}$ is said to be $G$-differentiable at a point $u \in H^{1}(\Omega)$ if there is an $\mathcal{F}^{\prime}(u)$ such that

$$
\lim _{t \rightarrow 0} t^{-1}[\mathcal{F}(u+t v)-\mathcal{F}(u)]=\mathcal{F}^{\prime}(u)(v) \quad \text { for all } v \in H^{1}(\Omega)
$$

with $\mathcal{F}^{\prime}(u)$ a continuous linear functional on $H^{1}(\Omega)$. In this case, $\mathcal{F}^{\prime}(u)$ is called the $G$-derivative of $\mathcal{F}$ at $u$.

In this paper we will say that a real sequence $\left\{x_{m}: m \geq 1\right\}$ is said to be increasing if $x_{m+1} \geq x_{m}$ for all $m$; it is strictly increasing if strict inequality holds here for all $m$. Similarly a function $u$ is said to be (strictly) positive on a set $E$, if $u(x) \geq(>) 0$ on $E$.
3. The harmonic Steklov eigenproblem. Assume $\Omega$ is a region in $\mathbb{R}^{n}$ which satisfies (B2). A nonzero function $s \in H^{1}(\Omega)$ is said to be a harmonic Steklov eigenfunction on $\Omega$ corresponding to the Steklov eigenvalue $\delta$, provided $s$ satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla s \cdot \nabla v d x=\delta|\partial \Omega|^{-1} \int_{\partial \Omega} s v d \sigma \quad \text { for all } \quad v \in H^{1}(\Omega) \tag{3.1}
\end{equation*}
$$

This is the weak form of the boundary value problem

$$
\begin{equation*}
\Delta s=0 \quad \text { on } \Omega \quad \text { with } D_{\nu} s=\delta|\partial \Omega|^{-1} s \quad \text { on } \partial \Omega \tag{3.2}
\end{equation*}
$$

Here $\Delta$ is the Laplacian and $D_{\nu} s(x):=\nabla s(x) \cdot \nu(x)$ is the unit outward normal derivative of $s$ at a point on the boundary.
$\delta_{0}=0$ is the least eigenvalue of this problem corresponding to the eigenfunction $s_{0}(x) \equiv 1$ on $\Omega$. This eigenvalue is simple as $\Omega$ is connected. All other eigenvalues of (3.1) are strictly positive.

These eigenvalues and a corresponding family of $\partial$-orthonormal eigenfunctions may be found using variational principles as described in sections 6 and 7 of [4]. A different variational description is developed in Bandle [5, Chapter 3]. Let the first $k$ Steklov eigenvalues be $0=\delta_{0}<\delta_{1} \leq \delta_{2} \leq \cdots \leq \delta_{k-1}$ and let $s_{0}, s_{1}, \ldots, s_{k-1}$ be a corresponding set of $\partial$-orthonormal eigenfunctions. The $k$ th eigenfunction $s_{k}$ will be a maximizer of the functional

$$
\begin{equation*}
\mathcal{B}(u):=|\partial \Omega|^{-1} \int_{\partial \Omega} u^{2} d \sigma \tag{3.3}
\end{equation*}
$$

over the subset $B_{k}$ of functions in $H^{1}(\Omega)$ which satisfy

$$
\begin{equation*}
\|s\|_{\partial} \leq 1 \quad \text { and } \quad\left[s, s_{l}\right]_{\partial}=0 \quad \text { for } \quad 0 \leq l \leq k-1 \tag{3.4}
\end{equation*}
$$

The existence and some properties of these eigenfunctions are described in sections 6 and 7 of [4]. In particular, that analysis shows that each $\delta_{j}$ is of finite multiplicity and $\delta_{j} \rightarrow \infty$ as $j \rightarrow \infty$; see Theorem 7.2 of [4]. Let $\mathcal{S}:=\left\{s_{j}: j \geq 0\right\}$ be the maximal family of $\partial$-orthonormal eigenfunctions constructed inductively as above. For each $u \in H^{1}(\Omega)$, consider the series

$$
\begin{equation*}
P_{H} u(x):=\sum_{j=0}^{\infty}\left[u, s_{j}\right]_{\partial} s_{j}(x) \tag{3.5}
\end{equation*}
$$

Theorem 3.1. Assume $\Omega, \partial \Omega$ satisfy (B2) and $P_{H}$ is defined by (3.5); then $P_{H}$ is the $\partial$-orthogonal projection of $H^{1}(\Omega)$ onto $\mathcal{H}(\Omega)$.

Proof. This follows from standard results about orthogonal expansions and Theorem 7.3 of [4], which says that $\mathcal{S}$ is a maximal orthonormal subset of $\mathcal{H}(\Omega)$.

An expression of the form

$$
\begin{equation*}
v(x):=\sum_{j=0}^{\infty} c_{j} s_{j}(x) \quad \text { with } c_{j}:=\left[v, s_{j}\right]_{\partial} \tag{3.6}
\end{equation*}
$$

will be called a harmonic Steklov expansion and, since $\mathcal{S}$ is a basis of $\mathcal{H}(\Omega)$, the RieszFischer theorem implies that it represents an $H^{1}$-harmonic function on $\Omega$ if and only if

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|c_{j}\right|^{2}<\infty \tag{3.7}
\end{equation*}
$$

As described in section 8 of [4], the Steklov eigenfunctions on the unit disc in $\mathbb{R}^{2}$ are the functions $r^{k} \cos k \theta$ and $r^{k} \sin k \theta$, so the above series are familiar from classical treatments of harmonic functions on a disc. Similarly when $\Omega$ is the unit ball in $\mathbb{R}^{3}$ the Steklov eigenfunctions are spherical harmonics and these series generalize some common expansions used in classical mathematical physics.
4. A spectral representation of the trace operator. The Steklov eigenfunctions $s_{j}$ described in the preceding section have $L^{2}$ traces on the boundary $\partial \Omega$ whenever (B1) holds. Define

$$
\begin{equation*}
\hat{s_{j}}(x):=\sqrt{1+\delta_{j}} \Gamma s_{j}(x) \quad \text { for } x \in \partial \Omega, \text { and } j \geq 0 \tag{4.1}
\end{equation*}
$$

Then (3.1) and (3.4) imply that the set $\hat{\mathcal{S}}:=\left\{\hat{s_{j}}: j \geq 0\right\}$ will be an orthonormal set in $L^{2}(\partial \Omega, d \sigma)$ with respect to the inner product defined in section 2 . The following result provides an explicit expression for the trace operator in terms of the harmonic Steklov expansion of a function $u \in H^{1}(\Omega)$.

Theorem 4.1. Assume $\Omega, \partial \Omega$ satisfy (B2), with $\Gamma, \hat{\mathcal{S}}$ as above. Then $\hat{\mathcal{S}}$ is a maximal orthonormal set in $L^{2}(\partial \Omega, d \sigma)$ and

$$
\begin{equation*}
\Gamma u=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{-1 / 2}\left[u, s_{j}\right]_{\partial} \hat{s_{j}} \quad \text { for each } u \in H^{1}(\Omega) \tag{4.2}
\end{equation*}
$$

Proof. The first claim is a special case of Theorem 9.4 in [4]. The null space of the operator $\Gamma$ is $H_{0}^{1}(\Omega)$ from Theorem 3.40 of [14]. Hence, from (2.5) and Theorem 3.1, $\Gamma u=\Gamma P_{H} u$, where $P_{H}$ is the projection onto the space $\mathcal{H}(\Omega)$. Equation (4.2) then follows from (4.1).

Apply Parseval's identity to (4.2). Then

$$
\begin{equation*}
\|\Gamma u\|_{\partial \Omega}^{2}:=|\partial \Omega|^{-1} \int_{\partial \Omega}|\Gamma u|^{2} d \sigma=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{-1}\left[u, s_{j}\right]_{\partial}^{2} \tag{4.3}
\end{equation*}
$$

for any $u \in H^{1}(\Omega)$, since $\hat{\mathcal{S}}$ is a basis of $L^{2}(\partial \Omega, d \sigma)$.
Suppose now that $g=\Gamma u$ for some $u \in H^{1}(\Omega)$. Then $g \in L^{2}(\partial \Omega, d \sigma)$ and

$$
\begin{equation*}
g(x)=\sum_{j=0}^{\infty} g_{j} \hat{s_{j}}(x) \quad \text { with } g_{j}=\left\langle g, \hat{s_{j}}\right\rangle_{\partial \Omega} \tag{4.4}
\end{equation*}
$$

Equation (4.2) and the orthonormality of $\hat{\mathcal{S}}$ imply that

$$
\left[u, s_{j}\right]_{\partial}=\left(1+\delta_{j}\right)^{1 / 2} g_{j} \quad \text { for all } j \geq 0
$$

Let $g_{M}$ be the $M$ th partial sum of the series (4.4) and consider the map $E_{M}$ : $L^{2}(\partial \Omega, d \sigma) \rightarrow \mathcal{H}(\Omega)$ defined by

$$
\begin{equation*}
E_{M} g(x):=\sum_{j=0}^{M}\left(1+\delta_{j}\right)^{1 / 2} g_{j} s_{j}(x) \tag{4.5}
\end{equation*}
$$

This is a harmonic function on $\Omega$ with boundary trace $g_{M}$. Define

$$
\begin{equation*}
E g(x):=\lim _{M \rightarrow \infty} E_{M} g(x) \tag{4.6}
\end{equation*}
$$

Then (3.7) shows that $E g$ is in $\mathcal{H}(\Omega)$ if and only if

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)\left|g_{j}\right|^{2}<\infty \tag{4.7}
\end{equation*}
$$

Formally $E$ defines a harmonic extension of the boundary data $g$ to $\Omega$.
5. A spectral definition of $\boldsymbol{H}^{\boldsymbol{s}}(\boldsymbol{\partial} \boldsymbol{\Omega})$. The classical description of trace theorems for $H^{1}$-functions on a region requires the description of the boundary using local coordinates and mappings from canonical regions such as a half-space. See chapter 3 of McLean [14] for a detailed description under weak regularity conditions. A comparison of a number of methods for defining these spaces is given in the appendix to Chapter 4 of [8]. Here a very different definition will be described which should be much more useful for approximation theory and computational purposes. It is based on the use of a scale of spaces defined by weights that depend on the Steklov eigenvalues.

Specifically $H^{s}(\partial \Omega)$ is defined as that subspace of $L^{2}(\partial \Omega, d \sigma)$ of functions whose harmonic Steklov coefficients satisfy certain summability conditions. For $s \geq 0$, we define $H^{s}(\partial \Omega)$ to be the subspace of all functions $g \in L^{2}(\partial \Omega, d \sigma)$ with Steklov expansion (4.4) satisfying

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{2 s}\left|g_{j}\right|^{2}<\infty \tag{5.1}
\end{equation*}
$$

Define the s-inner product and s-norm on $H^{s}(\partial \Omega)$ by

$$
\begin{equation*}
[g, h]_{s, \partial \Omega}:=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{2 s} g_{j} h_{j} \quad \text { and } \quad\|g\|_{s, \partial \Omega}^{2}:=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{2 s} g_{j}{ }^{2} \tag{5.2}
\end{equation*}
$$

When $s=0$, one sees that $H^{0}(\partial \Omega)=L^{2}(\partial \Omega, d \sigma)$.
When $s=1 / 2,(4.7)$ shows that the space $H^{1 / 2}(\partial \Omega)$ will be precisely the class of all boundary values of $H^{1}$-functions on $\Omega$-so this definition agrees with the classical definition based on Fourier methods when $\partial \Omega$ is a smooth manifold. Note that this definition of the spaces $H^{s}(\partial \Omega)$ requires only that $\partial \Omega$ be smooth enough for the Steklov eigenanalysis to hold.

For general $s>0$, this definition corresponds to the spaces described via (complex) interpolation. The following results show that this definition satisfies the same intermediate space properties as the original definitions of Lions and Magenes [12, Chapter 1, section 7.3], which required that the boundary comprise $C^{\infty}$-manifolds.

Theorem 5.1. Assume that $\Omega, \partial \Omega$ satisfy (B2) and $H^{s}(\partial \Omega)$ is defined as above. If $0 \leq s_{1}<s_{2}$, then $H^{s_{2}}(\partial \Omega)$ is a dense subspace of $H^{s_{1}}(\partial \Omega)$ and the imbedding of $H^{s_{2}}(\partial \Omega)$ into $H^{s_{1}}(\partial \Omega)$ is compact.

Proof. For $M \geq 1$, let $P_{M}: L^{2}(\partial \Omega, d \sigma) \rightarrow L^{2}(\partial \Omega, d \sigma)$ be the finite rank operator corresponding to the $M$ th partial sum of the Steklov expansion (4.4). That is,

$$
\begin{equation*}
P_{M} g(x):=\sum_{j=0}^{M}\left\langle g, \hat{s_{j}}\right\rangle_{\partial \Omega} \hat{s_{j}}(x) \quad \text { for } g \in L^{2}(\partial \Omega, d \sigma) \tag{5.3}
\end{equation*}
$$

Obviously $P_{M} g \in H^{s}(\partial \Omega)$ for all $s \geq 0$ and the definition (5.2) yields that

$$
\begin{equation*}
\|g\|_{s_{1}, \partial \Omega} \leq\|g\|_{s_{2}, \partial \Omega} \quad \text { whenever } \quad 0 \leq s_{1}<s_{2} . \tag{5.4}
\end{equation*}
$$

Given $g \in H^{s_{1}}(\partial \Omega)$, then the sequence $\left\{P_{M} g: M \geq 1\right\}$ is a subset of $H^{s_{2}}(\partial \Omega)$ which converges to $g$ in $H^{s_{1}}(\partial \Omega)$. Thus $H^{s_{2}}(\partial \Omega)$ is a dense subspace of $H^{s_{1}}(\partial \Omega)$.

Consider the linear map $L_{\theta}: L^{2}(\partial \Omega, d \sigma) \rightarrow L^{2}(\partial \Omega, d \sigma)$ defined by

$$
\begin{equation*}
L_{\theta} g(x):=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{-\theta}\left\langle g, \hat{s}_{j}\right\rangle_{\partial \Omega} \hat{s}_{j}(x) . \tag{5.5}
\end{equation*}
$$

For $\theta>0$, using the fact that $\delta_{j} \rightarrow \infty, L_{\theta}$ is a compact linear operator, as it may be uniformly approximated by a finite rank operator. Moreover

$$
\begin{equation*}
\left\|L_{\theta} g\right\|_{s, \partial \Omega}^{2}=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{2(s-\theta)}\left\langle g, \hat{s}_{j}\right\rangle_{\partial \Omega}^{2} . \tag{5.6}
\end{equation*}
$$

Thus $L_{\theta}$ is a linear isometry of $L^{2}(\partial \Omega, d \sigma)$ onto $H^{\theta}(\partial \Omega)$, so the imbedding of $H^{s}(\partial \Omega)$ into $L^{2}(\partial \Omega, d \sigma)$ is compact whenever $s>0$. A translation in $s$ then yields that the imbedding of $H^{s_{2}}(\partial \Omega)$ into $H^{s_{1}}(\partial \Omega)$ is compact whenever $s_{1}<s_{2}$.

The family of spaces $H^{s}(\partial \Omega)$ with $s \geq 0$ forms an interpolatory family (or scale) of real Hilbert spaces, as these $s$-norms satisfy the following log-convexity inequality.

Theorem 5.2. Assume that $\Omega, \partial \Omega$ satisfy (B2) and $H^{s}(\partial \Omega)$ is defined as above. If $0 \leq s_{1}<s_{2}$ and $s=(1-\theta) s_{1}+\theta s_{2}$ with $0 \leq \theta \leq 1$, then

$$
\begin{equation*}
\|g\|_{s, \partial \Omega} \leq\|g\|_{s_{1}, \partial \Omega}^{1-\theta}\|g\|_{s_{2}, \partial \Omega}^{\theta} \quad \text { for all } \quad g \in H^{s_{2}}(\partial \Omega) \tag{5.7}
\end{equation*}
$$

Proof. This is obviously true when $\theta=0$ or 1 . Assume $0<\theta<1$. Then from (5.2),

$$
\begin{equation*}
\|g\|_{s, \partial \Omega}^{2}:=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{2 s} g_{j}{ }^{2} . \tag{5.8}
\end{equation*}
$$

Factor each term in the sum, so that $\left(1+\delta_{j}\right)^{2 s} g_{j}{ }^{2}=c_{j} d_{j}$ with

$$
c_{j}:=\left(1+\delta_{j}\right)^{s_{1}(1-\theta)} g_{j}{ }^{2(1-\theta)}, \quad d_{j}:=\left(1+\delta_{j}\right)^{s_{2} \theta} g_{j}{ }^{2 \theta} .
$$

Apply Holder's inequality to (5.8) with $p:=1 /(1-\theta), p^{*}:=\theta^{-1}$. Then inequality (5.7) follows.

Suppose $F$ is a continuous linear functional on $H^{s}(\partial \Omega)$ with $s \geq 0$. $F$ will be represented by a function $f \in L^{2}(\partial \Omega, d \sigma)$, provided

$$
\begin{equation*}
F(g)=|\partial \Omega|^{-1} \int_{\partial \Omega} f g d \sigma=\langle f, g\rangle_{\partial \Omega} \quad \text { for all } \quad g \in H^{s}(\partial \Omega) . \tag{5.9}
\end{equation*}
$$

When $f, g$ have Steklov expansions of the form (4.4) with Steklov coefficients $f_{j}, g_{j}$, then this becomes

$$
\begin{equation*}
F(g)=\sum_{j=0}^{\infty} f_{j} g_{j} . \tag{5.10}
\end{equation*}
$$

Use of Schwarz's inequality here shows that each $f \in L^{2}(\partial \Omega, d \sigma)$ represents a continuous linear functional on such $H^{s}(\partial \Omega)$.

For $s<0$, define the space $H^{s}(\partial \Omega)$ to be the completion of the space $L^{2}(\partial \Omega, d \sigma)$ with respect to the inner product and norm of (5.2). Elements of this space will be called generalized functions on $\partial \Omega$. Below we shall show that $H^{-s}(\partial \Omega)$ is precisely the dual space of $H^{s}(\partial \Omega)$ with respect to the pairing induced by the $L^{2}$-inner product on $\partial \Omega$. When $\partial \Omega$ is a $C^{\infty}$-manifold, these will be spaces of distributions on $\partial \Omega$.

It is straightforward to verify that $H^{s}(\partial \Omega)$ with $s<0$ is a real Hilbert space under the inner product of (5.2). The following theorem specifies the duality relationship.

Theorem 5.3. Assume that $\Omega, \partial \Omega$ satisfy $(\mathrm{B} 2), H^{s}(\partial \Omega)$ is defined as above with $s>0$, and $F$ is a continuous linear functional on $H^{s}(\partial \Omega)$. Then there is a unique generalized function $f \in H^{-s}(\partial \Omega)$ such that

$$
\begin{equation*}
F(g)=\langle f, g\rangle_{\partial \Omega} \quad \text { for all } \quad g \in H^{s}(\partial \Omega) . \tag{5.11}
\end{equation*}
$$

Moreover the dual norm of $F$ is $\|f\|_{-s, \partial \Omega}$.
Proof. Rewrite each term in the sum (5.10) as the product of

$$
c_{j}:=\mu_{j}^{-1} f_{j} \quad \text { and } \quad d_{j}:=\mu_{j} g_{j} \quad \text { with } \quad \mu_{j}:=\left(1+\delta_{j}\right)^{s} .
$$

Apply Schwarz's inequality to (5.10). Then the definitions of the norms yield

$$
\begin{equation*}
|F(g)| \leq\|f\|_{-s, \partial \Omega}\|g\|_{s, \partial \Omega} . \tag{5.12}
\end{equation*}
$$

Moreover equality holds here whenever $f_{j}=\left(1+\delta_{j}\right)^{2} g_{j}$ for all $j \geq 0$. Since $F$ is continuous if and only if it is bounded, we see that each continuous linear functional on $H^{s}(\partial \Omega)$ will be represented by a generalized function in $H^{-s}(\partial \Omega)$. The dual norm is defined by

$$
\|F\|_{* s}:=\sup _{\|g\|_{s, \partial \Omega} \leq 1}|F(g)|,
$$

so (5.12) shows that it is given by the norm on $H^{-s}(\partial \Omega)$.
6. Spectral representation of the normal derivative operator. When $\partial \Omega$ is locally a $C^{1}$-manifold, then the exterior unit normal $\nu$ is a continuous vector field. The exterior normal derivative of a $C^{1}$-function $u$ on $\bar{\Omega}$ is then given by

$$
\begin{equation*}
D_{\nu} u(x):=\nabla u(x) \cdot \nu(x) \quad \text { for } x \in \partial \Omega . \tag{6.1}
\end{equation*}
$$

When the Steklov eigenfunctions are sufficiently smooth, then (3.2) and (4.1) imply that

$$
\begin{equation*}
D_{\nu} s_{j}(x)=\frac{\delta_{j}}{|\partial \Omega| \sqrt{\left(1+\delta_{j}\right)}} \hat{s}_{j}(x) \quad \text { for } x \in \partial \Omega \text { and } j \geq 0 \tag{6.2}
\end{equation*}
$$

Take this to hold for each Steklov eigenfunction. When $v \in \mathcal{H}(\Omega)$ has a Steklov expansion of the form (3.6), define the linear extension of $D_{\nu}$ to be

$$
\begin{equation*}
D_{\nu} v=|\partial \Omega|^{-1} \sum_{j=1}^{\infty} \frac{\delta_{j}}{\sqrt{\left(1+\delta_{j}\right)}}\left[v, s_{j}\right]_{\partial} \hat{s_{j}} . \tag{6.3}
\end{equation*}
$$

The $H^{s}$-norm of this generalized function on $\partial \Omega$ is

$$
\begin{equation*}
\left\|D_{\nu} v\right\|_{s, \partial \Omega}^{2}=|\partial \Omega|^{-2} \sum_{j=1}^{\infty}\left(1+\delta_{j}\right)^{2 s-1} \delta_{j}^{2}\left[v, s_{j}\right]_{\partial}^{2} \tag{6.4}
\end{equation*}
$$

In view of this calculation, this operator satisfies the following.
Theorem 6.1. Assume that $\Omega, \partial \Omega$ satisfy (B2), and $H^{s}(\partial \Omega)$ is defined in section 5. Then the operator $D_{\nu}$ defined by (6.3) is a continuous map from $\mathcal{H}(\Omega)$ to $H^{s}(\partial \Omega)$ for $s \leq-1 / 2$.

Proof. From (6.4), the operator will be continuous if and only if there is a constant $C>0$ such that

$$
\left(1+\delta_{j}\right)^{2 s-1} \delta_{j}^{2} \leq C \quad \text { for all } j \geq 0
$$

Since $\delta_{j} \rightarrow \infty$, this holds if and only if $s \leq-1 / 2$.
7. Explicit inner product on $\boldsymbol{H}^{\mathbf{1 / 2}}(\partial \Omega)$. When $f, g \in H^{1 / 2}(\partial \Omega)$, the inner product on $H^{1 / 2}(\partial \Omega)$ was defined in section 5 in terms of a Steklov series expansion. Here it will be shown to have an expression in terms of the boundary trace and a normal derivative.

Given $g \in H^{1 / 2}(\partial \Omega)$, let $E g$ be its harmonic extension in $\mathcal{H}(\Omega)$ defined by (4.6). Then the outward normal derivative $D_{\nu} E g$ will be in $H^{-1 / 2}(\partial \Omega)$ from Theorem 6.1.

Theorem 7.1. Assume that $\Omega, \partial \Omega$ satisfy (B2) and $H^{1 / 2}(\partial \Omega)$ is defined as above. Then $E$ is a linear isometry from $H^{1 / 2}(\partial \Omega)$ to $\mathcal{H}(\Omega)$ and

$$
\begin{equation*}
[f, g]_{1 / 2, \partial \Omega}=\langle f, g+| \partial \Omega\left|D_{\nu} E g\right\rangle_{\partial \Omega} \quad \text { for all } f, g \in H^{1 / 2}(\partial \Omega) \tag{7.1}
\end{equation*}
$$

Proof. From (4.6),

$$
E g(x)=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)^{1 / 2} g_{j} s_{j}(x)
$$

so

$$
\begin{equation*}
\|E g\|_{\partial}^{2}=\sum_{j=0}^{\infty}\left(1+\delta_{j}\right)\left|g_{j}\right|^{2}=\|g\|_{1 / 2, \partial \Omega}^{2} \quad \text { for all } g \in H^{1 / 2}(\partial \Omega) \tag{7.2}
\end{equation*}
$$

Hence $E$ is an isometry as claimed. Substitute for $E g$ in (6.3). Then

$$
D_{\nu} E g(x)=|\partial \Omega|^{-1} \sum_{j=0}^{\infty} \delta_{j} g_{j} \hat{s_{j}}(x)
$$

This and the orthonormality of $\hat{\mathcal{S}}$ yield that

$$
\begin{equation*}
\langle f, g+| \partial \Omega\left|D_{\nu} E g\right\rangle_{\partial \Omega}=\sum_{j=0}^{\infty} f_{j}\left(1+\delta_{j}\right) g_{j} \tag{7.3}
\end{equation*}
$$

which is (7.1).
This result (7.1) may be written formally as

$$
[f, g]_{1 / 2, \partial \Omega}=\int_{\partial \Omega} f\left(|\partial \Omega|^{-1} g+D_{\nu} g\right) d \sigma
$$

so the $(1 / 2)$-norm is defined by the quadratic form

$$
\begin{equation*}
\|g\|_{1 / 2, \partial \Omega}^{2}=\int_{\partial \Omega}\left[|\partial \Omega|^{-1} g^{2}+g D_{\nu} g\right] d \sigma \tag{7.4}
\end{equation*}
$$

That is, $H^{1 / 2}(\partial \Omega)$ is the space of all functions in $L^{2}(\partial \Omega, d \sigma)$ for which this quadratic form is finite. Here $D_{\nu} g$ is actually the outward normal derivative of the harmonic extension of $g$ to $\Omega$.
8. The inner product on $\boldsymbol{H}^{-\mathbf{1} / \mathbf{2}}(\boldsymbol{\partial} \boldsymbol{\Omega})$. The space $H^{-1 / 2}(\partial \Omega)$ was defined as the completion of $L^{2}(\partial \Omega, d \sigma)$ with respect to the inner product defined by (5.2) with $s=-1 / 2$. In this section, this inner product will be characterized in terms of the solution of a Robin boundary value problem for Laplace's equation. More specifically, it will be described using a variational principle for such solutions.

Given $g \in H^{-1 / 2}(\partial \Omega)$, define the functional $\mathcal{D}: H^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{D}(u):=\int_{\Omega}|\nabla u|^{2} d x+|\partial \Omega|^{-1} \int_{\partial \Omega}|\Gamma u|^{2} d \sigma-2\langle g, \Gamma u\rangle_{\partial \Omega} \tag{8.1}
\end{equation*}
$$

Consider the variational principle of minimizing $\mathcal{D}$ on $H^{1}(\Omega)$. The essential results about this problem can be stated as follows.

Theorem 8.1. Assume that $\Omega, \partial \Omega$ satisfy (B2), $g \in H^{-1 / 2}(\partial \Omega)$, and $\mathcal{D}$ is defined by (8.1). Then there is a unique minimizer $\hat{u}$ of $\mathcal{D}$ on $H^{1}(\Omega)$ and it satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla v d x+\langle(\Gamma u-g), \Gamma v\rangle_{\partial \Omega}=0 \quad \text { for all } \quad v \in H^{1}(\Omega) \tag{8.2}
\end{equation*}
$$

Proof. The existence of a unique minimizer of $\mathcal{D}$ on $H^{1}(\Omega)$ is Theorem 9.2 of [4] with $\tau=1 / 2$ and $g \in L^{2}(\partial \Omega, d \sigma)$. The extension to $g \in H^{-1 / 2}(\partial \Omega)$ is straightforward.

This functional $\mathcal{D}$ is convex and $G$-differentiable on $H^{1}(\Omega)$ and its derivative can be obtained from Theorems 3.1 and 6.1 of [4]. The left-hand side of (8.2) is the directional derivative of $\mathcal{D}$, so the extremality conditions imply that $\hat{u}$ will be a minimizer of $\mathcal{D}$ on $H^{1}(\Omega)$ if and only if it is a solution of (8.2).

Note that (8.2) is the weak form of the Robin boundary value problem

$$
\begin{equation*}
\Delta u=0 \quad \text { on } \Omega \quad \text { with }|\partial \Omega| D_{\nu} u+u=g \quad \text { on } \partial \Omega \tag{8.3}
\end{equation*}
$$

When $v \in H_{0}^{1}(\Omega)$, then $\Gamma v \equiv 0$, so (8.2) implies that (2.4) holds or the solution $\hat{u}$ is harmonic on $\Omega$. Let $\hat{u}$ have a Steklov expansion of the form

$$
\begin{equation*}
\hat{u}(x):=\sum_{j=0}^{\infty} u_{j} s_{j}(x) \quad \text { on } \Omega . \tag{8.4}
\end{equation*}
$$

Then, from (4.2), the boundary trace $\Gamma \hat{u}$ is given by

$$
\begin{equation*}
\Gamma \hat{u}:=\sum_{j=0}^{\infty} \frac{u_{j}}{\sqrt{\left(1+\delta_{j}\right)}} \hat{s_{j}} . \tag{8.5}
\end{equation*}
$$

Assume that $g \in H^{-1 / 2}(\partial \Omega)$ has the Steklov representation

$$
\begin{equation*}
g:=\sum_{j=0}^{\infty} g_{j} \hat{s_{j}} \quad \text { with } g_{j}:=\left\langle g, \hat{s_{j}}\right\rangle_{\partial \Omega} \tag{8.6}
\end{equation*}
$$

Substitute $v=s_{0}$ in (8.2) to find that $u_{0}=g_{0}$.
For $k \geq 1$, put $v=s_{k}$ in (3.1). Then

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla s_{k} d x=\delta_{k}\left\langle s_{k}, \Gamma u\right\rangle_{\partial \Omega} \quad \text { for all } \quad u \in H^{1}(\Omega) \tag{8.7}
\end{equation*}
$$

Substitute this in (8.2) with $v=s_{k}$, to obtain

$$
\begin{equation*}
\left(1+\delta_{k}\right)\left\langle\Gamma \hat{u}, \hat{s_{k}}\right\rangle_{\partial \Omega}=\left\langle g, \hat{s_{k}}\right\rangle_{\partial \Omega} \quad \text { for all } k \geq 1 \tag{8.8}
\end{equation*}
$$

The expression (8.5) for $\Gamma \hat{u}$ yields that the Steklov coefficients $u_{k}$ of the solution of this variational problem are given by

$$
\begin{equation*}
u_{k}=\left(1+\delta_{k}\right)^{-1 / 2} g_{k} \quad \text { for each } k \geq 0 \tag{8.9}
\end{equation*}
$$

Define $G_{R}: H^{-1 / 2}(\partial \Omega) \rightarrow \mathcal{H}(\Omega)$ to be the solution operator of this variational problem. Equations (8.4) and (8.9) show that $G_{R}$ has the Steklov spectral representation

$$
\begin{equation*}
\hat{u}(x):=G_{R} g(x)=\sum_{k=0}^{\infty}\left(1+\delta_{k}\right)^{-1 / 2} g_{k} s_{k}(x) \tag{8.10}
\end{equation*}
$$

for any $g \in H^{-1 / 2}(\partial \Omega)$ as in (8.6). The boundary trace of this function will be

$$
\begin{equation*}
\Gamma G_{R} g=\sum_{k=0}^{\infty}\left(1+\delta_{k}\right)^{-1} g_{k} \hat{s_{k}} \tag{8.11}
\end{equation*}
$$

Moreover a straightforward computation shows that

$$
\begin{equation*}
\left\|\Gamma G_{R} g\right\|_{1 / 2, \partial \Omega}=\|g\|_{-1 / 2, \partial \Omega} \tag{8.12}
\end{equation*}
$$

so this operator $\Gamma G_{R}$ is an isometric linear mapping of $H^{-1 / 2}(\partial \Omega)$ onto $H^{1 / 2}(\partial \Omega)$. More generally $\Gamma G_{R}$ will be an isometry from any space $H^{s}(\partial \Omega)$ onto $H^{s+1}(\partial \Omega)$.

This, together with the orthonormality of $\hat{\mathcal{S}}$, proves the following theorem.
Theorem 8.2. Assume that $\Omega, \partial \Omega$ satisfy (B2) and $G_{R}$ is the operator defined by (8.11). Then the inner product on $H^{-1 / 2}(\partial \Omega)$ obeys

$$
\begin{equation*}
[f, g]_{-1 / 2, \partial \Omega}=\left\langle f, \Gamma G_{R} g\right\rangle_{\partial \Omega} \quad \text { for all } f, g \in H^{-1 / 2}(\partial \Omega) \tag{8.13}
\end{equation*}
$$

For other negative values of $s$, the inner products on $H^{s}(\partial \Omega)$ may be defined using fractional powers of the operator $\Gamma G_{R}$.
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We describe the Hamiltonian structures, including the Poisson brackets and Hamiltonians, for free boundary problems for incompressible fluid flows with vorticity. The Hamiltonian structure is used to obtain variational principles for stationary gravity waves for both irrotational flows and flows with vorticity.
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1. Introduction. In 1933 Friedrichs [9] proposed the functional

$$
J(\psi)=\iiint_{0 \leq \psi \leq 1}\left[(\nabla \psi)^{2}+v^{2}(x, y)\right] d^{2} \mathbf{x}
$$

where $\psi$ is the stream function for an incompressible flow, as a variational method of obtaining solutions to free boundary value problems. Critical points of $J$ are harmonic functions which satisfy the condition

$$
(\nabla \psi)^{2}=v^{2}
$$

on the free boundary, given by $\psi=1$. The free boundary condition relevant to theory of gravity waves, however, is the Bernoulli equation

$$
\frac{(\nabla \varphi)^{2}}{2}+g \zeta=\mathrm{constant}
$$

where $\varphi$ is either the velocity potential for irrotational flow or the stream function in the case of flows with vorticity. Thus some other variational principle is needed for the study of gravity waves.

Recently, a variational principle for gravity waves with vorticity was given by Constantin, Sattinger, and Strauss [7], using a direct, "hands-on" approach. More generally, a variational principle for a stationary wave may be obtained for systems possessing a Hamiltonian structure by minimizing the Hamiltonian computed in a Galilean frame moving with the wave. We illustrate that approach in this study.

We begin with a brief review of Euler's equations of incompressible flows and the associated free boundary value problems; in section 3 we describe the Hamiltonian structure of these problems, for irrotational flows and flows with vorticity, as given by Lewis et al. [15]. All the functions under consideration in this article, including the free boundaries, are assumed to be smooth.

[^53]2. Incompressible fluid flows. Let the velocity field of an incompressible fluid in a fixed region $\mathcal{D}$ be denoted by $\mathbf{v}$. The incompressibility of the fluid is expressed by the condition $\operatorname{div} \mathbf{v}=0$. We must have $\mathbf{v} \cdot \nu=0$ on the boundary of $\mathcal{D}$, where $\nu$ is the outward unit normal at the boundary. Euler's equations of motion for the flow of an inviscid, incompressible fluid are
\[

$$
\begin{gather*}
\frac{d \mathbf{x}}{d t}=\mathbf{v}, \quad \rho \frac{d \mathbf{v}}{d t}=\rho\left(\mathbf{v}_{t}+(\mathbf{v} \cdot \nabla) \mathbf{v}\right)=-\nabla(p-\mathbf{g} \cdot \mathbf{x})  \tag{2.1}\\
\operatorname{div} \mathbf{v}=0
\end{gather*}
$$
\]

where $\rho$ is the density, $p$ is the hydrodynamic pressure, and $\mathbf{g} \cdot \mathbf{x}$ is the gravitational potential. Henceforth we take $\rho=1$.

Given a manifold $\mathcal{D} \in \mathbb{R}^{3}$ with smooth boundary, we denote by $\mathcal{L}^{2}(\mathcal{D})$ the Hilbert space of vector fields on $\mathcal{D}$ with the inner product

$$
\langle\mathbf{v}, \mathbf{w}\rangle=\iiint_{\mathcal{D}} \mathbf{v} \cdot \mathbf{w} d^{3} \mathbf{x}
$$

We denote by $\mathcal{L}_{\pi}$ the closed subspace of $\mathcal{L}^{2}(\mathcal{D})$ generated by vector fields, of the form $\mathbf{w}=\nabla p$ for some function $p$ with finite Dirichlet norm. The orthogonal complement $\mathcal{L}_{\sigma}=\mathcal{L}_{\pi}^{\perp}$ is the space of all vector fields $\mathbf{v}$ for which $\langle\mathbf{v}, \nabla p\rangle=0$ for all $p \in W^{1,2}(\mathcal{D})$. By applying the Gauss divergence theorem, we see that if $\mathbf{v} \in \mathcal{L}^{2}(\mathcal{D})$ and is smooth, say $C^{1}$, then $\operatorname{div} \mathbf{v}=0$ and $\mathbf{v} \cdot \nu=0$ on $\Sigma=\partial \mathcal{D}$, where $\nu$ denotes the outward unit normal on $\Sigma$. The Hilbert space $\mathcal{L}_{\sigma}$ is the space of weakly divergence-free vector fields. We denote the orthogonal projections onto $\mathcal{L}_{\sigma}$ and $\mathcal{L}_{\pi}$ by $P_{\sigma}$ and $P_{\pi}$, respectively.

In many applications the fluid is not confined to a fixed region but instead carries the region with it. In such cases, the region $\mathcal{D}$ occupied by the fluid must also be determined. Such problems are called free boundary problems and occupy a substantial part of the literature on incompressible flows.

Given an irrotational flow (curl $\mathbf{v}=0$ ) on a simply connected domain, there is velocity potential $\varphi$ for which $\mathbf{v}=\nabla \varphi$. The velocity potential is defined only up to an arbitrary function of time; the transformation $\varphi \mapsto \varphi+k(t)$ is called a gauge transformation and will play a role in what follows.

The equation $\operatorname{div} \mathbf{v}=0$ implies that $\varphi$ is harmonic. Substituting $\mathbf{v}=\nabla \varphi$ into the second equation in (2.1) we obtain

$$
\nabla\left(\varphi_{t}+\frac{1}{2}(\nabla \varphi)^{2}+g z+p\right)=0
$$

hence

$$
\varphi_{t}+\frac{1}{2}(\nabla \varphi)^{2}+g z+p=k(t)
$$

for some function of time, which can be eliminated by a gauge transformation of the velocity potential. We always choose the gauge to be such that

$$
\varphi_{t}+\frac{1}{2}(\nabla \varphi)^{2}+g z+p=0
$$

everywhere in the fluid.
An interface between the fluid and another medium-for example, air-is called a free surface. If the pressure is constant in the air, then it is also constant at the
surface of the fluid, and we may normalize the pressure to be zero at the free surface. Hence we obtain Bernoulli's equation

$$
\varphi_{t}+\frac{1}{2}(\nabla \varphi)^{2}+g z=0
$$

where $g z$ is the gravitational potential on the free surface.
The free surface is given in space-time by $\phi=0$, where $\phi(x, y, z, t)=z-\zeta(x, y, t)$. The free surface moves with the fluid; hence the material derivative of $\phi$ vanishes, and

$$
0=\frac{d \phi}{d t}=\frac{d}{d t}(z-\zeta)=v^{3}-\zeta_{t}-v^{1} \zeta_{x}-v^{2} \zeta_{y}
$$

Thus

$$
\zeta_{t}+v^{1} \zeta_{x}+v^{2} \zeta_{y}-v^{3}=0
$$

This is called the kinematic condition on the free surface.
This collection of equations for gravity waves on a free surface is known as Euler's equations for waves on the surface of an inviscid, incompressible fluid with irrotational flow in the region $\mathcal{D}=\{(x, y, z): 0 \leq z \leq h+\zeta(x, y, t)\}$. They are

$$
\begin{array}{rlrl}
\Delta \varphi=0, & 0 \leq y \leq h+\zeta, \\
\zeta_{t}+\varphi_{x} \zeta_{x}+\varphi_{y} \zeta_{y}=\varphi_{z} & & \text { on } S, \\
\varphi_{t}+\frac{1}{2}|\nabla \varphi|^{2}+g z=0 & & \text { on } S,  \tag{2.3}\\
\varphi_{z}=0 & & \text { on } z=0 .
\end{array}
$$

Here, $\varphi$ is the velocity potential of the flow, and $\zeta(x, y, t)$ the displacement of the fluid surface from equilibrium. We have neglected surface tension. The second equation is known as the kinematic equation; the third equation is Bernoulli's equation. At rest, the fluid lies in the region $0 \leq z \leq h ; g$ is the acceleration due to gravity. The free surface is denoted by $S=\{(x, y, z): z=h+\zeta(x, y, t)\}$.

The two physical constants in the theory are $g$ and $h$. Let $c$ denote a characteristic velocity (e.g., the velocity of a gravity wave); then $h / c$ is a characteristic time. We introduce dimensionless variables

$$
(x, y, z)=h\left(x^{\prime}, y^{\prime}, z^{\prime}\right), \quad t=h t^{\prime} / c, \quad \varphi=\operatorname{ch} \varphi^{\prime}
$$

Equation (2.3) now becomes

$$
\begin{equation*}
\varphi_{t^{\prime}}^{\prime}+\frac{1}{2}\left(\nabla^{\prime} \varphi^{\prime}\right)^{2}+\lambda \zeta=0, \quad \lambda=\frac{g h}{c^{2}} \tag{2.4}
\end{equation*}
$$

where $\lambda$ is the inverse square of the Froude number. The other equations in Euler's system are unchanged under the rescaling. From now on we drop the primes and understand that we are working in nondimensional variables.

The Euler equations are invariant under the one parameter subgroup of Galilean boosts along the $x$ axis, given by

$$
\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=(x-c t, y, t), \quad \mathbf{v}^{\prime}\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\mathbf{v}(x, y, t)-(c, 0)
$$

The velocity potential, however, is determined only up to a function of time. Thus the Galilean boosts on the velocity potential are given by

$$
\varphi^{\prime}\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\varphi(x, y, t)-c x+q(t)
$$

Under these Galilean boosts,

$$
\begin{equation*}
\frac{\partial \varphi^{\prime}}{\partial t^{\prime}}+\frac{1}{2}\left(\nabla^{\prime} \varphi^{\prime}\right)^{2}=\frac{\partial \varphi}{\partial t}+\frac{1}{2}(\nabla \varphi)^{2}+q^{\prime}(t)-\frac{1}{2} c^{2} \tag{2.5}
\end{equation*}
$$

The result follows by direct calculation, noting that

$$
\frac{\partial}{\partial t^{\prime}}=\frac{\partial}{\partial t}+c \frac{\partial}{\partial x}, \quad \frac{\partial}{\partial x^{\prime}}=\frac{\partial}{\partial x}
$$

Proposition 2.1. Suppose the solutions of Euler's equations are stationary in a Galilean frame moving with speed $c$. Then $\zeta_{t^{\prime}}=\varphi_{t^{\prime}}^{\prime}=0$, and, choosing $q(t)=c^{2} t$, the conditions on the free surface are (dropping the primes)

$$
\begin{equation*}
\varphi_{x} \zeta_{x}=\varphi_{y}, \quad \frac{\varphi_{x}^{2}+\varphi_{y}^{2}}{2}+\lambda \zeta=\frac{c^{2}}{2} \tag{2.6}
\end{equation*}
$$

Proof. By (2.5) the Bernoulli equation in the moving frame is

$$
\varphi_{t^{\prime}}^{\prime}+\frac{1}{2}\left(\nabla^{\prime} \varphi^{\prime}\right)^{2}+\lambda \zeta^{\prime}=q^{\prime}\left(t^{\prime}\right)-\frac{1}{2} c^{2}
$$

As $x \rightarrow \pm \infty, \zeta^{\prime} \rightarrow 0$ while $\left(\nabla^{\prime} \varphi^{\prime}\right)^{2} \rightarrow c^{2}$. Moreover, $\varphi_{t^{\prime}}^{\prime}=0$ by the assumption of stationarity. These conditions force the choice $q^{\prime}=c^{2}$, and the result follows. The kinematic equation in the moving frame is immediate. $\quad$ ]

Proposition 2.2. Let $\mathbf{v}$ be a divergence-free vector field in a domain $\mathcal{D}$. There is a unique orthogonal decomposition, known as the Weyl-Hodge decomposition,

$$
\begin{gather*}
\mathbf{v}=\mathbf{w}+\nabla \varphi  \tag{2.7}\\
\Delta \varphi=0, \quad \varphi_{\nu}=\mathbf{v} \cdot \nu ; \quad \operatorname{div} \mathbf{w}=0, \quad \mathbf{w} \cdot \nu=0 \tag{2.8}
\end{gather*}
$$

The proof is left to the reader.
3. Poisson structures. Let $M$ be a $C^{\infty}$ manifold of dimension $n$, and let $F, G \in$ $C^{\infty}(M)$. A bilinear form $\{F, G\}$ is said to be a Poisson bracket if

- $\{F, G\}=-\{G, F\}$;
- $\{F, G H\}=\{F, G\} H+G\{F, H\}$;
- $\{\{F, G\}, H\}+\{\{G, H\}, F\}+\{\{H, F\}, G\}=0$.

The second property implies that the Poisson bracket is a derivation in each of its entries. Hence any $H \in C^{\infty}(M)$ generates a vector field $X_{H}$, called a Hamiltonian vector field on $M$, defined by $X_{H} F=\{H, F\}$. The Hamiltonian vector field $X_{H}$ generates a flow on $M$; if $x^{i}$ are a set of local coordinates on $M$, then the time evolution of the $x^{i}$ on that chart is given by the ordinary differential equations

$$
\dot{x}^{i}=\left\{H, x^{i}\right\}
$$

Due to the fact that the bracket acts as a derivation on each of its entries, we may represent a Poisson bracket in the form

$$
\{F, G\}=\sum_{j, k=1}^{n} W^{j k} \frac{\partial F}{\partial x^{j}} \frac{\partial G}{\partial x^{k}}
$$

where $W^{j k}(x)$ is a skew-symmetric matrix.
If $\operatorname{det} W \neq 0$, then it is easily seen that $n$ must be even. A classical theorem of Darboux states that in this case it is always possible to find a set of local coordinates, called canonical coordinates $q^{i}, p^{i}(1 \leq i \leq n / 2)$, in which the Poisson brackets take the form

$$
\{F, G\}=\sum_{j=1}^{n} \frac{\partial F}{\partial p^{j}} \frac{\partial G}{\partial q^{j}}-\frac{\partial F}{\partial q^{j}} \frac{\partial G}{\partial p^{j}}
$$

A manifold with a Poisson bracket is called a Poisson manifold; if the brackets are nondegenerate, the manifold is called a symplectic manifold. On a symplectic manifold, the Hamiltonian flow takes the form

$$
\dot{q}^{i}=\frac{\partial H}{\partial p^{i}}, \quad \dot{p}^{i}=-\frac{\partial H}{\partial q^{i}}
$$

In this paper we shall restrict ourselves to the case in which $M$ is a linear vector space with an inner product $\langle$,$\rangle , and we shall write the Poisson brackets in the form$

$$
\{F, G\}=\left\langle\nabla F, J_{x} \nabla G\right\rangle
$$

where $J_{x}$ is a skew-symmetric linear transformation on $M$ and $\nabla F$ is the gradient of the function $F$. The gradient is characterized as follows. Differentiating $F(x(t))$ along a curve $x(t)$ on $M$, we have

$$
\frac{d}{d t} F=\langle\nabla F, \dot{x}\rangle .
$$

If $J_{x}$ is nonsingular, then the Poisson brackets are nondegenerate and have locally a canonical system of coordinates. In many problems of physical interest, however, the Poisson brackets are degenerate, i.e., $\operatorname{det} J_{x}=0$. For example, in the study of rigid motions about a fixed point in $\mathbb{R}^{3}$, the Poisson bracket is

$$
\begin{equation*}
\{F, G\}=\langle\nabla F, \mathbf{x} \times \nabla G\rangle \tag{3.1}
\end{equation*}
$$

The operator $J_{\mathbf{x}}$ is defined by $J_{\mathbf{x}} \mathbf{v}=\mathbf{x} \times \mathbf{v}$; hence $\operatorname{ker}\left(J_{\mathbf{x}}\right)=\mathbb{R} \mathbf{x}$.
The bracket (3.1) vanishes for all regular functions $G$ whenever $F$ is spherically symmetric. Such a function $F$ is called a Casimir. It is invariant under any Hamiltonian flow generated by these brackets.

Any Poisson bracket on an odd-dimensional manifold must be degenerate and therefore have Casimirs. The bracket (3.1) is an example of a noncanonical Poisson bracket.

The formalism of Poisson brackets and Hamiltonian flows can be extended to infinite dimensions-for example, in the study of continuum mechanics-although a number of technical difficulties arise. In particular, Poisson structures play a useful role in the theory of the Euler equations for an incompressible fluid. Two important such brackets are the Poisson bracket introduced by Arnold [3, 4, 5] in his study of incompressible fluids on fixed domains, and the Poisson bracket implicit in Zakharov's fundamental discovery [18] of the Hamiltonian structure of the Euler equations of gravity waves.
3.1. Arnold's Poisson brackets. Arnold observed that Euler's equations for an incompressible fluid in a fixed domain $\mathcal{D}$ are directly analogous to his equations for rigid body motion and that they have a Hamiltonian structure with the Hamiltonian and Poisson brackets given respectively by

$$
\begin{equation*}
H=\iiint_{\mathcal{D}} \frac{1}{2} \mathbf{v} \cdot \mathbf{v} d^{3} \mathbf{x} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\{F, G\}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot\left(\operatorname{curl} \mathbf{v} \times \frac{\delta G}{\delta \mathbf{v}}\right) d^{3} \mathbf{x} \tag{3.3}
\end{equation*}
$$

Here, $F$ and $G$ are functionals on $\mathcal{L}_{\sigma}$ with gradients in $\mathcal{L}_{\sigma}$. The gradient of $F$ is $\delta F / \delta \mathbf{v}$, the Euler-Lagrange derivative of $F$ with respect to $\mathbf{v}$. For example, $\frac{\delta H}{\delta \mathbf{v}}=\mathbf{v}$. The operator $J_{\mathbf{v}}$ in this case is

$$
J_{\mathbf{v}} \mathbf{w}=P_{\sigma}(\operatorname{curl} \mathbf{v} \times \mathbf{w})
$$

Let us show that (2.1) are the Hamiltonian equations generated by (3.2) and (3.3). We have

$$
\begin{gathered}
\dot{F}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \mathbf{v}_{t} d^{3} \mathbf{x} \\
\{H, F\}=\iiint_{\mathcal{D}} \frac{\delta H}{\delta \mathbf{v}} \cdot\left(\operatorname{curl} \mathbf{v} \times \frac{\delta F}{\delta \mathbf{v}}\right) d^{3} \mathbf{x}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot(\mathbf{v} \times \operatorname{curl} \mathbf{v}) d^{3} \mathbf{x}
\end{gathered}
$$

The Hamiltonian flow $\dot{F}=\{H, F\}$ implies that

$$
\begin{equation*}
\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot\left(\mathbf{v}_{t}+(\operatorname{curl} \mathbf{v}) \times \mathbf{v}\right) d^{3} \mathbf{x}=0 \tag{3.4}
\end{equation*}
$$

for all admissible $F$ on $\mathcal{L}_{\sigma}$.
All linear functionals of the form $F_{\mathbf{w}}(\mathbf{v})=\langle\mathbf{w}, \mathbf{v}\rangle$ are admissible, and the gradient of $F_{\mathbf{w}}$ is the vector $\mathbf{w}$. Therefore $\mathbf{v}_{t}+(\operatorname{curl} \mathbf{v}) \times \mathbf{v}$ belongs to $\mathcal{L}_{\sigma}^{\perp}=\mathcal{L}_{\pi}$. Hence it is a gradient, and

$$
\mathbf{v}_{t}+(\operatorname{curl} \mathbf{v}) \times \mathbf{v}=\nabla f
$$

for some function $f$. The Euler momentum equations (2.1) follow from this and the vector identity

$$
\begin{equation*}
(\operatorname{curl} \mathbf{v}) \times \mathbf{v}=(\mathbf{v} \cdot \nabla) \mathbf{v}-\frac{1}{2} \nabla|\mathbf{v}|^{2} \tag{3.5}
\end{equation*}
$$

if we let $f=-p+\frac{1}{2} \nabla|\mathbf{v}|^{2}$.
Just as in the case of rigid motion, the Arnold bracket is degenerate. This degeneracy is related to the action of the (formal) group of volume preserving diffeomorphisms acting on $\mathcal{D}$. Arnold's Poisson bracket is an example of a Lie-Poisson bracket.
3.2. Zakharov's Poisson brackets. In 1968, Zakharov made a striking observation: Euler's equations for irrotational gravity waves have a canonical Hamiltonian structure. The Hamiltonian (in nondimensional variables) is

$$
H=\frac{1}{2} \iiint_{\mathcal{D}}(\nabla \varphi)^{2} d^{3} \mathbf{x}+\frac{1}{2} \lambda \iint_{\mathbb{R}^{2}} \zeta^{2}(x, y, t) d^{2} \mathbf{x}
$$

The Poisson brackets implicit in Zakharov's observation are the canonical brackets

$$
\{F, G\}=\iint_{\mathbb{R}^{2}}\left(\frac{\delta F}{\delta \varphi} \frac{\delta G}{\delta \zeta}-\frac{\delta F}{\delta \zeta} \frac{\delta G}{\delta \varphi}\right) d^{2} \mathbf{x}
$$

the Hamiltonian flow is then the canonical flow

$$
\zeta_{t}=\frac{\delta H}{\delta \varphi}, \quad \varphi_{t}=-\frac{\delta H}{\delta \zeta} .
$$

The Hamiltonian $H$ is regarded as a functional of $(\widetilde{\varphi}, \zeta)$, where $\zeta=\zeta(x, y, t)$ is the height of the free surface and $\widetilde{\varphi}=\left.\varphi\right|_{S}$ is the trace of the harmonic function $\varphi$ on the free surface, with $\varphi_{\nu}=0$ on the bottom. The evolution takes place in the space of harmonic functions on $\mathcal{D}$.

Zakharov's result is verified by calculating the gradients of $H$ with respect to $\zeta$ and $\varphi$. Now

$$
\left.\frac{d}{d \varepsilon} H\left(\varphi, \zeta_{\varepsilon}\right)\right|_{\varepsilon=0}=\iint_{\mathbb{R}^{2}}\left[\frac{1}{2}(\nabla \widetilde{\varphi})^{2}+\lambda \zeta\right] \delta \zeta d^{2} \mathbf{x}
$$

where $\nabla \widetilde{\varphi}$ denotes $\left.\nabla \varphi\right|_{\mathbb{R}^{2}}$. By identification,

$$
\frac{\delta H}{\delta \zeta}=\frac{1}{2}(\nabla \widetilde{\varphi})^{2}+\lambda \zeta
$$

Similarly,

$$
\begin{aligned}
\left.\frac{d}{d \varepsilon} H\left(\widetilde{\varphi}_{\varepsilon}, \zeta\right)\right|_{\varepsilon=0} & =\iiint_{\mathcal{D}} \nabla \varphi \cdot \nabla \delta \varphi d^{3} \mathbf{x} \\
& =-\iiint_{\mathcal{D}} \delta \varphi \Delta \varphi d^{3} \mathbf{x}+\iint_{\Sigma} \delta \varphi \frac{\partial \varphi}{\partial \nu} d S=\iint_{\Sigma} \delta \varphi \frac{\partial \varphi}{\partial \nu} d S
\end{aligned}
$$

since $\varphi$ is harmonic in $\mathcal{D}$ and $\varphi_{\nu}=0$ on the bottom.
On the free surface

$$
\widetilde{\varphi}_{\nu} d S=\nabla \widetilde{\varphi} \cdot \frac{\left(-\zeta_{x},-\zeta_{y}, 1\right)}{\sqrt{1+\zeta_{x}^{2}+\zeta_{y}^{2}}} \sqrt{1+\zeta_{x}^{2}+\zeta_{y}^{2}} d^{2} \mathbf{x}
$$

so

$$
\frac{\delta H}{\delta \widetilde{\varphi}}=\widetilde{\varphi}_{z}-\widetilde{\varphi}_{x} \zeta_{x}-\widetilde{\varphi}_{y} \zeta_{y}
$$

The free boundary equations (2.2) and (2.3) are thus precisely the Hamiltonian equations for this system.

Remark. The effects of surface tension can be obtained by simply adding the boundary integral

$$
\sigma \iint_{\Sigma} d S
$$

to the Hamiltonian, where $\sigma$ is the coefficient of surface tension and $d S$ is the element of surface area on the free surface $S$. The inclusion of surface tension leads to an additional term in the Bernoulli equation; when the free surface is a graph $z=$ $\zeta(x, y, t)$, it is

$$
\varphi_{t}+\frac{1}{2}|\nabla \varphi|^{2}+g z=\sigma \operatorname{div} \frac{\nabla \zeta}{\sqrt{1+(\nabla \zeta)^{2}}}, \quad \nabla \zeta=\left(\zeta_{x}, \zeta_{y}\right)
$$

The potential energy can also be written as the integral of the gravitational potential over the fluid domain, so that the Hamiltonian for gravity waves including the effects of surface tension is

$$
\begin{equation*}
H=\iiint_{\mathcal{D}}\left[\frac{(\nabla \varphi)^{2}}{2}+\lambda U_{+}(\mathbf{x})\right] d^{3} \mathbf{x}+\sigma \iint_{S} d S \tag{3.6}
\end{equation*}
$$

where $U_{+}(\mathbf{x})$ is the gravitational potential, truncated in such a way that the integral over the unbounded domain $\mathcal{D}$ converges. When the fluid is a horizontal layer and the gravity field is constant in the negative $z$ direction, we take $U_{+}=(z-1)_{+}$, where $z_{+}$denotes the function given by $z$ when $z>0$ and by 0 when $z<0$. The factor $g$ has been absorbed into the pure parameter $\lambda$.
4. Free boundary flows with vorticity. Free boundary value flows with vorticity, with both gravitational forces and surface tension included, are generated by the Hamiltonian

$$
\begin{equation*}
H=\iiint_{\mathcal{D}} \mathcal{E} d^{3} \mathbf{x}+\sigma \iint_{\Sigma} d S, \quad \mathcal{E}=\frac{\mathbf{v} \cdot \mathbf{v}}{2}+\lambda U_{+}(\mathbf{x}) \tag{4.1}
\end{equation*}
$$

The corresponding Poisson brackets are [15]

$$
\begin{equation*}
\{F, G\}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot\left(\operatorname{curl} \mathbf{v} \times \frac{\delta G}{\delta \mathbf{v}}\right) d^{3} \mathbf{x}+\iint_{\Sigma}\left(\frac{\delta F}{\delta \varphi} \frac{\delta G}{\delta \Sigma}-\frac{\delta F}{\delta \Sigma} \frac{\delta G}{\delta \varphi}\right) d S \tag{4.2}
\end{equation*}
$$

where $\Sigma$ is the free boundary and $d S$ is the element of surface area on $\Sigma$.
Admissible functionals are regarded as functions of $\mathbf{v}$ and $\Sigma$, the free boundary of $\mathcal{D}$, and their gradients are defined implicitly by the relation

$$
\left.\frac{d}{d \varepsilon} F\left(\mathbf{v}_{\varepsilon}, \Sigma_{\varepsilon}\right)\right|_{\varepsilon=0}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \delta \mathbf{v} d^{3} \mathbf{x}+\iint_{\Sigma} \frac{\delta F}{\delta \Sigma} \delta \Sigma d S
$$

Variations with respect to the free surface are restricted to normal variations, in a sense explained below. Admissible functionals $F$ are those for which $\delta F / \delta \mathbf{v}$ is a divergence free vector field. We require that $\iint_{\mathcal{D}} \delta \Sigma d S=0$, reflecting the fact that only volume preserving variations are allowed. This means that the gradient of a functional with respect to $\Sigma$ is determined only up to a constant.

Let $\mathcal{L}_{d}(\mathcal{D})$ be the space of divergence-free $L^{2}$ vector fields on $\mathcal{D}$. Let $P_{1}$ and $P_{2}$ be the orthogonal projections defined by $P_{1} \mathbf{v}=\mathbf{w}$ and $P_{2} \mathbf{v}=\nabla \varphi$ in the Weyl-Hodge decomposition.

Lemma 4.1. Let

$$
F(\mathbf{v}, \Sigma)=\iiint_{\mathcal{D}} \mathcal{F}(\mathbf{v}, \mathbf{x}) d^{3} \mathbf{x}+\sigma \iint_{\Sigma} d S
$$

be an admissible functional. Then

$$
\frac{\delta F}{\delta \mathbf{w}}=P_{1} \frac{\delta F}{\delta \mathbf{v}} \in \mathcal{L}^{2}\left(\mathcal{D}, d^{3} \mathbf{x}\right)
$$

The gradients with respect to $\varphi$ and $\Sigma$ lie in $\mathcal{L}^{2}(\Sigma, d S)$ and are given by

$$
\frac{\delta F}{\delta \varphi}=\left.\frac{\delta F}{\delta \mathbf{v}}\right|_{\Sigma} \cdot \nu, \quad \frac{\delta F}{\delta \Sigma}=\mathcal{F}(\mathbf{v}, \mathbf{x})+\left.\sigma \kappa\right|_{\Sigma} \quad \bmod \text { constant }
$$

where $\kappa$ is the mean curvature function on $\Sigma$.
Proof. Applying the Weyl-Hodge decomposition to both $\delta \mathbf{v}$ and $\delta F / \delta \mathbf{v}$ we obtain

$$
\left\langle\frac{\delta F}{\delta \mathbf{v}}, \delta \mathbf{v}\right\rangle=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \delta \mathbf{v} d^{3} \mathbf{x}=\iiint_{\mathcal{D}} P_{1} \frac{\delta F}{\delta \mathbf{v}} \cdot \delta \mathbf{w}+P_{2} \frac{\delta F}{\delta \mathbf{v}} \cdot \delta \nabla \varphi d^{3} \mathbf{x}
$$

By the uniqueness of the Weyl-Hodge decomposition, we may conclude

$$
\frac{\delta F}{\delta \mathbf{w}}=P_{1} \frac{\delta F}{\delta \mathbf{v}}, \quad \frac{\delta F}{\delta \varphi}=P_{2} \frac{\delta F}{\delta \mathbf{v}}
$$

Since $\delta F / \delta \mathbf{v}$ is divergence-free, we have, by the divergence theorem,

$$
\iiint_{\mathcal{D}} P_{2} \frac{\delta F}{\delta \mathbf{v}} \cdot \delta \nabla \varphi d^{3} \mathbf{x}=\iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \nabla \delta \varphi d^{3} \mathbf{x}=\iint_{\partial \mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \nu \delta \varphi d S
$$

and the second relation follows.
Let $\Sigma_{\varepsilon}$ be a one parameter family of surfaces parameterized by a vector valued map

$$
\mathbf{X}(u, v, \varepsilon)=\mathbf{X}_{0}(u, v)+\varepsilon \delta \Sigma \mathbf{N}(u, v)
$$

where $\mathbf{N}$ is the normal vector field to $\Sigma$. For $\varepsilon$ sufficiently small, the symmetric difference $\mathcal{D}_{\varepsilon} \Delta \mathcal{D}$ of the domains bounded respectively by $\Sigma_{\varepsilon}$ and $\Sigma$ is contained in a tubular neighborhood of $\Sigma$. In this neighborhood, the volume element of the 3 -space can be written as $d^{3} \mathbf{x}=d r d S$, where $d S$ is the area element on $\Sigma$ and $d r$ corresponds to the normal coordinate in the tubular neighborhood. We get

$$
\begin{aligned}
\delta \iiint_{\mathcal{D}} \mathcal{F}(\mathbf{v}, \mathbf{x}) d^{3} \mathbf{x} & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \iiint_{\mathcal{D}_{\varepsilon} \Delta \mathcal{D}} \mathcal{F}(\mathbf{v}, \mathbf{x}) d^{3} \mathbf{x} \\
& =\iint_{\Sigma}\left(\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{\varepsilon \delta \Sigma} \mathcal{F}(\mathbf{v}, \mathbf{x}) d r\right) d S=\iint_{\Sigma} \mathcal{F}(\mathbf{v}, \mathbf{x}) \delta \Sigma d S
\end{aligned}
$$

On the other hand, by classical differential geometry,

$$
\delta \iint_{\Sigma} d S=\iint_{\Sigma} \kappa \delta \Sigma d S
$$

where $\kappa$ is the mean curvature function on $\Sigma$, and this completes the proof of Lemma 4.1.

Let us derive the equations of motion from the Hamiltonian structure. We have

$$
\frac{\delta H}{\delta \mathbf{v}}=\mathbf{v}, \quad \frac{\delta H}{\delta \varphi}=\mathbf{v} \cdot \nu, \quad \frac{\delta H}{\delta \Sigma}=\left.\mathcal{E}\right|_{\Sigma}+\sigma \kappa
$$

From $\dot{F}=\{H, F\}$, we get

$$
\begin{align*}
& \iiint_{\mathcal{D}} \frac{\delta F}{\delta \mathbf{v}} \cdot \mathbf{v}_{t} d^{3} \mathbf{x}+\iint_{\Sigma} \frac{\delta F}{\delta \Sigma} \Sigma_{t} d S  \tag{4.3}\\
& \quad=\iiint_{\mathcal{D}}(\mathbf{v} \times(\operatorname{curl} \mathbf{v})) \cdot \frac{\delta F}{\delta \mathbf{v}} d^{3} \mathbf{x}+\iint_{\Sigma}\left(\mathbf{v} \cdot \nu \frac{\delta F}{\delta \Sigma}-(\mathcal{E}+\sigma \kappa) \frac{\delta F}{\delta \varphi}\right) d S
\end{align*}
$$

Since

$$
\iint_{\Sigma} \mathcal{E} \frac{\delta F}{\delta \varphi} d S=\iint_{\Sigma} \mathcal{E} \frac{\delta F}{\delta \mathbf{v}} \cdot \nu d S=\iiint_{\mathcal{D}} \nabla \mathcal{E} \cdot \frac{\delta F}{\delta \mathbf{v}} d^{3} \mathbf{x}
$$

and $\delta F / \delta \mathbf{v}$ is divergence-free, we get from (4.3), using functionals for which $\delta F / \delta \varphi=$ 0,

$$
\mathbf{v}_{t}+(\operatorname{curl} \mathbf{v}) \times \mathbf{v}=\nabla(-p+\mathcal{E}), \quad \Sigma_{t}=\left.\mathbf{v} \cdot \nu\right|_{\Sigma}
$$

The boundary condition on the bottom is $\mathbf{v} \cdot \nu=0$, where $\nu$ is the outward normal.
The first equation, together with (3.5), implies that $\Delta p=-\operatorname{div}(\mathbf{v} \cdot \nabla) \mathbf{v}$. Substituting the two equations above into (4.3), we obtain

$$
\iiint_{\mathcal{D}} \nabla p \cdot \frac{\delta F}{\delta \mathbf{v}} d^{3} \mathbf{x}-\iint_{\Sigma} \sigma \kappa \frac{\delta F}{\delta \varphi} d S=0
$$

for all admissible functionals $F$. Applying the divergence theorem to the integral over $\mathcal{D}$ we obtain

$$
\iint_{\Sigma}(p-\sigma \kappa) \frac{\delta F}{\delta \varphi} d S=0
$$

for all admissible functionals $F$. But

$$
\iint_{\Sigma} \frac{\delta F}{\delta \varphi} d S=\iint_{\Sigma} \frac{\delta F}{\delta \mathbf{v}} \cdot \nu d S=\iiint_{\mathcal{D}} \operatorname{div} \frac{\delta F}{\delta \mathbf{v}} d^{3} \mathbf{x}=0
$$

and therefore

$$
\begin{equation*}
\left.p\right|_{\Sigma}=\sigma \kappa+\text { constant } \tag{4.4}
\end{equation*}
$$

Thus the Hamiltonian approach yields the dynamic conditions on the free boundary in the case of surface tension $[7,15,12]$.

Remark. In the general theory one considers normal variations of the free surface, whereas in the theory of gravity waves on a free surface over a horizontal bottom, it is customary to use the height of the free surface, $\zeta$. More generally, if the surface $\Sigma$ is a graph over a fixed manifold $\mathcal{M}$, we may represent $\Sigma$ by a "height" function $\zeta$ defined on $\mathcal{M}$. In that case we refer to $\delta \zeta$ as the "vertical" variation and $\delta \Sigma$ as the "normal" variation.

Proposition 4.2. Let $\delta \Sigma$ and $\delta \zeta$ denote the normal and vertical variations of a surface $\Sigma$ in the case when $\Sigma$ is a graph over a fixed manifold. Let $\Sigma$ be given in local coordinates by $\phi=0$, where $\phi=z-\zeta$. Then $\delta \zeta=|\nabla \phi| \delta \Sigma$.

Proof. Let $\mathbf{X}: U \mapsto \mathbb{R}^{3}$ be a local embedding of $\Sigma$ in $\mathbb{R}^{3}$, and let $\mathbf{X}_{\varepsilon}$ be a one parameter family of embeddings, with $\mathbf{X}_{0}=\mathbf{X}$. Then

$$
\delta \Sigma=\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0}\left(\mathbf{X}_{\varepsilon}(u, v)\right) \cdot \nu
$$

Let $\Sigma$ be defined by $\phi=0, \phi=z-\zeta$. Then $\mathbf{X}_{\varepsilon}=\left(u, v, \zeta_{\varepsilon}(u, v)\right.$, and

$$
\delta \Sigma=\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0}\left(\begin{array}{c}
u \\
v \\
\zeta_{\varepsilon}(u, v)
\end{array}\right) \cdot \nu=\left(\begin{array}{c}
0 \\
0 \\
\delta \zeta
\end{array}\right) \cdot \frac{\nabla \phi}{|\nabla \phi|}=\frac{\delta \zeta}{|\nabla \phi|}
$$

5. Variational principles for traveling waves. The Hamiltonian structure of the equations for gravity waves can be used to obtain variational principles for traveling waves-waves of constant speed and shape. Such a wave is a stationary solution of the Hamiltonian system in a Galilean frame moving with the wave; thus the wave is a critical point for the Hamiltonian, computed in such a reference frame. We apply the method here to the general case of gravity waves on a horizontal surface. The variational principle for irrotational flows given below appears to be new.

A variational approach, if successful, would permit a global treatment of the existence of traveling waves by the direct methods of the calculus of variation, but so far, the existence of traveling waves for potential flows of low amplitude has been proved by perturbation methods. The first existence theorems were given independently for periodic wave trains by Levi-Civita [14] and Struik [17] in the case of finite depth. The existence of the solitary wave, which is a more difficult problem, was first proved by Friedrichs and Hyers [10], since the bifurcation problem in this case is a singular perturbation problem (see the discussion by Sattinger [16]). These authors used conformal mapping techniques. A dynamical systems approach to the existence of traveling waves has been developed by Kirchgässner [13]; Amick and Toland [2] have shown that periodic wave trains tend to a solitary wave in the limit as the period tends to infinity.

In the direct method, one first uses compactness properties of the functional to obtain a minimum from a minimizing sequence. In general, this guarantees only a weak solution of the associated Euler-Lagrange equations. In many cases, these are elliptic equations, and it is possible to prove sufficient regularity of the weak solution to show that in fact it is a classical solution to the problem. (See Alt and Caffarelli [1] for functionals of Friedrichs' type.) For the present, we simply indicate the method for the problems discussed here in the theorems below.

THEOREM 5.1. Euler's equations for gravity waves are the Euler-Lagrange equations for the functional

$$
\begin{equation*}
\mathcal{H}(\varphi, \zeta)=\iint_{\mathcal{D}_{\zeta}}\left[\frac{1}{2}\left[(\nabla \varphi)^{2}-1\right]+\lambda(y-1)_{+}\right] d^{2} \mathbf{x} \tag{5.1}
\end{equation*}
$$

where

$$
\begin{gathered}
y_{+}= \begin{cases}0, & y \leq 0 \\
y, & y \geq 0\end{cases} \\
\mathcal{D}_{\zeta}=\{(x, y):-\infty<x<\infty, 0 \leq y \leq 1+\zeta(x)\}
\end{gathered}
$$

and the minimum is taken over all functions $\varphi$ for which

$$
\iint_{\mathcal{D}}\left[\left(\varphi_{x}-1\right)^{2}+\varphi_{y}^{2}\right] d^{2} \mathbf{x}<+\infty
$$

If $(\varphi, \zeta)$ is a local minimum of $\mathcal{H}$, then $\varphi$ is harmonic on the interior of $\mathcal{D}_{\zeta}$; if $\zeta$ is $C^{1}$ and $\varphi \in H^{2}(\mathcal{D})$, then the kinematic and Bernoulli equations hold on the free surface.

Remark. The Hamiltonian (5.1) is the renormalization of the Hamiltonian in the moving frame. By carrying out the integration in $y$ we obtain

$$
\iint_{\mathcal{D}}(y-1)_{+} d^{2} \mathbf{x}=\frac{1}{2} \int_{-\infty}^{\infty} \zeta^{2} d x
$$

thus $\mathcal{H}$ can also be written

$$
\mathcal{H}(\varphi, \zeta)=\iint_{\mathcal{D}} \frac{1}{2}\left[(\nabla \varphi)^{2}-1\right] d^{2} \mathbf{x}+\frac{\lambda}{2} \int_{-\infty}^{\infty} \zeta^{2}(x) d x
$$

If $\varphi \in H^{2}(\mathcal{D})$ and $\zeta \in C^{1}$, then $\nabla \varphi$ has an $L^{2}$ trace on the boundary $y=\zeta$, and Stokes' theorem applies.

Proof. Let $(\varphi, \zeta)$ be a minimizer of $\mathcal{H}$ and suppose that $\zeta$ is $C^{1}$ and $\varphi \in H^{2}(\mathcal{D})$. Let $\left(\varphi_{\varepsilon}, \zeta_{\varepsilon}\right)$ be a one parameter family of admissible functions and denote the corresponding domains by $\mathcal{D}_{\varepsilon}$. By the calculations in section 3.2 we have

$$
\begin{aligned}
\delta \mathcal{H}(\delta \varphi, \delta \zeta) & =\left.\frac{\partial H\left(\varphi_{\varepsilon}, \zeta_{\varepsilon}\right)}{\partial \varepsilon}\right|_{\varepsilon=0} \\
& =-\iint_{\mathcal{D}} \Delta \varphi \delta \varphi d^{2} \mathbf{x}+\oint_{\partial \mathcal{D}} \varphi_{\nu} \delta \varphi d s+\int_{-\infty}^{+\infty}\left[\frac{1}{2}(\nabla \varphi)^{2}-\frac{1}{2}+\lambda \zeta\right] \delta \zeta d x \\
& =0
\end{aligned}
$$

for all admissible $\delta \varphi, \delta \zeta$.
Since the bottom is fixed, $\varphi_{\nu}=0$ on $y=0$. We first restrict ourselves to variations for which $\delta \zeta=\left.\delta \varphi\right|_{S}=0$. Then the double integral must vanish for a set of variations $\delta \varphi$ which are dense in $L^{2}(\mathcal{D})$; it follows that $\varphi$ is harmonic in the interior of $\mathcal{D}$. As before, $\varphi_{\nu} d s=\nabla \varphi \cdot\left(-\zeta_{x}, 1\right) d x=\left(\varphi_{y}-\zeta_{x} \varphi_{x}\right) d x$, and so

$$
\delta \mathcal{H}=\int_{-\infty}^{+\infty}\left[\left(\frac{(\nabla \varphi)^{2}-1}{2}+\lambda \zeta\right) \delta \zeta+\left(\varphi_{y}-\varphi_{x} \zeta_{x}\right) \delta \varphi\right] d x
$$

Setting first $\delta \zeta=0$ and letting $\delta \varphi$ vary on $\Sigma$, we obtain the kinematic equation on the free surface. Therefore the second term always vanishes. Now allowing $\delta \zeta$ to vary, we see that Bernoulli's equation holds on $\Sigma$.
6. A variational problem with constraint. Whereas Friedrich's paper shows that Bernoulli's equation is not obtained when the functional $J$ is minimized with respect to the stream function, Constantin, Sattinger, and Strauss showed in [7] that traveling gravity waves in the rotational case are obtained as extremals of a variational problem for the stream function with constraints. The existence of traveling water waves with vorticity was established in [8] for the periodic case. In a recent Ph.D. thesis at Brown University, V. Hur [11] has constructed solitary waves with nonzero vorticity. Some of their qualitative properties were investigated in [6].

In the irrotational case we have the following theorem.
Theorem 6.1. Define the set of admissible functions $\mathcal{K}=\{\psi, \zeta\}$ with the following properties:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \zeta(x) d x=m, \quad \int_{-\infty}^{+\infty} \zeta^{2} d x<\infty \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\psi(x, 0)=0, \quad \psi(x, 1+\zeta(x))=1 \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\iint_{\mathcal{D}}\left[\psi_{x}^{2}+\left(\psi_{y}-1\right)^{2}\right] d^{2} \mathbf{x}<+\infty \tag{iii}
\end{equation*}
$$

Consider the variational problem

$$
\lambda=\inf _{\mathcal{K}} \frac{\iint_{\mathcal{D}}\left[(\nabla \psi)^{2}-1\right] d^{2} \mathbf{x}}{\int_{-\infty}^{+\infty} \zeta^{2} d x}
$$

Let $(\psi, \zeta)$ be a minimizer in $\mathcal{K}$ of the above variational principle. Then $\psi$ is harmonic in the interior of $\mathcal{D}$. If $\zeta$ is $C^{1}$ and $\psi \in H^{2}(\mathcal{D})$, then the Bernoulli equation is satisfied on the free surface $\psi=1$. Hence minima of the above variational problem provide an irrotational flow for the gravity wave problem.

Proof. Let $(\psi, \zeta)$ be a minimizer, and let $\psi_{\varepsilon}, \zeta_{\varepsilon}$ be a family of admissible functions with $\psi_{0}=\psi$ and $\zeta_{0}=\zeta$. Then $J(\varepsilon) \geq 0$ and $J(0)=0$, where

$$
J(\varepsilon)=\iint_{\mathcal{D}_{\varepsilon}}\left[\left(\nabla \psi_{\varepsilon}\right)^{2}-1\right] d^{2} \mathbf{x}-\lambda \int_{-\infty}^{+\infty} \zeta_{\varepsilon}^{2} d x
$$

Then $\delta J(\delta \psi, \delta \zeta)=0$ for all admissible variations, where

$$
\begin{aligned}
\delta J & =\iint_{\mathcal{D}} 2 \nabla \psi \cdot \nabla \delta \psi d^{2} \mathbf{x}+\int_{-\infty}^{+\infty}\left[(\nabla \psi)^{2}-1-2 \lambda \zeta\right] \delta \zeta d x \\
& =-2 \iint_{\mathcal{D}} \Delta \psi \delta \psi d^{2} \mathbf{x}+2 \oint_{\partial \mathcal{D}} \delta \psi \psi_{\nu} d s+\int_{-\infty}^{+\infty}\left[(\nabla \psi)^{2}-1-2 \lambda \zeta\right] \delta \zeta d x
\end{aligned}
$$

The integral over the bottom of the flow domain vanishes, since $\psi_{\nu}=0$ there. On the free surface (see $\delta(2)[9$, p. 65] )

$$
\delta \psi+\psi_{y} \delta \zeta=0
$$

This follows immediately by differentiating the relation $\psi_{\varepsilon}\left(x, 1+\zeta_{\varepsilon}(x)\right) \equiv 1$ with respect to $\varepsilon$ and setting $\varepsilon$ equal to zero. Similarly, differentiating the expression $\psi(x, 1+\zeta(x)) \equiv 1$ with respect to $x$ we find that $\psi_{x} / \psi_{y}=-\zeta_{x}$; hence

$$
\psi_{\nu}=\nabla \psi \cdot \nu=\nabla \psi \cdot \frac{\nabla \psi}{\|\nabla \psi\|}=\frac{(\nabla \psi)^{2}}{\sqrt{\psi_{x}^{2}+\psi_{y}^{2}}}=\frac{(\nabla \psi)^{2}}{\left|\psi_{y}\right| \sqrt{1+\zeta_{x}^{2}}}
$$

Hence $\delta J$ reduces to

$$
\begin{equation*}
\delta J=-2 \iint_{\mathcal{D}} \Delta \psi \delta \psi d^{2} \mathbf{x}-\int_{-\infty}^{+\infty}\left[(\nabla \psi)^{2}+1+2 \lambda \zeta\right] \delta \zeta d x \tag{6.1}
\end{equation*}
$$

First restrict the variations to fixed domains, $\delta \zeta=0$, and the first integral must vanish for all variations $\delta \psi$ which vanish on $\partial \mathcal{D}$. Hence $\psi$ is harmonic in the interior of $\mathcal{D}$, and the double integral vanishes.

We next consider variations of the domain. Since $\int \zeta_{\varepsilon} d x=m$ for all variations, we have $\int \delta \zeta d x=0$; then the condition

$$
\int_{-\infty}^{+\infty}\left((\nabla \psi)^{2}+1+2 \lambda \zeta\right) \delta \zeta d x=0
$$

for all such $\delta \zeta$ implies that the integrand is a constant. We therefore have $(\nabla \psi)^{2}+$ $2 \lambda \zeta+1=C=$ constant on the line; letting $x \rightarrow \infty$ and noting that $\zeta \rightarrow 0$ while $(\nabla \psi)^{2} \rightarrow 1$ we see that $C=2$, and the Bernoulli equation is satisfied.
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#### Abstract

In this paper we prove the existence of steady periodic two-dimensional capillarygravity waves on flows with an arbitrary vorticity distribution. The original free-surface problem is first transformed to a second-order quasi-linear elliptic equation with a second-order quasi-linear boundary condition in a fixed domain by a change of variables. We then use local bifurcation theory combined with the Schauder theory of elliptic equations with Venttsel boundary conditions and spectral theory in Pontryagin spaces to construct the solutions. We show that some bifurcation points are simple while others are double, a situation already known to occur in the case of irrotational capillary-gravity waves.
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1. Introduction. The mathematical studies of water waves have until recently been mainly restricted to irrotational flows (see, e.g., $[8,12,16,31,38]$ ). While the irrotational setting is regarded as appropriate for waves traveling into still water [19, 27], there are many situations in which it is necessary to take vorticity into account. For example, nonuniform currents generate water flows with vorticity [35, 36, 37] and the effect of a wind blowing in one direction results at first in the creation of capillary waves.

In the last few years there has been an increasing amount of research in the area of water waves with vorticity; see $[4,5]$ regarding the symmetry of rotational water waves, $[14,23,24,39]$ for questions of uniqueness, and $[2,3,6,7,40]$ for existence results. However, in all of these recent investigations the surface tension is neglected. It is therefore an interesting task to study the effects of surface tension in the presence of vorticity. The recent paper [41] dealt with the existence of pure capillary waves with vorticity, that is, the force of gravity was neglected. In the present paper we take into account both gravity and capillarity. It is known that the irrotational capillary-gravity wave problem is a single problem in which many different bifurcation phenomena appear. One of the main differences from the theory of pure capillary and gravity waves is the presence of double bifurcation points. Closely connected with this is the existence of secondary bifurcation points. We refer the reader to $[8,20,33,34]$ (finite depth) and [8, 21, 22] (infinite depth) for a detailed presentation of the local bifurcation theory of irrotational capillary-gravity waves. As we shall see, double bifurcation points also occur when vorticity is present. However, we do not fully investigate the structure of the solution set at these points.

The main result of this paper is the proof of the existence of steady periodic capillary-gravity waves for an arbitrary vorticity distribution. The proof is inspired by the approach in [7], but there are several interesting differences. We will first formulate the water wave problem in terms of the stream function. After this we perform

[^54]a change of variables which transforms the free-boundary problem into a second-order quasi-linear elliptic equation in a fixed domain. As in [41], one difference to the pure gravity problem is that this elliptic equation has a second-order boundary condition. This means that we cannot use the standard Schauder theory for elliptic equations, but instead have to rely on similar estimates for so-called Venttsel boundary conditions (see [29]). A perhaps more dramatic difference is that the eigenvalue problem associated with bifurcation is not a standard Sturm-Liouville problem. The operator $T$ involved is, however, self-adjoint with respect to an indefinite inner product (see [18]). Unlike the pure capillary case, the operator $T(\lambda)$ is not positive definite for all values of the bifurcation parameter $\lambda$. This is the key to why double bifurcation points occur when we also include gravity. After the proof of the main theorem, we investigate the distribution of the bifurcation points and present a necessary and sufficient condition for the existence of double bifurcation points. We also consider what happens as we vary the surface tension and gravity. Finally, at the end of the paper we take a closer look at the interesting special cases of irrotational flows $(\gamma \equiv 0)$ and flows with nonzero, constant vorticity.
2. Preliminaries. In this section we present the governing equations for cap-illary-gravity waves $[11,19]$. We consider two-dimensional waves propagating over water with a flat bed. In its undisturbed state the equation for the flat surface is $y=0$ and the flat bottom is given by $y=-d$ for some $d>0$. The $x$-variable represents the direction of propagation and the wavelength is $2 \pi / k$, where $k \in \mathbb{R}^{+}$is the wave number. The equations of motion are the equation of mass conservation
\[

$$
\begin{equation*}
u_{x}+v_{y}=0 \tag{2.1}
\end{equation*}
$$

\]

and Euler's equation

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}+v u_{y}=-P_{x}  \tag{2.2}\\
v_{t}+u v_{x}+v v_{y}=-P_{y}-g
\end{array}\right.
$$

where $P(t, x, y)$ denotes the pressure and $g$ is the gravitational constant. The boundary conditions for capillary-gravity waves are the dynamic boundary condition

$$
\begin{equation*}
P=P_{0}-\sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}} \quad \text { on } \quad y=\eta(t, x) \tag{2.3}
\end{equation*}
$$

$P_{0}$ being the constant atmospheric pressure and $\sigma>0$ being the coefficient of surface tension, as well as the kinematic boundary conditions

$$
\begin{equation*}
v=\eta_{t}+u \eta_{x} \quad \text { on } \quad y=\eta(t, x) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
v=0 \quad \text { on } \quad y=-d \tag{2.5}
\end{equation*}
$$

cf. [19].
We are looking for steady periodic waves traveling at speed $c>0$, that is, the space-time dependence of the free surface, the pressure, and the velocity field is of the form $(x-c t)$. The map $x-c t \mapsto x$ transforms (2.2)-(2.5) into the stationary problem

$$
\left\{\begin{array}{l}
(u-c) u_{x}+v u_{y}=-P_{x} \\
(u-c) v_{x}+v v_{y}=-P_{y}-g
\end{array} \quad \text { on } \quad-d<y<\eta(x)\right.
$$

and

$$
\left\{\begin{array}{l}
v=(u-c) \eta_{x} \text { at } \quad y=\eta(x) \\
P=P_{0}-\sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}} \text { at } \quad y=\eta(x) \\
v=0 \text { at } y=-d
\end{array}\right.
$$

The equation of mass conservation (2.1) allows us to introduce the (relative) stream function $\psi$, satisfying $\psi_{x}=-v, \psi_{y}=u-c$. The kinematic boundary condition then shows that $\psi$ is constant on the free surface, and we determine it uniquely by requiring that the constant value be zero. Field evidence indicates that for waves not near the spilling or breaking state, the propagation speed $c$ of the surface wave is considerably larger than the horizontal velocity $u$ of each individual water particle [28]. It follows that $\psi$ is a strictly decreasing function of $y$ for each fixed $x$. Let

$$
p_{0}=\int_{-d}^{\eta(x)}[u(x, y)-c] d y
$$

be the relative mass flux-it follows by differentiation, using (2.1) and (2.4), that this expression is independent of $x \in \mathbb{R}$. Then by construction $\psi=-p_{0}$ on the flat bottom. We can now pose problem (2.1)-(2.5) in terms of $\psi$ :

$$
\left\{\begin{array}{l}
\psi_{y} \psi_{x y}-\psi_{x} \psi_{y y}=-P_{x} \\
-\psi_{y} \psi_{x x}+\psi_{x} \psi_{x y}=-P_{y}-g
\end{array} \quad \text { on } \quad-d<y<\eta(x)\right.
$$

and

$$
\left\{\begin{array}{l}
\psi=0 \quad \text { at } \quad y=\eta(x) \\
P=P_{0}-\sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}} \quad \text { at } \quad y=\eta(x) \\
\psi=-p_{0} \quad \text { at } \quad y=-d
\end{array}\right.
$$

where $P, \psi$, and $\eta$ are $2 \pi / k$-periodic in the $x$-variable and $\psi_{y}<0$.
The vorticity $\omega$ is defined by $\omega=v_{x}-u_{y}$. The assumption $u<c$ guarantees that $\omega$ is a function of $\psi$, that is, $\omega=\gamma(\psi)$ (see [7]). Thus $\Delta \psi=-\omega=-\gamma(\psi)$. Introduce the function

$$
\Gamma(p)=\int_{0}^{p} \gamma(-s) d s, \quad p_{0} \leq p \leq 0
$$

and let $\Gamma_{\min } \leq 0$ be its minimum value. Using the equations of motion and the properties of $\psi$ we obtain Bernoulli's law, which states that

$$
E=\frac{(c-u)^{2}+v^{2}}{2}+g y+P-\Gamma(-\psi)
$$

is constant throughout the fluid. On the free surface we have

$$
E=\frac{(c-u)^{2}+v^{2}}{2}+g \eta+P_{0}-\sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}},
$$

so that letting $Q=2\left(E-P_{0}+g d\right)$ we obtain

$$
\left(\psi_{x}^{2}+\psi_{y}^{2}\right)+2 g(y+d)-2 \sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}}=Q
$$

on the free surface. This condition is equivalent to the dynamic boundary condition.
We have now obtained the following formulation of our problem:

$$
\left\{\begin{array}{l}
\Delta \psi=-\gamma(\psi) \quad \text { on } \quad-d<y<\eta(x) \\
|\nabla \psi|^{2}+2 g(y+d)-2 \sigma \frac{\eta_{x x}}{\left(1+\eta_{x}^{2}\right)^{\frac{3}{2}}}=Q \quad \text { at } \quad y=\eta(x) \\
\psi=0 \quad \text { at } \quad y=\eta(x) \\
\psi=-p_{0} \quad \text { at } \quad y=-d
\end{array}\right.
$$

The main difficulty with this formulation lies in the fact that $\eta$ is not known a priori. For this purpose, we make a change of variables due to Dubreil-Jacotin [13]. Since $\psi$ is constant on the free surface and on the bottom and strictly decreasing as a function of $y$, we choose the new variables $q=x, p=-\psi(x, y)$. A domain of one wavelength is then transformed to $R=\left\{(q, p) \in \mathbb{R}^{2}: 0<q<2 \pi / k, p_{0}<p<0\right\}$. Introducing the height function $h(q, p)=y+d$, we have

$$
h_{q}=\frac{v}{u-c}, \quad h_{p}=\frac{1}{c-u} .
$$

Thus

$$
v=-\frac{h_{q}}{h_{p}}, \quad u=c-\frac{1}{h_{p}}, \quad \partial_{x}=\partial_{q}-\frac{h_{q}}{h_{p}} \partial_{p}, \quad \partial_{y}=\frac{1}{h_{p}} \partial_{p}
$$

Note also that $\omega=\gamma(-p)$ and that $\eta(x)=h(q, 0)-d$. We obtain the following formulation of the capillary-gravity problem:

$$
\left\{\begin{array}{l}
\left(1+h_{q}^{2}\right) h_{p p}-2 h_{p} h_{q} h_{p q}+h_{p}^{2} h_{q q}=-\gamma(-p) h_{p}^{3} \quad \text { in } \quad p_{0}<p<0  \tag{2.6}\\
1+h_{q}^{2}+(2 g h-Q) h_{p}^{2}-2 \sigma \frac{h_{p}^{2} h_{q q}}{\left(1+h_{q}^{2}\right)^{\frac{3}{2}}}=0 \quad \text { on } \quad p=0 \\
h=0 \quad \text { on } \quad p=p_{0}
\end{array}\right.
$$

where $h$ is $2 \pi / k$-periodic in the $q$-variable and $h_{p}>0$ throughout $\bar{R}$.
So far we have derived (2.6) from (2.1)-(2.5). We shall now see that it is also possible to derive (2.1)-(2.5) starting with (2.6). Denote the fluid domain

$$
D_{\eta}=\left\{(x, y) \in \mathbb{R}^{2}:-d<y<\eta(x)\right\} .
$$

For the Hölder-parameter $\alpha \in(0,1)$, let $C_{\mathrm{per}}^{m+\alpha}\left(\bar{D}_{\eta}\right)$ be the space of functions $f: \bar{D}_{\eta} \rightarrow$ $\mathbb{R}$ with Hölder-continuous derivatives of exponent $\alpha$ up to order $m$, and with period $2 \pi / k$ in the $x$-variable. Similarly, $C_{\mathrm{per}}^{m+\alpha}(\mathbb{R})$ denotes the space of $2 \pi / k$-periodic realvalued functions on $\mathbb{R}$ of class $C^{m+\alpha}$. A small modification of the argument in [7] yields the following.

Proposition 2.1. Problem (2.6) is equivalent to (2.1)-(2.5). Furthermore, if $h \in C_{p e r}^{2+\alpha}(\bar{R})$, then $(u, v, \eta) \in C_{\text {per }}^{1+\alpha}\left(\overline{D_{\eta}}\right) \times C_{\text {per }}^{1+\alpha}\left(\overline{D_{\eta}}\right) \times C_{\text {per }}^{2+\alpha}(\mathbb{R})$, and if $h$ is even in the $q$-variable, then $u$ and $\eta$ are even in $x$ while $v$ is odd.

## 3. Main result.

THEOREM 3.1. Let the wave speed $c>0$, the relative mass flux $p_{0}<0$, the wave number $k \in \mathbb{R}^{+}$, and the vorticity function $\gamma \in C^{\alpha}\left[0,\left|p_{0}\right|\right], 0<\alpha<1$, be given. Then there exist infinitely many $C^{1}$ curves of small amplitude traveling wave solutions $(u, v, \eta)$ of $(2.1)-(2.5)$ in the space $C_{p e r}^{1+\alpha}\left(\overline{D_{\eta}}\right) \times C_{\text {per }}^{1+\alpha}\left(\overline{D_{\eta}}\right) \times C_{p e r}^{2+\alpha}(\mathbb{R})$, with period $2 \pi / k$, speed $c$, and relative mass flux $p_{0}$, satisfying $u<c$ throughout the fluid. In
particular, for sufficiently large numbers $n \in \mathbb{Z}^{+}$there exist waves of minimal period $2 \pi /(k n)$ with the property that (i) the wave profile $\eta$ has precisely one crest and one trough per period of length $2 \pi /(k n)$; (ii) the wave profile is strictly monotone between crest and trough; and (iii) the functions $u$ and $\eta$ are even, while $v$ is odd.

Remark.
(i) We would like to point out that the depth varies along the solution continuum.
(ii) In Theorems 3.11 and 4.1, we will present more details about the set of small amplitude solutions.

Lemma 3.2. The trivial solutions (parallel shear flows with flat surfaces) $h(q, p)=$ $H(p)$ of (2.6) are of the form

$$
H(p)=H(p ; \lambda)=\int_{0}^{p} \frac{d s}{\sqrt{\lambda+2 \Gamma(s)}}+\frac{Q-\lambda}{2 g}=\int_{p_{0}}^{p} \frac{d s}{\sqrt{\lambda+2 \Gamma(s)}}
$$

where $0 \leq-2 \Gamma_{\text {min }}<\lambda$ and

$$
Q(\lambda)=\lambda+2 g \int_{p_{0}}^{0} \frac{d p}{\sqrt{\lambda+2 \Gamma(p)}}
$$

Proof. A solution of the form $H(p)$ satisfies the ordinary differential equation

$$
H_{p p}=-\gamma(-p) H_{p}^{3}
$$

Integrating gives

$$
H_{p}(p)=(\lambda+2 \Gamma(p))^{-\frac{1}{2}}
$$

for $\lambda>-2 \Gamma_{\min }$. The surface boundary condition $1+(2 g H(0)-Q) H_{p}^{2}(0)=0$ yields $H(p)=\int_{0}^{p} \frac{d s}{\sqrt{\lambda+2 \Gamma(s)}}+\frac{Q-\lambda}{2 g}$ and the bottom boundary condition $H\left(p_{0}\right)=0$ gives the expression for $Q$.

Note that the function $Q(\lambda)$ is strictly convex for $\lambda>-2 \Gamma_{\min }$ with $\lim _{\lambda \rightarrow \infty} Q^{\prime}(\lambda)=$ 1 , respectively, $\lim _{\lambda \rightarrow-2 \Gamma_{\min }} Q^{\prime}(\lambda)=-\infty$. It follows that there is a unique $\lambda_{0}>$ $-2 \Gamma_{\text {min }}$ such that $Q^{\prime}\left(\lambda_{0}\right)=0$, that is,

$$
\begin{equation*}
\int_{p_{0}}^{0} \frac{d p}{\left(\lambda_{0}+2 \Gamma(p)\right)^{3 / 2}}=\frac{1}{g} \tag{3.1}
\end{equation*}
$$

For every $Q>Q\left(\lambda_{0}\right)$ there is exactly one $\lambda>\lambda_{0}$ satisfying $Q(\lambda)=Q$, while for some $Q$ there is a second solution in $\left(-2 \Gamma_{\min }, \lambda_{0}\right)$.

Our goal is to show that the curve of trivial solutions parameterized by $\lambda$ bifurcates at certain points. To identify these bifurcation points we will use the following tool.

Theorem 3.3 (see [9]). Let $X$ and $Y$ be Banach spaces, $I$ an open interval in $\mathbb{R}$ containing $\lambda^{*}$, and $\mathcal{F}: I \times X \mapsto Y$ a continuous map with the following properties:
(i) $\mathcal{F}(\lambda, 0)=0$ for all $\lambda \in I$;
(ii) $\mathcal{F}_{\lambda}, \mathcal{F}_{w}, \mathcal{F}_{\lambda w}$ exist and are continuous;
(iii) $\mathcal{N}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$ and $Y / \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$ are one-dimensional, with the null space generated by $w^{*}$; and
(iv) $\mathcal{F}_{\lambda w}\left(\lambda^{*}, 0\right) w^{*} \notin \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$.

Then there exists a continuous local bifurcation curve $\{(\lambda(s), w(s)):|s|<\varepsilon\}$ with $\varepsilon$ sufficiently small such that $(\lambda(0), w(0))=\left(\lambda^{*}, 0\right)$ and

$$
\{(\lambda, w) \in \mathcal{U}: w \neq 0, \mathcal{F}(\lambda, w)=0\}=\{(\lambda(s), w(s)): 0<|s|<\varepsilon\}
$$

for some neighborhood $\mathcal{U}$ of $\left(\lambda^{*}, 0\right) \in I \times X$. Moreover, we have

$$
w(s)=s w^{*}+o(s) \quad \text { in } X,|s|<\varepsilon .
$$

(v) If $\mathcal{F}_{w w}$ is also continuous, then the curve is of class $C^{1}$.

We will also need a slightly different bifurcation theorem based on the Morse lemma [17].

Theorem 3.4 (see [30]). Let $X, Y$, and $I$ be as in Theorem 3.3, and let $\mathcal{F}: I \times$ $X \rightarrow Y$ be a $C^{m}$-map with $m>2$. Suppose that for some $\lambda^{*} \in I$ we have
(i) $\mathcal{F}\left(\lambda^{*}, 0\right)=\mathcal{F}_{\lambda}\left(\lambda^{*}, 0\right)=0$;
(ii) $\mathcal{N}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$ and $Y / \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$ are one-dimensional, with the null space spanned by $w^{*}$;
(iii) $\mathcal{F}_{\lambda \lambda}\left(\lambda^{*}, 0\right) \in \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$ and $\mathcal{F}_{\lambda w}\left(\lambda^{*}, 0\right) w^{*} \notin \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)$.

Then the set of solutions of $\mathcal{F}(\lambda, w)=0$ near $\left(\lambda^{*}, 0\right)$ consists of two $C^{m-2}$ curves $\mathcal{C}_{1}, \mathcal{C}_{2}$ intersecting only at $\left(\lambda^{*}, 0\right)$. Furthermore, $\mathcal{C}_{1}$ is tangent to the $\lambda$-axis at $\left(\lambda^{*}, 0\right)$ and may be parameterized by $\lambda$ :

$$
(\lambda, w(\lambda)), \quad\left|\lambda-\lambda^{*}\right|<\varepsilon ;
$$

$\mathcal{C}_{2}$ may be parameterized by a variable $s,|s|<\varepsilon$, as

$$
\left(\lambda(s), s w^{*}+w(s)\right),
$$

with $w(0)=w^{\prime}(0)=0, \lambda(0)=\lambda^{*}$.
If $\mathcal{F}$ is regular enough, Theorem 3.3 follows as a special case of Theorem 3.4. In order to apply Theorems 3.3 and 3.4 , we formulate our problem as an abstract operator equation. Let $R$ be the rectangle $(0,2 \pi / k) \times\left(p_{0}, 0\right)$, let $T=\{p=0\}$ be the top, and let $B=\left\{p=p_{0}\right\}$ be the bottom of its closure $\bar{R}$, and define the spaces

$$
\begin{aligned}
X & =\left\{h \in C_{\mathrm{per}}^{2+\alpha}(\bar{R}): h=0 \text { on } B\right\}, \\
Y & =C_{\mathrm{per}}^{\alpha}(\bar{R}) \times C_{\mathrm{per}}^{\alpha}(T),
\end{aligned}
$$

where the subscript "per" means periodicity and evenness in the variable $q$. We also define the subspaces $X_{n} \subseteq X$ and $Y_{n} \subseteq Y$ for $n \in \mathbb{N}$, consisting of functions that are $2 \pi /(k n)$-periodic. For $n=0$ we take this to mean that $X_{n}$ and $Y_{n}$ consist of functions that are independent of $q$.

We define the nonlinear operator $\mathcal{G}: \mathbb{R} \times X \rightarrow Y$ by $\mathcal{G}(Q, h)=\left(\mathcal{G}_{1}(Q, h), \mathcal{G}_{2}(Q, h)\right)$, where

$$
\mathcal{G}_{1}(Q, h)=\left(1+h_{q}^{2}\right) h_{p p}-2 h_{p} h_{q} h_{p q}+h_{p}^{2} h_{q q}+\gamma(-p) h_{p}^{3}
$$

and

$$
\mathcal{G}_{2}(Q, h)=1+h_{q}^{2}+(2 g h-Q) h_{p}^{2}-2 \sigma \frac{h_{p}^{2} h_{q q}}{\left(1+h_{q}^{2}\right)^{\frac{3}{2}}} .
$$

Then $(Q, h)$ solves (2.6) if and only if $\mathcal{G}(Q, h)=0$.

In order to apply Theorem 3.3 we introduce the operator $\mathcal{F}(\lambda, w)=\mathcal{G}(Q(\lambda)$, $H(\lambda)+w)$ for $w \in X$ and $\lambda \in I=\left(-2 \Gamma_{\min }, \infty\right)$. Thus $\mathcal{F}(\lambda, w)=\left(\mathcal{F}_{1}(\lambda, w), \mathcal{F}_{2}(\lambda, w)\right)$, where

$$
\begin{array}{r}
\mathcal{F}_{1}(\lambda, w)=\left(1+w_{q}^{2}\right)\left(H_{p p}+w_{p p}\right)-2\left(H_{p}+w_{p}\right) w_{q} w_{p q} \\
+\left(H_{p}+w_{p}\right)^{2} w_{q q}+\gamma(-p)\left(H_{p}+w_{p}\right)^{3}
\end{array}
$$

and

$$
\mathcal{F}_{2}(\lambda, w)=1+w_{q}^{2}+(2 g(H+w)-Q)\left(H_{p}+w_{p}\right)^{2}-2 \sigma \frac{\left(H_{p}+w_{p}\right)^{2} w_{q q}}{\left(1+w_{q}^{2}\right)^{\frac{3}{2}}}
$$

We have $\mathcal{F}(\lambda, 0) \equiv 0$ by construction.
The Fréchet derivative of $\mathcal{F}$ with respect to $w$ at $w=0$ is the pair $\mathcal{F}_{w}(\lambda, 0)=$ $\left(\mathcal{F}_{1 w}(\lambda, 0), \mathcal{F}_{2 w}(\lambda, 0)\right)$, where

$$
\begin{aligned}
& \mathcal{F}_{1 w}(\lambda, 0)=\partial_{p}^{2}+H_{p}^{2} \partial_{q}^{2}+3 \gamma(-p) H_{p}^{2} \partial_{p} \quad \text { in } R \\
& \mathcal{F}_{2 w}(\lambda, 0)=\left.2\left(g \lambda^{-1}-\lambda^{\frac{1}{2}} \partial_{p}-\lambda^{-1} \sigma \partial_{q}^{2}\right)\right|_{T}
\end{aligned}
$$

since $H_{p}(0)=\lambda^{-\frac{1}{2}}$, so that the linearization of the problem (2.6) at $w=0$ is $\mathcal{F}_{w}(\lambda, 0) w=0$, i.e.,

$$
\left\{\begin{array}{l}
w_{p p}+H_{p}^{2} w_{q q}+3 \gamma(-p) H_{p}^{2} w_{p}=0 \quad \text { in } \quad p_{0}<p<0  \tag{3.2}\\
g w-\lambda^{\frac{3}{2}} w_{p}-\sigma w_{q q}=0 \quad \text { on } \quad p=0 \\
w=0 \quad \text { on } \quad p=p_{0}
\end{array}\right.
$$

Introducing $a_{\lambda}=\{\lambda+2 \Gamma(p)\}^{\frac{1}{2}}$, we can write this in the form

$$
\left\{\begin{array}{l}
\left\{a_{\lambda}^{3} w_{p}\right\}_{p}+a_{\lambda} w_{q q}=0 \quad \text { in } \quad p_{0}<p<0  \tag{3.3}\\
a_{\lambda}^{3} w_{p}+\sigma w_{q q}-g w=0 \quad \text { on } \quad p=0 \\
w=0 \quad \text { on } \quad p=p_{0}
\end{array}\right.
$$

For each $n \in \mathbb{N}$ we let $\mathcal{F}^{(n)}$ be the restriction of $\mathcal{F}$ to $I \times X_{n}$. Note that $\mathcal{F}^{(n)}\left(I \times X_{n}\right) \subseteq Y_{n}$.

LEMMA 3.5. For each fixed $\lambda$, the $\operatorname{map} \mathcal{F}_{w}^{(n)}(\lambda, 0): X_{n} \rightarrow Y_{n}$ is a Fredholm operator of index 0 .

Proof. For a fixed $\lambda \in I$ and $\mu \in \mathbb{R}$, define the operator $S(\mu): X_{n} \rightarrow Y_{n}$ by

$$
\begin{aligned}
& S_{1}(\mu)=\partial_{p}^{2}+H_{p}^{2} \partial_{q}^{2}+3 \gamma(-p) H_{p}^{2} \partial_{p}-\mu \\
& S_{2}(\mu)=\left.2\left(g \lambda^{-1}-\lambda^{\frac{1}{2}} \partial_{p}-\lambda^{-1} \sigma \partial_{q}^{2}+\mu \partial_{p}\right)\right|_{T}
\end{aligned}
$$

Then the map $\mu \mapsto S(\mu) \in B\left(X_{n}, Y_{n}\right)$ is continuous and the following estimate holds for some $C=C(\mu)>0$ :

$$
\begin{equation*}
\|w\|_{X} \leq C\left(\|w\|_{C^{0}(\bar{R})}+\|S(\mu) w\|_{Y}\right) \tag{3.4}
\end{equation*}
$$

cf. [29]. It follows at once that for a fixed $\mu, S(\mu)$ is semi-Fredholm, that is, it has finite-dimensional null space and closed range. For $\mu>\lambda^{1 / 2}$ the map $S(\mu)$ is an
isomorphism (see [29]) and therefore has index 0 . By continuity of the index, we infer that this is also true for $\mu=0$, whence the assertion follows.

For each $\lambda$ we introduce the inner product

$$
\left\langle\left(\mathcal{A}_{1}, \mathcal{B}_{1}\right),\left(\mathcal{A}_{2}, \mathcal{B}_{2}\right)\right\rangle_{Y}=\iint_{R} a^{3} \mathcal{A}_{1} \mathcal{A}_{2} d q d p+\frac{1}{2} \int_{T} a^{2} \mathcal{B}_{1} \mathcal{B}_{2} d q
$$

where $a=a_{\lambda}$, on $Y$. Note that $\mathcal{N}=\mathcal{N}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$ can be identified with the subspace $\widehat{\mathcal{N}}=\left\{(\mathcal{A}, \mathcal{B}) \in Y_{n}: \mathcal{A} \in \mathcal{N}, \mathcal{B}=\left.\mathcal{A}\right|_{T}\right\}$ of $Y_{n}$. We have the following characterization of the range of $\mathcal{F}_{w}^{(n)}(\lambda, 0): X_{n} \rightarrow Y_{n}$.

Lemma 3.6. The range of $\mathcal{F}_{w}^{(n)}(\lambda, 0)$ is given by the orthogonal complement $\hat{\mathcal{N}}^{\perp}$ of $\widehat{\mathcal{N}}$ in $Y_{n}$ with respect to the inner product $\langle\cdot, \cdot\rangle_{Y}$.

Proof. Let $(\mathcal{A}, \mathcal{B}) \in Y_{n}$ belong to the range of $\mathcal{F}_{w}^{(n)}(\lambda, 0)$, and let $\varphi \in \mathcal{N}=$ $\mathcal{N}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$. Then

$$
\iint_{R} \mathcal{A} \cdot a^{3} \varphi d q d p+\frac{1}{2} \int_{T} \mathcal{B} \cdot a^{2} \varphi d q=0
$$

Indeed, $(\mathcal{A}, \mathcal{B})$ belongs to $\mathcal{R}=\mathcal{R}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$ if and only if $\mathcal{A}=a^{-3}\left\{a^{3} v_{p}\right\}_{p}+a^{-2} v_{q q}$ in $R, \mathcal{B}=2\left(g a^{-2} v-a v_{p}-\sigma a^{-2} v_{q q}\right)$ on $T$. We have

$$
\begin{aligned}
& \iint_{R} \mathcal{A} \cdot a^{3} \varphi d q d p=\iint_{R}\left\{\left\{a^{3} v_{p}\right\}_{p}+a v_{q q}\right\} \varphi d q d p \\
= & \iint_{R}\left\{\left\{a^{3} \varphi_{p}\right\}_{p}+a \varphi_{q q}\right\} v d q d p+\int_{T} a^{3}\left\{v_{p} \varphi-v \varphi_{p}\right\} d q \\
= & \int_{T} a^{3}\left\{v_{p} \varphi-v \varphi_{p}\right\} d q,
\end{aligned}
$$

where the integral over $R$ vanishes because of the equation satisfied by $\varphi$.
On the top we have $2\left(v_{p} \varphi-v \varphi_{p}\right)=2 v_{p} \varphi-2 v\left(g a^{-3} \varphi-\sigma a^{-3} \varphi_{q q}\right)=-a^{-1} \mathcal{B} \varphi+$ $2 \sigma a^{-3}\left(v \varphi_{q q}-v_{q q} \varphi\right)$. Thus the last integral equals

$$
-\frac{1}{2} \int_{T} a^{2} \mathcal{B} \varphi d q+\sigma \int_{T}\left(v \varphi_{q q}-v_{q q} \varphi\right) d q
$$

where the last term disappears after an integration by parts. Thus $\mathcal{R}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$ $\subseteq \widehat{\mathcal{N}}^{\perp}$. Since $\operatorname{codim} \mathcal{R}=\operatorname{dim} \mathcal{N}=\operatorname{dim} \widehat{\mathcal{N}}=\operatorname{codim} \widehat{\mathcal{N}}^{\perp}<\infty$ (see [1]), we have $\overline{\mathcal{R}}=\widehat{\mathcal{N}}^{\perp}$.

Note that any function $\varphi \in X_{n}$ can be naturally identified with an element $\widehat{\varphi}=\left(\varphi,\left.\varphi\right|_{T}\right) \in Y_{n}$.

LEMMA 3.7. Let $0 \neq \varphi \in \mathcal{N}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$ be of the form $\varphi=W(p) \cos (k n q)$, $n \in \mathbb{N}$. Then $\left\langle\mathcal{F}_{w \lambda}(\lambda, 0) \varphi, \widehat{\varphi}\right\rangle_{Y} \neq 0$ and thus $\mathcal{F}_{w \lambda}^{(n)}(\lambda, 0) \varphi \notin \mathcal{R}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$.

Proof. Throughout the proof we let $a=a_{\lambda}$. Let us first calculate $\mathcal{F}_{w \lambda}$. We have

$$
\mathcal{F}_{w \lambda}(\lambda, 0)=\left(-a^{-4} \partial_{q}^{2}-3 \gamma a^{-4} \partial_{p},\left.2\left(a^{-4} \sigma \partial_{q}^{2}-\frac{1}{2} a^{-1} \partial_{p}-a^{-4} g\right)\right|_{T}\right)
$$

This yields

$$
\begin{aligned}
\left\langle\mathcal{F}_{w \lambda}(\lambda, 0) \varphi, \widehat{\varphi}\right\rangle_{Y} & =\iint_{R} a^{3} \varphi \cdot\left(-a^{-4} \varphi_{q q}-3 \gamma(-p) a^{-4} \varphi_{p}\right) d q d p \\
& +\int_{T} a^{2} \varphi \cdot\left(a^{-4} \sigma \varphi_{q q}-(2 a)^{-1} \varphi_{p}-a^{-4} g \varphi\right) d q
\end{aligned}
$$

The first term equals

$$
(k n)^{2} \iint_{R} a^{-1} \varphi^{2} d q d p
$$

due to the cosine. The second term equals

$$
\begin{equation*}
-\frac{3}{2} \iint_{R} a \varphi_{p}^{2} d q d p-\frac{3(k n)^{2}}{2} \iint_{R} a^{-1} \varphi^{2} d q d p+\frac{3}{2} \int_{T} a \varphi \varphi_{p} d q \tag{3.5}
\end{equation*}
$$

Indeed, using $a_{p}=\gamma(-p) a^{-1}$ (by definition) and $\left(a^{3} \varphi_{p}\right)_{p}=(k n)^{2} a \varphi$ throughout $R$, we have that

$$
\begin{aligned}
& \iint_{R} \gamma(-p) a^{-1} \varphi \varphi_{p} d q d p=\iint_{R} a_{p} \varphi \varphi_{p} d q d p \\
= & -\iint_{R}\left(a \varphi_{p}^{2}+a \varphi \varphi_{p p}\right) d q d p+\int_{T} a \varphi \varphi_{p} d q-\int_{B} a \varphi \varphi_{p} d q \\
= & -\iint_{R} a \varphi_{p}^{2} d q d p-(k n)^{2} \iint_{R} a^{-1} \varphi^{2} d q d p \\
& +3 \iint_{R} \gamma(-p) a^{-1} \varphi \varphi_{p} d q d p+\int_{T} a \varphi \varphi_{p} d q
\end{aligned}
$$

since $\varphi=0$ on $B$. We now obtain
$\iint_{R} \gamma(-p) a^{-1} \varphi \varphi_{p} d q d p=\frac{(k n)^{2}}{2} \iint_{R} a^{-1} \varphi^{2} d q d p+\frac{1}{2} \iint_{R} a \varphi_{p}^{2} d q d p-\frac{1}{2} \int_{T} a \varphi \varphi_{p} d q$,
proving (3.5). The total contribution of the last three terms is

$$
-\frac{3}{2} \int_{T} a \varphi \varphi_{p} d q
$$

due to the boundary condition satisfied by $\varphi$ on $T$.
Adding up all terms we find that

$$
\left\langle\mathcal{F}_{w \lambda}(\lambda, 0) \varphi, \widehat{\varphi}\right\rangle_{Y}=-\frac{(k n)^{2}}{2} \iint_{R} a^{-1} \varphi^{2} d q d p-\frac{3}{2} \iint_{R} a \varphi_{p}^{2} d p<0
$$

so that $\mathcal{F}_{w \lambda}^{(n)}(\lambda, 0) \varphi \notin \mathcal{R}\left(\mathcal{F}_{w}^{(n)}(\lambda, 0)\right)$.
In order to prove bifurcation, we must investigate the null space of $\mathcal{F}_{w}(\lambda, 0)$. Note that any function $w$ in $X$ can be expanded in a cosine series,

$$
w(q, p)=\sum_{n=0}^{\infty} w_{n}(p) \cos (k n q)
$$

We thus obtain $\mathcal{F}_{w}(\lambda, 0) w=0$ if and only if each component $w_{n}$ satisfies

$$
\left\{\begin{array}{l}
\left(a^{3} w_{n}^{\prime}\right)^{\prime}=(k n)^{2} a w_{n}, \quad p_{0}<p<0  \tag{3.6}\\
a^{3}(0) w_{n}^{\prime}(0)=\left((k n)^{2} \sigma+g\right) w_{n}(0) \\
w_{n}\left(p_{0}\right)=0
\end{array}\right.
$$

where $a=a_{\lambda}$.

To study this spectral problem we introduce the (complex) Pontryagin space (see $[1,18]) \mathbb{H}=L^{2}\left[p_{0}, 0\right] \times \mathbb{C}$, with the indefinite inner product

$$
\left[\tilde{u}_{1}, \tilde{u}_{2}\right]=\left\langle a u_{1}, u_{2}\right\rangle_{L^{2}}-\sigma b_{1} \overline{b_{2}},
$$

where $\tilde{u}_{i}=\left(u_{i}, b_{i}\right) \in \mathbb{H}, i=1,2$. It is clear that $\mathbb{H}$ is a $\pi_{1}$-space, that is, any maximal negative definite (or negative semidefinite) subspace of $\mathbb{H}$ has dimension one. On $\mathbb{H}$ there is also an associated Hilbert space inner product, given by $\langle\tilde{u}, \tilde{v}\rangle_{\mathbb{H}}=[J \tilde{u}, \tilde{v}]$, where

$$
J=\left(\begin{array}{cc}
I & 0 \\
0 & -1
\end{array}\right)
$$

Define the linear operator $T$ by

$$
T \tilde{u}=\left(-a^{-1}\left(a^{3} u^{\prime}\right)^{\prime},-a^{3}(0) \sigma^{-1} u^{\prime}(0)+g \sigma^{-1} u(0)\right),
$$

where we take as domain of definition $D(T)=\left\{\tilde{u}=(u, b): u \in H^{2}\left[p_{0}, 0\right], u\left(p_{0}\right)=0\right.$, $b=u(0)\}$. Then (3.6) is equivalent with the eigenvalue problem $T \tilde{u}=\mu \tilde{u}$ for $\mu=$ $-(k n)^{2}$. It is clear that $D(T)$ is dense in $\mathbb{H}$ and that $T$ is closed. The identity

$$
\begin{equation*}
[T \tilde{u}, \tilde{u}]=\left\langle a^{3} u^{\prime}, u^{\prime}\right\rangle_{L^{2}}-g|u(0)|^{2} \in \mathbb{R} \tag{3.7}
\end{equation*}
$$

shows that $T$ is symmetric.
Lemma 3.8. $T$ is self-adjoint with discrete spectrum $\Sigma(T)$. Moreover, $0 \in \Sigma(T)$ if and only if $\lambda=\lambda_{0}$. For $\lambda>\lambda_{0}$ the operator $T$ is positive with one negative eigenvalue.

Proof. Note that $(T-\mu I) \tilde{u}=\tilde{f}:=(f, b)$ is equivalent to the system of equations

$$
\left\{\begin{array}{l}
-\left(a^{3} u^{\prime}\right)^{\prime}-\mu a u=a f,  \tag{3.8}\\
B_{1}(u):=u\left(p_{0}\right)=0, \\
B_{2}(u):=-a^{3}(0) u^{\prime}(0)+g u(0)-\mu \sigma u(0)=\sigma b .
\end{array}\right.
$$

Let $u_{1}$ and $u_{2}$ be solutions of the equation $-\left(a^{3} u^{\prime}\right)^{\prime}-\mu a u=0$ with initial data $u_{1}\left(p_{0}\right)=0, u_{1}^{\prime}\left(p_{0}\right)=1$, respectively, $u_{2}\left(p_{0}\right)=1, u_{2}^{\prime}\left(p_{0}\right)=0$. The characteristic determinant

$$
\Delta(\mu)=\left|\begin{array}{ll}
B_{1}\left(u_{1}\right) & B_{1}\left(u_{2}\right) \\
B_{2}\left(u_{1}\right) & B_{2}\left(u_{2}\right)
\end{array}\right|
$$

is an entire function of $\mu$. If $\mu$ is not a zero of $\Delta(\mu),(3.8)$ is solvable by means of the formula

$$
u(p)=c_{1} u_{1}(p)+c_{2} u_{2}(p)+\int_{p_{0}}^{0} G(p, r, \mu) f(r) d r,
$$

where $G$ is the Green's function for (3.8) and $c_{1}, c_{2}$ are chosen so that $u$ satisfies the boundary conditions. Clearly, $(u, u(0)) \in D(T)$. On the other hand any zero of $\Delta(\mu)$ is an eigenvalue of $T$. Since $\mathcal{N}\left(\mathcal{F}_{w}(\lambda, 0)\right)$ is finite-dimensional, there exist integers $n$ such that $-(k n)^{2}$ is not an eigenvalue of $T$. Thus $\Delta(\mu) \not \equiv 0$ and $\Delta(\mu)$ has only isolated zeros of finite multiplicity. Since $T$ is symmetric and closed, it is self-adjoint with discrete spectrum. The eigenvalues are geometrically simple as an elementary
consequence of the theory of ordinary differential equations. Moreover, since $\mathbb{H}$ is a $\pi_{1-}$ space, $T$ has a maximal invariant negative semidefinite subspace which is of dimension one; cf. [18]. Accordingly, it has at least one negative semidefinite eigenvalue. There are two possible cases: either there is a unique real negative semidefinite eigenvalue or there are two complex conjugate negative semidefinite eigenvalues. In the latter case the corresponding eigenspaces are neutral, that is, $[\cdot, \cdot]$ vanishes on each eigenspace. If $\mu$ is a nonneutral eigenvalue, we have a decomposition $\mathbb{H}=\mathcal{N}[\dot{+}] \mathcal{N}^{[\perp]}$, where $\mathcal{N}=\mathcal{N}\left(T-\mu_{-} I\right)$ and $\mathcal{N}^{[\perp]}=\{\tilde{u} \in \mathbb{H}:[\tilde{u}, \mathcal{N}]=0\}$, as an orthogonal direct sum. Since $\mathcal{R}\left(T-\mu_{-} I\right) \subset \mathcal{N}^{[\perp]}$, it follows that $\mu$ is simple. Thus $\mu$ can be nonsimple only if it is neutral.

Note that $\Delta(\mu)=-B_{2}\left(u_{1}\right)=a^{3}(0) u_{1}^{\prime}(0)-g u_{1}(0)+\mu \sigma u_{1}(0)$, so that $\Delta(0)=0$ if and only if

$$
\int_{p_{0}}^{0} \frac{d p}{a^{3}(p)}=\frac{1}{g}
$$

By (3.1) this is true if and only if $\lambda=\lambda_{0}$.
For $\lambda>\lambda_{0}$ we use the Cauchy-Schwarz inequality to conclude that if $0 \neq \tilde{u} \in$ $D(T)$,

$$
\begin{aligned}
|u(0)|^{2} & =\left|\int_{p_{0}}^{0} u_{p}(p) d p\right|^{2}=\left|\int_{p_{0}}^{0} \frac{a^{3 / 2}(p)}{a^{3 / 2}(p)} u_{p}(p) d p\right|^{2} \\
& \leq \int_{p_{0}}^{0} a^{-3}(p) d p \int_{p_{0}}^{0} a^{3}(p)\left|u_{p}(p)\right|^{2} d p<\frac{1}{g} \int_{p_{0}}^{0} a^{3}(p)\left|u_{p}(p)\right|^{2} d p
\end{aligned}
$$

It follows that $[T \tilde{u}, \tilde{u}]>0$ for nonzero $\tilde{u}$, i.e., $T$ is positive definite. Thus the negative semidefinite eigenvalue is actually negative definite. For any eigenvector $\tilde{u}$ corresponding to the eigenvalue $\mu$, we have

$$
\mu[\tilde{u}, \tilde{u}]=[T \tilde{u}, \tilde{u}]>0
$$

It follows therefore that $\mu<0$ if and only if $\mu$ is of negative definite type. Hence the eigenvalue of negative definite type is the unique negative eigenvalue for $\lambda>\lambda_{0}$.

Remark. From the above proof it follows that the eigenvalues are always geometrically simple. Moreover, they can only be algebraically nonsimple if they are neutral. As we shall see in section 6 , for $\lambda \leq \lambda_{0}$ one cannot exclude the existence of neutral eigenvalues that are algebraically nonsimple. Nor can one exclude the existence of nonreal neutral eigenvalues.

An immediate corollary of Lemma 3.8 is that for $\lambda>\lambda_{0}$ the space $\mathcal{N}\left(\mathcal{F}_{w}(\lambda, 0)\right)$ is at most one-dimensional. As we shall see in the following lemma it is in general at most two-dimensional.

Lemma 3.9. The null space of $\mathcal{F}_{w}(\lambda, 0)$ is at most two-dimensional.
Proof. Let $Z=\left\{\tilde{u}=(u, b) \in H^{1}\left[p_{0}, 0\right] \times \mathbb{C}: u\left(p_{0}\right)=0\right\}$ be endowed with the indefinite inner product $\left[\tilde{u}_{1}, \tilde{u}_{2}\right]_{Z}=\left\langle a^{3} u_{1}^{\prime}, u_{2}^{\prime}\right\rangle_{L^{2}}-g b_{1} \overline{b_{2}}$. Clearly $Z$ is a $\pi_{1}$-space and on the subspace $D(T)$ of $Z$ we have $[\tilde{u}, \tilde{v}]_{Z}=[T \tilde{u}, \tilde{v}]$. We already know that $T$ has at most one negative semidefinite eigenvalue in $(-\infty, 0]$. Suppose that there are two different positive definite eigenvalues $\mu_{1}, \mu_{2} \leq 0$ and let $\tilde{u}_{1}$, respectively, $\tilde{u}_{2}$, be corresponding eigenvectors. Then $\left[\tilde{u}_{i}, \tilde{u}_{i}\right]_{Z}=\mu_{i}\left[\tilde{u}_{i}, \tilde{u}_{i}\right] \leq 0$ for $i=1,2$. Noting that $\left[\tilde{u}_{1}, \tilde{u}_{2}\right]=0$, we obtain a two-dimensional negative semidefinite subspace of $Z$. This is a contradiction. Hence, there is at most one positive definite eigenvalue in $(-\infty, 0]$ and in total at most two nonpositive eigenvalues.

We next present a lemma on the behavior of $\mu_{-}(\lambda)$ as $\lambda \rightarrow \infty$, where $\mu_{-}(\lambda)$ is the negative definite eigenvalue of $T(\lambda)$.

LEmma 3.10. We have $\mu_{-}(\lambda) \rightarrow-\infty$ as $\lambda \rightarrow \infty$.
Proof. As in [41] it can be seen that for each $\lambda>\lambda_{0}$

$$
\mu_{-}=\max _{[\tilde{u}, \tilde{u}]<0} \frac{[T \tilde{u}, \tilde{u}]}{[\tilde{u}, \tilde{u}]}, \quad \tilde{u} \in D(T) .
$$

For $n>0$ let $\lambda \geq n \sigma+n^{-1} g-2 \Gamma_{\text {min }}$. Then $a_{\lambda}(p)=\sqrt{\lambda+2 \Gamma(p)} \geq \sqrt{n \sigma+n^{-1} g}$. This yields

$$
\begin{aligned}
\int_{p_{0}}^{0}\left(n^{2} a_{\lambda}|u|^{2}+a_{\lambda}^{3}\left|u_{p}\right|^{2}\right) d p & \geq \sqrt{n \sigma+n^{-1} g} \int_{p_{0}}^{0}\left(n^{2}|u|^{2}+\left(n \sigma+n^{-1} g\right)\left|u_{p}\right|^{2}\right) d p \\
& \geq n\left(n \sigma+n^{-1} g\right) \int_{p_{0}}^{0} 2 \operatorname{Re} u \bar{u}_{p} d p=\left(n^{2} \sigma+g\right)|u(0)|^{2}
\end{aligned}
$$

for $\tilde{u} \in D(T)$. It follows that if $[\tilde{u}, \tilde{u}]<0, \frac{[T \tilde{u}, \tilde{u}]}{[\tilde{u}, \tilde{u}]} \leq-n^{2}$. Hence $\mu_{-}(\lambda) \leq-n^{2}$.
Before proving Theorem 3.1, we give a theorem which describes what happens at every point $\lambda^{*} \in I$ where $\mathcal{F}_{w}\left(\lambda^{*}, 0\right): X \rightarrow Y$ has a nontrivial null space. At certain points (cases 1a, 1b, and 2c) we can find the full structure of the solution set of (2.6) close to $\left(Q\left(\lambda^{*}\right), H\left(\lambda^{*}\right)\right)$, while at others (case 2 a) we can only get a partial result. Theorem 3.1 will follow by showing that case 1a occurs for infinitely many points $\lambda^{*} \in I$. In the next section we will show that all the other cases occur for special values of $k$ and $\sigma$ (cf. Theorem 4.1 and the remark following the proof of Theorem 4.1).

ThEOREM 3.11. Let $\mathcal{N}$ be the null space of the operator $\mathcal{F}_{w}\left(\lambda^{*}, 0\right): X \rightarrow Y$, and let $\left(Q^{*}, H^{*}\right)=\left(Q\left(\lambda^{*}\right), H\left(\lambda^{*}\right)\right)$ be the corresponding point on the curve of trivial solutions in the $(Q, h)$-variables. By Lemma 3.9 we know that $\mathcal{N}$ is at most twodimensional.

1. Suppose that $\operatorname{dim} \mathcal{N}=1$.
(a) If $\lambda^{*} \neq \lambda_{0}$, then $\mathcal{N}$ is spanned by a function of the form $W(p) \cos (k n q)$ with $n \in \mathbb{Z}^{+}$(this follows from Lemma 3.8) and there exists a neighborhood $\mathcal{U}$ of $\left(Q^{*}, H^{*}\right)$ in $\mathbb{R} \times X$, such that the solution set of the equation (2.6) in $\mathcal{U}$ consists of the trivial solution curve, and a curve of nontrivial solutions of minimal period $2 \pi /(k n)$, intersecting the trivial solution curve at $\left(Q^{*}, H^{*}\right)$ transversally.
(b) If $\lambda^{*}=\lambda_{0}$, there exists a neighborhood $\mathcal{U}$ of $\left(Q^{*}, H^{*}\right)$ in $\mathbb{R} \times X$, such that the solution set of (2.6) in $\mathcal{U}$ consists only of the trivial solution curve.
2. Suppose that $\operatorname{dim} \mathcal{N}=2$.
(a) If $\lambda^{*} \neq \lambda_{0}$, it follows from Lemma 3.8 that $\mathcal{N}$ is spanned by two functions $\varphi_{1}(q, p)=W_{1}(q) \cos \left(k n_{1} q\right)$ and $\varphi_{2}(q, p)=W_{2}(q) \cos \left(k n_{2} q\right)$ with $0<$ $n_{1}<n_{2}$.

- If $n_{1} \mid n_{2}$, then the solution set of (2.6) in a neighborhood of $\left(Q^{*}, H^{*}\right)$ consists of the trivial solution curve, and at least two curves of nontrivial solutions having minimal period $2 \pi /\left(k n_{1}\right)$, respectively, $2 \pi /\left(k n_{2}\right)$, intersecting the trivial curve at $\left(Q^{*}, H^{*}\right)$ transversally (and transversally to each other).
- If $n_{1} \nmid n_{2}$, then the solution set of (2.6) in a neighborhood of $\left(Q^{*}, H^{*}\right)$ consists of the trivial solution curve, and at least one curve of nontrivial solutions having minimal period $2 \pi /\left(k n_{2}\right)$, intersecting the trivial curve at $\left(Q^{*}, H^{*}\right)$ transversally.
(b) If $\lambda^{*}=\lambda_{0}$, then $\mathcal{N}$ is spanned by the function $\varphi_{1}(q, p)=H_{\lambda}\left(p ; \lambda_{0}\right)$ and a function $\varphi_{2}(q, p)=W(p) \cos (k n q)$. The solution set of (2.6) in a neighborhood of $\left(Q^{*}, H^{*}\right)$ consists of the trivial solution curve, and a curve of nontrivial solutions having minimal period $2 \pi /(k n)$, intersecting the trivial curve at $\left(Q^{*}, H^{*}\right)$ transversally.
Proof.
Case 1a. If $\mathcal{N}$ is one-dimensional and $\lambda \neq \lambda^{*}$, then $\mathcal{N}$ is spanned by a function $\varphi(q, p)=W(p) \cos (k n q)$ for some $n \in \mathbb{Z}^{+}$. We can then apply Theorem 3.3 to the equation $\mathcal{F}(\lambda, w)=0$ directly. The regularity conditions (ii) and (v) are obvious, while (iii) and (iv) follow from Lemmas 3.5 and 3.7 with $n=1$. This provides us with a $C^{1}$ curve $(\lambda(s), w(s)),|s|<\varepsilon$, of solutions to $\mathcal{F}(\lambda, w)=0$, with $(\lambda(0), w(0))=\left(\lambda^{*}, 0\right)$ and $w^{\prime}(0)=W(p) \cos (k n q)$. Since the bifurcation analysis can be carried out in $X_{n}$ and $Y_{n}$ (using Lemmas 3.5 and 3.7 with this $n$ ), by restricting the bifurcation curve we can assume that the solutions are $2 \pi /(k n)$-periodic. These solutions correspond to solutions of (2.6) by the transformations $Q=Q(\lambda)$ and $h=H(\lambda)+w$. Note that since $H_{p}>0$ throughout $\bar{R}$ we obtain $h_{p}>0$ throughout $\bar{R}$ close to the bifurcation point.

Case 1b. Note that $\mathcal{N}$ is in this case generated by the function $H_{\lambda}\left(p ; \lambda_{0}\right)$. Indeed, differentiating $\mathcal{F}(\lambda, 0) \equiv 0$ gives

$$
\begin{aligned}
0 & =\mathcal{F}_{\lambda}\left(\lambda_{0}, 0\right)=\mathcal{G}_{Q}\left(Q\left(\lambda_{0}\right), H\left(\lambda_{0}\right)\right) Q^{\prime}\left(\lambda_{0}\right)+\mathcal{G}_{h}\left(Q\left(\lambda_{0}\right), H\left(\lambda_{0}\right)\right) H_{\lambda}\left(\lambda_{0}\right) \\
& =\mathcal{G}_{h}\left(Q\left(\lambda_{0}\right), H\left(\lambda_{0}\right)\right) H_{\lambda}\left(\lambda_{0}\right)=\mathcal{F}_{w}\left(\lambda_{0}, 0\right) H_{\lambda}\left(\lambda_{0}\right) .
\end{aligned}
$$

Again one can apply Theorem 3.3 to the equation $\mathcal{F}(\lambda, w)=0$ to obtain a locally unique curve of "nontrivial" solutions (in the sense that $w \neq 0$ ). However, we will now show that this curve is just a copy of the trivial solution curve. Since $Q$ attains its minimum value at $\lambda_{0}$, there exists for every $\lambda$ close to $\lambda_{0}$ a point $\tilde{\lambda} \neq \lambda$ with $Q(\tilde{\lambda})=$ $Q(\lambda)$. Letting $w(\lambda)=H(\tilde{\lambda})-H(\lambda)$, we see that $(\lambda, w(\lambda))$ maps to $(Q(\lambda), H(\tilde{\lambda}))=$ $(Q(\tilde{\lambda}), H(\tilde{\lambda}))$, so that $\mathcal{F}(\lambda, w(\lambda))=0$. By uniqueness, this is the solution curve found by the Crandall-Rabinowitz theorem. From the above, we see that in the original $(Q, h)$-variables, $(\lambda, w(\lambda))$ corresponds to a point on the trivial solution curve. The reason why we get this copy of the trivial solution curve in the $(\lambda, w)$-variables is that the trivial solution curve has a turning point in the $(Q, h)$-variables. We refer to [40] for a more detailed discussion.

Case 2 a. Let $\mathcal{N}$ be generated by the functions $\varphi_{1}, \varphi_{2}$ of modes $n_{1}$, respectively, $n_{2}$, where $0<n_{1}<n_{2}$ and $n_{1} \nmid n_{2}$. Denote by $\mathcal{F}^{\left(n_{i}\right)}$ the restriction of $\mathcal{F}$ to $I \times X_{n_{i}}$. By hypothesis $\mathcal{N}\left(\mathcal{F}_{w}^{\left(n_{i}\right)}\left(\lambda^{*}, 0\right)\right)$ is spanned by $\varphi_{i}$. By Lemma 3.7 with $n=n_{i}$ it follows that $\mathcal{F}_{w \lambda}^{\left(n_{i}\right)}\left(\lambda^{*}, 0\right) \varphi_{i} \notin \mathcal{R}\left(\mathcal{F}_{w}^{\left(n_{i}\right)}\left(\lambda^{*}, 0\right)\right)$. Thus we can apply Theorem 3.3 to infer the existence of two bifurcation curves $\mathcal{C}_{n_{i}, \lambda^{*}} \subset X_{n_{i}}, i=1,2$. These curves are clearly contained in $X$. Again, we can pass to solutions of (2.6) by letting $Q=Q(\lambda)$ and $h=H(\lambda)+w$.

Suppose that $n_{1} \mid n_{2}$. Then we can apply the same considerations as above to $n_{2}$ but not to $n_{1}$. Thus we can only infer the existence of the curve $\mathcal{C}_{n_{2}, \lambda^{*}}$ containing solutions of mode $n_{2}$.

Case 2b. In this case we must have $\mu_{+}\left(\lambda_{0}\right)=0$ while $\mu_{-}\left(\lambda_{0}\right)=-(k n)^{2}<0$. Here $\mu_{+}$denotes the smallest positive definite eigenvalue of $T$. The null space is then two-dimensional and generated by the functions $\varphi_{1}(q, p)=H_{\lambda}\left(p ; \lambda_{0}\right)$ (see case 1b) and $\varphi_{2}(q, p)=W(p) \cos (k n q)$. By identifying $X$ with a subset of $C^{2+\alpha}(\bar{R}) \times C^{2+\alpha}(T)$ in the canonical way, we have the inner product $\langle\cdot, \cdot\rangle_{Y}$ on $X$. The null space $\mathcal{N}=$ $\mathcal{N}\left(\mathcal{F}_{w}\left(\lambda_{0}, 0\right)\right)$ can then be decomposed as the orthogonal $\operatorname{sum} \mathcal{N}=\mathcal{N}_{1} \oplus \mathcal{N}_{2}$, where
$\mathcal{N}_{i}$ is the span of $\varphi_{i}$ for $i=1,2$. The eigenfunction $\varphi_{1}$ comes from the fact that $\left(Q\left(\lambda_{0}\right), H\left(\lambda_{0}\right)\right)$ is a turning point for the trivial solution curve $(Q(\lambda), H(\lambda))$. In order to avoid the kind of problems that appeared in case 1 b , we shall not use the $(\lambda, w)$ coordinates.

We define the function

$$
g(r, Q, v)=\mathcal{G}\left(Q\left(\lambda_{0}\right)+Q, H\left(\lambda_{0}\right)+r \varphi_{1}+v\right)
$$

for $r, Q \in \mathbb{R}$ and $v \in \mathcal{N}_{1}^{\perp}$. Our aim is to apply Theorem 3.4 to the function $g$, regarding $r$ as the bifurcation parameter. We have to verify properties (i)-(iii) of the theorem. For notational convenience we let $Q_{0}=Q\left(\lambda_{0}\right)$ and $H_{0}=H\left(\lambda_{0}\right)$. The regularity of $g$ is obvious. We have $g(0,0,0)=0$ and $g_{r}(0,0,0)=\mathcal{G}_{h}\left(Q_{0}, H_{0}\right) \varphi_{1}=\mathcal{F}_{w}\left(\lambda_{0}, 0\right) \varphi_{1}=0$, so that (i) is satisfied. Furthermore,

$$
g_{(Q, v)}(0,0,0)(Q, v)=\mathcal{G}_{Q}\left(Q_{0}, H_{0}\right) Q+\mathcal{G}_{h}\left(Q_{0}, H_{0}\right) v
$$

Note that $\mathcal{G}_{Q}\left(Q_{0}, H_{0}\right)=\left(0,-H_{p}^{2}\left(\lambda_{0}\right)\right) \in \widehat{\varphi}_{2}^{\perp} \backslash \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda_{0}, 0\right)\right)$ and thus $\mathcal{R}\left(g_{(Q, v)}(0,0,0)\right)$ $=\widehat{\mathcal{N}}_{1} \oplus \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda_{0}, 0\right)\right)$. It follows that $\mathcal{R}\left(g_{(Q, v)}(0,0,0)\right)$ has codimension one. Moreover, $\mathcal{N}\left(g_{(Q, v)}(0,0,0)\right)=\{0\} \times \mathcal{N}_{2}$, since $\mathcal{G}_{Q}\left(Q_{0}, H_{0}\right) \notin \mathcal{R}\left(\mathcal{F}_{w}\left(\lambda_{0}, 0\right)\right)$, so that the null space is one-dimensional. This proves (ii). As for (iii), we clearly have $g_{r r}(0,0,0)=$ $\mathcal{G}_{h h}\left(Q_{0}, H_{0}\right)\left[\varphi_{1}, \varphi_{1}\right] \in \mathcal{R}\left(g_{(Q, v)}(0,0,0)\right)$ since $\mathcal{G}_{h h}\left(Q_{0}, H_{0}\right)\left[\varphi_{1}, \varphi_{1}\right]$ is independent of $q$ and thus orthogonal to $\widehat{\varphi}_{2}$. Finally, we have

$$
g_{r(Q, v)}(0,0,0)\left(0, \varphi_{2}\right)=\mathcal{G}_{h h}\left(Q_{0}, H_{0}\right)\left[\varphi_{1}, \varphi_{2}\right]
$$

On the other hand, using that $Q^{\prime}\left(\lambda_{0}\right)=0$ we obtain

$$
\mathcal{F}_{w \lambda}\left(\lambda_{0}, 0\right) \varphi_{2}=\mathcal{G}_{h h}\left(Q\left(\lambda_{0}\right), H\left(\lambda_{0}\right)\right)\left[\varphi_{1}, \varphi_{2}\right] .
$$

By Lemma 3.7, $\left\langle\mathcal{F}_{w \lambda}\left(\lambda_{0}, 0\right) \varphi_{2}, \widehat{\varphi}_{2}\right\rangle_{Y} \neq 0$, so that

$$
g_{r(Q, v)}(0,0,0)\left(0, \varphi_{2}\right) \notin \mathcal{R}\left(g_{(Q, v)}(0,0,0)\right)
$$

This takes care of (iii). We can now conclude that the zero set of $g$ close to the origin consists of two curves $\mathcal{C}_{1}, \mathcal{C}_{2}$ intersecting only at the origin, such that $\mathcal{C}_{1}$ is of the form $(r, Q(r), v(r))$ and $\mathcal{C}_{2}$ is of the form $\left(r(s), Q(s), s \varphi_{2}+v(s)\right),|s|<\varepsilon$, with $r(0)=Q(0)=Q^{\prime}(0)=v(0)=v^{\prime}(0)=0$. Clearly the first curve is a simply a reparameterization of the trivial solution curve, while the second curve gives all nontrivial solutions near $\left(Q_{0}, H_{0}\right)$. Thus, even if the null space of $\mathcal{F}_{w}\left(\lambda_{0}, 0\right)$ is twodimensional, the point $\left(Q_{0}, H_{0}\right)$ is in some sense only a simple bifurcation point. The first eigenfunction simply comes from the fact that the trivial solution curve turns at this point.

We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Note that $\mu_{-}(\lambda)$ is a real-analytic function for $\lambda>\lambda_{0}$. This is a simple consequence of the fact that, picking an appropriate branch of the square root, $T(\lambda)$ is an analytic family of unbounded operators on $L^{2}\left[p_{0}, 0\right] \times \mathbb{C}$ and that $\mu_{-}$is the only eigenvalue in the lower half plane for each $\lambda>\lambda_{0}$ (cf. [25]). Using Lemma 3.10, we see that for any sufficiently large integer $n$ there exists a $\lambda^{*}>\lambda_{0}$ such that $\mu_{-}\left(\lambda^{*}\right)=-(k n)^{2}$. Thus, we at least know that there are infinitely many points $\lambda^{*}$ such that case 1a of Theorem 3.11 applies.

Proposition 2.1 allows us to pass from solutions of the problem (2.6) to solutions of the water wave problem (2.1)-(2.5). For any mode $n$-bifurcation curve (that is, with
solutions of minimal period $2 \pi /(k n)$, we have $h(q, p)=H(p ; \lambda(s))+s W(p) \cos (k n q)+$ $o(s)$ in $X$ along the bifurcation curve close to $\left(Q^{*}, H^{*}\right)$. It follows that $h_{q}(q, 0)=$ $-k n s W(0) \sin (k n q)+o(s)$ in $C_{\mathrm{per}}^{1+\alpha}(T)$, while $h_{q q}(q, 0)=-(k n)^{2} s W(0) \cos (k n q)+o(s)$ in $C_{\text {per }}^{\alpha}(T)$. Choosing $q_{0} \in(0, \pi /(2 k n))$, we can find an $\varepsilon$ such that for $0<s<\varepsilon$, $h_{q}(q, 0)<0$ for $q \in\left(q_{0}, \pi /(k n)-q_{0}\right), h_{q q}(q, 0)<0$ for $q \in\left[0, q_{0}\right)$, while $h_{q q}(q, 0)>$ 0 for $q \in\left(\pi /(k n)-q_{0}, \pi\right]$. Since $h(q, 0)$ is even and $2 \pi /(k n)$-periodic, it follows that $h_{q}(0,0)=h_{q}(\pi /(k n), 0)=0$ and thus by construction $h_{q}<0$ in $(0, \pi /(k n))$ for $0<s<\varepsilon$. Due to the antisymmetry of $h_{q}$ with respect to $q=\pi /(k n)$, it follows for small positive $s$ that $h_{q}>0$ in $(\pi /(k n), 2 \pi /(k n))$ and that $\left.h\right|_{T}$ is strictly decreasing in $(0, \pi /(k n))$ and strictly increasing in $(\pi /(k n), 2 \pi /(k n))$. For small $s<0$ we have instead that $\left.h\right|_{T}$ is strictly increasing in $(0, \pi /(k n))$ and strictly decreasing in $(\pi /(k n), 2 \pi /(k n))$. The nodal properties now follow from $\eta=\left.h\right|_{T}$.

Remark. The above result is incomplete in the sense that it doesn't present the full structure of the solution set at the double bifurcation points. What makes a double bifurcation point different from a simple one is the presence of solutions of mixed modes, that is, solutions that do not rise and fall once per period. Such phenomena have been thoroughly studied in the irrotational case (see [20, 21, 22]), and the study of the full structure of the solution set for other vorticity distributions is an interesting problem, but is out of the scope of the present paper.
4. The distribution of the bifurcation points. We know from the previous section that there are only simple bifurcation points for $\lambda>\lambda_{0}$. In order to find double bifurcation points, we must look in $\lambda<\lambda_{0}$. The aim of this section is to prove the following theorem, which gives a necessary and sufficient condition for the existence of double bifurcation points.

Theorem 4.1.

1. If

$$
\begin{equation*}
\int_{p_{0}}^{0} a_{\lambda_{0}}(p)\left(\int_{p_{0}}^{p} a_{\lambda_{0}}^{-3}(s) d s\right)^{2} d p \leq \frac{\sigma}{g^{2}} \tag{4.1}
\end{equation*}
$$

there are only simple bifurcation points which lie in $\lambda>\lambda_{0}$, one for each mode $n \in \mathbb{Z}^{+}$.
2. If

$$
\begin{equation*}
\int_{p_{0}}^{0} a_{\lambda_{0}}(p)\left(\int_{p_{0}}^{p} a_{\lambda_{0}}^{-3}(s) d s\right)^{2} d p>\frac{\sigma}{g^{2}} \tag{4.2}
\end{equation*}
$$

there exists for every sufficiently large rational number $n_{2} / n_{1}, n_{1}, n_{2} \in \mathbb{Z}^{+}$, a $k \in \mathbb{R}^{+}$ such that $\mathcal{F}$ has a double bifurcation point $\lambda^{*}$ of mode $\left(n_{1}, n_{2}\right)\left(\mathcal{N}\left(\mathcal{F}_{w}\left(\lambda^{*}, 0\right)\right)\right.$ is spanned by two solutions of mode $n_{1}$, respectively, $n_{2}$ ). If (4.2) holds and $\gamma \leq 0$, there exists for an arbitrary rational number $n_{2} / n_{1}>1$ (and some $k \in \mathbb{R}^{+}$depending on $\left.n_{1}, n_{2}\right)$ a double bifurcation point of mode $\left(n_{1}, n_{2}\right)$.

The proof of this theorem relies on three lemmas.
Lemma 4.2. The function $\mu_{-}$is strictly decreasing for $\lambda>\lambda_{0}$.
Proof. We denote $L u=-\left(a^{3} u_{p}\right)_{p}$, where $a=a_{\lambda}$, and let $W=W(p ; \lambda)$ be defined as a real-analytic curve of solutions to the problem

$$
L W=\mu_{-} a W, \quad W\left(p_{0}\right)=0, \quad W_{p}(0)=\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{3}{2}} W(0)
$$

Denoting differentiation with respect to $\lambda$ by a dot, ${ }^{\circ}$, we have $\dot{a}=1 /(2 a)$. Furthermore,

$$
L \dot{W}-\frac{3}{2}\left(a W_{p}\right)_{p}=\dot{\mu}_{-} a W+\frac{\mu_{-}}{2 a} W+\mu_{-} a \dot{W}
$$

$$
\dot{W}\left(p_{0}\right)=0,
$$

and

$$
\dot{W}_{p}(0)=-\dot{\mu}_{-} \lambda^{-\frac{3}{2}} \sigma W(0)-\frac{3}{2}\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{5}{2}} W(0)+\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{3}{2}} \dot{W}(0)
$$

Multiplying the $W$ equation by $\dot{W}$ and vice versa yields, after integrating,

$$
\langle\dot{W}, L W\rangle_{L^{2}}=\mu_{-}\langle\dot{W}, a W\rangle_{L^{2}}
$$

and

$$
\begin{aligned}
& \langle L \dot{W}, W\rangle_{L^{2}}+\frac{3}{2} \int_{p_{0}}^{0} a W_{p}^{2} d p-\left.\frac{3}{2} a W_{p} W\right|^{0} \\
& =\dot{\mu}_{-} \int_{p_{0}}^{0} a W^{2} d p+\int_{p_{0}}^{0} \frac{\mu_{-}}{2 a} W^{2} d p+\mu_{-}\langle a \dot{W}, W\rangle_{L^{2}}
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle_{L^{2}}$ denotes the $L^{2}\left[p_{0}, 0\right]$ inner product. On the other hand

$$
\begin{aligned}
\langle\dot{W}, L W\rangle_{L^{2}}-\langle L \dot{W}, W\rangle_{L^{2}} & =\int_{p_{0}}^{0}\left\{-\dot{W}\left(a^{3} W_{p}\right)_{p}+\left(a^{3} \dot{W}_{p}\right)_{p} W\right\} d p \\
& =\left.\left\{-a^{3} \dot{W} W_{p}+a^{3} \dot{W}_{p} W\right\}\right|^{0}
\end{aligned}
$$

Combining the last three equations, we obtain

$$
\begin{aligned}
& \frac{3}{2} \int_{p_{0}}^{0} a W_{p}^{2} d p-\left.\frac{3}{2} a W_{p} W\right|^{0} \\
= & \dot{\mu}_{-} \int_{p_{0}}^{0} a W^{2} d p+\int_{p_{0}}^{0} \frac{\mu_{-}}{2 a} W^{2} d p+\left.a^{3}\left[\dot{W}_{p} W-\dot{W} W_{p}\right]\right|^{0} .
\end{aligned}
$$

The boundary terms, evaluated at $p=0$, are

$$
\begin{aligned}
& a^{3}\left(\dot{W}_{p} W-\dot{W} W_{p}\right)+\frac{3}{2} a W_{p} W \\
= & \lambda^{\frac{3}{2}}\left[-\dot{\mu}_{-} \lambda^{-\frac{3}{2}} \sigma W-\frac{3}{2}\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{5}{2}} W+\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{3}{2}} \dot{W}-\left(g-\mu_{-} \sigma\right) \lambda^{-\frac{3}{2}} \dot{W}\right] W \\
& +\frac{3}{2}\left(g-\mu_{-} \sigma\right) \lambda^{-1} W^{2} \\
= & -\dot{\mu}_{-} \sigma W^{2} .
\end{aligned}
$$

We thus have

$$
\dot{\mu}_{-}[\tilde{W}, \tilde{W}]=\dot{\mu}_{-}\left(\int_{p_{0}}^{0} a W^{2} d p-\sigma W^{2}(0)\right)=-\mu_{-} \int_{p_{0}}^{0} \frac{1}{2 a} W^{2} d p+\frac{3}{2} \int_{p_{0}}^{0} a W_{p}^{2} d p>0,
$$

so that $\mu_{-}$is strictly decreasing in view of $[\tilde{W}, \tilde{W}]<0$. $\quad$
LEMMA 4.3. Let $W=W(p ; \lambda)$ be the solution of $-\left(a^{3} W^{\prime}\right)^{\prime}=\mu a W$ with $W\left(p_{0}\right)=$ 0 and $W^{\prime}\left(p_{0}\right)=1$ for a fixed $\mu \leq 0$. Then

$$
B(\lambda)=a_{\lambda}^{3}(0) \frac{W^{\prime}(0 ; \lambda)}{W(0 ; \lambda)}
$$

is a strictly increasing function of $\lambda \in I$.
Proof. We proceed as in Lemma 4.2 to establish the formula

$$
a^{3}\left(\dot{W}_{p} W-\dot{W} W_{p}\right)+\left.\frac{3}{2} a W_{p} W\right|^{0}=\frac{3}{2} \int_{p_{0}}^{0} a W_{p}^{2} d p-\mu \int_{p_{0}}^{0} \frac{1}{2 a} W^{2} d p
$$

where the dot denotes differentiation with respect to $\lambda$. Noting that the left-hand side is $W^{2}(0) B^{\prime}(\lambda)$, the assertion follows.

Note that by continuity, the negative semidefinite eigenvalue $\mu_{-}\left(\lambda_{0}\right)$ of $T\left(\lambda_{0}\right)$ must be nonpositive. Since $T\left(\lambda_{0}\right)$ has the eigenvalue 0 , we either have $\mu_{-}\left(\lambda_{0}\right)=0$, in which case $T\left(\lambda_{0}\right)$ has no negative eigenvalues, or $\mu_{-}\left(\lambda_{0}\right)<0$, in which case $\mu_{+}\left(\lambda_{0}\right)=0$, where $\mu_{+}\left(\lambda_{0}\right)$ is the first positive definite eigenvalue of $T\left(\lambda_{0}\right)$.

LEMMA 4.4. If $\mu_{-}\left(\lambda_{0}\right)=0$, there are no negative eigenvalues of $T(\lambda)$ for $\lambda<\lambda_{0}$. If $\mu_{-}\left(\lambda_{0}\right)<0$, there is a minimal point $\lambda_{1} \in\left[-2 \Gamma_{\text {min }}, \lambda_{0}\right)$ such that for each $\lambda \in I^{\prime}=$ $\left(\lambda_{1}, \lambda_{0}\right)$ there is exactly two negative eigenvalues of $T$. These are the negative definite eigenvalue $\mu_{-}$and the lowest positive definite eigenvalue $\mu_{+}$. Moreover, $\mu_{-}$is a strictly decreasing function of $\lambda \in I^{\prime}$, while $\mu_{+}$is strictly increasing. If $\lambda_{1}>-2 \Gamma_{\min }$, then $\mu_{-}\left(\lambda_{1}\right)=\lim _{\lambda \rightarrow \lambda_{1}} \mu_{+/-}(\lambda)$ and there are no negative eigenvalues for $\lambda<\lambda_{1}$. If $\mu_{-}\left(\lambda_{0}\right)<0$ and $\gamma \leq 0$, then $\lambda_{1}>-2 \Gamma_{\text {min }}$.

Proof. We begin with the first case. Note that $\mu$ is an eigenvalue of $T(\lambda)$ if and only if $B(\lambda ; \mu)=-\sigma \mu+g$, where $B$ is the function in Lemma 4.3. By Lemma 3.10 and the assumption $\mu_{-}\left(\lambda_{0}\right)=0$, every $\mu \leq 0$ is an eigenvalue for some $\lambda \geq \lambda_{0}$. It follows from Lemma 4.3 that $B(\lambda ; \mu)<-\sigma \mu+g$ for $\lambda<\lambda_{0}$. Hence, there are no negative eigenvalues in this region.

In the second case we note that at $\lambda_{0}$ the operator $T$ has two simple nonpositive eigenvalues $\mu_{-}\left(\lambda_{0}\right)<0$ and $\mu_{+}\left(\lambda_{0}\right)=0$. The fact that $\mu_{-}\left(\lambda_{0}\right)$ is simple follows from the preservation of total algebraic multiplicity (see [25]) and from the simplicity of $\mu_{-}(\lambda)$ for $\lambda>\lambda_{0}$. By analytic perturbation theory it follows that the two eigenvalues can be represented as real-analytic functions $\mu_{-}$and $\mu_{+}$of $\lambda$ in a neighborhood of $\lambda_{0}$. Using the same argument as in Lemma 4.2, we see that

$$
\begin{equation*}
\dot{\mu}[\tilde{W}, \tilde{W}]=-\mu \int_{p_{0}}^{0} \frac{1}{2 a} W^{2} d p+\frac{3}{2} \int_{p_{0}}^{0} a W_{p}^{2} d p>0 \tag{4.3}
\end{equation*}
$$

for $\mu=\mu_{+/-}$. We see from this that $\mu_{-}$is negative definite and that it is a strictly decreasing function of $\lambda$ close to $\lambda_{0}$. Similarly $\mu_{+}$is a strictly increasing function of $\lambda$ close to $\lambda_{0}$. Thus $\mu_{-}(\lambda)<\mu_{+}(\lambda)<0$ for $\lambda<\lambda_{0}$ close to $\lambda_{0}$.

We may now continue $\mu_{-}$and $\mu_{+}$for $\lambda<\lambda_{0}$ until eventually either (i) we reach $-2 \Gamma_{\min }$ or (ii) we reach a point $\lambda_{1}>-2 \Gamma_{\min }$ such that $\lim _{\lambda \rightarrow \lambda_{1}^{+}} \mu_{-}(\lambda)=$ $\lim _{\lambda \rightarrow \lambda_{1}^{+}} \mu_{+}(\lambda)$. In the latter case $\mu_{-}\left(\lambda_{1}\right)=\lim _{\lambda \rightarrow \lambda_{1}^{+}} \mu_{+/-}(\lambda)$ is neutral and has algebraic multiplicity two. Note that it follows from (4.3) that $\dot{\mu}_{+/-}(\lambda)$ diverges at $\lambda_{1}$. Proceeding as for $\mu_{-}\left(\lambda_{0}\right)=0$, we see that there are no negative eigenvalues for $\lambda<\lambda_{1}$.

If $\gamma \leq 0$, it can be shown (see [40]) that $\lim _{\lambda \rightarrow \infty} B(\lambda ; \mu)=\infty$, while $B(\lambda ; \mu) \rightarrow 0$ as $\lambda \rightarrow-2 \Gamma_{\text {min }}$ for every $\mu<0$. Consequently, every negative $\mu$ is an eigenvalue of $T(\lambda)$ for some $\lambda>-2 \Gamma_{\min }$. It follows that $\lambda_{1}>-2 \Gamma_{\min }$, since otherwise there would exist a $\mu$ with $\lim _{\lambda \rightarrow-2 \Gamma_{\min }} \mu_{-}(\lambda) \leq \mu \leq \lim _{\lambda \rightarrow-2 \Gamma_{\min }} \mu_{+}(\lambda)$, which was never an eigenvalue of $T(\lambda)$.

Remark. In section 6 we will see examples with $\mu_{-}\left(\lambda_{0}\right)=0$ as well as $\mu_{-}\left(\lambda_{0}\right)<0$. In the latter case we will show that both $\lambda_{1}=-2 \Gamma_{\min }$ and $\lambda_{1}>-2 \Gamma_{\text {min }}$ can happen. Thus all the alternatives in Lemma 4.4 are possible.

Proof of Theorem 4.1. Since the eigenfunction corresponding to the eigenvalue 0 at $\lambda_{0}$ is

$$
W(p)=\int_{p_{0}}^{p} a_{\lambda_{0}}^{-3}(s) d s
$$

with $W(0)=1 / g(c f .(3.6))$, we see that the integral condition in the statement of the theorem corresponds to $[\tilde{W}, \tilde{W}] \leq 0$, respectively, $[\tilde{W}, \tilde{W}]>0$. In the first case the eigenvalue 0 is of negative semidefinite type, that is, $\mu_{-}\left(\lambda_{0}\right)=0$, while in the second case 0 is of positive definite type, that is, $\mu_{-}\left(\lambda_{0}\right)<0$ and $\mu_{+}\left(\lambda_{0}\right)=0$.

Suppose that the first case holds, that is, $\mu_{-}\left(\lambda_{0}\right)=0$. The first statement in Theorem 4.1 is then a direct consequence of Lemma 4.2, Lemma 4.4, and the fact that the bifurcation points for $\lambda>\lambda_{0}$ are all simple.

Suppose instead that the second case holds, that is, $\mu_{-}\left(\lambda_{0}\right)<0$. With $\mu_{-}$ and $\mu_{+}$as in Lemma 4.4, we then have $\mu_{-}(\lambda) / \mu_{+}(\lambda) \rightarrow \infty$ as $\lambda \rightarrow \lambda_{0}^{-}$. Hence there exists for every sufficiently large rational number $n_{2} / n_{1}$ a point $\lambda^{*}<\lambda_{0}$ with $\mu_{-}\left(\lambda^{*}\right)=\left(n_{2} / n_{1}\right)^{2} \mu_{+}\left(\lambda^{*}\right)$. Letting $k=\sqrt{\left|\mu_{+}\left(\lambda^{*}\right)\right|} / n_{1}$, we obtain $\mu_{+}\left(\lambda^{*}\right)=-\left(k n_{1}\right)^{2}$ and $\mu_{-}\left(\lambda^{*}\right)=-\left(k n_{2}\right)^{2}$. Thus $\lambda^{*}$ is a mode $\left(n_{1}, n_{2}\right)$-bifurcation point.

If in the second case $\lambda_{1}>-2 \Gamma_{\min }$, where $\lambda_{1}$ is as in Lemma 4.4, then $\mu_{-}(\lambda) / \mu_{+}(\lambda)$ $\rightarrow 1$ as $\lambda \rightarrow \lambda_{1}^{+}$, so that $\mu_{-}(\lambda) / \mu_{+}(\lambda), \lambda>\lambda_{1}$, ranges through all real numbers greater than 1. Hence, there are bifurcation points of all modes $\left(n_{1}, n_{2}\right), n_{1}, n_{2} \in \mathbb{Z}^{+}$, with $n_{2}>n_{1}$. In particular, if $\gamma \leq 0$, this is the case.

Remark. Theorem 4.1 shows that case 2a of Theorem 3.11 can occur, both with $n_{1} \mid n_{2}$ and $n_{1} \nmid n_{2}$. Case 1b occurs, for example, when (4.1) holds, while case 2 b occurs if (4.2) holds and we take $k=\sqrt{\left|\mu_{-}\left(\lambda_{0}\right)\right|} / n$ for an arbitrary $n \in \mathbb{Z}^{+}$. Thus all the cases in Theorem 3.11 are possible.

## 5. On the limiting cases $\boldsymbol{g} \rightarrow \mathbf{0}$ and $\sigma \rightarrow \mathbf{0}$.

5.1. The case $\boldsymbol{g} \rightarrow \mathbf{0}$. We now investigate what happens if we consider $g$ and $\sigma$ as parameters. First we consider for a fixed $\sigma>0$ what happens as $g \rightarrow 0$. Note that $\lambda_{0}$ is defined by (3.1), and that by letting $g \rightarrow 0$ we obtain

$$
\int_{p_{0}}^{0} \frac{d p}{\left(\lambda_{0}+2 \Gamma(p)\right)^{3 / 2}} \rightarrow \infty
$$

and thus $\lambda_{0} \rightarrow-2 \Gamma_{\text {min }}$. Furthermore, it is easy to see that $Q(\lambda) \rightarrow \lambda$. Thus, at a formal level we recover the results in [40] on bifurcation for pure capillary waves, where the bifurcation parameter is $Q$ and $T$ is positive definite for every $\lambda>-2 \Gamma_{\min }$. In the case of pure capillary waves there are only simple bifurcation points.
5.2. The case $\boldsymbol{\sigma} \rightarrow \mathbf{0}$. If we instead fix $g>0$ and let $\sigma \rightarrow 0$, we see that the value of $\lambda_{0}$ doesn't change. Note that for each $\mu \leq 0$, the function $W=W(p ; \mu, \lambda)$ satisfying

$$
\left\{\begin{array}{l}
-\left(a^{3} W^{\prime}\right)^{\prime}=\mu a W, \quad p_{0}<p<0  \tag{5.1}\\
W\left(p_{0}\right)=0, \quad W^{\prime}\left(p_{0}\right)=1
\end{array}\right.
$$

has the property $W(0)>0$. By continuous dependence on parameters, it follows that for each compact subset $K$ of $I$ and $R>0$, there is an $\varepsilon>0$ and a $\delta>0$ such that $W(0 ; \mu, \lambda) \neq 0$ and $\langle a W, W\rangle_{L^{2}} /|W(0)|^{2} \geq \delta$ for $\mu \in[-R, 0]+i[-\varepsilon, \varepsilon]$ and $\lambda \in K$. In $\left[\lambda_{0}, \infty\right)$ we already know that the negative definite eigenvalues are real and satisfy
$\mu_{-}(\lambda) \leq \mu_{-}\left(\lambda_{0}\right)$. Hence, for each $\varepsilon>0$ and $R>0$ there is a neighborhood $U$ of $-R \leq \operatorname{Re} \mu \leq 0, \operatorname{Im} \mu=0$ such that for $\lambda \geq-2 \Gamma_{\min }+\varepsilon$ and $\sigma$ sufficiently small there are no negative semidefinite eigenvalues in $U$.

For sufficiently small $\sigma$ we are clearly in the second situation described in Lemma 4.4. We now prove that $\lambda_{1} \rightarrow-2 \Gamma_{\min }$ as $\sigma \rightarrow 0$. Indeed, if $L=\lim \sup _{\sigma \rightarrow 0} \lambda_{1}>$ $-2 \Gamma_{\min }$, we obtain for each $k>0$ the existence of a sequence $\lambda_{j} \rightarrow \lambda^{*}>-2 \Gamma_{\min }$ and $\sigma_{j} \rightarrow 0$ such that $-k^{2}$ is a positive definite eigenvalue of $T\left(\lambda_{j}\right)$. The corresponding eigenfunctions solve

$$
\left\{\begin{array}{l}
\left(a_{\lambda_{j}}^{3} W_{j}^{\prime}\right)^{\prime}=k^{2} a_{\lambda_{j}} W_{j}, \quad p_{0}<p<0 \\
a_{\lambda_{j}}^{3}(0) W_{j}^{\prime}(0)=\left(k^{2} \sigma_{j}+g\right) W_{j}(0) \\
W_{j}\left(p_{0}\right)=0
\end{array}\right.
$$

Letting $j \rightarrow \infty$ we obtain a solution of the eigenvalue problem

$$
\left\{\begin{array}{l}
-\left(a_{\lambda^{*}}^{3} W^{\prime}\right)^{\prime}=\mu a_{\lambda^{*}} W, \quad p_{0}<p<0  \tag{5.2}\\
a_{\lambda^{*}}^{3}(0) W^{\prime}(0)=g W(0) \\
W\left(p_{0}\right)=0
\end{array}\right.
$$

with $\mu=-k^{2}$. This would mean that for each $k>0$ there is a $\lambda^{*} \in\left[L, \lambda_{0}\right]$ such that $-k^{2}$ is an eigenvalue of the above problem. This is clearly not possible since it is known that (5.2) has a unique nonpositive eigenvalue $\mu$ for each $-2 \Gamma_{\min }<\lambda \leq \lambda_{0}$ and that $\mu(\lambda)$ is a continuous function of $\lambda$ in this interval.

To summarize, as $\sigma \rightarrow 0$ there is a family of intervals $I_{\sigma} \subset I$ and real numbers $R_{\sigma}$ such that $I_{\sigma} \rightarrow I$ and $R_{\sigma} \rightarrow-\infty$ as $\sigma \rightarrow 0$ and for $\lambda \in I_{\sigma}$ with $\lambda \leq \lambda_{0}$ the nonpositive part of the spectrum of $T$ consists of the eigenvalues $\mu_{-}$and $\mu_{+}$with $\mu_{-} \leq R_{\sigma} \leq \mu_{+}$, while for $\lambda \geq \lambda_{0}$ the nonpositive part of the spectrum just consists of $\mu_{-} \leq R_{\sigma}$. Thus at a formal level we recover the results [7], where the bifurcation points are given by the $\lambda^{*} \in I$ such that $\mu=-(k n)^{2}$ is an eigenvalue of (5.2). The eigenvalue problem (5.2) has one negative eigenvalue for each $\lambda \in\left(-2 \Gamma_{\min }, \lambda_{0}\right)$ (and none in $\lambda>\lambda_{0}$ ) and the negative eigenvalue is an increasing function of $\lambda$ in this interval. This curve of eigenvalues is simply the limit of the smallest positive definite eigenvalue of $T$ for $\lambda<\lambda_{0}$ as $\sigma \rightarrow 0$.

## 6. Examples.

6.1. Irrotational flow. We will now take a closer look at irrotational flows, $\gamma \equiv 0$. In this case $\Gamma_{\min }=0$ and the eigenvalue problem is, for $\lambda>0$,

$$
\left\{\begin{array}{l}
\lambda W^{\prime \prime}=(k n)^{2} W \quad \text { in } \quad p_{0}<p<0 \\
\lambda^{3 / 2} W^{\prime}(0)=\left((k n)^{2} \sigma+g\right) W(0) \\
W\left(p_{0}\right)=0
\end{array}\right.
$$

Letting $W$ satisfy the boundary condition at $p_{0}$ and $W_{p}\left(p_{0}\right) \neq 0$, we get $W(p)=$ $C \sinh \left(\frac{k n\left(p-p_{0}\right)}{\sqrt{\lambda}}\right)$. Thus the condition for $-(k n)^{2}$ to be an eigenvalue is that

$$
k n \lambda \cosh \left(\frac{k n\left|p_{0}\right|}{\sqrt{\lambda}}\right)=\left((k n)^{2} \sigma+g\right) \sinh \left(\frac{k n\left|p_{0}\right|}{\sqrt{\lambda}}\right)
$$

that is,

$$
f(k n ; \lambda):=\frac{(k n)^{2} \sigma+g}{k n \lambda} \tanh \left(\frac{k n\left|p_{0}\right|}{\sqrt{\lambda}}\right)=1 .
$$

The depth corresponding to uniform flow is $d=\left|p_{0}\right| / \sqrt{\lambda}$ and $\lambda_{0}=\left(g\left|p_{0}\right|\right)^{2 / 3}$. Using the integral condition in Theorem 4.1 with $a_{\lambda_{0}}(p)=\lambda_{0}^{1 / 2}$, it is easy to see that $\sigma_{0}=1 / 3\left(g\left|p_{0}\right|^{4}\right)^{1 / 3}$ is the unique value of $\sigma$ for which 0 is a neutral eigenvalue of $T$ at $\lambda_{0}$. For $\sigma>\sigma_{0}$ the eigenvalue 0 at $\lambda_{0}$ is negative definite, while it is positive definite for $\sigma<\sigma_{0}$. Note that $f(x ; \lambda) \rightarrow \infty$ as $x \rightarrow \infty$ for each $\lambda>0$, while $f(x ; \lambda)$ is a strictly decreasing function of $\lambda$ with $f(x ; \lambda) \rightarrow \infty$ uniformly as $\lambda \rightarrow 0$. It follows that if $\sigma \geq \sigma_{0}$, the operator $T(\lambda)$ has no negative eigenvalues for $\lambda<\lambda_{0}$, while if $\sigma<\sigma_{0}$, we are in the second situation described in Lemma 4.4 with $\lambda_{1}>0$, and $T(\lambda)$ has no negative eigenvalues for $\lambda<\lambda_{1}$. This could also be seen directly from Lemma 4.4, since $\gamma \leq 0$.

The uniform flow corresponding to the bifurcation point $\lambda^{*}$ has the velocity components $\left(c-u^{*}, v^{*}\right)=\left(\sqrt{\lambda^{*}}, 0\right)$, since

$$
H\left(p ; \lambda^{*}\right)=\frac{p-p_{0}}{\sqrt{\lambda^{*}}}
$$

We thus obtain the dispersion relation $[19,28]$ for linearized small amplitude waves traveling on a uniform current of velocity $\left(u^{*}, 0\right)$ :

$$
c-u^{*}=\sqrt{\frac{(k n)^{2} \sigma+g}{k n} \tanh (k n d)} .
$$

This relation was obtained for a fixed $p_{0}$. However, for any real $d>0$ we can choose $c-u^{*}$ according to the above dispersion relation. Setting $\left|p_{0}\right|=d\left(c-u^{*}\right)$, this will in principle yield a curve of solutions having minimal period $2 \pi /(k n)$ bifurcating at $\lambda^{*}=c-u^{*}$. The problem is that we may be in case 2 a of Theorem 3.11. The bifurcation point is simple or double according to whether or not there exists an $m \in \mathbb{Z}^{+}$such that $m$ gives the same intrinsic wave speed $c-u^{*}$ as $n$. If furthermore $n \mid m$, we cannot tell if there are solutions of minimal period $2 \pi /(k n)$.

Let us now try to relate our results in the irrotational case with the work of Jones [20]. In [20] the bifurcation parameter is the speed $c$ and $d$ is held fixed, while $\left|p_{0}\right|$ is allowed to vary. Furthermore, the horizontal speed $u$ of the trivial flow is taken to be zero. For every $n \in \mathbb{Z}^{+}$a bifurcation point is obtained at

$$
c_{n}^{2}=f(k n):=\frac{(k n)^{2} \sigma+g}{k n} \tanh (k n d),
$$

and $c_{n}$ is double or simple depending upon whether there is an $m \in \mathbb{Z}^{+}$as above with $c_{n}=c_{m}$. If $\sigma / g d^{2} \geq 1 / 3$, the function $f(x), x \geq 0$, is strictly increasing with the minimum value $g d$ at 0 . In this case all bifurcation points are simple. If $\sigma / g d^{2}<1 / 3$, the function $f$ has a single minimum at some point $x_{0}>0$, is strictly decreasing between 0 and $x_{0}$, and is strictly increasing in $x>x_{0}$. It follows that there is some $x_{1}>x_{0}$ with $f\left(x_{1}\right)=f(0)=g d$. For every $x \in\left(0, x_{0}\right)$ there is an $x^{\prime} \in\left(x_{0}, x_{1}\right)$, depending continuously on $x$, with $f\left(x^{\prime}\right)=f(x)$. Moreover, as $x \rightarrow 0$ we have $x^{\prime} \rightarrow x_{1}$. Thus we can always choose $x^{\prime}$ such that $x^{\prime} / x \in \mathbb{Q}$. In this way it is always possible to find a double bifurcation point (for some wave number) if $\sigma / g d^{2}<1 / 3$.

The condition on $\sigma / g d^{2}$ is useful also in our setting, but it needs some explaining. Replacing $c$ by $\lambda=c-u$, we obtain precisely the same bifurcation points. However, since we let the depth vary, while holding $p_{0}$ fixed, the conditions $\sigma / g d^{2}<1 / 3$ and $\mu_{-}\left(\lambda_{0}\right)<0$ are related, but the correspondence is not one-to-one. What is true is that $\mu_{-}\left(\lambda_{0}\right)<0$ if and only if $\sigma / g d_{0}^{2}<1 / 3$, where $d_{0}$ is the depth corresponding to
the trivial solution at $\lambda_{0}$. This follows from expressing $\left|p_{0}\right|$ in terms of $d_{0}$ and $g$ and substituting this in the formula for $\sigma_{0}$. If we start with any bifurcation point $\lambda^{*}$ such that $\sigma / g d^{2} \geq 1 / 3$, it follows that $\lambda_{0}=\left(g\left|p_{0}\right|\right)^{2 / 3}=\left(g d \sqrt{\lambda^{*}}\right)^{2 / 3}<\lambda^{*}$. Hence, the bifurcation point $\lambda^{*}$ is in this case simple. Note, however, that it does not follow that $\mu_{-}\left(\lambda_{0}\right)=0$ for the point $\lambda_{0}$ on our corresponding trivial solution curve (it is easy to construct a counterexample). If $\sigma / g d^{2}<1 / 3$ and we choose $k n$ with $\lambda^{*}=f(k n)<g d$, then $\lambda^{*}<\lambda_{0}$. Hence, $\mu_{-}\left(\lambda_{0}\right)<0$ in this case.
6.2. Constant vorticity. In the case of constant vorticity $\gamma \neq 0$, the substitution

$$
W(p)=\frac{2 \gamma}{\sqrt{\lambda+2 \gamma p}} W_{0}\left(\frac{\sqrt{\lambda+2 \gamma p}}{\gamma}\right)
$$

transforms the differential equation (3.6) into $W_{0}^{\prime \prime}=(k n)^{2} W_{0}$. We infer that

$$
W(p)=\frac{1}{\sqrt{\lambda+2 \gamma p}} \sinh \left(\frac{k n\left(\sqrt{\lambda+2 \gamma p}-\sqrt{\lambda+2 \gamma p_{0}}\right)}{\gamma}\right) .
$$

The boundary condition at $p=0$ is then $f(k n ; \lambda)=1$, where

$$
f(x ; \lambda):=\frac{x^{2} \sigma+g+\gamma \sqrt{\lambda}}{x \lambda} \tanh \left(\frac{2 x\left|p_{0}\right|}{\sqrt{\lambda}+\sqrt{\lambda+2 \gamma p_{0}}}\right), \quad x \geq 0
$$

Note that $\lim _{x \rightarrow \infty} f(x ; \lambda)=\infty$ for each $\lambda>-2 \Gamma_{\min }$. As in the irrotational case, there is a $\sigma_{0}$ such that 0 is a neutral eigenvalue at $\lambda_{0}$ exactly for $\sigma=\sigma_{0}$. We discern between the following two cases.

Case 1. Suppose that $\gamma<0$. In this case $\Gamma_{\text {min }}=0$ and for $x^{2} \sigma+g+\gamma \sqrt{\lambda}>0$ the function $f$ is strictly decreasing in $\lambda$. Moreover, we have $f(x ; \lambda) \rightarrow \infty$ uniformly as $\lambda \rightarrow 0$. It follows that the situation is as in the case of $\gamma \equiv 0$, that is, if $\sigma \geq \sigma_{0}$, there are no negative eigenvalues for $\lambda<\lambda_{0}$, while if $\sigma<\sigma_{0}$, we have $\lambda_{1}>0$ and there are no negative eigenvalues for $\lambda<\lambda_{1}$.

Case 2. Suppose instead that $\gamma>0$. In this case we have $\Gamma_{\min }=\gamma p_{0}$ so that $f$ is defined for $\lambda>2 \gamma\left|p_{0}\right|$. The function $f(x ; \lambda)$ is now strictly decreasing in $\lambda$ for all $x \geq 0$ and the limit as $\lambda \rightarrow 2 \gamma\left|p_{0}\right|$ is

$$
f(x ; 0)=\frac{\sigma x^{2}+g+\gamma \sqrt{2 \gamma\left|p_{0}\right|}}{2 x \gamma\left|p_{0}\right|} \tanh \left(\sqrt{\frac{2\left|p_{0}\right|}{\gamma}} x\right)
$$

If $\sigma \geq \sigma_{0}$, the situation is exactly as before. Suppose instead that $\sigma<\sigma_{0}$. If the minimum value of $f(x ; 0)$ is greater than one, then as earlier $\lambda_{1}>-2 \Gamma_{\min }$ and to the left of $\lambda_{1}$ the operator $T(\lambda)$ has no negative eigenvalues. However, if $\min f(x ; 0) \leq 1$, then $\lambda_{1}=-2 \Gamma_{\min }$ so that for each $\lambda \in\left(-2 \Gamma_{\min }, \lambda_{0}\right)$ the operator $T(\lambda)$ has two negative eigenvalues. Both alternatives can be achieved by varying $\sigma$ while keeping the other variables fixed.

The trivial flow corresponding to $\lambda^{*}$ has the velocity components $\left(c-u^{*}, v^{*}\right)=$ $\left(\sqrt{\lambda^{*}}+\gamma y, 0\right)$ because $u_{y}=-\gamma$. Note that

$$
H\left(p ; \lambda^{*}\right)=\frac{\sqrt{\lambda^{*}+2 \gamma p}-\sqrt{\lambda^{*}+2 \gamma p_{0}}}{\gamma}
$$

From the definition of $p_{0}$ we infer that $\sqrt{\lambda^{*}} d-\frac{\gamma}{2} d^{2}=\left|p_{0}\right|$ and thus

$$
d=\frac{2\left|p_{0}\right|}{\sqrt{\lambda^{*}}+\sqrt{\lambda^{*}+2 \gamma p_{0}}}
$$

For $y=0$ we obtain the dispersion relation

$$
c-u_{0}^{*}=\frac{\gamma}{2 k n} \tanh (k n d)+\sqrt{\frac{(k n)^{2} \sigma+g}{k n} \tanh (k n d)+\frac{\gamma^{2}}{4(k n)^{2}} \tanh ^{2}(k n d)}
$$

where $u_{0}^{*}$ is the speed of the trivial flow at the surface. This is the dispersion relation for linearized small-amplitude waves traveling on a linearly sheared current of constant vorticity $\gamma$.
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#### Abstract
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1. Introduction. It is well known that a spherical shell under zero loads can assume at least two configurations: the trivial reference configuration and the everted configuration, as they are both stable solutions of the equilibrium problem. The existence of everted shapes was first proved by Antman [1] for thick spherical shells. Later, the analysis concerning the eversion of thin shells was carried out from the theoretical and numerical points of view by Podio-Guidugli et al. [20] and Geymonat, Rosati, and Valente [15, 16].

The energy functional corresponding to the axially symmetric deformations of a spherical cap, without applied loads, may be written as

$$
F_{\varepsilon}(u)=\varepsilon^{2} \int_{0}^{1} \theta^{3}\left(u^{\prime}(\theta)\right)^{2} d \theta+\int_{0}^{1} \frac{1}{\theta^{3}}\left(\int_{0}^{\theta} \varphi^{3}\left(u^{2}(\varphi)-1\right) d \varphi\right)^{2} d \theta
$$

The unknown $u$, which is a function of the normalized polar angle $\theta$, is related to the slope of the deformed middle surface of the cap with respect to the initial spherical shape, and $\varepsilon$ is the thinness parameter of the shell (for the derivation of the model

[^55]and physical interpretation of the variable, see the pioneering papers by Reiss [21], Bauer, Reiss, and Keller [2], and Podio-Guidugli et al. [20]; see also the functional approach introduced by Berger [4] for the mathematical study of the thin elastic plate buckling).

In $[20,15,16]$, under suitable boundary conditions, it has been proved that, beside the trivial stable solution $u=1$, for $\varepsilon$ small enough there exists a second stable solution, namely, the everted stressed solution. The sequence of everted configurations tends toward an unstressed configuration $(u=-1)$ that can be described as the reflection of the cap reference configuration. More recently, the problem has been further investigated. The existence of infinitely many stable solutions for the limit problem has been predicted, and several numerical experiments have been proposed by Geymonat and Leger [14].

Although the problem has been carefully studied in $[20,15,16]$ for $\varepsilon$ small, the asymptotic analysis of $F_{\varepsilon}$ has remained an open problem, and it is the object of the present work, analyzed using the notation and techniques of variational calculus.

To describe the asymptotic behavior of $F_{\varepsilon}$ we first focus on sequences $\left(u_{\varepsilon}\right)$ such that $F_{\varepsilon}\left(u_{\varepsilon}\right)=O(1)$. In that case we prove that $\left(u_{\varepsilon}\right)$ is locally weakly compact in $L^{1}(0,1)$, and sequences giving the optimal lower bound may oscillate between the values -1 and 1 . This behavior is described by the $\Gamma$-limit $F^{0}$ (see the next section for the precise form of the limit) that not only captures these oscillations but also shows that the nonlocal character of the functional is maintained in the limit. Minimizing sequences are responsible for folding effects, which are also observed for flat membranes. The analytical reconstruction of the shell surface texture could allow us to both understand the material elastic properties and study the interactions between the two surfaces.

It must be noted that the $\Gamma$-limit $F^{0}$ coincides with the lower-semicontinuous envelope of the functional

$$
G(u)=\int_{0}^{1} \theta^{-3}\left(\int_{0}^{\theta}\left(u^{2}-1\right) \varphi^{3} d \varphi\right)^{2} d \theta
$$

with respect to the local weak $L^{1}$-convergence, and that minimizers of this functionals are all functions with $|u|=1$ a.e. In terms of recovery sequences, we note that they may develop oscillations, but the occurrence of these is due to a nonlocal effect (see the example in Remark 3).

The minimum value for the $\Gamma$-limit $F^{0}$ is 0 and is achieved exactly on all functions $u$ with $|u| \leq 1$. This large class of minimizers justifies the analysis at finer scales. We show that the next meaningful scale occurs when $F_{\varepsilon}\left(u_{\varepsilon}\right)=O\left(\varepsilon^{3 / 2}\right)$. If this is the case, then we show that such a $\left(u_{\varepsilon}\right)$ is strongly precompact in $L^{1}(0,1)$, its limits $u$ are locally piecewise constant in $(0,1)$, and $|u(\theta)|=1$ a.e. We describe this behavior by showing that the $\Gamma$-limit of the scaled energies $\varepsilon^{-3 / 2} F_{\varepsilon}$ on those functions takes the form

$$
F^{3 / 2}(u)=c_{0} \sum_{\theta \in S(u)} \theta^{3}
$$

where we denote by $S(u)$ the set of discontinuities of $u$ (see Theorem 3.3).
The mechanical interpretation of this energetic asymptotic description is that minimal states of the energies $F_{\varepsilon}$ subjected to boundary conditions will be approximately described for $\varepsilon$ small by a mixture of undeformed and everted configurations,
the transitions between which are such as to minimize the energy $F^{3 / 2}$. A similar analysis can be performed for suitably scaled forcing terms (in which case the corresponding forcing term must be added to $F^{3 / 2}$ ).

The formal analogies with the corresponding functionals of the gradient theory of phase transitions

$$
H_{\varepsilon}(u)=\varepsilon^{2} \int_{0}^{1} \theta^{3}\left(u^{\prime}(\theta)\right)^{2} d \theta+\int_{0}^{1} \theta^{3}\left(u^{2}(\theta)-1\right)^{2} d \theta
$$

must be noted. Upon a normalization factor, the functionals $\varepsilon^{-1} H_{\varepsilon}$ also $\Gamma$-converge to $F^{3 / 2}$. Apart from the different scaling $\varepsilon^{-1}$, this analogy does not extend to the details of the proof. First, it must be noted that the compactness properties for functions with $F_{\varepsilon}\left(u_{\varepsilon}\right)=O\left(\varepsilon^{3 / 2}\right)$ are much more difficult to prove by the cancellations that may occur in the integral $\int_{0}^{\theta} \varphi^{3}\left(u_{\varepsilon}^{2}-1\right) d \varphi$ owing to the fact that $u_{\varepsilon}^{2}-1$ may change sign. Second, the way the constant $c_{0}$ is computed involves some optimal transitions that exhibit a sort of Gibbs phenomenon: even though their limit takes only the value $\pm 1$, these transitions must take values external to the interval $[-1,1]$.

In the final section, we show that this Gibbs phenomenon is substantial: if we impose the constraint $\left|u_{\varepsilon}\right| \leq 1$ onto a sequence $\left(u_{\varepsilon}\right)$ converging to $u$, then the values $\varepsilon^{-3 / 2} F_{\varepsilon}\left(u_{\varepsilon}\right)$ cannot converge to the value $F^{3 / 2}(u)$, and they must even diverge. We show that with this additional constraint the correct scaling is $\varepsilon^{-4 / 3}$. The scaled energies still converge to a phase-transition functional, but this time in a nonlocal form (see Theorem 4.2).

We believe that the techniques developed here can be adapted to other transition problems in nonlinear elasticity, leading to the study of functionals with similar nonlocal terms. Moreover, our analysis can be generalized to different weighted spaces. For these reasons we report our results with reference to a more general weighted functional (details follow in the next section).

Finally, we point out that functionals $F_{\varepsilon}$ are derived from the scaled energy

$$
\frac{1}{\varepsilon} \int_{\mathcal{C}_{\varepsilon}}\left(\mu|\mathbf{D}|^{2}+\frac{\lambda}{2}(\operatorname{trace} \mathbf{D})^{2}\right) d x
$$

where $\mathcal{C}_{\varepsilon}$ parameterizes a thin spherical shell of thickness $\varepsilon, \mathbf{D}=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)+$ $\frac{1}{2}\left(\nabla \mathbf{u} \nabla \mathbf{u}^{T}\right)$ is the nonlinear deformation tensor related to the deformation $\mathbf{u}$ of the shell, and $\lambda, \mu$ are the Lamé constants (we refer, e.g., to [20] for the precise derivation). In this way, our paper may be partly related to recent works on dimension reduction for thin structures by the use of $\Gamma$-convergence (see, e.g., Le Dret and Raoult [17] for the limit analysis of thin shells, Friesecke, James, and Müller [13] and Conti and Maggi [10] for the analysis under various scaling, Ben Belgacem et al. [3] for complex patterns in recovery sequences, and Braides, Fonseca, and Francfort [9] for an example of application of the localization methods of $\Gamma$-convergence to thin structures).
1.1. Analytical description of the results. We conclude this introduction with a brief analytical description of the results in a more general setting, where we replace the weight $\theta^{3}$ with a more general weight $\rho(\theta)$. We use the techniques of $\Gamma$ convergence for the asymptotic analysis of our functionals; for the definition, notation, and comprehensive study of $\Gamma$-convergence we refer to $[6]$ and $[11]$ (see also $[7]$ and $[8$, Part 2]).

Let $\rho:[0,1] \mapsto \mathbf{R}$ be a nondecreasing, continuous function, strictly positive on
$(0,1]$. For all $\varepsilon>0$ and $\alpha \geq 0$ we define

$$
F_{\varepsilon}^{\alpha}(u)=\varepsilon^{2-\alpha} \int_{0}^{1} \rho\left(u^{\prime}\right)^{2} d \theta+\varepsilon^{-\alpha} \int_{0}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right) d \varphi\right)^{2} d \theta
$$

for $u \in H^{1}(0,1)$. When needed, the functionals are understood to take the value $+\infty$ when not otherwise defined. We will isolate particular values of $\alpha$ for which the $\Gamma$-limit is nontrivial.

We will consider separately the following cases.
Case 1 (section 2). $\alpha=0$. In this case, minimizing sequences are weakly precompact in $L_{\text {loc }}^{2}(0,1)$; hence, we compute the $\Gamma$-limit $F^{0}$ of $F_{\varepsilon}^{0}$ with respect to that convergence, and for every $u \in L_{\text {loc }}^{2}(0,1)$ we get

$$
F^{0}(u)=\min \left\{\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta: \mu \geq \rho u^{2} d \varphi\right\},
$$

where the minimum is taken over all nonnegative measures $\mu$. The set of the minimum points of $F^{0}$ is $\{|u| \leq 1\}$.

Case 2 (section 3). $\alpha=3 / 2$. In this case, we scale $F_{\varepsilon}^{0}$ further and study the limit of $F_{\varepsilon}^{3 / 2}=\varepsilon^{-3 / 2} F_{\varepsilon}^{0}$. We prove that minimizing sequences are precompact with respect to the strong $L_{\text {loc }}^{1}(0,1)$-convergence, and their limits $u$ belong to $B V_{\text {loc }}((0,1) ;\{-1,1\})$; i.e., $u$ is locally piecewise constant on $(0,1)$ and takes only the values 1 and -1 . We compute the $\Gamma$-limit $F^{3 / 2}$ of $F_{\varepsilon}^{3 / 2}$ with respect to that convergence and we get

$$
F^{3 / 2}(u)=c_{0} \sum_{\theta \in S(u)} \rho(\theta)
$$

for every $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, where $S(u)$ is the set of points where $u$ jumps between the points 1 and -1 , and

$$
\begin{aligned}
& c_{0}=\inf _{T>0} \inf \left\{\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma:\right. \\
&\left.v \in H^{1}(-T, T), \quad v( \pm T)= \pm 1, \quad \int_{-T}^{T}\left(v^{2}-1\right) d s=0\right\} .
\end{aligned}
$$

With this choice of the scaling we get a result of "Modica-Mortola" type with a different characterization of the constant $c_{0}$ (see [18, 19], or [5]).

Case 3 (section 4). In this case, we show that the characteristic scale changes if we impose the restriction that $u \in H^{1}((0,1) ;[-1,1])$, and there the correct scaling power is $\alpha=4 / 3$. We treat only the case $\rho=1$ for the sake of simplicity. By Case 1 above, we have that the $\Gamma$-limit of the restriction of $F_{\varepsilon}^{0}$ to $H^{1}((0,1) ;[-1,1]), G_{\varepsilon}^{0}$, is zero. We then rescale $G_{\varepsilon}^{0}$ to get a nontrivial limit problem, considering the family of functionals $G_{\varepsilon}^{4 / 3}=\varepsilon^{-4 / 3} G_{\varepsilon}^{0}$, and we prove that the minimizing sequences are compact
with respect to the strong $L^{1}$-convergence and its $\Gamma$-limit is nonlocal,

$$
\begin{gathered}
G^{4 / 3}(u)=\inf _{T>0} \inf \left\{\sum_{i \in I}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
\left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\}
\end{gathered}
$$

for every $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, where we have labeled the points in $S(u)$ by a set of indices $I \subset \mathbf{N}$ in such a way that $\theta_{i}<\theta_{i+1}$.
2. The case $\boldsymbol{\alpha}=\mathbf{0}$ : Oscillations. We consider the case $\alpha=0$ first; i.e.,

$$
F_{\varepsilon}^{0}(u)=\varepsilon^{2} \int_{0}^{1} \rho\left(u^{\prime}\right)^{2} d \theta+\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right) d \varphi\right)^{2} d \theta
$$

for $u \in H_{\text {loc }}^{1}(0,1)$. In order to choose the topology in which to frame our limit problem we have to examine the compactness properties of sequences with bounded energy. Note that the presence of $\varepsilon$ only in the first term of $F_{\varepsilon}^{0}(u)$ suggests the use of the weak $L^{2}$-convergence.

THEOREM 2.1 (compactness). Let $\left(u_{\varepsilon}\right)$ be a sequence such that $\sup _{\varepsilon} F_{\varepsilon}^{0}\left(u_{\varepsilon}\right)<$ $+\infty$; then, up to subsequences, the measures $\rho u_{\varepsilon}^{2} d \varphi$ converge weakly ${ }^{*}$ in $(-\infty, 1)$ and, in particular, $\left(u_{\varepsilon}\right)$ converges weakly in $L_{\mathrm{loc}}^{2}(0,1)$.

Proof. By assumption, $\sup _{\varepsilon} \int_{0}^{1}(1 / \rho(\theta))\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta<+\infty$, which implies that $\sup _{\varepsilon} \int_{0}^{1}\left(\int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi\right)^{2} d \theta<+\infty$; hence, by Hölder's inequality, there exists a constant $c$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\int_{0}^{1}\left(\int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi\right) d \theta \leq c \tag{2.1}
\end{equation*}
$$

for every $\varepsilon>0$. By the monotonicity of $\theta \mapsto \int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi$ we have that for a fixed $\theta_{0} \in(0,1)$,

$$
\int_{0}^{\theta_{0}} \rho u_{\varepsilon}^{2} d \varphi \leq \int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi
$$

for every $\theta \geq \theta_{0}$. Hence we get that

$$
\int_{\theta_{0}}^{1}\left(\int_{0}^{\theta_{0}} \rho u_{\varepsilon}^{2} d \varphi\right) d \theta \leq \int_{\theta_{0}}^{1}\left(\int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi\right) d \theta \leq \int_{0}^{1}\left(\int_{0}^{\theta} \rho u_{\varepsilon}^{2} d \varphi\right) d \theta
$$

and by (2.1) we can conclude that for every $\theta_{0} \in(0,1)$ there exists a constant $c\left(\theta_{0}\right)$ depending only on $\theta_{0}$ such that $\int_{0}^{\theta_{0}} \rho u_{\varepsilon}^{2} d \varphi \leq c\left(\theta_{0}\right)$ for every $\varepsilon>0$, which gives the desired compactness properties.

Remark 1. The following example shows that we cannot expect weak compactness, but only local weak compactness, in $L^{2}(0,1)$ for a sequence $\left(u_{\varepsilon}\right)$ with $\sup _{\varepsilon} F_{\varepsilon}^{0}\left(u_{\varepsilon}\right)<+\infty$. In fact, consider

$$
u_{\varepsilon}(\theta)=\varepsilon^{-7 / 5}\left(\theta-\theta_{\varepsilon}\right)^{+}
$$

with $\theta_{\varepsilon}=1-\varepsilon^{4 / 5}$; then $F_{\varepsilon}^{0}\left(u_{\varepsilon}\right) \leq c$ for every $\varepsilon>0$, but

$$
\int_{0}^{1} u_{\varepsilon}^{2} d \theta=\frac{1}{3} \varepsilon^{-2 / 5}
$$

Lemma 2.2. Let

$$
G(u)=\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right) d \varphi\right)^{2} d \theta
$$

The lower-semicontinuous envelope of $G$ with respect to the weak $L_{\text {loc }}^{2}$ topology is

$$
\bar{G}(u):=\min \left\{\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta: \mu \geq \rho u^{2} d \varphi\right\}
$$

where the minimum is taken in the space $\mathcal{M}^{+}([0,1))$ of locally finite positive measures on $[0,1)$.

Proof. Let $\left(u_{N}\right)$ be a sequence weakly converging to $u$ in $L_{\text {loc }}^{2}$ such that

$$
\lim _{N \rightarrow+\infty} G\left(u_{N}\right)<+\infty
$$

and the sequence of positive measures $\left(\rho u_{N}^{2} d \varphi\right)$ converges weakly* to $\mu$ in $\mathcal{M}^{+}([0,1))$. Then, by the lower semicontinuity of the $L^{2}$-norm and the convergence of the measures of almost all intervals, we have that

$$
\frac{\mu(\theta-\delta, \theta+\delta)}{\delta}=\lim _{N \rightarrow+\infty} f_{\theta-\delta}^{\theta+\delta} \rho u_{N}^{2} d \varphi \geq f_{\theta-\delta}^{\theta+\delta} \rho u^{2} d \varphi
$$

for almost all (a.a.) $\delta \in(0, \theta)$; by the Besicovitch derivation theorem, we conclude that for a.e. $\theta$,

$$
\frac{d \mu}{d \varphi}(\theta) \geq \rho(\theta) u^{2}(\theta)
$$

Since $\mu$ has at most countably many atoms, by the weak*-convergence in $\mathcal{M}^{+}([0,1))$, we have that

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \int_{0}^{\theta} \rho u_{N}^{2} d \varphi=\mu([0, \theta)) \quad \text { for a.e. } \theta \in(0,1) \tag{2.2}
\end{equation*}
$$

It follows that

$$
\frac{1}{\sqrt{\rho(\theta)}}\left(\int_{0}^{\theta} \rho\left(u_{N}^{2}-1\right) d \varphi\right) \quad \stackrel{L^{2}}{\xrightarrow{\sqrt{\rho(\theta)}}}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)
$$

and by the weak lower semicontinuity of the $L^{2}$-norm, we get

$$
\lim _{N \rightarrow+\infty} G\left(u_{N}\right) \geq \bar{G}(u) .
$$

Note that the functional

$$
\mu \mapsto \int_{0}^{1} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta
$$

is weakly lower semicontinuous and coercive in $\mathcal{M}^{+}([0,1))$. Moreover, the set $\{\mu \geq$ $\left.\rho u^{2} d \varphi\right\}$ is convex; hence, the minimum is attained.

We now check the lim sup inequality for every $u \in L_{\text {loc }}^{2}(0,1)$ such that $\bar{G}(u)<$ $+\infty$. Let $\mu \in \mathcal{M}^{+}([0,1))$ be such that

$$
\bar{G}(u)=\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta
$$

For $0<a<1$ we define

$$
u^{a}(\theta)= \begin{cases}u(\theta), & a \leq \theta \leq 1-a \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\mu_{N}^{a}([0, \theta))= \begin{cases}0 & \text { if } \theta<a-1 / N \\ \mu([0, a)) & \text { if } a-1 / N \leq \theta<a \\ \mu([0, \theta)) & \text { if } a \leq \theta<1-a \\ \mu([0,1-a)) & \text { if } 1-a \leq \theta<1\end{cases}
$$

for $N \in \mathbf{N}$ and $N>1$. Then, $u^{a} \in L^{2}(0,1), u^{a} \rightarrow u$, in $L_{\text {loc }}^{2}(0,1)$ as $a \rightarrow 0^{+}, \mu_{N}^{a}$ converges to the measure $\mu^{a}$ defined by

$$
\mu^{a}([0, \theta))= \begin{cases}0 & \text { if } \theta<a \\ \mu([0, \theta)) & \text { if } a \leq \theta<1-a \\ \mu([0,1-a)) & \text { if } 1-a \leq \theta<1\end{cases}
$$

(this can be checked, e.g., by using Theorem 1.16 in [12]), and

$$
\begin{equation*}
\bar{G}\left(u^{a}\right) \leq \int_{a}^{1} \frac{1}{\rho(\theta)}\left(\mu^{a}([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta+o(1) \leq \bar{G}(u)+o(1) \tag{2.3}
\end{equation*}
$$

as $a \rightarrow 0^{+}$. Indeed, since by assumption $\bar{G}(u)<+\infty$, then we have

$$
\begin{aligned}
& \int_{a}^{1} \frac{1}{\rho(\theta)}\left(\mu^{a}([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta \\
&= \int_{a}^{1-a} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta \\
&+\int_{1-a}^{1} \frac{1}{\rho(\theta)}\left(\mu([0,1-a))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta \\
& \leq \bar{G}(u)+2 \int_{1-a}^{1} \frac{\mu([1-a, \theta))^{2}}{\rho(\theta)} d \theta \\
&+2 \int_{1-a}^{1} \frac{1}{\rho(\theta)}\left(\mu([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta \\
&= \bar{G}(u)+o(1)
\end{aligned}
$$

as $a \rightarrow 0^{+}$.

We denote $I_{N}=\{0, \ldots, N-1\}$ and

$$
\left\{\begin{array}{lll}
\bar{u}_{N}(\theta)=f_{i / N}^{(i+1) / N} u^{a} d \varphi, & & i / N \leq \theta \leq(i+1) / N, \\
& i \in I_{N} \\
v_{N}(\theta)=N \mu_{N}^{a}([i / N,(i+1) / N)), & i / N \leq \theta \leq(i+1) / N, & i \in I_{N}
\end{array}\right.
$$

Note that, in particular,

$$
\bar{u}_{N}(\theta)=0, \quad 0 \leq \theta \leq[N a] / N
$$

and

$$
v_{N}(\theta)= \begin{cases}0, & 0 \leq \theta \leq([N a]-1) / N \\ N \mu([0, a)), & ([N a]-1) / N \leq \theta \leq[N a] / N\end{cases}
$$

Hence, we define

$$
u_{N}(\theta)= \begin{cases}0, & 0 \leq \theta \leq([N a]-1) / N  \tag{2.4}\\ \sqrt{N \mu([0, a)) / \rho(\theta)}, & ([N a]-1) / N \leq \theta \leq[N a] / N \\ \bar{u}_{N}+\sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}, & i / N \leq \theta \leq i / N+1 / 2 N \\ & i=[N a], \ldots, N-1 \\ & \\ c_{N}\left(\bar{u}_{N}-\sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\right), & i / N+1 / 2 N \leq \theta \leq(i+1) / N \\ & i=[N a], \ldots, N-1\end{cases}
$$

where

$$
c_{N}(\theta)=\rho(\theta-1 / 2 N) / \rho(\theta), \quad[N a] / N+1 / 2 N \leq \theta \leq 1
$$

( $[t]$ denotes the integer part of $t$ ). Finally, it remains to fix $\rho_{N}^{i}$ for $i=[N a], \ldots, N-1$ such that

$$
v_{N}(\theta) \geq \rho_{N}^{i}\left(\bar{u}_{N}(\theta)\right)^{2}, \quad i / N \leq \theta \leq(i+1) / N, \quad i=[N a], \ldots, N-1
$$

Since $\mu_{N}^{a} \geq \rho\left(u^{a}\right)^{2} d \varphi$, for every $i=[N a], \ldots, N-1$, there exists $\eta_{N}^{i} \in[i / N,(i+1) / N)$ such that

$$
\begin{aligned}
\mu_{N}^{a}[i / N,(i+1) / N) & \geq \int_{i / N}^{(i+1) / N} \rho\left(u^{a}\right)^{2} d \varphi=\rho\left(\eta_{N}^{i}\right) \int_{i / N}^{(i+1) / N}\left(u^{a}\right)^{2} d \varphi \\
& \geq \rho\left(\eta_{N}^{i}\right) N\left(\int_{i / N}^{(i+1) / N} u^{a} d \varphi\right)^{2}=\rho\left(\eta_{N}^{i}\right) \frac{1}{N}\left(\bar{u}_{N}\right)^{2}
\end{aligned}
$$

Hence, we choose $\rho_{N}^{i}=\rho\left(\eta_{N}^{i}\right)$ in (2.4).
By definition, $\left(u_{N}\right)$ is bounded in $L^{2}$; hence, up to subsequence, it converges weakly in $L^{2}$. To identify the weak limit function with $u^{a}$ it is sufficient to check that $\lim _{N \rightarrow+\infty} \int_{b}^{d} u_{N}=\int_{b}^{d} u^{a}$ for every $(b, d) \subseteq(0,1)$. In fact,

$$
\begin{equation*}
\int_{0}^{[N a] / N} u_{N} d \theta=\sqrt{N \mu([0, a))} \int_{([N a]-1) / N}^{[N a] / N} \frac{d \theta}{\sqrt{\rho(\theta)}} \leq \frac{1}{\sqrt{N}} \sqrt{\frac{\mu([0, a))}{\rho(([N a]-1) / N)}} \tag{2.5}
\end{equation*}
$$

while, for $i=[N a], \ldots, N-1$, we have that

$$
\begin{align*}
\int_{i / N}^{(i+1) / N} u_{N} d \theta= & \int_{i / N}^{i / N+1 / 2 N} \bar{u}_{N}+\sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}} d \theta \\
& +\int_{i / N+1 / 2 N}^{(i+1) / N} \frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\left(\bar{u}_{N}-\sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\right) d \theta \\
= & \int_{i / N}^{(i+1) / N} \bar{u}_{N} d \theta+\int_{i / N+1 / 2 N}^{(i+1) / N} \bar{u}_{N}\left(\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}-1\right) d \theta \\
& +\int_{i / N+1 / 2 N}^{(i+1) / N} \sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right) d \theta \\
= & \left(\int_{i / N}^{(i+1) / N} u^{a} d \theta\right)+\int_{i / N+1 / 2 N}^{(i+1) / N} \bar{u}_{N}\left(\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}-1\right) d \theta  \tag{2.6}\\
& +\int_{i / N+1 / 2 N}^{(i+1) / N} \sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right) d \theta
\end{align*}
$$

If we sum up on $i$, by the Hölder inequality, we get that

$$
\begin{align*}
& \left|\sum_{i \geq[N a]} \int_{i / N+1 / 2 N}^{(i+1) / N} \bar{u}_{N}\left(\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}-1\right) d \theta\right|  \tag{2.7}\\
& \quad \leq\left(\int_{0}^{1}\left(\bar{u}_{N}\right)^{2} d \theta\right)^{1 / 2}\left(\int_{a / 2}^{1}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right)^{2} d \theta\right)^{1 / 2}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\sum_{i \geq[N a]} \int_{i / N+1 / 2 N}^{(i+1) / N} \sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right) d \theta\right|  \tag{2.8}\\
& \quad \leq\left(\sum_{i \geq[N a]} \int_{i / N+1 / 2 N}^{(i+1) / N}\left(v_{N} / \rho_{N}^{i}\right)+\left(\bar{u}_{N}\right)^{2} d \theta\right)^{1 / 2}\left(\int_{a / 2}^{1}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right)^{2} d \theta\right)^{1 / 2} \\
& \quad \leq\left(\frac{\mu([0,1-a))}{\rho(a / 2)}+\int_{0}^{1}\left(\bar{u}_{N}\right)^{2} d \theta\right)^{1 / 2}\left(\int_{a / 2}^{1}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right)^{2} d \theta\right)^{1 / 2} .
\end{align*}
$$

Note that the sequence $\left(\bar{u}_{N}\right)$ is bounded in the $L^{2}$-norm since it converges to $u^{a}$ strongly; moreover,

$$
\lim _{N \rightarrow+\infty} \int_{a / 2}^{1}\left(1-\frac{\rho\left(\theta-\frac{1}{2 N}\right)}{\rho(\theta)}\right)^{2} d \theta=0
$$

Hence, by (2.5), (2.6), (2.7), and (2.8), we can easily conclude that $\lim _{N \rightarrow+\infty} \int_{b}^{d} u_{N}=$ $\int_{b}^{d} u^{a}$ for every $(b, d) \subseteq(0,1)$ and, therefore, we have the weak convergence of $\left(u_{N}\right)$ to $u^{a}$ in $L^{2}(0,1)$.

We now examine

$$
\begin{align*}
G\left(u_{N}\right)= & \int_{0}^{a} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho u_{N}^{2}-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta  \tag{2.9}\\
& +\int_{a}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho u_{N}^{2}-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta
\end{align*}
$$

in particular, we have that

$$
\begin{align*}
& \int_{0}^{[N a] / N} \quad \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho u_{N}^{2} d \varphi\right)^{2} d \theta \\
& \quad=N^{2} \mu([0, a))^{2} \int_{([N a]-1) / N}^{[N a] / N} \frac{1}{\rho(\theta)}\left(\theta-\frac{[N a]-1}{N}\right)^{2} d \theta \\
& \quad \leq \frac{1}{3 N} \frac{\mu([0, a))^{2}}{\rho(([N a]-1) / N)} \tag{2.10}
\end{align*}
$$

Then, passing to the limit as $N \rightarrow+\infty$ in (2.10), we get that

$$
\begin{equation*}
\limsup _{N \rightarrow+\infty} \int_{0}^{a} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho u_{N}^{2}-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta=o(1) \tag{2.11}
\end{equation*}
$$

as $a \rightarrow 0^{+}$. It remains to study the second term in (2.10). For $i=[N a], \ldots, N-1$, we have that

$$
\begin{aligned}
& \int_{i / N}^{(i+1) / N} \quad \rho u_{N}^{2} d \theta \\
& =\int_{i / N}^{i / N+1 / 2 N} \rho\left(\frac{v_{N}}{\rho_{N}^{i}}+2 \bar{u}_{N} \sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\right) d \theta \\
& \quad \\
& \quad+\int_{i / N+1 / 2 N}^{(i+1) / N} \rho\left(\theta-\frac{1}{2 N}\right)\left(\frac{v_{N}}{\rho_{N}^{i}}-2 \bar{u}_{N} \sqrt{\left(v_{N} / \rho_{N}^{i}\right)-\left(\bar{u}_{N}\right)^{2}}\right) d \theta \\
& = \\
& 2 \int_{i / N}^{i / N+1 / 2 N} \frac{\rho(\theta)}{\rho\left(\eta_{N}^{i}\right)} v_{N}(\theta) d \theta
\end{aligned}
$$

where $\eta_{N}^{i} \in[i / N,(i+1) / N), i=[N a], \ldots, N-1$. We recall that $\rho u_{N}^{2}=0$ in $[0,([N a]-$ 1) $/ N) \cup[([N(1-a)]+1) / N, 1]$, while $\rho u_{N}^{2}=N \mu([0, a))$ in $[([N a]-1) / N,[N a] / N)$; hence, by (2.12), we have that

$$
\lim _{N \rightarrow+\infty} \int_{0}^{\theta} \rho u_{N}^{2} d \theta=\mu^{a}([0, \theta)), \quad \text { a.e. } \theta \in(a, 1) .
$$

Moreover, as already observed, $\left(u_{N}\right)$ is bounded in $L^{2}$; hence,

$$
\frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho u_{N}^{2} d \varphi-\int_{0}^{\theta} \rho d \varphi\right)^{2} \leq c
$$

for every $\theta \in(a, 1)$ and for every $N$. Therefore, we can apply Lebesgue's theorem in the second term of $(2.10)$, and by $(2.11),(2.3)$ we have

$$
\begin{align*}
\limsup _{N \rightarrow+\infty} G\left(u_{N}\right) & \leq \int_{a}^{1} \frac{1}{\rho(\theta)}\left(\mu^{a}([0, \theta))-\int_{0}^{\theta} \rho d \varphi\right)^{2} d \theta+o(1) \\
& \leq \bar{G}(u)+o(1) \quad \text { as } \quad a \rightarrow 0^{+} \tag{2.13}
\end{align*}
$$

Since $u^{a} \rightarrow u$ in $L_{\text {loc }}^{2}(0,1)$ as $a \rightarrow 0^{+}$, we can conclude that, passing to a further subsequence, $u_{N} \rightharpoonup u$ in $L_{\text {loc }}^{2}(0,1)$ as $N \rightarrow+\infty$, and

$$
\limsup _{N \rightarrow+\infty} G\left(u_{N}\right) \leq \bar{G}(u)
$$

as desired.
Remark 2. Note that the set of minimizers for $\bar{G}(u)$ is $\{|u| \leq 1\}$.
Remark 3. The functional $\bar{G}$ can be estimated from above and from below as

$$
\begin{equation*}
G^{-}(u) \leq \bar{G}(u) \leq G^{+}(u) \tag{2.14}
\end{equation*}
$$

where

$$
G^{+}(u)=\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right)^{+} d \varphi\right)^{2} d \theta
$$

and

$$
G^{-}(u)=\int_{0}^{1} \frac{1}{\rho(\theta)}\left(\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right) d \varphi\right)^{+}\right)^{2} d \theta
$$

The second inequality in (2.14) easily follows by testing the definition of $\bar{G}(u)$ with the measure $\mu=\rho\left(u^{2} \vee 1\right) d \varphi$. To check the first inequality from below, we first note that $G(u) \geq G^{-}(u)$, and by Fatou's lemma and the weak $L_{\text {loc }}^{2}$-lower semicontinuity of the functional $\int_{0}^{\theta} \rho u^{2} d \varphi$ for every $\theta \in(0,1)$, we get that $G^{-}$is weakly $L_{\text {loc }}^{2}$-lower semicontinuous. Hence, by Lemma 2.2 and the lower semicontinuity of $G^{-}$, we have that for every $u \in L_{\text {loc }}^{2}(0,1)$ there exists a sequence $u_{N}$ weakly $L_{\text {loc }}^{2}$ converging to $u$ such that

$$
\bar{G}(u)=\lim _{N \rightarrow+\infty} G\left(u_{N}\right) \geq \liminf _{N \rightarrow+\infty} G^{-}\left(u_{N}\right) \geq G^{-}(u)
$$

We show now an example of function $u$ such that $\bar{G}(u)=G^{-}(u)$. Let us consider for simplicity $\rho=1$. Let

$$
u(\varphi)= \begin{cases}\sqrt{2}, & \varphi \in(0,1 / 4)  \tag{2.15}\\ 0, & \varphi \in(1 / 4,1)\end{cases}
$$

Note that

$$
\int_{0}^{\theta}\left(u^{2}-1\right) d \varphi<0 \quad \text { for all } \theta>1 / 2
$$



Fig. 1. Nonlocal oscillations.
so that

$$
G^{-}(u)=\int_{0}^{1 / 4} \theta^{2} d \theta+\int_{1 / 4}^{1 / 2}\left(\frac{1}{2}-\theta\right)^{2} d \theta=\int_{0}^{1}(\mu([0, \theta))-\theta)^{2} d \theta
$$

where the measure $\mu=v d \varphi$ is defined by

$$
v(\varphi)= \begin{cases}2, & \varphi \in(0,1 / 4) \\ 0, & \varphi \in(1 / 4,1 / 2) \\ 1, & (1 / 2,1)\end{cases}
$$

Since $\mu \geq u^{2} d \varphi$, we can test the definition of $\bar{G}(u)$ with $\mu$ getting $G^{-}(u) \geq \bar{G}(u)$, and then we have that $G^{-}(u)=\bar{G}(u)$ by (2.14). A recovery sequence (corresponding to (2.4) with $a=0$ and $\rho=1$ ) for $\bar{G}(u)$ is shown in Figure 1 ; it highlights the nonlocal nature of the oscillations that start at $\varphi=1 / 2$, while the target function is 0 on the whole $(1 / 4,1)$.

Note that $u$ as in (2.15) is also an example of a function such that $\bar{G}(u)<G^{+}(u)$. Finally, we note that also the inequality $G^{-} \leq \bar{G}$ is sharp: if we consider

$$
u(\varphi)= \begin{cases}0, & \varphi \in(0,1 / 2) \\ \sqrt{2}, & \varphi \in(1 / 2,1)\end{cases}
$$

we have that $G^{-}(u)=0$ while $\bar{G}(u)>0$ by Remark 2 .
Theorem 2.3 ( $\Gamma$-convergence result). We have

$$
\Gamma\left(\mathrm{w}-L_{\mathrm{loc}}^{2}\right)-\lim _{\varepsilon \rightarrow 0} F_{\varepsilon}^{0}(u)=\bar{G}(u)
$$

for every $u \in L_{\text {loc }}^{2}(0,1)$.
Proof. Let $u \in L_{\text {loc }}^{2}(0,1)$. By the definition of $\bar{G}$ for every sequence $\left(u_{\varepsilon}\right)$ weakly $L_{\text {loc }}^{2}$ converging to $u$, we have

$$
F_{\varepsilon}^{0}\left(u_{\varepsilon}\right) \geq G\left(u_{\varepsilon}\right) \geq \bar{G}\left(u_{\varepsilon}\right)
$$

hence by the weak lower semicontinuity of $\bar{G}$ we get the lim inf inequality.
Conversely, let $u \in L_{\text {loc }}^{2}(0,1)$, and let

$$
u^{a}(\theta)= \begin{cases}u(\theta) & \text { if } a \leq \theta \leq 1-a \\ 0 & \text { otherwise }\end{cases}
$$

with $0<a<1$; hence, $u^{a} \in L^{2}(0,1)$ and $u^{a} \rightarrow u$ in $L_{\mathrm{loc}}^{2}(0,1)$ as $a \rightarrow 0^{+}$. By Lemma 2.2 , there exists a sequence $\left(u_{N}\right) \in L^{2}(\mathbf{R})$ weakly converging to $u^{a}$ in $L^{2}(0,1)$ such that

$$
\bar{G}\left(u^{a}\right)=\lim _{N \rightarrow+\infty} G\left(u_{N}\right)
$$

Let $\eta: \mathbf{R} \mapsto[0,+\infty)$ be a mollifier; we define $\eta_{\varepsilon}(\theta)=\frac{1}{\sqrt{\varepsilon}} \eta\left(\frac{\theta}{\sqrt{\varepsilon}}\right)$, then we have $u_{\varepsilon}^{N}=u_{N} * \eta_{\varepsilon} \in C_{c}^{\infty}(\mathbf{R})$ and $u_{\varepsilon}^{N} \rightarrow u_{N}$ in $L^{2}(0,1)$ as $\varepsilon \rightarrow 0$ for every $N$. Hence,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} F_{\varepsilon}^{0}\left(u_{\varepsilon}^{N}\right) & =\lim _{\varepsilon \rightarrow 0}\left(\varepsilon^{2} \int_{0}^{1} \rho\left(u_{N} * \eta_{\varepsilon}^{\prime}\right)^{2} d \theta+G\left(u_{\varepsilon}^{N}\right)\right) \\
& =\lim _{\varepsilon \rightarrow 0} G\left(u_{\varepsilon}^{N}\right)=G\left(u_{N}\right),
\end{aligned}
$$

and by the lower semicontinuity of the $\Gamma$-lim sup and (2.3), we have that

$$
\begin{aligned}
\Gamma-\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{0}\left(u^{a}\right) & \leq \liminf _{N \rightarrow+\infty}\left(\Gamma-\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{0}\left(u_{N}\right)\right) \\
& \leq \liminf _{N \rightarrow+\infty} G\left(u_{N}\right)=\bar{G}\left(u^{a}\right) \leq \bar{G}(u)+o(1)
\end{aligned}
$$

as $a \rightarrow 0^{+}$. We again use the lower semicontinuity of the $\Gamma$-lim sup to get, as $a \rightarrow 0^{+}$, that

$$
\Gamma-\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{0}(u) \leq \bar{G}(u)
$$

which concludes the proof of the lim sup inequality (see [6, Remark 1.29]).
3. The case $\boldsymbol{\alpha}=\mathbf{3 / 2}$ : Phase transitions. In section 2 we showed that the set of the minimum points of the $\Gamma$-limit $F^{0}$ is $\{|u| \leq 1\}$ and showed that $\min F^{0}=0$. To reduce the choice in the minimizers of the limit problem we may further rescale $F_{\varepsilon}^{0}$; the next meaningful scaling is $\alpha=3 / 2$. We then consider the family of functionals

$$
F_{\varepsilon}^{3 / 2}(u)=\sqrt{\varepsilon} \int_{0}^{1} \rho\left(u^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{0}^{1} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u^{2}-1\right) d \varphi\right)^{2} d \theta
$$

for $u \in H^{1}(0,1)$.
Theorem 3.1 (compactness). Let $\left(u_{\varepsilon}\right)$ be a sequence of equibounded energy, i.e., $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<+\infty$; then $\left(u_{\varepsilon}\right)$ is equibounded in $L_{\text {loc }}^{\infty}(0,1)$ and, up to subsequences, $\left(u_{\varepsilon}\right)$ converges to $u \in B V_{\mathrm{loc}}((0,1) ;\{-1,1\})$ strongly in $L_{\mathrm{loc}}^{1}$.

Proof. Let $\eta_{\varepsilon}^{ \pm} \neq \pm 1$ such that $-1<\eta_{\varepsilon}^{+}, \eta_{\varepsilon}^{-}<1$ or $\eta_{\varepsilon}^{+}, \eta_{\varepsilon}^{-}>1$ or $\eta_{\varepsilon}^{+}, \eta_{\varepsilon}^{-}<-1$. We denote by $\left(\delta_{\varepsilon}^{-}, \delta_{\varepsilon}^{+}\right)$an interval such that $u_{\varepsilon}\left(\delta_{\varepsilon}^{-}\right)=\eta_{\varepsilon}^{-}, u_{\varepsilon}\left(\delta_{\varepsilon}^{+}\right)=\eta_{\varepsilon}^{+}$and $u_{\varepsilon}$ takes values between $\eta_{\varepsilon}^{-}$and $\eta_{\varepsilon}^{+}$. In what follows, we use $\eta^{ \pm}=\eta_{\varepsilon}^{ \pm}, \delta^{ \pm}=\delta_{\varepsilon}^{ \pm}$so that we do not overburden notation. By assumption,

$$
\begin{equation*}
\sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \leq c \tag{3.1}
\end{equation*}
$$

For any fixed $0<a<1$, we assume $\delta^{-} \geq a$.

The crucial argument in the proof will be to estimate the length $\delta^{+}-\delta^{-}$of any such interval. We will show that

$$
\begin{aligned}
& \sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \quad \geq \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+c(\lambda)\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3}
\end{aligned}
$$

where $\lambda$ is the minimum between $\left|\eta_{-}^{2}-1\right|$ and $\left|\eta_{+}^{2}-1\right|$, and $c(\lambda)$ is a suitable positive constant depending only on $\lambda$. From this estimate we will deduce that if $\left|\eta^{+}-\eta^{-}\right| \geq$ $\zeta>0$, then $\delta^{+}-\delta^{-}$is of the order $\sqrt{\varepsilon}$, and that

$$
\sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \geq c \zeta^{3 / 2}
$$

From this, we will finally obtain that frequent large oscillations are forbidden, and in particular that the number of transitions from values close to 1 to values close to -1 , and conversely, is equibounded, and then deduce the $L_{\text {loc }}^{1}$-convergence in $(0,1)$.

Step 1. We define the set

$$
A_{\varepsilon}=\left\{\theta \in(a, 1]: \quad \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} \leq \varepsilon\right\}
$$

and we denote by $A_{\varepsilon}^{c}$ its complementary set. Since $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<+\infty$, we have that

$$
\left|A_{\varepsilon}^{c}\right| \varepsilon<\int_{A_{\varepsilon}^{c}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} \leq c \varepsilon^{3 / 2}
$$

which implies that there exists $\bar{c}(\varepsilon) \leq c$ such that

$$
\begin{equation*}
\left|A_{\varepsilon}^{c}\right|=\bar{c}(\varepsilon) \sqrt{\varepsilon} \tag{3.2}
\end{equation*}
$$

Let $\theta_{\varepsilon} \in A_{\varepsilon}$ be such that $\theta_{\varepsilon}=\max \left\{\theta \in A_{\varepsilon}: \theta \leq \delta^{-}\right\}$; by definition,

$$
\varepsilon \geq \frac{1}{\rho\left(\theta_{\varepsilon}\right)}\left(\int_{0}^{\theta_{\varepsilon}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} \geq \frac{1}{\rho(1)}\left(\int_{0}^{\theta_{\varepsilon}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2}
$$

It follows that there exists $c_{1}(\varepsilon)$ such that $\left|c_{1}(\varepsilon)\right| \leq \sqrt{\rho(1)}$ and

$$
\begin{equation*}
\int_{0}^{\theta_{\varepsilon}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi=c_{1}(\varepsilon) \sqrt{\varepsilon} \tag{3.3}
\end{equation*}
$$

Moreover, for every $\theta \in\left(\theta_{\varepsilon}, \delta^{-}\right) \subset A_{\varepsilon}^{c}$, we have that

$$
\begin{aligned}
\left|u_{\varepsilon}(\theta)-\eta^{-}\right| & =\left|u_{\varepsilon}(\theta)-u_{\varepsilon}\left(\delta^{-}\right)\right| \leq\left(\left|A_{\varepsilon}^{c}\right| \int_{\theta_{\varepsilon}}^{\delta^{-}}\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta\right)^{1 / 2} \\
& \leq\left(\frac{\left|A_{\varepsilon}^{c}\right|}{\rho(a)} \int_{\theta_{\varepsilon}}^{\delta^{-}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta\right)^{1 / 2}
\end{aligned}
$$

Since $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<+\infty$, by (3.2) we have that

$$
\begin{equation*}
\left|u_{\varepsilon}(\theta)\right| \leq\left|\eta^{-}\right|+\tilde{c} \quad \text { for all } \theta \in\left[\theta_{\varepsilon}, \delta^{-}\right] \tag{3.4}
\end{equation*}
$$

which in turn implies

$$
\left|\int_{\theta_{\varepsilon}}^{\delta^{-}} \rho\left(u_{\varepsilon}^{2}-1\right) d \theta\right| \leq c\left(\eta^{-}\right) \sqrt{\varepsilon},
$$

where $c\left(\eta^{-}\right)=c \rho(1)\left(1+\left(\left|\eta^{-}\right|+\tilde{c}\right)^{2}\right)$. Hence, there exists $c_{2}\left(\varepsilon, \eta^{-}\right)$such that $\left|c_{2}\left(\varepsilon, \eta^{-}\right)\right| \leq$ $c\left(\eta^{-}\right)$and

$$
\begin{equation*}
\int_{\theta_{\varepsilon}}^{\delta^{-}} \rho\left(u_{\varepsilon}^{2}-1\right) d \theta=c_{2}\left(\varepsilon, \eta^{-}\right) \sqrt{\varepsilon} . \tag{3.5}
\end{equation*}
$$

By (3.3) and (3.5) we get that

$$
\begin{align*}
\int_{\delta^{-}}^{\delta^{+}} & \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta  \tag{3.6}\\
= & \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta_{\varepsilon}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi+\int_{\theta_{\varepsilon}}^{\delta^{-}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi+\int_{\delta^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
= & c_{5}\left(c_{1}(\varepsilon)+c_{2}\left(\varepsilon, \eta^{-}\right)\right)^{2} \varepsilon \delta+\int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{\delta^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \quad+2\left(c_{1}(\varepsilon)+c_{2}\left(\varepsilon, \eta^{-}\right)\right) \sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{\delta^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right) d \theta
\end{align*}
$$

where $c_{5}=\int_{\delta^{-}}^{\delta^{+}}(1 / \rho) d \theta$ and $\delta=\delta^{+}-\delta^{-}$.
By assumption, $u_{\varepsilon}$ takes values between $\eta^{-}$and $\eta^{+}$for every $\theta \in\left[\delta^{-}, \delta^{+}\right]$(note that either $\left(u_{\varepsilon}^{2}-1\right)>0$ or $\left(u_{\varepsilon}^{2}-1\right)<0$ for every $\left.\theta \in\left[\delta^{-}, \delta^{+}\right]\right)$; hence,

$$
\left|u_{\varepsilon}^{2}-1\right| \geq \lambda:=\left.\left|\left|\eta^{-}\right|^{2}-1\right| \wedge| | \eta^{+}\right|^{2}-1 \mid,
$$

where we use the notation $\lambda$ without an explicit dependence on $\eta^{ \pm}$since we want to emphasize that $\lambda$ does not depend on the values of $\eta^{ \pm}$but on the minimum distance of $\left|\eta^{ \pm}\right|^{2}$ from 1 .

Moreover, on $\left[\delta^{-}, \delta^{+}\right]$,

$$
\left|u_{\varepsilon}^{2}-1\right| \leq c\left(\eta^{ \pm}\right):=\left\|\left.\eta^{-}\right|^{2}-1\left|\vee \| \eta^{+}\right|^{2}-1 \mid ;\right.
$$

then there exist $c_{3}\left(\varepsilon, \eta^{ \pm}\right)$and $c_{4}(\varepsilon, \lambda)$ such that

$$
\begin{equation*}
0<\left|c_{3}\left(\varepsilon, \eta^{ \pm}\right)\right| \leq \frac{c\left(\eta^{ \pm}\right)}{2}, \quad c_{4}(\varepsilon, \lambda) \geq \frac{\lambda^{2}}{3} \frac{\rho(a)^{2}}{\rho(1)} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{\delta^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right) d \theta=c_{3}\left(\varepsilon, \eta^{ \pm}\right) \delta^{2},  \tag{3.8}\\
& \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{\delta^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta=c_{4}(\varepsilon, \lambda) \delta^{3} . \tag{3.9}
\end{align*}
$$

By (3.6), (3.8), and (3.9) we get that

$$
\begin{align*}
\int_{\delta^{-}}^{\delta^{+}} & \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
= & \delta^{3}\left\{c_{4}(\varepsilon, \lambda)+c_{5}\left(c_{1}(\varepsilon)+c_{2}\left(\varepsilon, \eta^{-}\right)\right)^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)^{2}\right.  \tag{3.10}\\
& \left.\quad+2 c_{3}\left(\varepsilon, \eta^{ \pm}\right)\left(c_{1}(\varepsilon)+c_{2}\left(\varepsilon, \eta^{-}\right)\right)\left(\frac{\sqrt{\varepsilon}}{\delta}\right)\right\}
\end{align*}
$$

Note that $c_{4}$ and $c_{5}$ are always strictly positive while $c_{3} \neq 0$ with $\operatorname{sign}\left(c_{3}\right)=\operatorname{sign}\left(u_{\varepsilon}^{2}-\right.$ 1). Moreover, we claim that

$$
\begin{equation*}
c_{4}-\left(c_{3}^{2} / c_{5}\right) \geq c(\lambda) \tag{3.11}
\end{equation*}
$$

where $c(\lambda):=\lambda^{2} c\left(\delta^{ \pm}\right) \rho(a)^{2} / \rho(1)$ with $1 / 12 \leq c\left(\delta^{ \pm}\right) \leq 1 / 3$ for every $\delta^{ \pm}$. Also in this case we prefer to use the notation $c(\lambda)$, omitting the dependence on $\delta^{ \pm}$because of the bound on $c\left(\delta^{ \pm}\right)$. We check now (3.11). Let us denote

$$
f(\theta)=\int_{\delta^{-}}^{\theta} \rho\left|u_{\varepsilon}^{2}-1\right| d \varphi
$$

hence, $f^{\prime}(\theta)=\rho(\theta)\left|u_{\varepsilon}^{2}(\theta)-1\right| \geq \lambda \rho(a)$. Then, there exists $\delta_{0} \in\left(\delta^{-}, \delta^{+}\right)$such that

$$
\begin{equation*}
\left|c_{3}\right|=\frac{1}{\delta^{2}} \int_{\delta^{-}}^{\delta^{+}} \frac{f(\theta)}{\rho(\theta)} d \theta=\frac{f\left(\delta_{0}\right)}{\delta^{2}} \int_{\delta^{-}}^{\delta^{+}} \frac{d \theta}{\rho(\theta)}=\frac{f\left(\delta_{0}\right)}{\delta} c_{5} \tag{3.12}
\end{equation*}
$$

and

$$
\left|f(\theta)-f\left(\delta_{0}\right)\right| \geq \lambda \rho(a)\left|\theta-\delta_{0}\right|
$$

It follows that

$$
\begin{align*}
\int_{\delta^{-}}^{\delta^{+}} \frac{\left(f(\theta)-f\left(\delta_{0}\right)\right)^{2}}{\rho(\theta)} d \theta & \geq(\lambda \rho(a))^{2} \int_{\delta^{-}}^{\delta^{+}} \frac{\left(\theta-\delta_{0}\right)^{2}}{\rho(\theta)} d \theta \\
& \geq(\lambda \rho(a))^{2} \frac{\left(\delta^{+}-\delta_{0}\right)^{3}-\left(\delta^{-}-\delta_{0}\right)^{3}}{3 \rho(1)} \\
& =\delta^{3}\left(\lambda^{2} c\left(\delta^{ \pm}\right) \frac{\rho(a)^{2}}{\rho(1)}\right) \tag{3.13}
\end{align*}
$$

where $1 / 12 \leq c\left(\delta^{ \pm}\right) \leq 1 / 3$ for every $\delta^{ \pm}$. On the other hand, by (3.12) we have that

$$
\begin{align*}
\int_{\delta^{-}}^{\delta^{+}} & \frac{\left(f(\theta)-f\left(\delta_{0}\right)\right)^{2}}{\rho(\theta)} d \theta \\
& =\int_{\delta^{-}}^{\delta^{+}} \frac{f(\theta)^{2}}{\rho(\theta)} d \theta+f\left(\delta_{0}\right)^{2} \int_{\delta^{-}}^{\delta^{+}} \frac{d \theta}{\rho(\theta)}-2 f\left(\delta_{0}\right) \int_{\delta^{-}}^{\delta^{+}} \frac{f(\theta)}{\rho(\theta)} d \theta \\
& =\delta^{3}\left(c_{4}-c_{5}\left(\frac{f\left(\delta_{0}\right)}{\delta}\right)^{2}\right) \\
& =\delta^{3}\left(c_{4}-\frac{c_{3}^{2}}{c_{5}}\right) \tag{3.14}
\end{align*}
$$

hence, by (3.13) we get (3.11).

We now estimate the term with the derivative in (3.1); by Hölder's inequality we get that

$$
\begin{equation*}
\sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta \geq \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right) \tag{3.15}
\end{equation*}
$$

By (3.10) and (3.15) we have then

$$
\begin{align*}
& \sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \quad \geq \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3}\left(\gamma\left(\frac{\sqrt{\varepsilon}}{\delta}\right)^{2} \pm \beta\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\alpha\right) \tag{3.16}
\end{align*}
$$

where

$$
\alpha=c_{4}, \quad \gamma=c_{5}\left(c_{1}+c_{2}\right)^{2}, \quad \beta=2\left|c_{3}\left(c_{1}+c_{2}\right)\right|
$$

Note that, as already observed, $\alpha>0, \gamma \geq 0$, and $c_{3}\left(c_{1}+c_{2}\right)$ may be $\geq 0$ or $\leq 0$ $(\gamma=0$ if and only if $\beta=0)$. By (3.11), if we minimize $\gamma(\sqrt{\varepsilon} / \delta)^{2} \pm \beta(\sqrt{\varepsilon} / \delta)+\alpha$ in $(\sqrt{\varepsilon} / \delta)$, we have

$$
\begin{align*}
\rho(a) & \left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\left(\gamma\left(\frac{\sqrt{\varepsilon}}{\delta}\right)^{2} \pm \beta\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\alpha\right)\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3} \\
& \geq \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\left(\alpha-\frac{\beta^{2}}{4 \gamma}\right)\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3} \\
& =\rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+\left(c_{4}-\frac{c_{3}^{2}}{c_{5}}\right)\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3} \\
& \geq \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\sqrt{\varepsilon}}{\delta}\right)+c(\lambda)\left(\frac{\delta}{\sqrt{\varepsilon}}\right)^{3} . \tag{3.17}
\end{align*}
$$

Step 2. If

$$
\left|\eta^{+}-\eta^{-}\right| \geq \zeta>0
$$

with $\zeta$ independent of $\varepsilon$, studying the function $x \mapsto \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2} x+c(\lambda) / x^{3}$ for $x>0$, by (3.1), (3.16), and (3.17) we have that $\delta / \sqrt{\varepsilon}$ is bounded; i.e., there exist two positive constants $\alpha_{1}, \alpha_{2}$ such that $\alpha_{1} \sqrt{\varepsilon} \leq \delta \leq \alpha_{2} \sqrt{\varepsilon}$.

Step 3. The minimum point of $x \mapsto \rho(a)\left|\eta^{+}-\eta^{-}\right|^{2} x+c(\lambda) / x^{3}$ for $x>0$ is $x_{m}=c_{m} /\left|\eta^{+}-\eta^{-}\right|^{1 / 2}$; then by (3.16) and (3.17) we have that

$$
\begin{align*}
& \sqrt{\varepsilon} \int_{\delta^{-}}^{\delta^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\delta^{-}}^{\delta^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta  \tag{3.18}\\
& \quad \geq \tilde{c}(\lambda)\left|\eta^{+}-\eta^{-}\right|^{3 / 2} \geq \tilde{c}(\lambda) \zeta^{3 / 2}
\end{align*}
$$

where $\tilde{c}(\lambda)=\left(\rho(a) c_{m}+c(\lambda) / c_{m}^{3}\right)$. We recall that $\lambda$ is the minimum distance of $\left|\eta^{ \pm}\right|^{2}$ from 1. Since $\left(u_{\varepsilon}\right)$ is a sequence with bounded energy, and estimate (3.18) depends on $\lambda$ only, we deduce that the number of transitions of $u_{\varepsilon}$ from $\eta^{-}$to $\eta^{+}$is equibounded independently of $\varepsilon$.

Conclusions. By (3.1) and (3.18) we conclude that $\left(u_{\varepsilon}\right)$ is equibounded in $L_{\mathrm{loc}}^{\infty}(0,1)$. Moreover, by Steps 2 and 3, we have that for every fixed $0<a<1$, $\left(u_{\varepsilon}\right)$ converges in measure in $(a, 1)$ to $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$; hence, up to subsequences, $u_{\varepsilon} \rightarrow u$ a.e. $\theta \in(a, 1)$. Since $\left(u_{\varepsilon}\right)$ is equibounded in $L_{\text {loc }}^{\infty}(0,1)$, we can conclude that, up to subsequences, $\left(u_{\varepsilon}\right)$ converges strongly in $L_{\mathrm{loc}}^{1}(0,1)$ to $u \in B V_{\mathrm{loc}}((0,1) ;\{-1,1\})$.

The following proposition gives an estimate of the measure of the set, where a sequence of bounded energy is not close to $\pm 1$.

Proposition 3.2. Let $\left(u_{\varepsilon}\right)$ be a sequence converging to $u$ in $L_{\mathrm{loc}}^{1}(0,1)$ such that $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<+\infty$. Then for every fixed $0<a<1$ and $\eta>0$, there exists $\bar{c}=\bar{c}(\eta)$ such that

$$
\begin{equation*}
\left|\left\{\theta \in[a, 1-a]:\left|u_{\varepsilon}^{2}(\theta)-1\right|>\eta\right\}\right| \leq \bar{c} \sqrt{\varepsilon} \tag{3.19}
\end{equation*}
$$

Proof. Let $0<a<1$ and $\eta>0$ be fixed. We define $\delta_{i}^{ \pm}$such that

$$
\left\{\theta \in[a, 1-a]:\left|u_{\varepsilon}^{2}(\theta)-1\right|>\eta\right\} \subseteq \bigcup_{i}\left[\delta_{i}^{-}, \delta_{i}^{+}\right]
$$

with $\delta_{i}^{-}<\delta_{i}^{+}, \delta_{i}^{+} \leq \delta_{j}^{-}$for every $i<j$ and

$$
\begin{cases}\left|\left(u_{\varepsilon}\left(\delta_{i}^{ \pm}\right)\right)^{2}-1\right|=\eta / 2 & \text { except if } \delta_{i}^{+}=1 \\ \left|u_{\varepsilon}^{2}(\theta)-1\right|>\eta / 2 & \text { if } \theta \in\left(\delta_{i}^{-}, \delta_{i}^{+}\right) \\ \exists \delta_{i} \in\left(\delta_{i}^{-}, \delta_{i}^{+}\right) & \text {such that }\left|\left(u_{\varepsilon}\left(\delta_{i}\right)\right)^{2}-1\right|=\eta\end{cases}
$$

Hence, we may have two cases:

$$
\begin{equation*}
u_{\varepsilon}\left(\delta_{i}^{-}\right) \neq u_{\varepsilon}\left(\delta_{i}^{+}\right), \quad \text { and hence } \quad u_{\varepsilon}\left(\delta_{i}^{ \pm}\right) \in\{ \pm \sqrt{1-\eta / 2}\} \tag{3.20}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{\varepsilon}\left(\delta_{i}^{-}\right)=u_{\varepsilon}\left(\delta_{i}^{+}\right) \in\{ \pm \sqrt{1-\eta / 2}, \pm \sqrt{1+\eta / 2}\} \tag{3.21}
\end{equation*}
$$

In case (3.20) we may apply Steps $1-3$ from the proof of Theorem 3.1 with $\eta^{ \pm} \in$ $\{ \pm \sqrt{1-\eta / 2}\}, \lambda=\eta / 2$, and $\zeta=2 \sqrt{1-\eta / 2}$. If instead we are in case (3.21), we consider

$$
\eta^{-} \in\{ \pm \sqrt{1-\eta / 2}, \pm \sqrt{1+\eta / 2}\}, \quad \eta^{+} \in\left\{\max _{\left[\delta_{i}^{-}, \delta_{i}^{+}\right]} u_{\varepsilon}, \min _{\left[\delta_{i}^{-}, \delta_{i}^{+}\right]} u_{\varepsilon}\right\}
$$

or the converse. For example, if $u_{\varepsilon}\left(\delta_{i}^{-}\right)=u_{\varepsilon}\left(\delta_{i}^{+}\right)=\sqrt{1+\eta / 2}$, then we apply Steps $1-3$ two times: the first to

$$
\eta^{-}=\sqrt{1+\eta / 2}, \quad \eta^{+}=\max _{\left[\delta_{i}^{-}, \delta_{i}^{+}\right]} u_{\varepsilon}
$$

and then to

$$
\eta^{-}=\max _{\left[\delta_{i}^{-}, \delta_{i}^{+}\right]} u_{\varepsilon}, \quad \eta^{+}=\sqrt{1+\eta / 2}
$$

Hence, also in this case we may apply Steps $1-3$ with $\zeta>0$.

We can then conclude that the number of intervals $\left[\delta_{i}^{-}, \delta_{i}^{+}\right]$is finite (and independent of $\varepsilon$ ) and that there exist $\alpha_{i}^{1}, \alpha_{i}^{2}>0$ such that $\alpha_{i}^{1} \sqrt{\varepsilon} \leq\left(\delta_{i}^{+}-\delta_{i}^{-}\right) \leq \alpha_{i}^{2} \sqrt{\varepsilon}$, which proves (3.19).

Theorem 3.3 ( $\Gamma$-convergence result). We have

$$
\Gamma\left(L_{\mathrm{loc}}^{1}\right)-\lim _{\varepsilon \rightarrow 0} F_{\varepsilon}^{3 / 2}(u)=c_{0} \sum_{\theta \in S(u)} \rho(\theta)
$$

for every $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, where

$$
\begin{aligned}
& c_{0}=\inf _{T>0} \inf \left\{\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma:\right. \\
&\left.v \in H^{1}(-T, T), \quad v( \pm T)= \pm 1, \quad \int_{-T}^{T}\left(v^{2}-1\right) d s=0\right\}
\end{aligned}
$$

Proof (lim inf inequality). Let $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$ and let $\left(u_{\varepsilon}\right)$ be a sequence converging to $u$ in $L_{\text {loc }}^{1}(0,1)$ such that $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<+\infty$.

Step 1. We fix $0<a<1$ and consider $\theta_{i} \in S(u)$ such that $a<\theta_{i}<1-a$. Without loss of generality, we may assume that $u\left(\theta_{i} \pm\right)=\mp 1$. Let $\theta_{\varepsilon} \rightarrow \theta_{i}$, as $\varepsilon \rightarrow 0$, and let $M>0$ be such that

$$
u_{\varepsilon}>\frac{1}{2} \quad \text { on } I_{\varepsilon}^{-}:=\left(\theta_{\varepsilon}-2 M \sqrt{\varepsilon}, \theta_{\varepsilon}-M \sqrt{\varepsilon}\right)
$$

and

$$
u_{\varepsilon}<\frac{1}{2} \quad \text { on } I_{\varepsilon}^{+}:=\left(\theta_{\varepsilon}+M \sqrt{\varepsilon}, \theta_{\varepsilon}+2 M \sqrt{\varepsilon}\right)
$$

We claim that for every fixed $\eta>0$, there exist a constant $c>0$ and $\theta_{\varepsilon}^{ \pm} \in I_{\varepsilon}^{ \pm}$of the form $\theta_{\varepsilon}^{ \pm}=\theta_{\varepsilon} \pm M_{\varepsilon} \sqrt{\varepsilon}$, with $M \leq M_{\varepsilon} \leq 2 M$, such that

$$
\begin{equation*}
\left|\int_{0}^{\theta_{\varepsilon}^{ \pm}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right| \leq \frac{c}{\sqrt{M}} \sqrt{\varepsilon} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{\varepsilon}^{2}\left(\theta_{\varepsilon}^{ \pm}\right)-1\right| \leq \eta \tag{3.23}
\end{equation*}
$$

In fact, reasoning by contradiction, assume that for every constant $c>0$ we cannot find two points $\theta_{\varepsilon}^{ \pm} \in I_{\varepsilon}^{ \pm}$such that (3.22) and (3.23) are satisfied at the same time. If we denote

$$
B_{c}=\left\{\theta: M \sqrt{\varepsilon} \leq\left|\theta-\theta_{\varepsilon}\right| \leq 2 M \sqrt{\varepsilon},\left|\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right|>\frac{c}{\sqrt{M}} \sqrt{\varepsilon}\right\}
$$

then by (3.19) we have $\left|B_{c}\right| \geq \sqrt{\varepsilon}(2 M-\bar{c})$, and hence

$$
\begin{aligned}
F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right) & \geq \varepsilon^{-3 / 2} \int_{B_{c}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \geq \varepsilon^{-1 / 2} \frac{c^{2}}{\rho(1)} \frac{\left|B_{c}\right|}{M} \geq \frac{c^{2}}{\rho(1)}\left(2-\frac{\bar{c}}{M}\right)
\end{aligned}
$$

Note that we can choose $M$ large enough such that $\bar{c}<2 M$. Since $\sup _{\varepsilon} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)<$ $+\infty$, we get a contradiction by the arbitrariness of $c>0$.

Step 2. We give an estimate on the contribution between $\theta_{\varepsilon}^{-}$and $\theta_{\varepsilon}^{+}$. By (3.22), there exists a sequence $\left(c_{-}^{\varepsilon}\right)$, bounded independently of $\varepsilon$, such that

$$
\begin{align*}
& \sqrt{\varepsilon} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta  \tag{3.24}\\
& \quad=\sqrt{\varepsilon} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \frac{1}{\rho(\theta)}\left(\frac{c_{-}^{\varepsilon}}{\sqrt{M}} \sqrt{\varepsilon}+\int_{\theta_{\varepsilon}^{-}}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \quad=\int_{-M_{\varepsilon}}^{M_{\varepsilon}} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s+\int_{-M_{\varepsilon}}^{M_{\varepsilon}} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\frac{c_{-}^{\varepsilon}}{\sqrt{M}}+\int_{-M_{\varepsilon}}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma
\end{align*}
$$

where $s=\left(\varphi-\theta_{\varepsilon}\right) / \sqrt{\varepsilon}, \sigma=\left(\theta-\theta_{\varepsilon}\right) / \sqrt{\varepsilon}, \rho_{\varepsilon}(t)=\rho\left(\theta_{\varepsilon}+t \sqrt{\varepsilon}\right)$ and $v(s)=u_{\varepsilon}\left(\theta_{\varepsilon}+\sqrt{\varepsilon} s\right)$. By (3.22) there exists also a sequence $\left(c_{+}^{\varepsilon}\right)$, bounded independently of $\varepsilon$, such that

$$
\int_{0}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi=\frac{c_{+}^{\varepsilon}}{\sqrt{M}} \sqrt{\varepsilon}
$$

hence,

$$
\begin{equation*}
\frac{1}{\sqrt{\varepsilon}} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}-1\right)^{2} d \varphi=\int_{-M_{\varepsilon}}^{M_{\varepsilon}} \rho_{\varepsilon}\left(v^{2}-1\right) d s=\frac{c_{+}^{\varepsilon}-c_{-}^{\varepsilon}}{\sqrt{M}} \tag{3.25}
\end{equation*}
$$

By (3.23) we get that $\left|v^{2}\left( \pm M_{\varepsilon}\right)-1\right| \leq \eta$. We consider $v(s)=u_{\varepsilon}\left(\theta_{\varepsilon}+\sqrt{\varepsilon} s\right)$ for $s \in\left[-M_{\varepsilon}, M_{\varepsilon}\right]$ and we extend it to $[-3 M, 3 M]$ in such a way that

$$
\begin{gather*}
v( \pm 3 M)=\mp 1, \quad \int_{-3 M}^{3 M} \rho_{\varepsilon}\left(v^{2}-1\right) d s=0  \tag{3.26}\\
\int_{-3 M}^{-M_{\varepsilon}} \rho_{\varepsilon}\left(v^{2}-1\right) d s=\frac{c_{-}^{\varepsilon}}{\sqrt{M}}
\end{gather*}
$$

Note that by (3.25) and (3.26) we have that

$$
\int_{M_{\varepsilon}}^{3 M} \rho_{\varepsilon}\left(v^{2}-1\right) d s=-\frac{c_{+}^{\varepsilon}}{\sqrt{M}}
$$

We explicitly construct $v$ on $\left[-3 M,-M_{\varepsilon}\right]$, the construction on $\left[M_{\varepsilon}, 3 M\right]$ being analogous. We also suppose that $c_{-}^{\varepsilon} \leq 0$ and $v\left(-M_{\varepsilon}\right) \geq 1$ (the construction being the same or simpler in the other cases). We define $v$ on $\left[-3 M,-M_{\varepsilon}\right]$ as

$$
v(s)= \begin{cases}1 & \text { if } s \in\left[-3 M,-h_{\varepsilon}\right)  \tag{3.27}\\ -s+\sqrt{1-\eta}-k_{\varepsilon}^{-} & \text {if } s \in\left[-h_{\varepsilon},-k_{\varepsilon}^{-}\right) \\ \sqrt{1-\eta} & \text { if } s \in\left[-k_{\varepsilon}^{-},-k_{\varepsilon}^{+}\right) \\ s+\sqrt{1-\eta}+k_{\varepsilon}^{+} & \text {if } s \in\left[-k_{\varepsilon}^{+},-M_{\varepsilon}\right]\end{cases}
$$

where

$$
-k_{\varepsilon}^{-}=-h_{\varepsilon}+1-\sqrt{1-\eta}, \quad-k_{\varepsilon}^{+}=-M_{\varepsilon}-v\left(-M_{\varepsilon}\right)+\sqrt{1-\eta}
$$

Note that $k_{\varepsilon}^{+}$is fixed by Step 1 while $k_{\varepsilon}^{-}$is fixed by (3.26). In fact, since $\left|v^{2}-1\right| \leq \eta$ on $\left[-h_{\varepsilon},-k_{\varepsilon}^{-}\right)$and $\left[-k_{\varepsilon}^{+},-M_{\varepsilon}\right.$ ), we have that

$$
\left|\int_{-h_{\varepsilon}}^{-k_{\varepsilon}^{-}} \rho_{\varepsilon}\left(v^{2}-1\right) d s+\int_{-k_{\varepsilon}^{+}}^{-M_{\varepsilon}} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right| \leq \eta \rho(1)(1+\sqrt{1+\eta}-2 \sqrt{1-\eta})
$$

hence, there exists $r(\eta, \varepsilon)$ such that $|r(\eta, \varepsilon)| \leq \rho(1)(1+\sqrt{1+\eta}-2 \sqrt{1-\eta})$ uniformly in $\varepsilon$ and

$$
\int_{-3 M}^{-M_{\varepsilon}} \rho_{\varepsilon}\left(v^{2}-1\right) d s=\eta\left(-k_{\varepsilon}+r(\eta, \varepsilon)\right)=\frac{c_{-}^{\varepsilon}}{\sqrt{M}}
$$

where $k_{\varepsilon}:=-k_{\varepsilon}^{+}+k_{\varepsilon}^{-}$. It follows that

$$
\begin{equation*}
k_{\varepsilon}=\frac{\left|c_{-}^{\varepsilon}\right|}{\eta \sqrt{M}}+r(\eta, \varepsilon) \tag{3.28}
\end{equation*}
$$

with $\lim _{\eta \rightarrow 0^{+}}|r(\eta, \varepsilon)|=0$. Reasoning as above, by (3.28), we can also observe that

$$
\begin{aligned}
\int_{-3 M}^{-M_{\varepsilon}} & \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-3 M}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma \\
& =\int_{-h_{\varepsilon}}^{-M_{\varepsilon}} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-h_{\varepsilon}}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma \\
& \leq \eta^{2} \frac{\rho(1)}{3}\left(k_{\varepsilon}+1+\sqrt{1+\eta}-2 \sqrt{1-\eta}\right)^{3} \\
& =\eta^{2} \frac{\rho(1)}{3}\left(\frac{\left|c_{-}^{\varepsilon}\right|}{\eta \sqrt{M}}+r(\eta, \varepsilon)+1+\sqrt{1+\eta}-2 \sqrt{1-\eta}\right)^{3}
\end{aligned}
$$

We can prove a similar estimate also for the contribution corresponding to the interval $\left[M_{\varepsilon}, 3 M\right]$; hence, we can conclude that there exists $R(M, \eta, \varepsilon)>0$, bounded independently of $\varepsilon$, such that

$$
\begin{align*}
R(M, \eta, \varepsilon)= & \int_{-3 M}^{-M_{\varepsilon}} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-3 M}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma  \tag{3.29}\\
& +\int_{M_{\varepsilon}}^{3 M} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\frac{c_{+}^{\varepsilon}}{\sqrt{M}}+\int_{M_{\varepsilon}}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma
\end{align*}
$$

and

$$
\begin{equation*}
\limsup _{\eta \rightarrow 0^{+}} \limsup _{M \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} R(M, \eta, \varepsilon)=0 \tag{3.30}
\end{equation*}
$$

By (3.29) we have that

$$
\begin{align*}
& \int_{-M_{\varepsilon}}^{M_{\varepsilon}} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\frac{c_{-}^{\varepsilon}}{\sqrt{M}}+\int_{-M_{\varepsilon}}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma  \tag{3.31}\\
& \quad=\int_{-3 M}^{3 M} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-3 M}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma-R(M, \eta, \varepsilon) .
\end{align*}
$$

The function $v$, constructed as in (3.27), gives the following contribution of the term with the derivative:

$$
\int_{-3 M}^{-M_{\varepsilon}} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s \leq \rho(1)(1+\sqrt{1+\eta}-2 \sqrt{1-\eta}) ;
$$

hence, reasoning similarly on $\left[M_{\varepsilon}, 3 M\right]$, there exists $R_{1}(\eta, \varepsilon)>0$, bounded independently of $\varepsilon$, such that

$$
\begin{equation*}
\int_{-M_{\varepsilon}}^{M_{\varepsilon}} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s=\int_{-3 M}^{3 M} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s-R_{1}(\eta, \varepsilon) \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{\eta \rightarrow 0^{+}} \limsup _{\varepsilon \rightarrow 0} R_{1}(\eta, \varepsilon)=0 \tag{3.33}
\end{equation*}
$$

By (3.24), (3.32), and (3.31) we get that

$$
\begin{aligned}
& \sqrt{\varepsilon} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho(\theta)\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& =\int_{-3 M}^{3 M} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s+\int_{-3 M}^{3 M} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-3 M}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma \\
& \quad-R_{1}(\eta, \varepsilon)-R(M, \eta, \varepsilon) \\
& \geq \inf \left\{\int_{-T}^{T} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-T}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma:\right. \\
& \left.\quad v \in H^{1}(-T, T), \quad v( \pm T)= \pm 1, \quad \int_{-T}^{T} \rho_{\varepsilon}\left(v^{2}-1\right) d s=0\right\}
\end{aligned}
$$

where $T=3 M$ and $\delta(T, \eta, \varepsilon)=-R_{1}(\eta, \varepsilon)-\tilde{R}(T, \eta, \varepsilon)$ with $\tilde{R}(T, \eta, \varepsilon)=R(M, \eta, \varepsilon)$. Note that in the last infimum problem we can take the boundary values indifferently as $v( \pm T)= \pm 1$ or $v( \pm T)=\mp 1$, by the symmetry of the problem, so that both types of transitions are taken into account.

By (3.30) and (3.33), we have that

$$
\limsup _{\eta \rightarrow 0^{+}} \limsup _{T \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0}|\delta(T, \eta, \varepsilon)|=0
$$

hence, it remains to study the behavior of the minimum problems as $\varepsilon$ tends to 0 . By the uniform convergence of $\rho_{\varepsilon}$ to $\rho\left(\theta_{i}\right)$, as $\varepsilon$ tends to 0 , we have immediately the $\Gamma$-convergence of the functionals with respect to the strong $L^{2}$ convergence; i.e.,

$$
\begin{gathered}
\Gamma\left(L^{2}\right)-\lim _{\varepsilon \rightarrow 0}\left(\int_{-T}^{T} \rho_{\varepsilon}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-T}^{\sigma} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)^{2} d \sigma\right) \\
=\rho\left(\theta_{i}\right)\left(\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma\right)
\end{gathered}
$$

This $\Gamma$-convergence result is stable by adding the constraint; indeed, since the constraint $\int_{-T}^{T} \rho_{\varepsilon}\left(v^{2}-1\right) d s=0$ is close for the strong $L^{2}$-convergence, the lim inf inequality is trivial. To check the $\lim$ sup inequality, let $v \in H^{1}(-T, T)$ such that $v( \pm T)= \pm 1$ and $\int_{-T}^{T}\left(v^{2}-1\right) d s=0$. To obtain a recovery sequence we consider

$$
\begin{equation*}
v_{\varepsilon}(s)=v(s)+t_{\varepsilon} \phi(s), \quad s \in[-T, T] \tag{3.35}
\end{equation*}
$$

where

$$
\phi(s)= \begin{cases}(s+T) / T, & s \in[-T, 0)  \tag{3.36}\\ (T-s) / T, & s \in[0, T]\end{cases}
$$

(note that $v_{\varepsilon} \in H^{1}(-T, T)$ and $\left.v_{\varepsilon}( \pm T)= \pm 1\right)$ and $t_{\varepsilon} \in \mathbf{R}$ is chosen such that $\left(v_{\varepsilon}\right)$ satisfies the constraint and converges to $v$ in $L^{2}(-T, T)$; i.e.,

$$
\begin{equation*}
\int_{-T}^{T} \rho_{\varepsilon}\left(\left(v+t_{\varepsilon} \phi\right)^{2}-1\right) d s=0 \quad \text { and } \quad t_{\varepsilon} \rightarrow 0 \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{3.37}
\end{equation*}
$$

More precisely, $\left(v_{\varepsilon}\right)$ satisfies the constraint in (3.37) if $t_{\varepsilon} \in \mathbf{R}$ is a solution of the second order equation

$$
\begin{equation*}
\left(\int_{-T}^{T} \rho_{\varepsilon} \phi^{2} d s\right) t_{\varepsilon}^{2}+2\left(\int_{-T}^{T} \rho_{\varepsilon} v \phi d s\right) t_{\varepsilon}+\left(\int_{-T}^{T} \rho_{\varepsilon}\left(v^{2}-1\right) d s\right)=0 \tag{3.38}
\end{equation*}
$$

Since $\lim _{\varepsilon \rightarrow 0} \int_{-T}^{T} \rho_{\varepsilon}\left(v^{2}-1\right) d s=0$, for $\varepsilon$ small enough, (3.38) has two solutions, real and distinct, such that one of the two tends to 0 as $\varepsilon$ tends to 0 .

To conclude the proof of the lim sup inequality, we have to note that

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0}\left(\int_{-T}^{T} \rho_{\varepsilon}\left(v_{\varepsilon}^{\prime}\right)^{2} d s+\int_{-T}^{T} \frac{1}{\rho_{\varepsilon}(\sigma)}\left(\int_{-T}^{\sigma} \rho_{\varepsilon}\left(v_{\varepsilon}^{2}-1\right) d s\right)^{2} d \sigma\right)  \tag{3.39}\\
=\rho\left(\theta_{i}\right)\left(\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma\right)
\end{gather*}
$$

We go back now to (3.34); by the property of convergence of minima (see [6, Thm. 1.21]) we have that

$$
\begin{aligned}
& \liminf _{\varepsilon \rightarrow 0}\left(\sqrt{\varepsilon} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right) \\
& \geq \rho\left(\theta_{i}\right) \inf \left\{\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma: v \in H^{1}(-T, T)\right. \\
&\left.v( \pm T)= \pm 1, \quad \int_{-T}^{T}\left(v^{2}-1\right) d s=0\right\} \\
& \quad-\limsup _{\varepsilon \rightarrow 0}|\delta(T, \eta, \varepsilon)| \\
& \geq \rho\left(\theta_{i}\right) \inf _{T>0} \inf \left\{\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma:\right. \\
&\left.\quad v \in H^{1}(-T, T), \quad v( \pm T)= \pm 1, \int_{-T}^{T}\left(v^{2}-1\right) d s=0\right\} \\
& \quad-\limsup _{T \rightarrow+\infty} \limsup _{\varepsilon \rightarrow 0}|\delta(T, \eta, \varepsilon)| \\
&= \rho\left(\theta_{i}\right) c_{0}-\limsup _{T \rightarrow+\infty} \limsup _{\varepsilon \rightarrow 0}|\delta(T, \eta, \varepsilon)|
\end{aligned}
$$

where

$$
\begin{gathered}
c_{0}:=\inf _{T>0} \inf \left\{\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma: v \in H^{1}(-T, T),\right. \\
\left.v( \pm T)= \pm 1, \quad \text { and } \quad \int_{-T}^{T}\left(v^{2}-1\right) d s=0\right\}
\end{gathered}
$$

Passing to the limit as $\eta \rightarrow 0^{+}$, we get

$$
\begin{aligned}
& \liminf _{\varepsilon \rightarrow 0}\left(\sqrt{\varepsilon} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-3 / 2} \int_{\theta_{\varepsilon}^{-}}^{\theta_{\varepsilon}^{+}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right) \\
& \quad \geq \rho\left(\theta_{i}\right) c_{0}
\end{aligned}
$$

Step 3. If we repeat Steps $1-2$ for every $\theta \in S(u) \cap(a, 1-a)$, we immediately get that

$$
\liminf _{\varepsilon \rightarrow 0} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right) \geq c_{0} \sum_{\theta \in S(u) \cap(a, 1-a)} \rho(\theta)
$$

and then the liminf inequality taking the supremum in $a$.
$\operatorname{Lim} \sup$ inequality. Let $u \in B V((0,1) ;\{-1,1\})$. We denote $S(u)=\left\{\theta_{1}, \cdots, \theta_{N}\right\}$ with $\theta_{i}<\theta_{i+1}$. With fixed $\eta>0$ there exist $T>0$ and $v \in H^{1}(-T, T)$ such that $v( \pm T)= \pm 1, \int_{-T}^{T}\left(v^{2}-1\right) d s=0$, and

$$
\begin{equation*}
\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma \leq c_{0}+\eta \tag{3.40}
\end{equation*}
$$



Fig. 2. Recovery sequence with a Gibbs phenomenon.

We denote $\delta=T \sqrt{\varepsilon}, K_{i}=\left[\theta_{i}+\delta, \theta_{i+1}-\delta\right]$ for $i=1, \ldots, N-1, K_{N}=\left[\theta_{N}+\delta, 1\right]$.
We construct a sequence $u_{\varepsilon}$ by setting

$$
u_{\varepsilon}(\theta)= \begin{cases}v_{\varepsilon}^{i}\left( \pm \varepsilon^{-1 / 2}\left(\theta-\theta_{i}\right)\right) & \text { if } \theta \in\left[\theta_{i}-\delta, \theta_{i}+\delta\right], \quad i=1, \ldots, N  \tag{3.41}\\ u(\theta) & \text { if } \theta \in\left(0, \theta_{1}-\delta\right) \cup_{i=1}^{N} K_{i}\end{cases}
$$

where $v_{\varepsilon}^{i}=v+t_{\varepsilon}^{i} \phi$ is defined as in Step 2 with $\phi$ given by (3.36) and $t_{\varepsilon}^{i} \in \mathbf{R}$ such that

$$
\begin{equation*}
\int_{-T}^{T} \rho_{\varepsilon}^{i}\left(\left(v+t_{\varepsilon}^{i} \phi\right)^{2}-1\right) d s=0 \quad \text { and } \quad t_{\varepsilon}^{i} \rightarrow 0 \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{3.42}
\end{equation*}
$$

for every $i=1, \ldots, N$, where $\rho_{\varepsilon}^{i}(s)=\rho\left(\theta_{i}+s \sqrt{\varepsilon}\right)$. Note that the choice between the plus and minus sign, in (3.41), is made in such a way that the resulting function is continuous. The construction of $u_{\varepsilon}$ is illustrated in Figure 2.

Note that, reasoning as in Step 2, we get

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0}\left(\int_{-T}^{T} \rho_{\varepsilon}^{i}\left(v_{\varepsilon}^{i}\right)^{\prime 2} d s+\int_{-T}^{T} \frac{1}{\rho_{\varepsilon}^{i}(\sigma)}\left(\int_{-T}^{\sigma} \rho_{\varepsilon}^{i}\left(\left(v_{\varepsilon}^{i}\right)^{2}-1\right) d s\right)^{2} d \sigma\right)  \tag{3.43}\\
\quad=\rho\left(\theta_{i}\right)\left(\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma\right)
\end{gather*}
$$

Hence,

$$
\begin{aligned}
F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)= & \sqrt{\varepsilon} \sum_{i=1}^{N} \int_{\theta_{i}-\delta}^{\theta_{i}+\delta} \rho\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta \\
+ & \varepsilon^{-3 / 2} \sum_{i=1}^{N}\left(\int_{K_{i}} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right. \\
& \left.+\int_{\theta_{i}-\delta}^{\theta_{i}+\delta} \frac{1}{\rho(\theta)}\left(\int_{0}^{\theta} \rho\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right)
\end{aligned}
$$

By the changes of variable $s=\varepsilon^{-1 / 2}\left(\varphi-\theta_{i}\right), \sigma=\varepsilon^{-1 / 2}\left(\theta-\theta_{i}\right)$ and (3.42), we get that

$$
\begin{aligned}
F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right)= & \sum_{i=1}^{N} \int_{-T}^{T} \rho_{\varepsilon}^{i}\left(v_{\varepsilon}^{i}\right)^{\prime 2} d s \\
& +\varepsilon^{-1 / 2} \sum_{i=1}^{N}\left(\int_{K_{i}} \frac{d \theta}{\rho(\theta)}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T} \rho_{\varepsilon}^{j}\left(\left(v_{\varepsilon}^{j}\right)^{2}-1\right) d s\right)^{2} \\
& +\varepsilon^{-1 / 2} \sum_{i=1}^{N} \int_{\theta_{i}-\delta}^{\theta_{i}+\delta} \frac{1}{\rho(\theta)}\left(\sum_{j=1}^{i-1} \int_{-T}^{T} \rho_{\varepsilon}^{j}\left(\left(v_{\varepsilon}^{j}\right)^{2}-1\right) d s\right. \\
& \left.+\int_{-T}^{\varepsilon^{-1 / 2}\left(\theta-\theta_{i}\right)} \rho_{\varepsilon}^{i}\left(\left(v_{\varepsilon}^{i}\right)^{2}-1\right) d s\right)^{2} d \theta \\
= & \sum_{i=1}^{N} \int_{-T}^{T} \rho_{\varepsilon}^{i}\left(v_{\varepsilon}^{i}\right)^{\prime 2} d s+\int_{-T}^{T} \frac{1}{\rho_{\varepsilon}^{i}(\sigma)}\left(\int_{-T}^{\sigma} \rho_{\varepsilon}^{i}\left(\left(v_{\varepsilon}^{i}\right)^{2}-1\right) d s\right)^{2} d \sigma
\end{aligned}
$$

By (3.40) and (3.43), we have

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{3 / 2}\left(u_{\varepsilon}\right) & =\left(\sum_{i=1}^{N} \rho\left(\theta_{i}\right)\right)\left(\int_{-T}^{T}\left(v^{\prime}\right)^{2} d s+\int_{-T}^{T}\left(\int_{-T}^{\sigma}\left(v^{2}-1\right) d s\right)^{2} d \sigma\right) \\
& \leq\left(\sum_{i=1}^{N} \rho\left(\theta_{i}\right)\right)\left(c_{0}+\eta\right) .
\end{aligned}
$$

By the arbitrariness of $\eta$ we get the lim sup inequality for every $u \in B V((0,1) ;\{-1,1\})$.
We now consider $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$; let $u^{a} \in B V((0,1) ;\{-1,1\})$ be such that $u^{a}$ converges to $u$ strongly in $L^{1}(0,1)$ as $a \rightarrow 0^{+}$; e.g.,

$$
u^{a}(\theta)=\left\{\begin{array}{lc}
u(a), & \theta \in[0, a) \\
u(\theta), & \theta \in[a, 1-a] \\
u(1-a), & \theta \in(1-a, 1]
\end{array}\right.
$$

with $0<a<1$ and $a, 1-a \notin S(u)$. By the lower semicontinuity of the $\Gamma$-lim sup, we have that

$$
\begin{aligned}
\Gamma-\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{3 / 2}(u) & \leq \liminf _{a \rightarrow 0^{+}}\left(\Gamma-\limsup _{\varepsilon \rightarrow 0} F_{\varepsilon}^{3 / 2}\left(u^{a}\right)\right) \\
& \leq c_{0} \liminf _{a \rightarrow 0^{+}} \sum_{\theta \in S\left(u^{a}\right)} \rho(\theta) \leq c_{0} \sum_{\theta \in S(u)} \rho(\theta)
\end{aligned}
$$

for every $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$ (see [6, Remark 1.29]).
4. The case $\alpha=4 / 3$ with constrained phase transitions. If we define $G_{\varepsilon}^{0}$ as the restriction of $F_{\varepsilon}^{0}$ to the space of functions $u:(0,1) \rightarrow[-1,1]$, then by Remark 2 the $\Gamma$-limit of $G_{\varepsilon}^{0}$ is identically 0 . Still, one may find another scaling, $\alpha=4 / 3$, such that the $\Gamma$-limit of $G_{\varepsilon}^{4 / 3}=\varepsilon^{-4 / 3} G_{\varepsilon}^{0}$ is not trivial. We consider for simplicity $\rho \equiv 1$ so that

$$
G_{\varepsilon}^{4 / 3}(u)=\varepsilon^{2 / 3} \int_{0}^{1}\left(u^{\prime}\right)^{2} d \theta+\varepsilon^{-4 / 3} \int_{0}^{1}\left(\int_{0}^{\theta}\left(u^{2}-1\right) d \varphi\right)^{2} d \theta
$$

for every $u \in H^{1}((0,1) ;[-1,1])$. Note that since $\varepsilon^{-4 / 3} F_{\varepsilon}^{0}=\varepsilon^{1 / 6} F_{\varepsilon}^{3 / 2}$, by section 3 the $\Gamma$-limit of $\varepsilon^{-4 / 3} F_{\varepsilon}^{0}$ with respect to the strong $L^{1}$-convergence is zero. Hence, the constraint $|u| \leq 1$ completely changes the characteristic scaling of the energy.

THEOREM 4.1 (compactness). Let $\left(u_{\varepsilon}\right) \in H^{1}((0,1) ;[-1,1])$ be a sequence such that $\sup _{\varepsilon} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)<+\infty$; then up to subsequences, $\left(u_{\varepsilon}\right)$ converges strongly in $L^{1}(0,1)$ to $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$.

Proof. Let $\eta_{\varepsilon}^{ \pm} \neq \pm 1$ such that $-1<\eta_{\varepsilon}^{+}, \eta_{\varepsilon}^{-}<1$. We denote by $\left(\delta_{\varepsilon}^{-}, \delta_{\varepsilon}^{+}\right)$an interval such that $u_{\varepsilon}\left(\delta_{\varepsilon}^{-}\right)=\eta_{\varepsilon}^{-}, u_{\varepsilon}\left(\delta_{\varepsilon}^{+}\right)=\eta_{\varepsilon}^{+}$and $u_{\varepsilon}$ takes values between $\eta_{\varepsilon}^{-}$and $\eta_{\varepsilon}^{+}$. In what follows, we use the notation $\eta^{ \pm}=\eta_{\varepsilon}^{ \pm}, \delta^{ \pm}=\delta_{\varepsilon}^{ \pm}$to not overburden notation. By the constraint, $\left(u_{\varepsilon}^{2}-1\right)$ never changes sign; hence, we can select in the energy $G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)$ the most significant contribution which permits us to easily estimate $\left(\delta^{+}-\delta^{-}\right)$. More precisely, for every fixed $0<a<1$, we consider $\delta^{+} \leq 1-a$; then,

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) & \geq \varepsilon^{2 / 3} \int_{\delta^{-}}^{\delta^{+}}\left(u^{\prime}\right)^{2} d \theta+\varepsilon^{-4 / 3} \int_{\delta^{+}}^{1}\left(\int_{\delta^{-}}^{\delta^{+}}\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta \\
& \geq\left|\eta^{+}-\eta^{-}\right|^{2}\left(\frac{\varepsilon^{2 / 3}}{\delta}\right)+a \lambda^{2}\left(\frac{\delta}{\varepsilon^{2 / 3}}\right)^{2}
\end{aligned}
$$

where $\lambda:=\left.\left|\left|\eta^{-}\right|^{2}-1\right| \wedge| | \eta^{+}\right|^{2}-1 \mid$, i.e., the minimum distance of $\left|\eta^{ \pm}\right|^{2}$ from 1. Hence, if $\left|\eta^{+}-\eta^{-}\right| \geq \zeta>0$, with $\zeta$ independent of $\varepsilon$, we have that $\delta / \varepsilon^{2 / 3}$ is bounded; i.e., there exist two positive constants $\alpha_{1}, \alpha_{2}$ such that $\alpha_{1} \varepsilon^{2 / 3} \leq \delta \leq \alpha_{2} \varepsilon^{2 / 3}$. Moreover, the number of intervals $\left(\delta^{-}, \delta^{+}\right)$is finite in $[0,1-a]$ for every $0<a<1$. Then $\left(u_{\varepsilon}\right)$ converges in measure to $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, and since $\left|u_{\varepsilon}\right| \leq 1$ we can conclude that, up to subsequences, $\left(u_{\varepsilon}\right)$ converges strongly to $u$ in $L^{1}$.

Remark 4. Note that in general we cannot expect $u \in B V((0,1) ;\{-1,1\})$. To show this we construct a sequence $\left(u_{\varepsilon}\right)$ with $\sup _{\varepsilon} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)<+\infty$ and strongly converging in $L^{1}$ to $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$ with infinitely many jump points. To this end, consider a strictly increasing sequence $\left(\theta_{i}\right) \in(0,1)$ such that $\sup _{i \in \mathbf{N}} \theta_{i}=1$, and let $v_{i}(s)=\left(s+T_{i} / T_{i}\right)-1$ for $s \in\left[-T_{i}, T_{i}\right]$. With fixed $k \in \mathbf{N}$ and $\varepsilon$ small enough, we define the sequence $\left(u_{\varepsilon}^{k}\right)$ as

$$
u_{\varepsilon}^{k}(\theta)= \begin{cases}v_{i}\left( \pm \varepsilon^{-2 / 3}\left(\theta-\theta_{i}\right)\right), & \theta \in\left[\theta_{i}-T_{i} \varepsilon^{2 / 3}, \theta_{i}+T_{i} \varepsilon^{2 / 3}\right], \quad i=1, \ldots, k \\ \pm 1 & \text { otherwise in }[0,1]\end{cases}
$$

where the choice between the plus and minus sign is made in such a way that the resulting function $u_{\varepsilon}^{k}$ is continuous. For every $k \in \mathbf{N}$, we have that

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}^{k}\right) & =\sum_{i=1}^{k}\left(\frac{2}{T_{i}}+\left(\theta_{i+1}-\theta_{i}\right)\left(c \sum_{j \leq i} T_{j}\right)^{2}\right)+O\left(\varepsilon^{2 / 3}\right) \\
& \leq \sum_{i \in \mathbf{N}}\left(\frac{2}{T_{i}}+\left(\theta_{i+1}-\theta_{i}\right)\left(c \sum_{j \leq i} T_{j}\right)^{2}\right)+O\left(\varepsilon^{2 / 3}\right)
\end{aligned}
$$

(see a similar computation in Theorem 4.2 for the proof of the lim sup inequality). If we fix $T_{i}=i^{\beta}$, with $\beta>1$, and $\left(\theta_{i}\right)$ such that $\left(\theta_{i+1}-\theta_{i}\right)=\gamma i^{(-3 \beta-2)}$, with $\gamma$ satisfying the condition $\gamma \sum_{i \in \mathbf{N}} i^{(-3 \beta-2)}=\left(1-\theta_{1}\right)$, then $\sup _{\varepsilon} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}^{k}\right) \leq c$, with $c$ independent on $k$. Therefore, if $\left(\theta_{i}\right)_{i \in \mathbf{N}}$ is an increasing sequence of points distributed in $(0,1)$
as above, for every fixed $k \in \mathbf{N}$, we can construct a suitable sequence $\left(u_{\varepsilon}^{k}\right)$ strongly converging in $L^{1}$ to $u^{k} \in B V((0,1) ;\{-1,1\})$, as $\varepsilon \rightarrow 0$, with $\sup _{\varepsilon} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}^{k}\right) \leq c$ and $S\left(u^{k}\right)=\left\{\theta_{1}, \ldots, \theta_{k}\right\}$. We now consider $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$ such that $S(u)=\left(\theta_{i}\right)_{i \in \mathbf{N}}$ and $u=u^{k}$ in $\left[0, \theta_{k+1}\right)$; then $u^{k}$ converges strongly in $L^{1}$ to $u$ as $k$ tends to $+\infty$. By a diagonal procedure we may extract from $\left(u_{\varepsilon}^{k}\right)$ a subsequence with bounded energy and strongly converging to $u$ in $L^{1}$.

Theorem 4.2 (nonlocal $\Gamma$-limit). We have

$$
\begin{gathered}
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}(u) \\
=\inf _{T>0} \inf \left\{\sum_{i \in I}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
\left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\}
\end{gathered}
$$

for every $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, where $I=\left\{i \in \mathbf{N}: \theta_{i} \in S(u), \theta_{i}<\theta_{i+1}\right\}$.
Proof. Let $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$, and let $\left(u_{\varepsilon}\right) \in H^{1}((0,1) ;[-1,1])$ be a sequence strongly converging to $u$ in $L^{1}$ such that

$$
\liminf _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)<+\infty
$$

For every fixed $0<a<1$, by Theorem 4.1 the limit function $u$ has a finite number of discontinuity points in the interval $(0,1-a]$; i.e., $S(u) \cap(0,1-a]=\left\{\theta_{1}, \ldots, \theta_{N(a)}\right\}$ with $\theta_{i}<\theta_{i+1}$. Up to subsequences, $u_{\varepsilon} \rightarrow u$ for a.e. $\theta \in(0,1)$, as $\varepsilon$ tends to 0 ; hence, with fixed $\eta \in(0,1)$, we consider $\delta_{i}^{1}, \delta_{i}^{2}$ such that

$$
u_{\varepsilon}\left(\theta_{i}-\delta_{i}^{1}\right)=-(1-\eta), \quad u_{\varepsilon}\left(\theta_{i}+\delta_{i}^{2}\right)=1-\eta
$$

or

$$
u_{\varepsilon}\left(\theta_{i}-\delta_{i}^{1}\right)=1-\eta, \quad u_{\varepsilon}\left(\theta_{i}+\delta_{i}^{2}\right)=-(1-\eta)
$$

for $i=1, \ldots, N(a)$. The following estimate is obtained by eliminating all the contributions of $u_{\varepsilon}$ on the intervals where the sequence takes values "close" to $\{-1,1\}$; this choice is justified by the construction of the optimal sequence, in the lim sup inequality, that will be equal to $\{-1,1\}$ on such intervals (see (4.2)). We have then

$$
\begin{aligned}
& G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \geq \varepsilon^{2 / 3} \sum_{i=1}^{N(a)} \int_{I_{i}}\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-4 / 3}\left(\sum_{i=1}^{N(a)} \int_{K_{i}}\left(\sum_{j=1}^{i} \int_{I_{j}}\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right. \\
&\left.+\sum_{i=1}^{N(a)} \int_{I_{i}}\left(\sum_{j=1}^{i-1} \int_{I_{j}}\left(u_{\varepsilon}^{2}-1\right) d \varphi+\int_{\theta_{i}-\delta_{i}^{1}}^{\theta}\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right),
\end{aligned}
$$

where $I_{i}=\left[\theta_{i}-\delta_{i}^{1}, \theta_{i}+\delta_{i}^{2}\right]$ for $i=1, \ldots, N(a)$ and $K_{i}=\left(\theta_{i}+\delta_{i}^{2}, \theta_{i+1}-\delta_{i+1}^{1}\right)$ for $i=1, \ldots, N(a)-1, K_{N(a)}=\left(\theta_{N(a)}+\delta_{N(a)}^{2}, 1-a\right)$. We make the change of variable

$$
w_{j}(s)=u_{\varepsilon}\left(\varepsilon^{2 / 3} s+\theta_{j}+\frac{\delta_{j}^{2}-\delta_{j}^{1}}{2}\right) ;
$$

hence, setting $T_{j}=\varepsilon^{-2 / 3} \delta_{j}$ with $\delta_{j}=\left(\frac{\delta_{j}^{2}+\delta_{j}^{1}}{2}\right)$ and

$$
T_{i}(\theta)=\varepsilon^{-2 / 3}\left(\theta-\theta_{i}-\frac{\left(\delta_{i}^{2}-\delta_{i}^{1}\right)}{2}\right)
$$

we get

$$
\begin{aligned}
& G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \geq \sum_{i=1}^{N(a)}\left(\int_{-T_{i}}^{T_{i}}\left(w_{i}^{\prime}\right)^{2} d s+\int_{K_{i}}\left(\sum_{j=1}^{i} \int_{-T_{j}}^{T_{j}}\left(w_{j}^{2}-1\right) d s\right)^{2} d \theta\right. \\
&\left.+\int_{I_{i}}\left(\sum_{j=1}^{i-1} \int_{-T_{j}}^{T_{j}}\left(w_{j}^{2}-1\right) d s+\int_{-T_{i}}^{T_{i}(\theta)}\left(w_{i}^{2}-1\right) d s\right)^{2} d \theta\right)
\end{aligned}
$$

We denote now

$$
B_{i}=\int_{-T_{i}}^{T_{i}}\left(w_{i}^{\prime}\right)^{2} d s, \quad A_{j}=\int_{-T_{j}}^{T_{j}}\left(w_{j}^{2}-1\right) d s
$$

by the change of variable $\sigma=T_{i}(\theta)$, we get

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \geq & \sum_{i=1}^{N(a)} B_{i}+\sum_{i=1}^{N(a)}\left(\left(2 \delta_{i}+\theta_{i+1}-\theta_{i}-\delta_{i+1}^{1}-\delta_{i}^{2}\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2}\right) \\
& +\varepsilon^{2 / 3} \sum_{i=1}^{N(a)}\left(\int_{-T_{i}}^{T_{i}}\left(\int_{\sigma}^{T_{i}}\left(w_{i}^{2}-1\right) d s\right)^{2} d \sigma\right. \\
& \left.-2\left(\sum_{j=1}^{i} A_{j}\right) \int_{-T_{i}}^{T_{i}}\left(\int_{\sigma}^{T_{i}}\left(w_{i}^{2}-1\right) d s\right) d \sigma\right) \\
= & \sum_{i=1}^{N(a)}\left(B_{i}+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2}\right)+\sum_{i=1}^{N(a)}\left(\delta_{i}^{1}-\delta_{i+1}^{1}\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2} \\
& +\varepsilon^{2 / 3}\left(\sum_{i=1}^{N(a)} \int_{-T_{i}}^{T_{i}}\left(\int_{\sigma}^{T_{i}}\left(w_{i}^{2}-1\right) d s\right)^{2} d \sigma\right. \\
& \left.-2\left(\sum_{j=1}^{i} A_{j}\right) \int_{-T_{i}}^{T_{i}}\left(\int_{\sigma}^{T_{i}}\left(w_{i}^{2}-1\right) d s\right) d \sigma\right)
\end{aligned}
$$

where $\theta_{N(a)+1}=1-a$ and $\delta_{N(a)+1}^{1}=0$. Hence,

$$
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \geq \sum_{i=1}^{N(a)}\left(\int_{-T_{i}}^{T_{i}}\left(w_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T_{j}}^{T_{j}}\left(w_{j}^{2}-1\right) d s\right)^{2}\right)+O\left(\varepsilon^{2 / 3}\right)
$$

where $w_{i}\left( \pm T_{i}\right)$ is equal to $\pm(1-\eta)$ or $\mp(1-\eta)$, and

$$
\begin{gathered}
\liminf _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \\
\geq \inf _{T>0} \inf \left\{\sum_{i=1}^{N(a)}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
\left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm(1-\eta)\right\}
\end{gathered}
$$

where, by symmetry, we may fix the boundary conditions as $v_{i}( \pm T)= \pm(1-\eta)$. We may now first pass to the limit as $\eta \rightarrow 0$ and then take the supremum on $a$; i.e.,

$$
\begin{aligned}
& \liminf _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) \\
& \geq \sup _{0<a<1} \inf _{T>0} \inf \left\{\sum_{i=1}^{N(a)}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
& \left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\} \\
& =\inf _{T>0} \inf \left\{\sum_{i \in I}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
& \left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\}
\end{aligned}
$$

where we have labeled the points in $S(u)$ by a set of indices $I \subset \mathbf{N}$ in such a way that $\theta_{i}<\theta_{i+1}$.

We now check the $\lim$ sup inequality. Let $u \in B V((0,1) ;\{-1,1\})$ with $S(u)=$ $\left\{\theta_{1}, \ldots, \theta_{N}\right\}$ and $\theta_{i}<\theta_{i+1}$. We denote

$$
\begin{gathered}
G^{4 / 3}(u)=\inf _{T>0} \inf \left\{\sum_{i=1}^{N}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
\left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\}
\end{gathered}
$$

With fixed $\eta>0$, there exist $T>0$ and $\left(v_{1}, \ldots, v_{N}\right) \in H^{1}((-T, T) ;[-1,1])$ such that $v_{i}( \pm T)= \pm 1$ and

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right) \leq G^{4 / 3}(u)+\eta \tag{4.1}
\end{equation*}
$$

We denote $\delta=T \varepsilon^{2 / 3} ; I_{i}=\left[\theta_{i}-\delta, \theta_{i}+\delta\right]$ for $i=1, \ldots, N ; K_{i}=\left(\theta_{i}+\delta, \theta_{i+1}-\delta\right)$ for $i=1, \ldots, N-1$; and $K_{N}=\left(\theta_{N}+\delta, 1\right]$. We construct a sequence $u_{\varepsilon}$ by setting

$$
u_{\varepsilon}(\theta)= \begin{cases}v_{i}\left( \pm \varepsilon^{-2 / 3}\left(\theta-\theta_{i}\right)\right) & \text { if } \theta \in I_{i}, \quad i=1, \ldots, N  \tag{4.2}\\ u(\theta) & \text { if } \theta \in\left(0, \theta_{1}-\delta\right) \cup\left(\cup_{i=1}^{N} K_{i}\right)\end{cases}
$$

where the choice between the plus and minus sign is made in such a way that the resulting function is continuous. Hence, by the change of variables $s=\varepsilon^{-2 / 3}\left(\theta-\theta_{i}\right)$, we get

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)= & \varepsilon^{2 / 3} \sum_{i=1}^{N} \int_{I_{i}}\left(u_{\varepsilon}^{\prime}\right)^{2} d \theta+\varepsilon^{-4 / 3} \sum_{i=1}^{N}\left(\int_{K_{i}}\left(\int_{0}^{\theta}\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right) \\
& +\varepsilon^{-4 / 3} \sum_{i=1}^{N}\left(\int_{I_{i}}\left(\int_{0}^{\theta}\left(u_{\varepsilon}^{2}-1\right) d \varphi\right)^{2} d \theta\right) \\
= & \sum_{i=1}^{N}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\int_{K_{i}}\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2} d \theta\right. \\
& \left.+\int_{I_{i}}\left(\sum_{j=1}^{i-1} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s+\int_{-T}^{T_{i}(\theta)}\left(v_{i}^{2}-1\right) d s\right)^{2} d \theta\right)
\end{aligned}
$$

where $T_{i}(\theta)=\varepsilon^{-2 / 3}\left(\theta-\theta_{i}\right)$. Setting

$$
B_{i}=\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s, \quad A_{j}=\int_{-T}^{T}\left(v_{j}^{2}-1\right) d s
$$

we then have

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right)= & \sum_{i=1}^{N}\left(B_{i}+\left(\theta_{i+1}-\theta_{i}-2 \delta\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2}\right) \\
& +\sum_{i=1}^{N} \int_{I_{i}}\left(\sum_{j=1}^{i} A_{j}-\int_{T_{i}(\theta)}^{T}\left(v_{i}^{2}-1\right) d s\right)^{2} d \theta \\
= & \sum_{i=1}^{N}\left(B_{i}+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2}\right)+\sum_{i=1}^{N} \int_{I_{i}}\left(\int_{T_{i}(\theta)}^{T}\left(v_{i}^{2}-1\right) d s\right)^{2} d \theta \\
& -2 \sum_{i=1}^{N}\left(\sum_{j=1}^{i} A_{j}\right) \int_{I_{i}}\left(\int_{T_{i}(\theta)}^{T}\left(v_{i}^{2}-1\right) d s\right) d \theta
\end{aligned}
$$

By (4.1) and the change of variable $\sigma=T_{i}(\theta)$, we get that

$$
\begin{aligned}
G_{\varepsilon}^{4 / 3}\left(u_{\varepsilon}\right) & =\sum_{i=1}^{N}\left(B_{i}+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} A_{j}\right)^{2}\right)+O\left(\varepsilon^{2 / 3}\right) \\
& \leq G^{4 / 3}(u)+\eta+O\left(\varepsilon^{2 / 3}\right)
\end{aligned}
$$

Passing to the limit as $\varepsilon$ tends to 0 , by the arbitrariness of $\eta$, we get the lim sup inequality for every $u \in B V((0,1) ;\{-1,1\})$.

We now consider $u \in B V_{\text {loc }}((0,1) ;\{-1,1\})$. There exists $u^{a} \in B V((0,1) ;\{-1,1\})$ such that $u^{a}$ converges to $u$ strongly in $L^{1}(0,1)$ as $a \rightarrow 0^{+}$; i.e.,

$$
u^{a}(\theta)= \begin{cases}u(a), & \theta \in[0, a) \\ u(\theta), & \theta \in[a, 1-a] \\ u(1-a), & \theta \in(1-a, 1]\end{cases}
$$

with $0<a<1$ and $a, 1-a \notin S(u)$. Hence, by the lower semicontinuity of the $\Gamma$-lim sup, we have that

$$
\begin{aligned}
& \Gamma-\limsup _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}(u) \\
& \leq \liminf _{a \rightarrow 0^{+}}\left(\Gamma-\limsup _{\varepsilon \rightarrow 0} G_{\varepsilon}^{4 / 3}\left(u^{a}\right)\right) \\
& \leq \liminf _{a \rightarrow 0^{+}} \inf _{T>0} \inf \left\{\sum_{i \in I(a)}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
& \left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\} \\
& \leq \inf _{T>0} \inf \left\{\sum_{i \in I}\left(\int_{-T}^{T}\left(v_{i}^{\prime}\right)^{2} d s+\left(\theta_{i+1}-\theta_{i}\right)\left(\sum_{j=1}^{i} \int_{-T}^{T}\left(v_{j}^{2}-1\right) d s\right)^{2}\right):\right. \\
& \left.v_{i} \in H^{1}((-T, T) ;[-1,1]), \quad v_{i}( \pm T)= \pm 1\right\}
\end{aligned}
$$

where $I(a)=\left\{i \in \mathbf{N}: \theta_{i} \in S\left(u^{a}\right), \theta_{i}<\theta_{i+1}\right\}$ and $I=\left\{i \in \mathbf{N}: \theta_{i} \in S(u), \theta_{i}<\right.$ $\left.\theta_{i+1}\right\}$.
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#### Abstract

This paper concerns stochastic processes on chains of arbitrary length whose Poisson kernel can be expressed in terms of the $q$-Racah polynomials, the most general $q$-deformed orthogonal polynomials in the discrete series of the Askey scheme. We give a new interpretation of this kernel as the probability transition density for a subordinated Markov process with only nearest neighbor hops. As an application, we give an elementary proof and extend a positivity result for a class of Poisson kernels which Gasper and Rahman established with direct methods.
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1. Introduction. In this paper, we give general conditions that allow one to construct Markov processes whose infinitesimal generator admits the $q$-Racah polynomials as eigenstates.

Definition 1.1. For $0<q<1$, the $q$-Racah polynomials

$$
R_{n}(\mu(x)):=R_{n}(\mu(x) ; \alpha, \beta, \gamma, \delta \mid q)
$$

are defined using the $q$-deformed hypergeometric function ${ }_{4} \phi_{3}$ as follows:

$$
R_{n}(\mu(x))={ }_{4} \phi_{3}\left(\begin{array}{c|c}
q^{-n}, \alpha \beta q^{n+1}, q^{-x}, \gamma \delta q^{x+1} & q ; q)  \tag{1.1}\\
\alpha q, \beta \delta q, \gamma q &
\end{array}\right)
$$

for $n=0,1, \ldots, N$ and where $\mu(x)=q^{-x}+\gamma \delta q^{x+1}$. Moreover, they must belong to one of the three families defined by the additional condition that either $\alpha=q^{-N-1}$ or $\beta \delta=q^{-N-1}$ or $\gamma=q^{-N-1}$.

Definition 1.2. Let $\Lambda_{N}$ denote the set $\{0,1, \ldots, N\}$ and let $l^{2}\left(\Lambda_{N}\right)$ be the Hilbert space of the real valued functions on $\Lambda_{N}$.

The objective of this paper is to construct a class of Markov processes supported on the set $\Lambda_{N}$ whose transitional probability density can be expressed as a series in the $q$-Racah polynomials. Whether this can be done is a natural question, as the $q$ Racah polynomials satisfy an orthogonality relation with respect to a discrete weight supported on the set $\Lambda_{N}$ (see [1], [10], [7], and the references therein for the properties of orthogonal polynomials in the Askey scheme). Namely,

$$
\begin{equation*}
\sum_{x \in \Lambda_{N}} R_{m}(\mu(x)) R_{n}(\mu(x)) w(x)=h_{n} \delta_{n m} \tag{1.2}
\end{equation*}
$$

[^56]where the weight is
\[

$$
\begin{equation*}
w(x)=\frac{(\alpha q, \beta \delta q, \gamma q, \gamma \delta q ; q)_{x}}{\left(q, \alpha^{-1} \gamma \delta q, \beta^{-1} \gamma q, \delta q ; q\right)_{x}} \frac{1-\gamma \delta q^{2 x+1}}{(\alpha \beta q)^{x}(1-\gamma \delta q)} \tag{1.3}
\end{equation*}
$$

\]

and the normalization factor is

$$
\begin{equation*}
h_{n}=\frac{\left(\alpha^{-1} \beta^{-1} \gamma, \alpha^{-1} \delta, \beta^{-1}, \gamma \delta q^{2} ; q\right)_{\infty}}{\left(\alpha^{-1} \beta^{-1} q^{-1}, \alpha^{-1} \gamma \delta q, \beta^{-1} \gamma q, \delta q ; q\right)_{\infty}} \frac{(1-\alpha \beta q)(\gamma \delta q)^{n}}{1-\alpha \beta q^{2 n+1}} \frac{\left(q, \alpha \beta \gamma^{-1} q, \alpha \delta^{-1} q, \beta q ; q\right)_{n}}{(\alpha q, \alpha \beta q, \beta \delta q, \gamma q ; q)_{n}} \tag{1.4}
\end{equation*}
$$

Following [7], we denote $(a ; q)_{k}$ for the $q$-analogue of the Pochhammer symbols:

$$
\begin{equation*}
(a ; q)_{0}=1 \quad \text { and } \quad(a ; q)_{k}=\prod_{i=0}^{k-1}\left(1-a q^{i}\right) \tag{1.5}
\end{equation*}
$$

for $k>0$, with $\left(a_{1}, \ldots, a_{r} ; q\right)_{k}=\left(a_{1} ; q\right)_{k} \cdots\left(a_{r} ; q\right)_{k}$.
Recall now the following definitions of the Markov semigroup and the Bernstein function.

Definition 1.3. The one-parameter family of operators $\left(\mathcal{K}_{t}\right)_{t \geq 0}$ on $l^{2}\left(\Lambda_{N}\right)$ is said to be a Markov semigroup if its kernel $K_{t}(x, y)$ satisfies the following conditions for all $t, t^{\prime} \geq 0, x, y \in \Lambda_{N}$ :
(i) nonnegativity: $K_{t}(x, y) \geq 0$;
(ii) initial condition: $K_{0}(x, y)=\delta_{x, y}$;
(iii) contraction property: $\sum_{y \in \Lambda_{N}} K_{t}(x, y) \leq 1$;
(iv) semigroup property: $K_{t}(x, y) K_{t^{\prime}}(x, y)=K_{t+t^{\prime}}(x, y)$.

Definition 1.4. Let $\Phi \in C^{\infty}([0, \infty))$ with $\Phi \geq 0$. $\Phi$ is a Bernstein function if $(-1)^{n} \Phi^{(n)} \leq 0$ for all integer $n>0$.

Our main result can be stated as follows.
THEOREM 1.5. Assume that the parameters $q, \alpha, \beta, \gamma, \delta$ satisfy the restrictions of Definition 1.1 for the $q$-Racah polynomials. Assume also that the following two functions are negative or zero:

$$
\begin{aligned}
B(x) & =\frac{\left(1-\alpha q^{x+1}\right)\left(1-\beta \delta q^{x+1}\right)\left(1-\gamma q^{x+1}\right)\left(1-\gamma \delta q^{x+1}\right)}{\left(1-\gamma \delta q^{2 x+1}\right)\left(1-\gamma \delta q^{2 x+2}\right)} \\
D(x) & =\frac{q\left(1-q^{x}\right)\left(1-\delta q^{x}\right)\left(\beta-\gamma q^{x}\right)\left(\alpha-\gamma \delta q^{x}\right)}{\left(1-\gamma \delta q^{2 x}\right)\left(1-\gamma \delta q^{2 x+1}\right)}
\end{aligned}
$$

Then for all Bernstein functions $\Phi$ the following series represents the kernel of a Markov semigroup:

$$
\begin{equation*}
K_{t}^{\Phi}(x, y)=\sum_{n=0}^{N} \frac{e^{-t \Phi\left(-\lambda_{n}\right)}}{h_{n}} R_{n}(\mu(x)) R_{n}(\mu(y)) w(y) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{n}=\left(1-q^{-n}\right)\left(1-\alpha \beta q^{n+1}\right) \tag{1.7}
\end{equation*}
$$

We also prove that there exists a Bernstein function such that $\Phi\left(-\lambda_{n}\right)=n$ for all integers $n=1,2, \ldots, N$ so that we obtain the following corollary.

Corollary 1.6. If in addition to the hypothesis of the theorem we also have that $\alpha \beta \geq 0$, then the function

$$
\begin{equation*}
\Phi(z)=\frac{1}{|\ln q|} \ln \left(\frac{1+\alpha \beta q+z}{2}+\sqrt{\left(\frac{1+\alpha \beta q+z}{2}\right)^{2}-\alpha \beta q}\right) \tag{1.8}
\end{equation*}
$$

is a Bernstein function such that $\Phi\left(-\lambda_{n}\right)=n$ for all integers $n=1,2, \ldots, N$, and the following series represents the kernel of a Markov semigroup on $\Lambda_{N}$ :

$$
\begin{equation*}
K_{t}^{\Phi}(x, y)=\sum_{n=0}^{N} \frac{e^{-n t}}{h_{n}} R_{n}(\mu(x)) R_{n}(\mu(y)) w(y)-\max \left(1-(\alpha \beta q)^{-\frac{t}{\ln q \mid}}, 0\right) w(y) \tag{1.9}
\end{equation*}
$$

This corollary extends the result by Gasper and Rahman in [6], where positivity of the Poisson kernel, defined as the series

$$
\begin{equation*}
\sum_{n=0}^{N} \frac{e^{-n t}}{h_{n}} R_{n}(\mu(x)) R_{n}(\mu(y)) \tag{1.10}
\end{equation*}
$$

was established for the third family of $q$-Racah polynomials, i.e., $\gamma=q^{-N-1}$, and under the additional conditions that $0<\alpha q<1,0 \leq \beta q<1$, and $0<\delta<\alpha q^{N}$. The proof in [6] is based on a term by term analysis of the series expansion and resummation formulas of independent interest. Our argument is instead more elementary and based on probabilistic considerations.
2. Background and proofs. As a preparation to the proof of our results, we recall the basics of the theory of Markov processes and Bochner subordination. Let $(\Omega, \mathcal{F}, \mathrm{P})$ be a probability space equipped with the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ satisfying the usual conditions; i.e., the filtration is right continuous and $\mathcal{F}_{0}$ contains all events of P-measure 0 in $\mathcal{F}$. Let $X=\left(X_{t}\right)_{t \geq 0}$ be an $\mathcal{F}_{t}$-adapted stochastic process on $D \subseteq \mathbb{R}$.

Definition 2.1. The stochastic process $X$ is called a Markov process if

$$
\begin{equation*}
\mathrm{E}\left[f\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=\mathrm{E}\left[f\left(X_{t}\right) \mid X_{s}\right] \tag{2.1}
\end{equation*}
$$

for all bounded measurable function $f: D \rightarrow \mathbb{R}$ and all $t \geq s \geq 0$.
The family of operators $\left(\mathcal{K}_{t}\right)_{t \geq 0}$ from Definition 1.3 defines the transitional probability density of a Markov process on $l^{2}\left(\Lambda_{N}\right)$ as follows:

$$
\begin{equation*}
\mathcal{K}_{t-s} f(x)=\mathrm{E}\left[f\left(X_{t}\right) \mid X_{s}=x\right]=\sum_{y \in \Lambda_{N}} f(y) K_{t-s}(x, y) \tag{2.2}
\end{equation*}
$$

Subordinators are also Markov processes, but on $\mathbb{R}_{+}$, and can be thought of as stochastic time changes. They must therefore satisfy a few additional conditions, such as, if $T=\left(T_{t}\right)_{t \geq 0}$ is a subordinator, then $T_{t} \geq 0$ for each $t>0$ almost surely (a.s.) and $T_{s} \leq T_{t}$ whenever $s \leq t$. Moreover, for the purpose of the present demonstration, only subordinators with an infinite lifetime will be considered, i.e., $\inf \left\{t \geq 0: T_{t}=\right.$ $\infty\}=\infty$ a.s. The formal definition, as given by Bertoin in [3], follows.

Definition 2.2. Let $T=\left(T_{t}\right)_{t \geq 0}$ be a right-continuous increasing $\mathcal{F}_{t}$-adapted process started from 0 with values on $[0, \infty]$, where $\infty$ is an absorbing state. $T$ is called a subordinator if it has independent and homogeneous increments on $[0, \infty)$.

That is, the increment $T_{t+s}-T_{t}$ is independent of $\mathcal{F}_{t}$ and has the same distribution as $T_{s}$.

A remarkable probabilistic application of subordinators is due to Bochner [4], who proved the following.

Theorem 2.3. Let $X=\left(X_{t}\right)_{t \geq 0}$ be a Markov process and $T=\left(T_{t}\right)_{t \geq 0}$ be a subordinator. Then the stochastic process $Y=\left(Y_{t}\right)_{t \geq 0}=\left(X_{T_{t}}\right)_{t \geq 0}$ is again a Markov process. Moreover, if $X$ is stationary, then $Y$ is stationary.

A way to characterize subordinators is through their Laplace transform. A consequence of the independence and homogeneity of the increments is the following property:

$$
\begin{equation*}
\mathrm{E}\left[e^{\lambda T_{t+s}}\right]=\mathrm{E}\left[e^{\lambda T_{t}}\right] \mathrm{E}\left[e^{\lambda T_{s}}\right] \tag{2.3}
\end{equation*}
$$

for every $s, t \geq 0$ and $\lambda \leq 0$. The Laplace transform can thus be expressed as

$$
\begin{equation*}
\mathrm{E}\left[e^{\lambda T_{t}}\right]=e^{-t \Psi(-\lambda)} \tag{2.4}
\end{equation*}
$$

where the function $\Psi:[0, \infty) \rightarrow[0, \infty)$ is called the Laplace exponent of the subordinator. A theorem due to de Finetti, Lévy, and Khintchine (see Bertoin [3]) gives a necessary and sufficient condition for a function to be the Laplace exponent of a subordinator. Moreover, one can establish a one-to-one correspondence between Laplace exponents and Bernstein functions [2]. We summarize these results in the following theorem.

THEOREM 2.4. Let $\Phi \in C^{\infty}([0, \infty))$. Then, the following arguments are equivalent:

1. $\Phi$ is a Bernstein function.
2. $\Phi$ is the Laplace exponent of a subordinator.
3. There exists a semigroup $\left\{\rho_{t}\right\}_{t \geq 0}$ of positive measures on $[0, \infty)$ for which, for all $z \geq 0$,

$$
\begin{equation*}
e^{-t \Phi(z)}=\int_{0}^{\infty} e^{-s z} \rho_{t}(d s) \tag{2.5}
\end{equation*}
$$

The next theorem comes as a corollary of the previous two.
TheOrem 2.5. Let $\left(\mathcal{K}_{t}\right)_{t \geq 0}$ be a Markov semigroup on $l^{2}\left(\Lambda_{N}\right)$ with kernel $K_{t}(x, y)$, and let $\Phi$ be a Bernstein function. Then, the semigroup of the subordinated process, denoted $\left(\mathcal{K}_{t}^{\Phi}\right)_{t \geq 0}$, is Markov and there exists a semigroup $\left\{\rho_{t}\right\}_{t \geq 0}$ of positive measures on $[0, \infty)$ such that for any $f \in l^{2}\left(\Lambda_{N}\right)$,

$$
\begin{equation*}
\mathcal{K}_{t}^{\Phi} f(x)=\int_{0}^{\infty} \mathcal{K}_{s} f(x) \rho_{t}(d s) \tag{2.6}
\end{equation*}
$$

This property extends to the transitional probability densities as follows:

$$
\begin{equation*}
K_{t}^{\Phi}(x, y)=\int_{0}^{\infty} K_{s}(x, y) \rho_{t}(d s) \tag{2.7}
\end{equation*}
$$

The following definition leads to the explicit relation between $q$-Racah polynomials and Markov semigroups.

Definition 2.6. The operator $\mathcal{L}$ is the infinitesimal generator of a Markov semigroup on $l^{2}\left(\Lambda_{N}\right)$ if its kernel, $L(x, y)$ with $x, y \in \Lambda_{N}$, satisfies the following two conditions:
(i) nonnegativity: $L(x, y) \geq 0$ for all $x \neq y \in \Lambda_{N}$;
(ii) probability conservation: $\sum_{y \in \Lambda_{N}} L(x, y)=0$ for all $x \in \Lambda_{N}$.

Let us recall the elementary result from probability theory according to which a Markov semigroup $\left(\mathcal{K}_{t}\right)_{t \geq 0}$ on $l^{2}\left(\Lambda_{N}\right)$ can always be represented as follows in terms of the infinitesimal generator $\mathcal{L}$ :

$$
\begin{equation*}
\mathcal{K}_{t}=\exp (t \mathcal{L}) \tag{2.8}
\end{equation*}
$$

Definition 2.7. Let $\Delta$ and $\nabla$ denote the difference operators on $l^{2}\left(\Lambda_{N}\right)$ defined as follows:

$$
\begin{equation*}
\Delta f(x)=f(x+1)-f(x), \quad \nabla f(x)=f(x)-f(x-1) \tag{2.9}
\end{equation*}
$$

with $f(N+1)=f(-1)=0$.
The $q$-Racah polynomials introduced in Definition 1.1 satisfy the $q$-difference eigenvalue equation

$$
\begin{equation*}
\mathcal{L} R_{n}(\mu(x))=\lambda_{n} R_{n}(\mu(x)) \tag{2.10}
\end{equation*}
$$

where the operator $\mathcal{L}$ is given by

$$
\begin{equation*}
\mathcal{L}=-B(x) \Delta+D(x) \nabla \tag{2.11}
\end{equation*}
$$

with $B(x), D(x)$, and $\lambda_{n}$ defined in Theorem 1.5 (see [7] and the references therein for a proof).

Proposition 2.8. If $B(x) \leq 0$ and $D(x) \leq 0$, then $\mathcal{L}$ is the infinitesimal generator of a Markov semigroup.

Proof. Since the off-diagonal entries of the kernel $L(x, y)$ of $\mathcal{L}$ contain only $-B(x),-D(x)$, or 0 , the nonnegativity condition in Definition 2.6 is satisfied by assumption. The second condition is also satisfied since

$$
\begin{aligned}
\sum_{y \in \Lambda_{N}} L(x, y) & =-D(x)+(B(x)+D(x))-B(x)=0 \forall x=1, \ldots, N-1 \\
\sum_{y \in \Lambda_{N}} L(0, y) & =(B(0)+D(0))-B(0)=D(0)=0 \\
\sum_{y \in \Lambda_{N}} L(N, y) & =-D(N)+(B(N)+D(N))=B(N)=0
\end{aligned}
$$

Note that one property of the infinitesimal generator of a Markov process is that it must satisfy the positive maximum principle [9],

$$
\begin{equation*}
\sup \left\{f(x): x \in \Lambda_{N}\right\}=f\left(x_{0}\right) \geq 0 \Rightarrow(\mathcal{L} f)\left(x_{0}\right) \leq 0 \tag{2.12}
\end{equation*}
$$

In particular, $\sup \left\{R_{n}(\mu(x)): x \in \Lambda_{N}\right\}=R_{n}\left(\mu\left(x_{0}\right)\right) \geq 0$ for some $x_{0} \in \Lambda_{N}$. Hence

$$
\begin{equation*}
\mathcal{L} R_{n}\left(\mu\left(x_{0}\right)\right)=\lambda_{n} R_{n}\left(\mu\left(x_{0}\right)\right) \leq 0 \tag{2.13}
\end{equation*}
$$

which implies that the eigenvalues of the infinitesimal generator are negative or zero.
Proposition 2.9. The kernel of $\mathcal{K}_{t}=\exp (t \mathcal{L})$ has the following representation in terms of the $q$-Racah polynomials:

$$
\begin{equation*}
K_{t}(x, y)=\sum_{n=0}^{N} \frac{e^{t \lambda_{n}}}{h_{n}} R_{n}(\mu(x)) R_{n}(\mu(y)) w(y) \tag{2.14}
\end{equation*}
$$

where $w(y)>0$ is the invariant measure density.
Proof. The $q$-Racah polynomials form an orthogonal basis of the Hilbert space $l^{2}\left(\Lambda_{N}\right)$, with invariant measure density $w(y)$. From $(2.10), \mathcal{K}_{t}$ satisfies the eigenvalue equation

$$
\begin{equation*}
\mathcal{K}_{t} R_{n}(\mu(x))=e^{t \lambda_{n}} R_{n}(\mu(x)) \tag{2.15}
\end{equation*}
$$

The kernel can thus be written as an expansion in the $q$-Racah polynomials, and we recover (2.14) in the proposition. The invariant measure density $w(y)$ can be expressed recurrently as

$$
\begin{equation*}
w(0)=1 \quad \text { and } \quad w(y+1)=\frac{B(y)}{D(y+1)} w(y) \quad \text { for } y=0,1, \ldots, N-1 \tag{2.16}
\end{equation*}
$$

which proves its positivity since $B(y)<0$ and $D(y+1)<0$ for $y=0,1, \ldots, N-$ 1.

We now proceed to the proof of our main result stated in the introduction. By Theorem 2.4, there exists a semigroup $\left\{\rho_{t}\right\}_{t \geq 0}$ of positive measures on $[0, \infty)$ associated with the Bernstein function $\Phi$ of Theorem 1.5. Theorem 2.5, together with Propositions 2.8 and 2.9, implies that the subordinated kernel takes the form

$$
\begin{equation*}
K_{t}^{\Phi}(x, y)=\sum_{n=0}^{N} \int_{0}^{\infty} e^{s \lambda_{n}} \rho_{t}(d s) \frac{1}{h_{n}} R_{n}(\mu(x)) R_{n}(\mu(y)) w(y), \tag{2.17}
\end{equation*}
$$

which gives (1.6) by definition of the measure $\rho_{t}(d s)$. Furthermore, the associated semigroup is again a Markov semigroup, so we proved Theorem 1.5.

Corollary 1.6 follows from the fact that the function

$$
\Phi(z)=\frac{1}{|\ln q|} \ln \left[\frac{1+\alpha \beta q+z}{2}+\sqrt{\left(\frac{1+\alpha \beta q+z}{2}\right)^{2}-\alpha \beta q}\right]
$$

is a Bernstein function. One can indeed find an explicit expression for the semigroup $\left\{\rho_{t}\right\}_{t \geq 0}$ of positive measures that describes the subordinator. That is, for $\alpha \beta>0$, there exists a one-parameter family of positive measures

$$
\begin{equation*}
\rho_{t}(d s)=\frac{t}{s|\ln q|}(\alpha \beta q)^{-\frac{t}{2|\ln q|}} e^{-(1+\alpha \beta q) s} I_{\left\lvert\, \frac{t}{|\ln q|}\right.}(2 \sqrt{\alpha \beta q} s) d s \tag{2.18}
\end{equation*}
$$

that entirely characterizes $\Phi$ by Theorem 2.4 (see [5] or formula (8), page 314 in [8]). Notice that $\Phi$ is defined such that $\Phi\left(-\lambda_{n}\right)=n$ for $n=1,2, \ldots, N$ and is clearly nonnegative for all $x \geq 0$. The eigenvalues $\lambda_{n}$ being negative or zero implies in particular that $\alpha \beta q^{2} \leq 1$. $\Phi\left(\lambda_{0}\right)=\Phi(0)$ thus depends on the value of $\alpha \beta q$ as follows:

$$
\begin{equation*}
\Phi(0)=\max \left(\frac{\ln (\alpha \beta q)}{|\ln q|}, 0\right) \tag{2.19}
\end{equation*}
$$

which leads to (1.9). Positivity of the Poisson kernel in (1.10) comes from (1.9) being Markovian and hence positive, $w(y)>0$, and $\max \left(1-(\alpha \beta q)^{-\frac{t}{|\ln q|}}, 0\right) \geq 0$.

In the limiting case $\alpha \beta=0$, while the $q$-Racah polynomials converge either to the dual $q$-Hahn polynomials for $\alpha=0$ or $\beta=0$, or to the dual $q$-Krawtchouk polynomials
for $\alpha=\beta=0$, the semigroup of positive measures consists of the well-known Gamma measures

$$
\begin{equation*}
\rho_{t}(d s)=\frac{s^{\frac{t}{\ln q \mid}-1} e^{-s}}{\Gamma\left(\frac{t}{|\ln q|}\right)} d s \tag{2.20}
\end{equation*}
$$

Therefore, $\Phi$ is a Bernstein function for $\alpha \beta \geq 0$, which completes the proof of Corollary 1.6.

Remark 2.10. Corollary 1.6 unravels an interesting connection with free probability theory. Let $\tau=\frac{t}{|\ln q|}$ be the renormalized time of the process; then the semigroup of measure $\left\{\rho_{\tau}\right\}_{\tau \geq 0}$ reads

$$
\begin{equation*}
\rho_{\tau}(d s)=\frac{\tau}{s}(\alpha \beta q)^{-\frac{\tau}{2}} e^{-(1+\alpha \beta q) s} I_{\tau}(2 \sqrt{\alpha \beta q} s) d s \tag{2.21}
\end{equation*}
$$

In the limit $q \rightarrow 0$, one recovers the Gamma measures

$$
\begin{equation*}
\rho_{\tau}(d s)=\frac{s^{\tau-1} e^{-s}}{\Gamma(\tau)} d s \tag{2.22}
\end{equation*}
$$

suggesting that the semigroup of Gamma measures defines a subordinator in the free case.

We conclude with the proof that Corollary 1.6 extends the result of positivity of the Poisson kernel given by Gasper and Rahman in [6].

Proposition 2.11. The set of conditions

$$
\begin{equation*}
0<q<1, \quad \gamma=q^{-N-1}, \quad 0<\alpha q<1, \quad 0 \leq \beta q<1, \quad 0<\delta<\alpha q^{N} \tag{2.23}
\end{equation*}
$$

is strictly stronger than

$$
\begin{equation*}
0<q<1, \quad 0 \leq \alpha \beta, \quad B(x) \leq 0, \quad D(x) \leq 0 \tag{2.24}
\end{equation*}
$$

for all $x \in \Lambda_{N}$ and where $B(x)$ and $D(x)$ are defined as in Theorem 1.5.
Proof. Notice first that $0<\alpha q<1$ and $0 \leq \beta q<1$ imply in particular $\alpha \beta \geq 0$. We show next that $B(x) \leq 0$ for all $x \in \Lambda_{N}$. With conditions (2.23), $B(x)$ becomes

$$
\begin{aligned}
B(0) & =\frac{(1-\alpha q)(1-\beta \delta q)\left(1-q^{-N}\right)}{1-\delta q^{1-N}} \\
B(x) & =\frac{\left(1-\alpha q^{x+1}\right)\left(1-\beta \delta q^{x+1}\right)\left(1-q^{x-N}\right)\left(1-\delta q^{x-N}\right)}{\left(1-\delta q^{2 x-N}\right)\left(1-\delta q^{2 x+1-N}\right)}, \quad x \in\{1, \ldots, N-1\} \\
B(N) & =0
\end{aligned}
$$

For $x \in\{0,1, \ldots, N-1\}$ and since $q<1$, we have

$$
\begin{aligned}
& 1>1-\alpha q^{x+1}>1-q^{x} \geq 0 \\
& 1 \geq 1-\beta \delta q^{x+1}>1-\delta q^{x}>1-q^{N+x-1}>0 \\
& 1>1-\delta q^{2 x+1-N}>1-\alpha q^{2 x+1}>1-q^{2 x} \geq 0
\end{aligned}
$$

For $x \in\{1, \ldots, N-1\}$, we have

$$
\begin{aligned}
& 1>1-\delta q^{x-N}>1-\alpha q^{x}>1-q^{x-1} \geq 0 \\
& 1>1-\delta q^{2 x-N}>1-\alpha q^{2 x}>1-q^{2 x-1} \geq 0
\end{aligned}
$$

Since the only negative factor in $B(x)$ is $1-q^{x-N}$ for all $x \in\{0,1, \ldots, N-1\}$, $B(x) \leq 0$ for all $x \in \Lambda_{N}$. With conditions (2.23), $D(x)$ can be expressed as

$$
\begin{aligned}
D(0) & =0 \\
D(x) & =\frac{q\left(1-q^{x}\right)\left(1-\delta q^{x}\right)\left(\beta-q^{x-N-1}\right)\left(\alpha-\delta q^{x-N-1}\right)}{\left(1-\delta q^{2 x-N-1}\right)\left(1-\delta q^{2 x-N}\right)}, \quad x \in\{1, \ldots, N-1\} \\
D(N) & =\frac{q\left(1-q^{N}\right)\left(\beta-q^{-1}\right)\left(\alpha-\delta q^{-1}\right)}{1-\delta q^{N-1}}
\end{aligned}
$$

For $x \in\{1, \ldots, N\}$, we have

$$
\begin{aligned}
& 0<\delta q^{-N}<\alpha \Rightarrow \delta q^{x-N-1}<\alpha \Rightarrow \alpha-\delta q^{x-N-1}>0 \\
& 0 \leq \beta<q^{-1}<q^{x-N-1} \Rightarrow \beta-q^{x-N-1}<0
\end{aligned}
$$

and, similarly as before,

$$
\begin{aligned}
& 1>1-\delta q^{x}>1-\alpha q^{x+N}>1-q^{x+N-1}>0 \\
& 1>1-\delta q^{2 x-N}>1-\alpha q^{2 x}>1-q^{2 x-1}>0 \\
& 1>1-\delta q^{2 x-N-1}>1-\alpha q^{2 x-1}>1-q^{2 x-2} \geq 0 .
\end{aligned}
$$

Hence $D(x) \leq 0$ since the only negative factor is $\beta-q^{x-N-1}$. The condition $\alpha q<1$ implies furthermore that the denominators of $B(x)$ and $D(x)$, respectively, are never zero. Finally, let

$$
\alpha=\beta=-\delta=1, \quad \gamma=q^{-N-1}
$$

The conditions in (2.24) are clearly satisfied, whereas $\delta>0$ in (2.23) fails, so the inclusion is strict.
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#### Abstract

Considered herein is the stability problem of solitary wave solutions of a generalized Ostrovsky equation, which is a modification of the Korteweg-de Vries equation widely used to describe the effect of rotation on surface and internal solitary waves or capillary waves.
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1. Introduction. The nonlinear dispersive equation

$$
\begin{equation*}
\left(u_{t}-\beta u_{x x x}+\left(u^{2}\right)_{x}\right)_{x}=\gamma u, \quad x \in \mathbf{R} \tag{1.1}
\end{equation*}
$$

was derived by Ostrovsky [20] in dimensionless space-time variables $(x, t)$ as a model for the unidirectional propagation of weakly nonlinear long surface and internal waves of small amplitude in a rotating fluid. The liquid is assumed to be incompressible and inviscid. Here $u(t, x)$ represents the free surface of the liquid and the parameter $\gamma>0$ measures the effect of rotation. The parameter $\beta$ determines the type of dispersion, namely, $\beta<0$ (negative dispersion) for surface and internal waves in the ocean or surface waves in a shallow channel with an uneven bottom and $\beta>0$ (positive dispersion) for capillary waves on the surface of liquid or for oblique magneto-acoustic waves in plasma. See Benilov [2], Grimshaw [9], Galkin and Stepanyants [7], Gilman, Grimshaw, and Stepanyants [8], and Ostrovsky and Stepanyants [21].

Considered herein is the generalization of the Ostrovsky equation

$$
\begin{equation*}
\left(u_{t}-\beta u_{x x x}+f(u)_{x}\right)_{x}=\gamma u, \quad x \in \mathbf{R} \tag{1.2}
\end{equation*}
$$

where $f$ is a $C^{2}$ function which is homogeneous of degree $p \geq 2$, in the sense that it satisfies $s f^{\prime}(s)=p f(s)$. This includes, for instance, nonlinearities of the form $f(u)= \pm|u|^{p}$ and $\pm|u|^{p-1} u$. Certain equations of this class have a direct relation to physical systems. In particular, when $p=3$, (1.2) describes the propagation of internal waves of even modes, which possess a cubic nonlinearity, in the ocean. See Galkin and Stepanyants [7], Leonov [13], and Shrira [22, 23].

In this paper, we investigate the stability of solitary wave solutions of (1.2). Using variational methods, we prove the existence of solitary waves (Theorem 2.1). Solitary waves thus obtained are called ground states, and the set of all ground states is denoted by $G(\beta, c, \gamma)$. The variational characterization of the ground states permits us to consider the limiting behavior of the solitary waves as the rotation parameter $\gamma$

[^57]vanishes, and we show that the ground state solitary waves converge to solitary waves of the Korteweg-de Vries (KdV) equation (Theorem 2.5).

The stability analysis makes use of the conserved quantities

$$
E(u)=\int_{\mathbf{R}} \frac{\beta}{2} u_{x}^{2}+\frac{\gamma}{2}\left|D_{x}^{-1} u\right|^{2}+F(u) d x
$$

and

$$
V(u)=\frac{1}{2} \int_{\mathbf{R}} u^{2} d x
$$

where $F^{\prime}=f$ and $F(0)=0$, and the operator $D_{x}^{-1}$ is defined via the Fourier transform as

$$
\widehat{D_{x}^{-1}} f=(-i \xi)^{-1} \hat{f}(\xi)
$$

It was shown by Liu and Varlamov [18] that the classical Ostrovsky equation (1.1) is well-posed in the space

$$
X_{s}=\left\{f \in H^{s}(\mathbf{R}) \mid D_{x}^{-1} f \in H^{s}(\mathbf{R})\right\}
$$

with norm

$$
\|f\|_{X_{s}}=\|f\|_{s}+\left\|D_{x}^{-1} f\right\|_{s}
$$

for $s>3 / 2$. The methods therein also imply the same result for the generalized Ostrovsky equation (1.2). We therefore make the following definition.

Definition 1.1. A set $S \subset X$ is $X$-stable with respect to (1.2) if for any $\epsilon>0$ there exists $\delta>0$ such that for any $u_{0} \in X \cap X_{s}, s>3 / 2$, with

$$
\begin{equation*}
\inf _{v \in S}\left\|u_{0}-v\right\|_{X}<\delta \tag{1.3}
\end{equation*}
$$

the solution $u(t)$ of (1.2) with initial value $u(0)=u_{0}$ can be extended to a solution in the space $C\left([0, \infty), X \cap X_{s}\right)$ and satisfies

$$
\begin{equation*}
\inf _{v \in S}\|u(t)-v\|_{X}<\epsilon \tag{1.4}
\end{equation*}
$$

for all $t \geq 0$. Otherwise we say that $S$ is $X$-unstable.
Our main results apply to the set $G(\beta, c, \gamma)$, defined by (2.8). For each $y \in \mathbf{R}$, we define the translation operator by $\tau_{y} v=v(\cdot+y)$. Given a ground state $\varphi$ in $G(\beta, c, \gamma)$, the orbit of $\varphi$ is the set $\mathcal{O}_{\varphi}=\left\{\tau_{y} \varphi \mid y \in \mathbf{R}\right\}$. We show in Theorems 3.1 and 4.2 that the function $d$ defined by (3.1) determines the stability or instability of the solitary waves in the sense that if $d^{\prime \prime}(c)>0$, then $G(\beta, c, \gamma)$ is $X_{1}$-stable and if $d^{\prime \prime}(c)<0$, then $\mathcal{O}_{\varphi}$ is $X_{1}$-unstable. Although these results are not quite complementary, the only difference is due to the possible nonuniqueness of ground states up to translation. That is, if ground states are unique up to translation, then $G(\beta, c, \gamma)=\mathcal{O}_{\varphi}$.

One difficulty in applying these results is the fact that an explicit formula for $d$ is not available. It is also not known if $d(c)$ is twice differentiable. To remedy this, we also prove a second result, Theorem 4.3, which provides sufficient conditions for instability directly in terms of the parameters $\beta, c, \gamma$, and $p$. The result is based on the work of Gonçalves Ribeiro [10]. Another approach to dealing with the lack of information about $d(c)$ is to compute it numerically. We conclude the paper with some numerical calculations of $d^{\prime \prime}$ which approximately determine regions of stability and instability in terms of the parameters.

Notation. The norm in the classical Sobolev spaces $H^{s}(\mathbf{R})$ will be written $\|\cdot\|_{s}$. For $1 \leq q \leq \infty$, the norm in $L^{q}(\mathbf{R})$ will be written $|\cdot|_{q}$.
2. Solitary waves. Solitary-wave solutions of the form $u(x, t)=\varphi(x-c t)$ satisfy the stationary equation

$$
\begin{equation*}
\beta \varphi_{x x}+c \varphi+\gamma D_{x}^{-2} \varphi=f(\varphi) \tag{2.1}
\end{equation*}
$$

We will prove existence of solitary waves in the space $X_{1}$ by considering the following variational problem. Define the functionals

$$
\begin{equation*}
I(u)=I(u ; \beta, c, \gamma)=\int_{\mathbf{R}} \beta u_{x}^{2}-c u^{2}+\gamma\left(D_{x}^{-1} u\right)^{2} d x \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
K(u)=-(p+1) \int_{\mathbf{R}} F(u) d x \tag{2.3}
\end{equation*}
$$

where $F$ satisfies $F^{\prime}=f$ and $F(0)=0$. Then if $\psi \in X_{1}$ achieves the minimum

$$
\begin{equation*}
M_{\lambda}=\inf \left\{I(u) \mid u \in X_{1}, K(u)=\lambda\right\} \tag{2.4}
\end{equation*}
$$

for some $\lambda>0$, then there exists a Lagrange multiplier $\mu$ such that

$$
\begin{equation*}
\beta \psi_{x x}+c \psi+\gamma D_{x}^{-2} \psi=\mu f(\psi) \tag{2.5}
\end{equation*}
$$

Hence $\varphi=\mu^{\frac{1}{p-1}} \psi$ satisfies (2.1). We call such solutions ground state solutions and denote the set of all ground state solutions by $G(\beta, c, \gamma)$. By the homogeneity of $I$ and $K$, ground states also achieve the minimum

$$
\begin{equation*}
m=m(\beta, c, \gamma)=\inf \left\{\frac{I(u)}{(K(u))^{\frac{2}{p+1}}}: u \in X_{1}, K(u)>0\right\} \tag{2.6}
\end{equation*}
$$

and it follows that

$$
\begin{equation*}
M_{\lambda}=m \lambda^{\frac{2}{p+1}} . \tag{2.7}
\end{equation*}
$$

We next note that the properties $s f^{\prime}(s)=p f(s)$ and $F^{\prime}=f$ imply that $s f(s)=$ $(p+1) F(s)$, so that

$$
K(u)=-\int_{\mathbf{R}} u f(u) d x
$$

and therefore multiplying (2.1) by $\varphi$ and integrating yields $I(\varphi)=K(\varphi)$. Thus we may characterize the set of ground state solutions $G(\beta, c, \gamma)$ as

$$
\begin{equation*}
G(\beta, c, \gamma)=\left\{\varphi \in X_{1} \left\lvert\, K(\varphi)=I(\varphi ; \beta, c, \gamma)=(m(\beta, c, \gamma))^{\frac{p+1}{p-1}}\right.\right\} \tag{2.8}
\end{equation*}
$$

We now seek to prove that this set is nonempty. We say that a sequence $\psi_{k}$ is a minimizing sequence if for some $\lambda>0$,

$$
\lim _{k \rightarrow \infty} K\left(\psi_{k}\right)=\lambda \quad \text { and } \quad \lim _{k \rightarrow \infty} I\left(\psi_{k}\right)=M_{\lambda}
$$

THEOREM 2.1. Let $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$. Let $\psi_{k}$ be a minimizing sequence for some $\lambda>0$. Then there exist a subsequence (renamed $\psi_{k}$ ) and scalars
$y_{k} \in \mathbf{R}$ and $\psi \in X_{1}$ such that $\psi_{k}\left(\cdot+y_{k}\right) \rightarrow \psi$ in $X_{1}$. The function $\psi$ achieves the minimum $I(\psi)=M_{\lambda}$ subject to the constraint $K(\psi)=\lambda$.

Proof. The result is an application of the concentration compactness lemma of Lions [16]. We outline the proof here. First, observe that by (2.7) the strict subadditivity condition

$$
\begin{equation*}
M_{\alpha}+M_{\lambda-\alpha}>M_{\lambda} \tag{2.9}
\end{equation*}
$$

holds for any $\alpha \in(0, \lambda)$. Next, since $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$, the functional $I$ satisfies the coercivity condition

$$
I(u) \geq A \int_{\mathbf{R}} u_{x}^{2}+\left(D_{x}^{-1} u\right)^{2} d x=A\|u\|_{X_{1}}^{2}
$$

where

$$
A=\left\{\begin{array}{ccc}
\frac{4 \beta \gamma-c^{2}}{2\left(\beta+\gamma+\sqrt{\left.(\beta-\gamma)^{2}+c^{2}\right)}\right.} & \text { for } & 0<c<2 \sqrt{\beta \gamma}  \tag{2.10}\\
\min \{\beta, \gamma\} & \text { for } & c \leq 0
\end{array}\right\}>0
$$

It is also clear that $I(u) \leq C\|u\|_{X_{1}}^{2}$ for some constant $C$, so $I(u)^{1 / 2}$ is equivalent to the norm on $X_{1}$. Now let $\psi_{k}$ be a minimizing sequence. Then by coercivity of $I$, the sequence $\psi_{k}$ is bounded in $X_{1}$, so if we define

$$
\rho_{k}=\left|D_{x} \psi_{k}\right|^{2}+\left|D_{x}^{-1} \psi_{k}\right|^{2}
$$

then after extracting a subsequence, we may assume

$$
\lim _{k \rightarrow \infty} \int_{\mathbf{R}} \rho_{k} d x=L>0
$$

We may assume further after normalizing that $\int_{\mathbf{R}} \rho_{k} d x=L$ for all $k$. By the concentration compactness lemma, a further subsequence $\rho_{k}$ satisfies one of the following three conditions.

1. Vanishing: For every $R>0$,

$$
\lim _{k \rightarrow \infty} \sup _{y \in \mathbf{R}} \int_{B(y, R)} \rho_{k} d x=0
$$

2. Dichotomy: There exists some $l \in(0, L)$ such that for any $\epsilon>0$ there exist $R>0$ and $R_{k} \rightarrow \infty, y_{k} \in \mathbf{R}$ and $k_{0}$ such that

$$
\left|\int_{B\left(y_{k}, R\right)} \rho_{k} d x-l\right|<\epsilon \quad \text { and } \quad\left|\int_{R<\left|x-y_{k}\right|<R_{k}} \rho_{k} d x\right|<\epsilon
$$

for $k \geq k_{0}$.
3. Compactness: There exists $y_{k} \in \mathbf{R}$ such that for any $\epsilon>0$ there exists $R(\epsilon)$ such that

$$
\int_{B\left(y_{k}, R(\epsilon)\right)} \rho_{k} d x \geq \int_{\mathbf{R}} \rho_{k} d x-\epsilon
$$

for all $k$.

In the same manner as in [14], it follows from the coercivity of $I$, the Sobolev inequality, and the subadditivity condition (2.9) that both vanishing and dichotomy may be ruled out, and therefore the sequence $\rho_{k}$ is compact. Now set $\varphi_{k}(x)=\psi_{k}\left(x+y_{k}\right)$. Since $\varphi_{k}$ is bounded in $X_{1}$, a subsequence $\varphi_{k}$ converges weakly to some $\psi \in X_{1}$, and by the weak lower semicontinuity of $I$ over $X_{1}$, we have

$$
I(\psi) \leq \lim _{k \rightarrow \infty} I\left(\varphi_{k}\right)=M_{\lambda}
$$

Furthermore, weak convergence in $X_{1}$, compactness of $\rho_{k}$, and the Sobolev inequality imply strong convergence of $\varphi_{k}$ to $\psi$ in $L^{p+1}$. Therefore

$$
K(\psi)=\lim _{k \rightarrow \infty} K\left(\varphi_{k}\right)=\lambda
$$

so $I(\psi) \geq M_{\lambda}$. Together with the inequality above, this implies $I(\psi)=M_{\lambda}$, so $\psi$ is a minimizer of $I$ subject to the constraint $K(\varphi)=\lambda$. Finally, since $I$ is equivalent to the norm on $X_{1}, \phi_{k} \rightharpoonup \psi$, and $I\left(\phi_{k}\right) \rightarrow I(\psi)$, it follows that $\phi_{k}$ converges strongly to $\psi$ in $X_{1}$.

At this time it is unknown whether or not the ground states are unique up to translation. Uniqueness would imply that if $\varphi \in G(\beta, c, \gamma)$ is any ground state, then $G(\beta, c, \gamma)=\mathcal{O}_{\varphi}$, in which case the stability and instability theorems (Theorems 3.1 and 4.2) are complementary. We suspect that the ground states are unique, at least in the case $c<-2 \sqrt{\beta \gamma}$, when the ground states have nonoscillatory tails.

The function $m(\beta, c, \gamma)$ defined above plays an important role in our later results, so we now will investigate some of its properties. The first is a simple scaling identity.

Lemma 2.2. Let $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$. For any $r>0$ and $s>0$ we have

$$
m\left(r s^{2} \beta, r c, r s^{-2} \gamma\right)=r s^{\frac{p-1}{p+1}} m(\beta, c, \gamma)
$$

Proof. Let $u \in X_{1}$ with $K(u) \neq 0$. For any $r>0$ we have

$$
I(u ; r \beta, r c, r \gamma)=r I(u ; \beta, c, \gamma)
$$

so $m(r \beta, r c, r \gamma)=r m(\beta, c, \gamma)$. Next let $v(x)=u(s x)$ for $s>0$. Then

$$
I(v ; \beta, c, \gamma)=\frac{1}{s} I\left(u ; s^{2} \beta, c, s^{-2} \gamma\right), \quad K(v)=\frac{1}{s} K(u),
$$

so

$$
\frac{I(v ; \beta, c, \gamma)}{K(v)^{\frac{2}{p+1}}}=s^{\frac{1-p}{p+1}} \frac{I\left(u ; s^{2} \beta, c, s^{-2} \gamma\right)}{K(u)^{\frac{2}{p+1}}}
$$

and consequently

$$
m\left(s^{2} \beta, c, s^{-2} \gamma\right)=s^{\frac{p-1}{p+1}} m(\beta, c, \gamma)
$$

Next, we show that $m$ is continuous and monotone in each of its variables.
LEMMA 2.3. The function $m$ is continuous on the domain $\beta>0, \gamma>0$, $c<2 \sqrt{\gamma \beta}$. Furthermore, $m$ is strictly increasing in $\gamma$ and $\beta$ and strictly decreasing in $c$.

Proof. First, fix $\beta>0$ and $\gamma>0$ and consider $c_{1}<c_{2}<2 \sqrt{\beta \gamma}$. Let $\varphi_{c_{1}}$ and $\varphi_{c_{2}}$ be ground states with $c=c_{1}$ and $c=c_{2}$, respectively. Then

$$
\begin{aligned}
m\left(\beta, c_{2}, \gamma\right) & \leq \frac{I\left(\varphi_{c_{1}} ; \beta, c_{2}, \gamma\right)}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}} \\
& =\frac{I\left(\varphi_{c_{1}} ; \beta, c_{1}, \gamma\right)+\left(c_{1}-c_{2}\right) \int \varphi_{c_{1}}^{2} d x}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}} \\
& =\frac{I\left(\varphi_{c_{1}} ; \beta, c_{1}, \gamma\right)}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}}+\left(c_{1}-c_{2}\right) \frac{\int \varphi_{c_{1}}^{2} d x}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}} \\
& =m\left(\beta, c_{1}, \gamma\right)+\left(c_{1}-c_{2}\right) \frac{\int \varphi_{c_{1}}^{2} d x}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}} \\
& <m\left(\beta, c_{1}, \gamma\right)
\end{aligned}
$$

so $m$ is strictly decreasing in $c$. On the other hand,

$$
\begin{aligned}
m\left(\beta, c_{1}, \gamma\right) & \leq \frac{I\left(\varphi_{c_{2}} ; \beta, c_{1}, \gamma\right)}{K\left(\varphi_{c_{2}}\right)^{\frac{2}{p+1}}} \\
& =\frac{I\left(\varphi_{c_{2}} ; \beta, c_{2}, \gamma\right)+\left(c_{2}-c_{1}\right) \int \varphi_{c_{2}}^{2} d x}{K\left(\varphi_{c_{2}}\right)^{\frac{2}{p+1}}} \\
& =m\left(\beta, c_{2}, \gamma\right)+\left(c_{2}-c_{1}\right) \frac{\int \varphi_{c_{2}}^{2} d x}{K\left(\varphi_{c_{2}}\right)^{\frac{2}{p+1}}}
\end{aligned}
$$

so

$$
0 \leq m\left(\beta, c_{1}, \gamma\right)-m\left(\beta, c_{2}, \gamma\right) \leq\left(c_{2}-c_{1}\right) \frac{\int \varphi_{c_{2}}^{2} d x}{K\left(\varphi_{c_{2}}\right)^{\frac{2}{p+1}}}
$$

Now since

$$
I\left(\varphi_{c_{2}} ; \beta, c_{2}, \gamma\right) \geq A \int \varphi_{c_{2}}^{2} d x
$$

where $A$ is defined by (2.10), it follows that

$$
\left|m\left(\beta, c_{2}, \gamma\right)-m\left(\beta, c_{1}, \gamma\right)\right| \leq A^{-1} m\left(\beta, c_{2}, \gamma\right)\left(c_{2}-c_{1}\right)
$$

so $m$ is locally Lipschitz continuous in $c$. By similar reasoning it follows that $m$ is increasing and locally Lipschitz in $\beta$ and $\gamma$.

We now consider the effect of letting the rotation parameter $\gamma$ approach zero. Formally, this results in the generalized KdV equation

$$
\begin{equation*}
\beta \varphi_{x x}+c \varphi=f(\varphi) \tag{2.11}
\end{equation*}
$$

For $c<0$, ground state solutions of (2.11) achieve the minimum

$$
m(\beta, c, 0)=\inf \left\{\frac{I(u ; \beta, c, 0)}{K(u)^{\frac{2}{p+1}}}: u \in H^{1} K(u)>0\right\}
$$

where

$$
I(u ; \beta, c, 0)=\int \beta u_{x}^{2}-c u^{2} d x
$$

and $K$ is defined as before by (2.3). Thus the set of ground states may be characterized as

$$
G(\beta, c, \gamma)=\left\{\varphi \in H^{1} \left\lvert\, K(\varphi)=I(\varphi ; \beta, c, 0)=(m(\beta, c, 0))^{\frac{p+1}{p-1}}\right.\right\}
$$

Moreover, it is well known that the ground states are unique up to translation, so that $G(\beta, c, 0)=\left\{\varphi_{0}(\cdot-y) \mid y \in \mathbf{R}\right\}$ for some $\varphi_{0}$. For example, in the case of the nonlinearity $f(u)=(-u)^{p}$, where $p \geq 2$ is an integer, we have the explicit formula

$$
\varphi_{0}(x)=-\left(\frac{-c(p+1)}{2}\right)^{\frac{1}{p-1}} \operatorname{sech}^{\frac{2}{p-1}}\left(\frac{p-1}{2} \sqrt{\frac{-c}{\beta}} x\right)
$$

Therefore the analogue of Theorem 2.1 takes the following form.
Theorem 2.4. Let $\beta>0$ and $c<0$. Let $\psi_{k}$ be a sequence in $H^{1}$ such that

$$
\lim _{k \rightarrow \infty} I\left(\psi_{k} ; \beta, c, 0\right)=\lim _{k \rightarrow \infty} K\left(\psi_{k}\right)=(m(\beta, c, 0))^{\frac{p+1}{p-1}}
$$

Then there exists a subsequence (renamed $\psi_{k}$ ), and there exist scalars $y_{k} \in \mathbf{R}$ such that $\psi_{k}\left(\cdot+y_{k}\right) \rightarrow \varphi_{0}$ in $H^{1}$.

THEOREM 2.5. Fix $\beta>0$ and $c<0$ and consider any sequence $\gamma_{k} \rightarrow 0^{+}$. Denote by $\varphi_{k}$ any element of $G\left(\beta, c, \gamma_{k}\right)$. Then there exists a subsequence (renamed $\gamma_{k}$ ) and translations $y_{k}$ so that

$$
\begin{equation*}
\varphi_{k}\left(\cdot+y_{k}\right) \rightarrow \varphi_{0} \tag{2.12}
\end{equation*}
$$

in $H^{1}$, as $\gamma_{k} \rightarrow 0^{+}$. That is, the generalized KdV solitary waves are the limits in $H^{1}$ of solitary waves of the generalized Ostrovsky equation.

To prove this theorem, we will show that the sequence of Ostrovsky solitary waves is a minimizing sequence for the KdV variational problem. The following lemma is proved in [15].

Lemma 2.6. The space $X_{1}$ is dense in $H^{1}$.
Using the lemma, we next prove that the function $m$ is continuous at $\gamma=0$.
Lemma 2.7. Fix $\beta>0$ and $c<0$. Then

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0^{+}} m(\beta, c, \gamma)=m(\beta, c, 0) \tag{2.13}
\end{equation*}
$$

Proof. Since $m$ is strictly increasing in $\gamma$, it suffices to show that $m\left(\beta, c, \gamma_{k}\right) \rightarrow$ $m(\beta, c, 0)$ for some sequence $\gamma_{k} \rightarrow 0$. By the density of $X_{1}$ in $H^{1}$ we may choose $\psi_{k}$ in $X_{1}$ such that $\left\|\psi_{k}-\varphi_{0}\right\|_{H^{1}}<\frac{1}{k}$ and define

$$
\gamma_{k}=\min \left(\frac{1}{k}, \frac{1}{k \int\left|D_{x}^{-1} \psi_{k}\right|^{2} d x}\right)
$$

Then

$$
\begin{aligned}
m\left(\beta, c, \gamma_{k}\right) & \leq \frac{I\left(\psi_{k} ; \beta, c, \gamma_{k}\right)}{K\left(\psi_{k}\right)^{\frac{2}{p+1}}} \\
& =\frac{I\left(\psi_{k} ; \beta, c, 0\right)+\gamma_{k} \int\left|D_{x}^{-1} \psi_{k}\right|^{2} d x}{K\left(\psi_{k}\right)^{\frac{2}{p+1}}} \\
& \leq \frac{I\left(\psi_{k} ; \beta, c, 0\right)+\frac{1}{k}}{K\left(\psi_{k}\right)^{\frac{2}{p+1}}}
\end{aligned}
$$

Since $I(\cdot ; \beta, c, 0)$ and $K$ are both continuous on $H^{1}$, we therefore have

$$
\limsup _{k \rightarrow \infty} m\left(\beta, c, \gamma_{k}\right) \leq \frac{I\left(\varphi_{0} ; \beta, c, 0\right)}{K\left(\varphi_{0}\right)^{\frac{2}{p+1}}}=m(\beta, c, 0)
$$

On the other hand, given $\varphi_{k} \in G\left(\beta, c, \gamma_{k}\right)$ we have $\varphi_{k} \in H^{1}$, so

$$
\begin{aligned}
m(\beta, c, 0) & \leq \frac{I\left(\varphi_{k} ; \beta, c, 0\right)}{K\left(\varphi_{k}\right)^{\frac{2}{p+1}}} \\
& =\frac{I\left(\varphi_{k} ; \beta, c, \gamma_{k}\right)-\gamma_{k} \int\left|D_{x}^{-1} \varphi_{k}\right|^{2} d x}{K\left(\varphi_{k}\right)^{\frac{2}{p+1}}} \\
& <\frac{I\left(\varphi_{k} ; \beta, c, \gamma_{k}\right)}{K\left(\varphi_{k}\right)^{\frac{2}{p+1}}}=m\left(\beta, c, \gamma_{k}\right)
\end{aligned}
$$

Thus

$$
\liminf _{k \rightarrow \infty} m\left(\beta, c, \gamma_{k}\right) \geq m(\beta, c, 0)
$$

and the lemma follows.
Proof of Theorem 2.5. By continuity of $m$ at $\gamma=0$, we have

$$
\lim _{k \rightarrow \infty} K\left(\varphi_{k}\right)=\lim _{k \rightarrow \infty} m\left(\beta, c, \gamma_{k}\right)^{\frac{p+1}{p-1}}=m(\beta, c, 0)^{\frac{p+1}{p-1}}
$$

and

$$
\begin{aligned}
\limsup _{k \rightarrow \infty} I\left(\varphi_{k} ; \beta, c, 0\right) & =\limsup _{k \rightarrow \infty} I\left(\varphi_{k} ; \beta, c, \gamma_{k}\right)-\gamma_{k} \int\left(D_{x}^{-1} \varphi_{k}\right)^{2} d x \\
& \leq \lim _{k \rightarrow \infty} I\left(\varphi_{k} ; \beta, c, \gamma_{k}\right) \\
& =\lim _{k \rightarrow \infty} m\left(\beta, c, \gamma_{k}\right)^{\frac{p+1}{p-1}} \\
& =m(\beta, c, 0)^{\frac{p+1}{p-1}}
\end{aligned}
$$

Thus $\varphi_{k}$ is a minimizing sequence for the KdV variational problem, and the result follows from Theorem 2.4.
3. Stability. The main result of this section is the following.

Theorem 3.1. Let $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$. Let $d$ be defined as in (3.1). If $d^{\prime \prime}(c)>0$, then the set of ground states $G(\beta, c, \gamma)$ is $X_{1}$-stable.

The proof is based on arguments in [14], which makes use of the method of [5]. We remark here that the condition $d^{\prime \prime}(c)>0$ may be replaced with strict convexity of $d$ in a neighborhood of $c$. See [24].

Given $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$, we define

$$
\begin{equation*}
d(c)=d(\beta, c, \gamma)=E(\varphi)-c V(\varphi) \tag{3.1}
\end{equation*}
$$

where $\varphi$ is any element of $G(\beta, c, \gamma)$. Since

$$
\begin{equation*}
E(u)-c V(u)=\frac{1}{2} I(u)-\frac{1}{p+1} K(u) \tag{3.2}
\end{equation*}
$$

it follows from (2.8) that

$$
\begin{equation*}
d(\beta, c, \gamma)=\frac{p-1}{2(p+1)} I(\varphi)=\frac{p-1}{2(p+1)} K(\varphi)=\frac{p-1}{2(p+1)}(m(\beta, c, \gamma))^{\frac{p+1}{p-1}} \tag{3.3}
\end{equation*}
$$

Therefore $d$ is well defined, and we may deduce its properties by examining the function $m(\beta, c, \gamma)$. The following two lemmas are immediate corollaries of Lemmas 2.2 and 2.3.

Lemma 3.2. Let $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$. For any $r>0$ and $s>0$, we have

$$
d\left(r s^{2} \beta, r c, r s^{-2} \gamma\right)=r^{\frac{p+1}{p-1}} s d(\beta, c, \gamma)
$$

LEMMA 3.3. The function $d$ is continuous on the domain $\beta>0, \gamma>0, c<$ $2 \sqrt{\gamma \beta}$. Furthermore, $d$ is strictly increasing in $\gamma$ and $\beta$ and strictly decreasing in $c$.

Lemma 3.4. For each fixed $\beta>0$ and $\gamma>0$, the partial derivative $\partial d / \partial c(\beta, c, \gamma)$ exists for all but countably many $c<2 \sqrt{\beta \gamma}$. Similarly, $\partial d / \partial \beta$ and $\partial d / \partial \gamma$ exist for all but countably many $\beta$ and $\gamma$, respectively. At points where the partials exist,

$$
\begin{aligned}
\frac{\partial d}{\partial \beta} & =\frac{1}{2} \int\left(\varphi_{x}\right)^{2} d x \\
\frac{\partial d}{\partial c} & =-\frac{1}{2} \int \varphi^{2} d x \\
\frac{\partial d}{\partial \gamma} & =\frac{1}{2} \int\left(D_{x}^{-1} \varphi\right)^{2} d x
\end{aligned}
$$

Proof. Since $d$ is continuous and monotone with respect to each variable, it follows that the partial derivatives exist at all but countably many points. To verify the formulas above, first fix $\beta>0$ and $\gamma>0$. Then by the inequalities in the proof of Lemma 2.3,

$$
-\frac{\int \varphi_{c_{2}}^{2} d x}{K\left(\varphi_{c_{2}}\right)^{\frac{2}{p+1}}} \leq \frac{m\left(\beta, c_{2}, \gamma\right)-m\left(\beta, c_{1}, \gamma\right)}{c_{2}-c_{1}} \leq-\frac{\int \varphi_{c_{1}}^{2} d x}{K\left(\varphi_{c_{1}}\right)^{\frac{2}{p+1}}}
$$

for $c_{1}<c_{2}<2 \sqrt{\beta \gamma}$. Let

$$
\begin{aligned}
& g_{s}(\beta, c, \gamma)=\sup \left\{\int \varphi_{c}^{2} d x: \varphi_{c} \in G(\beta, c, \gamma)\right\} \\
& g_{i}(\beta, c, \gamma)=\inf \left\{\int \varphi_{c}^{2} d x: \varphi_{c} \in G(\beta, c, \gamma)\right\}
\end{aligned}
$$

Then, for $c_{1}<c_{2}<2 \sqrt{\beta \gamma}$,

$$
-\frac{g_{i}\left(\beta, c_{2}, \gamma\right)}{m\left(\beta, c_{2}, \gamma\right)^{\frac{2}{p-1}}} \leq \frac{m\left(\beta, c_{2}, \gamma\right)-m\left(\beta, c_{1}, \gamma\right)}{c_{2}-c_{1}} \leq-\frac{g_{s}\left(\beta, c_{1}, \gamma\right)}{m\left(\beta, c_{1}, \gamma\right)^{\frac{2}{p-1}}}
$$

We now claim that

$$
\lim _{c \rightarrow c_{0}} \sup g_{i}(\beta, c, \gamma) \leq g_{s}\left(\beta, c_{0}, \gamma\right)
$$

To see this, choose any $c_{k} \rightarrow c_{0}$ and $\varphi_{k} \in G\left(\beta, c_{k}, \gamma\right)$. The continuity of $m$, the characterization (2.8), and the relation (3.3) imply that $I\left(\varphi_{k}\right) \rightarrow \frac{2(p+1)}{p-1} d\left(\beta, c_{0}, \gamma\right)$
and $K\left(\varphi_{k}\right) \rightarrow \frac{2(p+1)}{p-1} d\left(\beta, c_{0}, \gamma\right)$. Therefore $\varphi_{k}$ is a minimizing sequence, so by Theorem 2.1, there is a translated subsequence (renamed $\varphi_{k}$ ) which converges in $X_{1}$ to some function $\varphi$ in $G\left(\beta, c_{0}, \gamma\right)$. Hence

$$
\lim _{k \rightarrow \infty} \sup g_{i}\left(\beta, c_{k}, \gamma\right) \leq \int \varphi^{2} d x \leq g_{s}\left(\beta, c_{0}, \gamma\right)
$$

Consequently

$$
\frac{\partial m}{\partial c}\left(\beta, c^{+}, \gamma\right)=-\frac{g_{s}(\beta, c, \gamma)}{m(\beta, c, \gamma)^{\frac{2}{p-1}}}
$$

Now, since $d=\frac{p-1}{2(p+1)} m^{\frac{p+1}{p-1}}$, this implies

$$
\frac{\partial d}{\partial c}\left(\beta, c^{+}, \gamma\right)=-\frac{1}{2} g_{s}(\beta, c, \gamma) .
$$

Likewise,

$$
\frac{\partial d}{\partial c}\left(\beta, c^{-}, \gamma\right)=-\frac{1}{2} g_{i}(\beta, c, \gamma)
$$

So at points where the partial derivative exists, we must have $g_{s}(\beta, c, \gamma)=g_{i}(\beta, c, \gamma)$, and the first formula above follows. The proofs of the other formulas are similar.

We note here that the preceding proof illustrates that uniqueness of ground states up to translation would imply differentiability of $d$. For if $G(\beta, c, \gamma)$ consists of translates of a single ground state, then $g_{s}(\beta, c, \gamma)=g_{i}(\beta, c, \gamma)$, from which the differentiability of $d$ follows.

For the remainder of this section we will regard $d$ only as a function of $c$ for fixed $\beta$ and $\gamma$. So notation such as $d^{\prime}, d^{\prime \prime}$, or $d^{-1}$ should be interpreted with respect to the variable $c$. A key role in the stability analysis is played by the $\epsilon$-neighborhood of the set of ground states defined by

$$
U_{c, \epsilon}=\left\{u \in X_{1} \mid \inf _{\varphi \in G(\beta, c, \gamma)}\|u-\varphi\|_{X_{1}}<\epsilon\right\}
$$

Since $d$ is strictly decreasing in $c$, we may define

$$
c(u)=d^{-1}\left(\frac{p-1}{2(p+1)} K(u)\right)
$$

This associates a speed $c(u)$ with any function $u \in X_{1}$. The following lemma provides the key estimate involving these speeds.

Lemma 3.5. If $d^{\prime \prime}(c)>0$, then there is some $\epsilon>0$ such that for any $u \in U_{c, \epsilon}$ and $\varphi \in G(\beta, c, \gamma)$, we have

$$
E(u)-E(\varphi)-c(u)(V(u)-V(\varphi)) \geq \frac{1}{4} d^{\prime \prime}(c)|c(u)-c|^{2}
$$

Proof. Since $d^{\prime}(c)=-V\left(\varphi_{c}\right)$, it follows from Taylor's theorem that

$$
d\left(c_{1}\right)=d(c)-V\left(\varphi_{c}\right)\left(c_{1}-c\right)+\frac{1}{2} d^{\prime \prime}(c)\left(c_{1}-c\right)^{2}+o\left(\left|c_{1}-c\right|^{2}\right)
$$

for $c_{1}$ near $c$. By choosing $\epsilon$ sufficiently small, it then follows that

$$
\begin{aligned}
d(c(u)) & \geq d(c)-V\left(\varphi_{c}\right)(c(u)-c)+\frac{1}{4} d^{\prime \prime}(c)(c(u)-c)^{2} \\
& =E\left(\varphi_{c}\right)-c(u) V\left(\varphi_{c}\right)+\frac{1}{4} d^{\prime \prime}(c)(c(u)-c)^{2}
\end{aligned}
$$

for $u \in U_{c, \epsilon}$. Now if $\varphi_{c(u)} \in G(\beta, c(u), \gamma)$, then

$$
K\left(\varphi_{c(u)}\right)=\frac{2(p+1)}{p-1} d(c(u))=K(u)
$$

and $\varphi_{c(u)}$ minimizes $I(\cdot ; \beta, c(u), \gamma)$ subject to this constraint, so

$$
\begin{aligned}
E(u)-c(u) V(u) & =\frac{1}{2} I(u ; \beta, c(u), \gamma)-\frac{1}{p+1} K(u) \\
& \geq \frac{1}{2} I\left(\varphi_{c(u)} ; \beta, c(u), \gamma\right)-\frac{1}{p+1} K\left(\varphi_{c(u)}\right) \\
& =d(c(u))
\end{aligned}
$$

This completes the proof.
Proof of Theorem 3.1. Suppose $G(\beta, c, \gamma)$ is $X_{1}$-unstable, and choose initial data $u_{0}^{k}$ such that

$$
\inf _{\varphi \in G(\beta, c, \gamma)}\left\|u_{0}^{k}-\varphi\right\|_{X_{1}}<\frac{1}{k}
$$

and let $u^{k}(t)$ be the solution of (1.2) with $u^{k}(0)=u_{0}^{k}$. By continuity in $t$, there are some $\delta>0$ and some times $t_{k}$ such that

$$
\begin{equation*}
\inf _{\varphi \in G(\beta, c, \gamma)}\left\|u^{k}\left(t_{k}\right)-\varphi\right\|_{X_{1}}=\delta \tag{3.4}
\end{equation*}
$$

By the initial assumption, we can find $\varphi_{k} \in G(\beta, c, \gamma)$ such that

$$
\lim _{k \rightarrow \infty}\left\|u_{0}^{k}-\varphi_{k}\right\|_{X_{1}}=0
$$

Therefore, since $E$ and $V$ are continuous on $X_{1}$ and invariants of (1.2),

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left(u^{k}\left(t_{k}\right)\right)-E\left(\varphi_{k}\right)=\lim _{k \rightarrow \infty} E\left(u_{0}^{k}\right)-E\left(\varphi_{k}\right)=0 \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} V\left(u^{k}\left(t_{k}\right)\right)-V\left(\varphi_{k}\right)=\lim _{k \rightarrow \infty} V\left(u_{0}^{k}\right)-V\left(\varphi_{k}\right)=0 \tag{3.6}
\end{equation*}
$$

By Lemma 3.5, if $\delta$ is sufficiently small, we have

$$
\begin{equation*}
E\left(u^{k}\left(t_{k}\right)\right)-E\left(\varphi_{k}\right)-c\left(u^{k}\left(t_{k}\right)\right)\left(V\left(u^{k}\left(t_{k}\right)\right)-V\left(\varphi_{k}\right)\right) \geq \frac{1}{4} d^{\prime \prime}(c)\left|c\left(u^{k}\left(t_{k}\right)\right)-c\right|^{2} \tag{3.7}
\end{equation*}
$$

By (3.4) there is some $\psi_{k} \in G(\beta, c, \gamma)$ such that $\left\|u^{k}\left(t_{k}\right)-\psi_{k}\right\|_{X_{1}}<2 \delta$, and by (2.10), we have

$$
\left\|u^{k}\left(t_{k}\right)\right\|_{X_{1}} \leq\left\|\psi_{k}\right\|_{X_{1}}+2 \delta \leq 2 \delta+A^{-1} I\left(\psi_{k} ; \beta, c, \gamma\right)=2 \delta+\frac{2(p+1)}{A(p-1)} d(c)<\infty
$$

Thus since $K$ is Lipschitz continuous on $X_{1}$ and $d^{-1}$ is continuous, it follows that $c\left(u^{k}\left(t_{k}\right)\right)$ is uniformly bounded in $k$. Thus by (3.5), (3.6), and (3.7) it follows that

$$
\lim _{k \rightarrow \infty} c\left(u^{k}\left(t_{k}\right)\right)=c
$$

Continuity of $K$ then implies

$$
\begin{equation*}
\lim _{k \rightarrow \infty} K\left(u^{k}\left(t_{k}\right)\right)=\lim _{k \rightarrow \infty} \frac{2(p+1)}{p-1} d\left(c\left(u^{k}\left(t_{k}\right)\right)\right)=\frac{2(p+1)}{p-1} d(c) . \tag{3.8}
\end{equation*}
$$

By (3.2) and (3.1), we have

$$
\begin{align*}
\frac{1}{2} I\left(u^{k}\left(t_{k}\right)\right) & =E\left(u^{k}\left(t_{k}\right)\right)-c V\left(u^{k}\left(t_{k}\right)\right)+\frac{1}{p+1} K\left(u^{k}\left(t_{k}\right)\right) \\
& =d(c)+E\left(u^{k}\left(t_{k}\right)\right)-E\left(\varphi_{k}\right)-c\left(V\left(u^{k}\left(t_{k}\right)\right)-V\left(\varphi_{k}\right)\right)+\frac{1}{p+1} K\left(u^{k}\left(t_{k}\right)\right) \tag{3.9}
\end{align*}
$$

so it follows from (3.5), (3.6), and (3.8) that

$$
\lim _{k \rightarrow \infty} I\left(u^{k}\left(t_{k}\right)\right)=\frac{2(p+1)}{p-1} d(c)
$$

Thus $u^{k}\left(t_{k}\right)$ is a minimizing sequence and therefore has a subsequence which converges in $X_{1}$ to some $\varphi \in G(\beta, c, \gamma)$. This contradicts (3.4), so the proof of the theorem is complete.
4. Instability. In this section we present two theorems which provide conditions for orbital instability of solitary waves. The first is complementary to the stability theorem, in that it guarantees instability when $d^{\prime \prime}(c)<0$. The second does not involve the function $d$, but rather gives a set of sufficient conditions for instability directly in terms of the parameters $\beta, \gamma, c$, and $p$. While this result is not sharp, it does not rely on detailed knowledge of the function $d$. The proof is based on the work of Gonçalves Ribeiro [10], which is a modification of Shatah and Strauss' method [25].

The first theorem requires the following assumption.
Assumption 4.1. For each fixed $\beta>0$ and $\gamma>0$, there exists a $C^{1} \operatorname{map} c \mapsto \varphi_{c}$ from $(-\infty, 2 \sqrt{\beta \gamma})$ to $X_{1}$ such that $\varphi_{c} \in G(\beta, c, \gamma)$.

Theorem 4.2. Suppose $\beta>0, \gamma>0, c<2 \sqrt{\beta \gamma}$ and Assumption 4.1 holds. If $d^{\prime \prime}(c)<0$, then the orbit $\mathcal{O}_{\varphi_{c}}$ is $X_{1}$-unstable.

THEOREM 4.3. Let $\beta>0, \gamma>0, c<2 \sqrt{\beta \gamma}$, and $\varphi \in G(\beta, c, \gamma)$. Then the orbit $\mathcal{O}_{\varphi}$ is $X_{1}$-unstable if
(i) $c<0, p>5$, and $\gamma<\gamma_{0}$ for some small $\gamma_{0}>0$;
(ii) $c \leq 0, p>5+4 \sqrt{2}$, and $\gamma>0$; or
(iii) $c>0$ and $p>\frac{10+k+\sqrt{(10+k)^{2}+4(7+k)}}{2}$, where $k=8\left(\frac{2 \sqrt{\beta \gamma}}{2 \sqrt{\beta \gamma-c}}-1\right)$.

Theorems 4.2 and 4.3 are actually both direct corollaries of Theorem 4.4, with different choices of the "unstable direction" $\phi$. The choices are given in Lemmas 4.10 and 4.11. As in the proof of the stability theorem, an important role will be played by the $\epsilon$-neighborhoods of the orbits of solitary waves. Given $\varphi \in G(\beta, c, \gamma)$ and $\epsilon>0$, we define

$$
U_{\varphi, \epsilon}=\left\{u \in X_{1} \mid \inf _{v \in \mathcal{O}_{\varphi}}\|u-v\|_{X_{1}}<\epsilon\right\}
$$

THEOREM 4.4. Assume $\beta>0, \gamma>0$, and $c<2 \sqrt{\beta \gamma}$. Let $\varphi \equiv \varphi_{c} \in G(\beta, c, \gamma)$ and define $\mathcal{M}=\left\{u \in X_{1} ; V(u)=V\left(\varphi_{c}\right)\right\}$. If there exists $\phi \in L^{2}$ such that $\phi^{\prime} \in X_{s}$, $s>3 / 2, \phi^{\prime \prime} \in X_{1}, \phi^{\prime}$ is tangent to $\mathcal{M}$ at $\varphi$, and

$$
\begin{equation*}
\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle<0 \tag{4.1}
\end{equation*}
$$

then there exist an $\epsilon>0$ and a sequence $\left\{u_{0}^{j}\right\}$ in $U_{\varphi, \epsilon}$ such that
(i) $u_{0}^{j} \rightarrow \varphi$ in $X_{1}$ as $j \rightarrow \infty$.
(ii) for all positive integers $j, u^{j}$ is uniformly bounded, but escapes $U_{\varphi, \epsilon}$ in finite time, where $u^{j}$ is the solution of (1.2) with $u^{j}(0)=u_{0}^{j}$.

The proof of Theorem 4.4 is approached via a series of lemmas. Define

$$
\begin{equation*}
J(u)=\int \beta u_{x}^{2}+\gamma\left(D_{x}^{-1} u\right)^{2}-c u^{2}+(p+1) F(u) d x \tag{4.2}
\end{equation*}
$$

and

$$
L(u)=E(u)-c V(u)=\frac{1}{2} J(u)+\frac{p-1}{2(p+1)} K(u)
$$

Lemma 4.5. Assume $c<2 \sqrt{\beta \gamma}$. Then there exists a ground state $\varphi \in X_{1}$ satisfying $J(\varphi)=0$ such that

$$
\begin{equation*}
L(\varphi)=\inf \left\{L(u) \mid u \in X_{1}, u \neq 0, J(u)=0\right\} \tag{4.3}
\end{equation*}
$$

Proof. The lemma follows by applying the arguments from the proof of Proposition 2.3 in [17].

LEMMA 4.6. Fix $c<2 \sqrt{\gamma \beta}$ and let $\varphi \in G(\beta, c, \gamma)$. There are an $\epsilon_{0}>0$ and a unique $C^{2}$ map $\alpha: U_{\varphi, \epsilon_{0}} \rightarrow \mathbf{R}$ such that $\alpha(\varphi)=0$ and for all $v \in U_{\varphi, \epsilon_{0}}$, and any $r \in \mathbf{R}$,
(i) $\left\langle\tau_{\alpha(v)} \varphi^{\prime}, v\right\rangle=0$,
(ii) $\alpha\left(\tau_{r} v\right)=\alpha(v)+r$, and
(iii) $\alpha^{\prime}(v)=-\frac{1}{\left\langle v, \varphi^{\prime \prime}(\cdot+\alpha(v))\right\rangle} \varphi^{\prime}(\cdot+\alpha(v))$.

In particular, for any $w \in \mathcal{O}_{\varphi}$, we have $\left\langle\alpha^{\prime}(w), w\right\rangle=0$, and $\alpha^{\prime}(w)=\frac{1}{\left|\varphi^{\prime}\right|_{2}^{2}} w^{\prime}$.
Proof. The proof is standard. See Theorem 3.1 in [10], Lemma 3.5 in [1], or Lemma 3.5 in [3].

Consider a function $\phi \in L^{2}$ such that $\phi^{\prime} \in X_{1}$. Define another vector field $B_{\phi}$ by

$$
\begin{equation*}
B_{\phi}(v)=\tau_{\alpha(v)} \phi^{\prime}-\frac{\left\langle v, \tau_{\alpha(v)} \phi^{\prime}\right\rangle}{\left\langle v, \tau_{\alpha(v)} \varphi^{\prime \prime}\right\rangle} \tau_{\alpha(v)} \varphi^{\prime \prime} \tag{4.4}
\end{equation*}
$$

for $v \in U_{\varphi, \epsilon}$.
The vector field $B_{\phi}$ is an extension of formula (4.2) in Bona, Souganidis, and Strauss [5], and a similar formula was also used in [1, 3, 10]. The important properties of $B_{\phi}$ are expressed in the following auxiliary result and will be used in the proof of Theorem 4.4.

Lemma 4.7.
(i) Assume that $\phi \in L^{2}$ such that $\phi^{\prime}, \phi^{\prime \prime} \in X_{1}$. The mapping $B_{\phi}: U_{\varphi, \epsilon_{0}} \rightarrow X_{1}$ is $C^{1}$ with bounded derivative.
(ii) $B_{\phi}$ commutes with translations.
(iii) $\left\langle B_{\phi}(v), v\right\rangle=0$ for all $v \in U_{\varphi, \epsilon_{0}}$.
(iv) If $\left\langle\varphi, \phi^{\prime}\right\rangle=0$, then $B_{\phi}(\varphi)=\phi^{\prime}$.

Proof. Since $\phi^{\prime}, \varphi^{\prime \prime} \in X_{1}$, it is easy to see from the definition of $B_{\phi}$ that $B_{\phi}(v) \in$ $X_{1}$ for all $v \in U_{\varphi, \epsilon}$. We now prove that $B_{\phi}$ is $C^{1}$ with bounded derivative. From part (iii) of Lemma 4.6 and (4.4), we have

$$
B_{\phi}(v)=\tau_{\alpha(v)} \phi^{\prime}+\left\langle v, \tau_{\alpha(v)} \phi^{\prime}\right\rangle \frac{d}{d x} \alpha^{\prime}(v)
$$

A simple calculation shows

$$
\begin{align*}
B_{\phi}^{\prime}(v) w= & \left\langle\alpha^{\prime}(v), w\right\rangle \tau_{\alpha(v)} \phi^{\prime \prime}+\left\langle v, \tau_{\alpha(v)} \phi^{\prime}\right\rangle \frac{d}{d x} \alpha^{\prime \prime}(v) w  \tag{4.5}\\
& +\left(\left\langle w, \tau_{\alpha(v)} \phi^{\prime}\right\rangle+\left\langle\alpha^{\prime}(v), w\right\rangle\left\langle v, \tau_{\alpha(v)} \phi^{\prime \prime}\right\rangle\right) \frac{d}{d x} \alpha^{\prime}(v)
\end{align*}
$$

for all $w \in X_{1}$. To show that $B_{\phi}$ is a $C^{1}$ function with bounded derivative, we need to show that all terms in the right side of (4.5) are bounded in $U_{\varphi, \epsilon}$. In fact, for $w \in X_{1}$ and $v \in U_{\varphi, \epsilon}$, we have

$$
\begin{align*}
\left\langle v^{\prime}, \tau_{\alpha(v)} \varphi^{\prime}\right\rangle \frac{d}{d x} \alpha^{\prime \prime}(v) w= & \left\langle\alpha^{\prime}(v), w\right\rangle \tau_{\alpha(v)} \varphi^{\prime \prime \prime}+\left\langle\tau_{\alpha(v)} \varphi^{\prime \prime}, w\right\rangle \frac{d}{d x} \alpha^{\prime}(v)  \tag{4.6}\\
& -\left\langle\alpha^{\prime}(v), w\right\rangle\left\langle v^{\prime}, \tau_{\alpha(v)} \varphi^{\prime \prime}\right\rangle \frac{d}{d x} \alpha^{\prime}(v)
\end{align*}
$$

Setting $v=\varphi$ in (4.6) and using the relation $\alpha(\varphi)=0$ yields

$$
\begin{equation*}
\frac{d}{d x} \alpha^{\prime \prime}(\varphi) w=\frac{\varphi^{\prime \prime \prime}}{\left|\varphi^{\prime}\right|_{2}^{4}}\left\langle w, \varphi^{\prime}\right\rangle+\frac{\varphi^{\prime \prime}}{\left|\varphi^{\prime}\right|_{2}^{4}}\left\langle w, \varphi^{\prime \prime}\right\rangle \tag{4.7}
\end{equation*}
$$

Therefore,

$$
\left\|\frac{d}{d x} \alpha^{\prime \prime}(\varphi)\right\|_{L\left(X_{1}, X_{1}\right)} \leq C_{0}\left(\|\varphi\|_{4}\right)
$$

and

$$
\left\|\frac{d}{d x} \alpha^{\prime}(\varphi)\right\|_{X_{1}} \leq C_{1}\left(\|\varphi\|_{3}\right)
$$

Since $\alpha$ is $C^{2}$ and $\frac{d}{d x} \alpha^{\prime}$ and $\frac{d}{d x} \alpha^{\prime \prime}$ are continuous, by taking $\epsilon>0$ small enough, if necessary, there exists a constant $C_{2}>0$ such that

$$
\left\|\alpha^{\prime}(v)\right\|_{X_{1}} \leq C_{2}, \quad\left\|\frac{d}{d x} \alpha^{\prime}(v)\right\|_{X_{1}} \leq C_{2}, \quad \text { and } \quad\left\|\frac{d}{d x} \alpha^{\prime \prime}(v)\right\|_{L\left(X_{1}, X_{1}\right)} \leq C_{2}
$$

with $C_{2}=C_{2}\left(\|\varphi\|_{4}\right)$ and for all $v \in U_{\varphi, \epsilon_{0}}$. It follows that $B_{\phi}$ is a $C^{1}$ function and the derivative of $B_{\phi}$ is bounded by

$$
\left\|B_{\phi}^{\prime}(v) w\right\|_{X_{1}} \leq C_{2}\left(\left\|\phi^{\prime \prime}\right\|_{X_{1}}+\left(\epsilon+\|\varphi\|_{X_{1}}\right)\left|\phi^{\prime}\right|_{2}\right)\|w\|_{X_{1}}
$$

which implies that

$$
\left\|B_{\phi}^{\prime}(v)\right\|_{L\left(X_{1}, X_{1}\right)} \leq C \quad \forall v \in U_{\varphi, \epsilon}
$$

where the constant $C$ depends only on $C_{2},\left\|\phi^{\prime \prime}\right\|_{X_{1}},\left|\phi^{\prime}\right|_{2}$, and $\|\varphi\|_{X_{1}}$. This proves (i). Statement (ii) can be obtained immediately from the relation $\alpha\left(\tau_{y}(v)\right)=\alpha(v)+y$ for
any $v \in X_{1}$ and $y \in \mathbf{R}$. Statement (iii) can obtained directly from the definition of $B_{\phi}$. By $\alpha(\varphi)=0$ and by the assumption in (iv), $\left\langle\varphi, \phi^{\prime}\right\rangle=0$, we have

$$
B_{\phi}(\varphi)=\phi^{\prime}+\frac{\left\langle\varphi, \phi^{\prime}\right\rangle}{\left|\varphi^{\prime}\right|_{2}^{2}} \varphi^{\prime \prime}=\phi^{\prime}
$$

This completes the proof of Lemma 4.7.
Lemma 4.8. Let $\varphi \in G(\beta, c, \gamma)$. Assume that $\phi \in L^{2}$ is defined in Theorem 4.4. Then there exist $\epsilon_{3}>0$ and $\sigma_{3}>0$ such that for each $v_{0} \in U_{\varphi, \epsilon_{3}}$,

$$
\begin{equation*}
L(\varphi) \leq L\left(v_{0}\right)+P\left(v_{0}\right) s \tag{4.8}
\end{equation*}
$$

for some $s \in\left(-\sigma_{3}, \sigma_{3}\right)$, where $P(v)=\left\langle L^{\prime}(v), B_{\phi}(v)\right\rangle$ and $L(v)=E(v)-c V(v)$.
Proof. Let $U_{\varphi, \epsilon}$ be as in Lemma 4.6. For each $v_{0} \in U_{\varphi, \epsilon_{0}}$, consider the initial-value problem

$$
\begin{align*}
\frac{d v}{d s} & =B_{\phi}(v)  \tag{4.9}\\
v(0) & =v_{0}
\end{align*}
$$

By Lemma 4.7, it has a unique maximal solution $v\left(v_{0}, s\right) \in C^{2}\left(U_{\varphi, \epsilon_{0}},(-\sigma, \sigma)\right)$ with $\sigma=\sigma\left(v_{0}\right)>0$. Moreover, for each $\epsilon_{1}<\epsilon_{0}$, there exists $\sigma_{1}>0$ such that $\sigma\left(v_{0}\right) \geq \sigma_{1}$ for all $v_{0} \in U_{\varphi, \epsilon_{1}}$. Hence, for fixed $\epsilon_{1}$ and $\sigma_{1}$, we can define the $C^{2}$-mapping $s \in$ $\left(-\sigma_{1}, \sigma_{1}\right) \mapsto L\left(v\left(v_{0}, s\right)\right)$. Let $P(v)=\left\langle L^{\prime}(v), B_{\phi}(v)\right\rangle$ and

$$
\begin{equation*}
R(v)=\left\langle L^{\prime \prime}(v) B_{\phi}(v), B_{\phi}(v)\right\rangle+\left\langle L^{\prime}(v), B_{\phi}^{\prime}(v)\left(B_{\phi}(v)\right)\right\rangle \tag{4.10}
\end{equation*}
$$

Applying Taylor's theorem yields

$$
\begin{equation*}
L\left(v\left(v_{0}, s\right)\right)=L\left(v_{0}\right)+P\left(v_{0}\right) s+\frac{1}{2} R\left(v\left(v_{0}, \xi s\right)\right) s^{2} \tag{4.11}
\end{equation*}
$$

for some $\xi \in(0,1)$. Since $L^{\prime}(\varphi)=0$ and $R(\varphi)=\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle<0$, it follows from the continuity of $P$ and $R$ that there exist $\epsilon_{2} \in\left(0, \epsilon_{1}\right)$ and $\sigma_{2} \in\left(0, \sigma_{1}\right)$ such that

$$
\begin{equation*}
L\left(v\left(v_{0}, s\right)\right) \leq L\left(v_{0}\right)+P\left(v_{0}\right) s \tag{4.12}
\end{equation*}
$$

for $v_{0} \in B\left(\varphi, \epsilon_{2}\right)$ and $s \in\left(-\sigma_{2}, \sigma_{2}\right)$. On the other hand, a simple calculation shows that

$$
\left.J\left(v\left(v_{0}, s\right)\right)\right|_{\left(v_{0}, s\right)=(\varphi, 0)}=0
$$

and

$$
\begin{equation*}
\left.\frac{\partial}{\partial s} J\left(v\left(v_{0}, s\right)\right)\right|_{\left(v_{0}, s\right)=(\varphi, 0)}=\left\langle J^{\prime}(\varphi), \phi^{\prime}\right\rangle \tag{4.13}
\end{equation*}
$$

We claim that $\left\langle J^{\prime}(\varphi), \phi^{\prime}\right\rangle \neq 0$. Otherwise, $\phi^{\prime}$ would be tangent to $\mathcal{N}$ at $\varphi$, where

$$
\mathcal{N}=\left\{u \in X_{1} \mid u \neq 0, J(u)=0\right\}
$$

Hence, $\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle \geq 0$ since $\varphi$ minimizes $L$ on $\mathcal{N}$ by Lemma 4.5. But this contradicts (4.1). Therefore, by the implicit function theorem, there exist $\epsilon_{3} \in\left(0, \epsilon_{2}\right)$
and $\sigma_{3} \in\left(0, \sigma_{2}\right)$ such that for every $v_{0} \in B\left(\varphi, \epsilon_{3}\right)$, there exists a unique $s=s\left(v_{0}\right) \in$ $\left(-\sigma_{3}, \sigma_{3}\right)$ such that

$$
\begin{equation*}
J\left(v\left(v_{0}, s\left(v_{0}\right)\right)\right)=0 \tag{4.14}
\end{equation*}
$$

Applying (4.12) to $\left(v_{0}, s\left(v_{0}\right)\right)$ given by (4.14) and taking into account that $\varphi$ minimizes $L$ on $\mathcal{N}$, we have

$$
\begin{equation*}
L(\varphi) \leq L\left(v\left(v_{0}, s\right)\right) \leq L\left(v_{0}\right)+P\left(v_{0}\right) s \tag{4.15}
\end{equation*}
$$

for some $s \in\left(-\sigma_{3}, \sigma_{3}\right)$. The above inequality can be extended to $U_{\varphi, \epsilon_{3}}$ from the gauge invariance.

Remark 4.9. From the relation

$$
v(\varphi, s)=\varphi+\int_{0}^{s} \tau_{\alpha(v(\varphi, t))} \phi^{\prime} d t-\int_{0}^{s} g(t) \tau_{\alpha(v(\varphi, t))} \varphi^{\prime \prime} d t
$$

where

$$
g(t)=\frac{\left\langle v, \tau_{\alpha(v)} \phi^{\prime}\right\rangle}{\left\langle v, \tau_{\alpha(v)} \varphi^{\prime \prime}\right\rangle}
$$

it is easy to see that $v(\varphi, s) \in X_{l}, l>\frac{3}{2}$, for all $s \in\left(-\sigma_{3}, \sigma_{3}\right)$.
Now we are in the position to prove Theorem 4.4.
Proof of Theorem 4.4. Since $v\left(v_{0}, s\right)$ commutes with $\tau_{y}$, it follows by replacing $v_{0}$ with $v(\varphi, \delta)$ in (4.15) that

$$
\begin{equation*}
L(v(v(\varphi, \delta), s)) \leq L(v(\varphi, \delta))+P(v(\varphi, \delta)) s \tag{4.16}
\end{equation*}
$$

for any $s \in\left(-\sigma_{2}, \sigma_{2}\right)$ and $\delta \in\left(-\sigma_{3}, \sigma_{3}\right)$ with $0<\sigma_{3}<\sigma_{2}$. Taking $s=-\delta$, it thus transpires from (4.16) that

$$
\begin{equation*}
L(\varphi) \leq L(v(\varphi, \delta))-P(v(\varphi, \delta)) \delta \tag{4.17}
\end{equation*}
$$

for all $\delta \in\left(-\sigma_{3}, \sigma_{3}\right)$. Moreover, it follows from (4.11) and the fact that $P(\varphi)=0$ that the mapping $\delta \mapsto L(v(\varphi, \delta))$ has a strict maximum locally at $\delta=0$. Hence, we have

$$
\begin{equation*}
L(v(\varphi, \delta))<L(\varphi) \tag{4.18}
\end{equation*}
$$

for all $\delta \neq 0$ and $\delta \in\left(-\sigma_{4}, \sigma_{4}\right)$ with $0<\sigma_{4} \leq \sigma_{3}$. This in turn implies from (4.17) that

$$
\begin{equation*}
P(v(\varphi, \delta))<0 \tag{4.19}
\end{equation*}
$$

for all $\delta \in\left(0, \sigma_{4}\right)$. Let $\delta_{j} \in\left(0, \sigma_{4}\right)$ such that $\delta_{j} \rightarrow 0$ as $j \rightarrow \infty$. Consider the sequences of initial data $u_{0, j}=v\left(\varphi, \delta_{j}\right)$. Then by Remark 4.9, $u_{0, j} \in X_{s}, s>3 / 2$ for all positive integers $j$ and $u_{0, j} \rightarrow \varphi$ in $X_{1}$ as $j \rightarrow \infty$, which proves (i). For all integers $j$, we need only verify that the solution $u_{j}(t)$ of (1.2) with $u_{j}(0)=u_{0, j}$ escapes from $U_{\varphi, \epsilon_{3}}$ for some $\epsilon_{3}>0$ and for all positive integers $j$ in finite time. To see this, let $\epsilon_{3}$ be defined as in Lemma 4.8. Define

$$
T_{j}=\sup \left\{\lambda>0 ; \quad u_{j}(t) \in U_{\varphi, \epsilon_{3}} \forall t \in(0, \lambda)\right\}
$$

and

$$
P_{-}=\left\{v \in U_{\varphi, \epsilon_{3}} ; \quad L(v)<L(\varphi), P(v)<0\right\}
$$

Consider the case of the maximal existence time $T=+\infty$ by the definition of stability. It now follows from Lemma 4.8 that for all integers $j$ and $t \in\left(0, T_{j}\right)$, there exists $s=s_{j}(t) \in\left(-\sigma_{3}, \sigma_{3}\right)$ satisfying

$$
\begin{equation*}
L(\varphi) \leq L\left(u_{j}(t)\right)+P\left(u_{j}(t)\right) s=L\left(u_{0, j}\right)+P\left(u_{j}(t)\right) s . \tag{4.20}
\end{equation*}
$$

By (4.18) and (4.19), $u_{0, j} \in P_{-}$. Then we deduce that $u_{j}(t) \in P_{-}$for all $t \in\left[0, T_{j}\right]$. In fact, if $P\left(u_{j}\left(t_{0}\right)\right)>0$ for some $t_{0} \in\left[0, T_{j}\right]$, then the continuity of $P$ implies that there exists some $t_{1} \in\left[0, T_{j}\right]$ satisfying $P\left(u_{j}\left(t_{1}\right)\right)=0$, and it thus follows from (4.20) that $L(\varphi) \leq L\left(u_{0, j}\right)$, which contradicts $u_{0, j} \in P_{-}$. Hence, by (4.20), $P$ is bounded away from zero and

$$
\begin{equation*}
-P\left(u_{j}(t)\right) \geq \frac{L(\varphi)-L\left(u_{0, j}\right)}{\sigma_{3}}=\eta_{j}>0 \quad \forall t \in\left[0, T_{j}\right] \tag{4.21}
\end{equation*}
$$

We now define a Liapunov function

$$
\begin{equation*}
A(t)=\int_{\mathbf{R}} \phi\left(x+\alpha\left(u_{j}(t)\right)\right) u_{j}(x, t) d x, \quad t \in\left[0, T_{j}\right] \tag{4.22}
\end{equation*}
$$

Then by the Cauchy-Schwarz inequality,

$$
\begin{equation*}
|A(t)| \leq|\phi|_{2}\left|u_{j}(t)\right|_{2}=|\phi|_{2}\left|u_{0, j}\right|_{2}<+\infty, \quad t \in\left[0, T_{j}\right] . \tag{4.23}
\end{equation*}
$$

On the other hand, using the Hamiltonian formulation

$$
\frac{d u_{j}}{d t}=-\partial_{x} E^{\prime}\left(u_{j}\right)
$$

of (1.2), we have

$$
\begin{aligned}
\frac{d A}{d t} & =\alpha^{\prime}\left(u_{j}(t)\right) \int_{\mathbf{R}} \phi^{\prime}\left(x+\alpha\left(u_{j}(t)\right)\right) u_{j}(t)+\int_{\mathbf{R}} \phi\left(x+\alpha\left(u_{j}(t)\right)\right) \frac{d u_{j}}{d t} \\
& =\left\langle\alpha^{\prime}\left(u_{j}(t)\right), \frac{d u_{j}}{d t}\right\rangle\left\langle\tau_{\alpha\left(u_{j}(t)\right)} \phi^{\prime}, u_{j}\right\rangle+\left\langle\tau_{\alpha\left(u_{j}(t)\right)} \phi, \frac{d u_{j}}{d t}\right\rangle \\
& =\left\langle\left\langle\tau_{\alpha\left(u_{j}(t)\right)} \phi^{\prime}, u_{j}(t)\right\rangle \frac{d \alpha^{\prime}\left(u_{j}(t)\right)}{d x}+\tau_{\alpha\left(u_{j}(t)\right)} \phi^{\prime}, E^{\prime}\left(u_{j}(t)\right)\right\rangle \\
& =\left\langle B_{\phi}\left(u_{j}(t)\right), E^{\prime}\left(u_{j}(t)\right)\right\rangle \\
& =\left\langle B_{\phi}\left(u_{j}(t)\right), L^{\prime}\left(u_{j}(t)\right)\right\rangle+c\left\langle B_{\phi}\left(u_{j}(t)\right), u_{j}(t)\right\rangle \\
& =P\left(u_{j}(t)\right)
\end{aligned}
$$

for $t \in\left[0, T_{j}\right]$, where $\left\langle B_{\phi}\left(u_{j}(t)\right), u_{j}(t)\right\rangle=0$. Hence (4.21) yields the lower bound

$$
\begin{equation*}
-\frac{d A}{d t} \geq \eta_{j}>0 \quad \forall t \in\left[0, T_{j}\right] \tag{4.24}
\end{equation*}
$$

Comparing (4.23) and (4.24), we conclude that $T_{j}<+\infty$ for all $j$. This completes the proof.

In view of Theorem 4.4 we now look for functions $\phi$ that satisfy the inequality (4.1).

Lemma 4.10. Suppose $\beta>0, \gamma>0, c<2 \sqrt{\beta \gamma}$, and Assumption 4.1 holds. If $d^{\prime \prime}(c)<0$, then there exists $\phi$ satisfying the conditions of Theorem 4.4.

Proof. By Assumption 4.1, $d$ is differentiable and by Lemma 3.4, $d^{\prime}(c)=-V\left(\varphi_{c}\right)$. So if we define

$$
g(h, \sigma)=V\left(\varphi_{h}+\sigma \varphi_{c}\right)
$$

then $g(c, 0)=-d^{\prime}(c)$ and

$$
\frac{\partial g}{\partial h}(c, 0)=\left\langle V^{\prime}\left(\varphi_{c}\right), \frac{\partial \varphi_{c}}{\partial c}\right\rangle=-d^{\prime \prime}(c)>0
$$

Thus the implicit function theorem implies there is a $C^{2}$-mapping $h:(-\epsilon, \epsilon) \rightarrow$ $(-\infty, 2 \sqrt{\beta \gamma})$ such that $h(0)=c$ and

$$
g(h(\sigma), \sigma)=V\left(\varphi_{h(\sigma)}+\sigma \varphi_{c}\right)=V\left(\varphi_{c}\right)
$$

Therefore

$$
\begin{equation*}
0=\left.\frac{d}{d \sigma} g(h(\sigma), \sigma)\right|_{\sigma=0}=\left\langle V^{\prime}\left(\varphi_{c}\right), h^{\prime}(0) \frac{\partial \varphi_{c}}{\partial c}+\varphi_{c}\right\rangle, \tag{4.25}
\end{equation*}
$$

so if we define

$$
\phi(x)=\int_{-\infty}^{x} h^{\prime}(0) \frac{\partial \varphi_{c}}{\partial c}(y)+\varphi_{c}(y) d y
$$

then $\phi^{\prime}$ is tangent to $\mathcal{M}$ at $\varphi_{c}$ and it follows from Assumption 4.1 that $\phi \in L^{2}$, $\phi^{\prime} \in X_{s}$ for some $s>3 / 2$ and $\phi^{\prime \prime} \in X_{1}$. It remains to show that $\phi$ satisfies (4.1). First, observe that

$$
\begin{equation*}
L^{\prime \prime}(\varphi)=E^{\prime \prime}\left(\varphi_{c}\right)-c V^{\prime \prime}\left(\varphi_{c}\right)=-\beta \partial_{x}^{2}-\gamma D_{x}^{-2}-c+f^{\prime}\left(\varphi_{c}\right), \tag{4.26}
\end{equation*}
$$

so

$$
\begin{align*}
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \phi^{\prime}, \phi^{\prime}\right\rangle= & \left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \varphi_{c}\right\rangle+2 h^{\prime}(0)\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle  \tag{4.27}\\
& +\left(h^{\prime}(0)\right)^{2}\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \frac{\partial \varphi_{c}}{\partial c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle
\end{align*}
$$

We claim that

$$
\begin{gather*}
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \varphi_{c}\right\rangle=(1-p) K\left(\varphi_{c}\right)  \tag{4.28}\\
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle=-2 d^{\prime}(c) \tag{4.29}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \frac{\partial \varphi_{c}}{\partial c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle=-d^{\prime \prime}(c) \tag{4.30}
\end{equation*}
$$

To prove the first two identities, recall that $s f^{\prime}(s)=p f(s)$ and $F^{\prime}=f$. Thus

$$
\begin{aligned}
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \varphi_{c}\right\rangle & =\int_{\mathbf{R}}\left(-\beta\left(\varphi_{c}\right)_{x x}-\gamma D_{x}^{-2} \varphi_{c}-c \varphi_{c}+p f\left(\varphi_{c}\right)\right) \varphi_{c} d x \\
& =\int_{\mathbf{R}}(p-1) \varphi_{c} f\left(\varphi_{c}\right) d x \\
& =(1-p) K\left(\varphi_{c}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \varphi_{c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle & =\int_{\mathbf{R}}\left(-\beta\left(\varphi_{c}\right)_{x x}-\gamma D_{x}^{-2} \varphi_{c}-c \varphi_{c}+p f\left(\varphi_{c}\right)\right) \frac{\partial \varphi_{c}}{\partial c} d x \\
& =\int_{\mathbf{R}}(p-1) f\left(\varphi_{c}\right) \frac{\partial \varphi_{c}}{\partial c} d x \\
& =(p-1) \frac{d}{d c} \int_{\mathbf{R}} F\left(\varphi_{c}\right) d x \\
& =-2 d^{\prime}(c)
\end{aligned}
$$

For the third identity, differentiate the solitary wave equation with respect to $c$ to find

$$
\beta\left(\frac{\partial \varphi_{c}}{\partial c}\right)_{x x}+c \frac{\partial \varphi_{c}}{\partial c}+\varphi_{c}+\gamma D_{x}^{-2} \frac{\partial \varphi_{c}}{\partial c}=f^{\prime}(\varphi) \frac{\partial \varphi_{c}}{\partial c}
$$

so $L^{\prime \prime}\left(\varphi_{c}\right)\left(\frac{\partial \varphi_{c}}{\partial c}\right)=\varphi_{c}$, and therefore

$$
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \frac{\partial \varphi_{c}}{\partial c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle=\left\langle\varphi_{c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle=\frac{1}{2} \frac{d}{d c} \int_{\mathbf{R}} \varphi_{c}^{2} d x=-d^{\prime \prime}(c)
$$

by Lemma 3.4. We next compute $h^{\prime}(0)$. Using (4.25) and Lemma 3.4, we have
$0=h^{\prime}(0)\left\langle\varphi_{c}, \frac{\partial \varphi_{c}}{\partial c}\right\rangle+\left\langle\varphi_{c}, \varphi_{c}\right\rangle=\frac{1}{2} h^{\prime}(0) \frac{d}{d c}\left\langle\varphi_{c}, \varphi_{c}\right\rangle+\left\langle\varphi_{c}, \varphi_{c}\right\rangle=-\frac{1}{2} h^{\prime}(0) d^{\prime \prime}(c)-d^{\prime}(c)$
and therefore

$$
h^{\prime}(0)=-\frac{2 d^{\prime}(c)}{d^{\prime \prime}(c)}
$$

Finally, (4.27), (4.28), and (4.29) give

$$
\left\langle L^{\prime \prime}\left(\varphi_{c}\right) \phi^{\prime}, \phi^{\prime}\right\rangle=(1-p) K\left(\varphi_{c}\right)+4 \frac{\left(d^{\prime}(c)\right)^{2}}{d^{\prime \prime}(c)}<0
$$

under the assumption that $d^{\prime \prime}(c)<0$. This proves the lemma.
Lemma 4.11. Assume $c<2 \sqrt{\beta \gamma}$ and let $\varphi \in G(\beta, c, \gamma)$. Define

$$
\phi(x)=\int_{-\infty}^{x}\left(\varphi(y)+2 y \varphi^{\prime}(y)\right) d y
$$

Then
(i) $\phi \in L^{2}, \phi^{\prime} \in X_{s}, s>3 / 2, \phi^{\prime \prime} \in X_{1}$, and $\phi^{\prime}$ is tangent to $\mathcal{M}$ at $\varphi$.
(ii) $\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle=\frac{(p-1)(5-p)}{p+1} K(\varphi)+16 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x$.

Proof. The first part of statement (i) is obvious because $\varphi \in X_{s}$ for $s>3 / 2$ and $\varphi$ is exponentially decaying at infinity. On the other hand, a simple calculation shows that

$$
\left\langle\phi^{\prime}, \varphi\right\rangle=\int_{\mathbf{R}}\left(\varphi(x)+2 x \varphi^{\prime}(x)\right) \varphi(x) d x=\int_{\mathbf{R}}\left(x \varphi^{2}\right)^{\prime} d x=0
$$

This proves (i). Now we need to estimate the quantity $\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle$. Differentiating the solitary wave equation

$$
\begin{equation*}
\beta \varphi_{x x}+c \varphi+\gamma D_{x}^{-2} \varphi=f(\varphi) \tag{4.31}
\end{equation*}
$$

gives

$$
\begin{equation*}
\beta \varphi_{x x x}+c \varphi_{x}+\gamma D_{x}^{-1} \varphi=f^{\prime}(\varphi) \varphi_{x} \tag{4.32}
\end{equation*}
$$

We now claim that

$$
\begin{equation*}
\left\langle L^{\prime \prime}(\varphi) \varphi, x \varphi^{\prime}\right\rangle=\frac{p-1}{p+1} K(\varphi) \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right), x \varphi^{\prime}\right\rangle=\frac{p-1}{2(p+1)} K(\varphi)+4 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} \tag{4.34}
\end{equation*}
$$

To prove these, again recall that $f^{\prime}(\varphi) \varphi=p f(\varphi)$ and $F^{\prime}=f$, so that

$$
\begin{aligned}
\left\langle L^{\prime \prime}(\varphi) \varphi, x \varphi^{\prime}\right\rangle & =\int_{\mathbf{R}}\left(-\beta \varphi_{x x}-\gamma D_{x}^{-2} \varphi-c \varphi+p f(\varphi)\right) x \varphi^{\prime} d x \\
& =\int_{\mathbf{R}}(p-1) x \varphi^{\prime} f(\varphi) d x \\
& =(1-p) \int_{\mathbf{R}} F(\varphi) d x \\
& =\frac{p-1}{p+1} K(\varphi)
\end{aligned}
$$

Next, we note that the identities

$$
\begin{equation*}
\int_{\mathbf{R}} \beta \varphi_{x}^{2}-c \varphi^{2}+\gamma\left(D_{x}^{-1} \varphi\right)^{2} d x=K(\varphi) \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbf{R}} \frac{1}{2} \beta \varphi_{x}^{2}+\frac{1}{2} c \varphi^{2}-\frac{3}{2} \gamma\left(D_{x}^{-1} \varphi\right)^{2} d x=-\frac{1}{p+1} K(\varphi) \tag{4.36}
\end{equation*}
$$

follow by multiplying (4.31) by $\varphi$ and $x \varphi^{\prime}$, respectively, and integrating. Combining these yields

$$
\begin{equation*}
\int_{\mathbf{R}} c \varphi^{2} d x-2 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x+\frac{p+3}{2(p+1)} K(\varphi)=0 \tag{4.37}
\end{equation*}
$$

Next, we observe that

$$
\begin{aligned}
L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right) & =-\beta\left(x \varphi^{\prime}\right)^{\prime \prime}-\gamma D_{x}^{-2}\left(x \varphi^{\prime}\right)-c x \varphi^{\prime}+f^{\prime}(\varphi) x \varphi^{\prime} \\
& =-\beta\left(x \varphi^{\prime \prime \prime}+2 \varphi^{\prime \prime}\right)-\gamma x D_{x}^{-1} \varphi+2 \gamma D_{x}^{-2} \varphi-c x \varphi^{\prime}+x f^{\prime}(\varphi) \varphi^{\prime} \\
& =-x\left(\beta \varphi^{\prime \prime \prime}+c \varphi^{\prime}+\gamma D_{x}^{-1} \varphi-f^{\prime}(\varphi) \varphi^{\prime}\right)-2 \beta \varphi^{\prime \prime}+2 \gamma D_{x}^{-2} \varphi .
\end{aligned}
$$

Using (4.31) and (4.32), this simplifies to

$$
L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right)=2 c \varphi+4 \gamma D_{x}^{-2} \varphi-2 f(\varphi),
$$

so

$$
\begin{aligned}
\left\langle L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right), x \varphi^{\prime}\right\rangle & =\int_{\mathbf{R}}\left(2 c \varphi+4 \gamma D_{x}^{-2} \varphi-2 f(\varphi)\right) x \varphi^{\prime} d x \\
& =\int_{\mathbf{R}}-c \varphi^{2}+2 F(\varphi)+6 \gamma\left(D_{x}^{-1} \varphi\right)^{2} d x
\end{aligned}
$$

Together with (4.37), this implies

$$
\begin{aligned}
\left\langle L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right), x \varphi^{\prime}\right\rangle & =4 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x+\left(\frac{p+3}{2(p+1)}-\frac{2}{p+1}\right) K(\varphi) \\
& =4 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x+\frac{p-1}{2(p+1)} K(\varphi),
\end{aligned}
$$

as claimed. Therefore we deduce from (4.28), (4.33), and (4.34) that

$$
\begin{aligned}
\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle & =\left\langle L^{\prime \prime}(\varphi) \varphi, \varphi\right\rangle+4\left\langle L^{\prime \prime}(\varphi) \varphi, x \varphi^{\prime}\right\rangle+4\left\langle L^{\prime \prime}(\varphi)\left(x \varphi^{\prime}\right), x \varphi^{\prime}\right\rangle \\
& =(1-p) K(\varphi)+\frac{4(p-1)}{p+1} K(\varphi)+\frac{2(p-1)}{p+1} K(\varphi)+16 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x \\
& =\frac{(p-1)(5-p)}{p+1} K(\varphi)+16 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x .
\end{aligned}
$$

This completes the proof of the lemma. $\quad$ -
Corollary 4.12. Let $\phi$ be defined as in Lemma 4.11. Then $\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle<0$ if
(i) $c<0, p>5$, and $\gamma<\gamma_{0}$ for some small $\gamma_{0}>0$;
(ii) $c \leq 0, p>5+4 \sqrt{2}$, and $\gamma>0$; or
(iii) $0<c<2 \sqrt{\gamma \beta}$ and $p>p_{0}$ with

$$
p_{0}=\frac{10+k+\sqrt{(10+k)^{2}+4(7+k)}}{2}
$$

and

$$
k=8\left(\frac{2 \sqrt{\beta \gamma}}{2 \sqrt{\beta \gamma}-c}-1\right)>0 .
$$

Proof. To prove (i), we first claim that

$$
\lim _{\gamma \rightarrow 0} \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x=0
$$

In fact, in view of (4.35), we have

$$
\begin{aligned}
\gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x & =\int_{\mathbf{R}} c \varphi^{2}-\beta \varphi_{x}^{2} d x+K(\varphi) \\
& =\int_{\varphi} c \varphi^{2}-\beta \varphi_{x}^{2} d x+(m(\beta, c, \gamma))^{\frac{p+1}{p-1}} .
\end{aligned}
$$

It is thereby inferred from Lemma 2.7 and Theorem 2.5 that

$$
\begin{aligned}
\lim _{\gamma \rightarrow 0} \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x & =\int_{\mathbf{R}} c \varphi_{0}^{2}-\beta\left(\partial_{x} \varphi_{0}\right)^{2} d x+(m(\beta, c, 0))^{\frac{p+1}{p-1}} \\
& =-I\left(\varphi_{0} ; \beta, c, 0\right)+(m(\beta, c, 0))^{\frac{p+1}{p-1}}=0
\end{aligned}
$$

where $\varphi_{0}$ is the ground state solution of the KdV equation with $c<0$. This in turn implies that

$$
\lim _{\gamma \rightarrow 0}\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle=\frac{(p-1)(5-p)}{p+1}(m(\beta, c, 0))^{\frac{p+1}{p-1}}<0
$$

for $c<0$ and $p>5$. This proves (i). To prove (ii) and (iii), we use (4.37) to write

$$
\begin{aligned}
2 \gamma \int_{\mathbf{R}}\left(D_{x}^{-1} \varphi\right)^{2} d x & =\frac{p+3}{2(p+1)} K(\varphi)+c \int_{\mathbf{R}} \varphi^{2} d x \\
& =\frac{p+3}{2(p+1)} K(\varphi)-K(\varphi)+\int_{\mathbf{R}} \beta \varphi_{x}^{2}+\gamma\left(D_{x}^{-1} \varphi\right)^{2} d x \\
& \leq\left(\frac{p+3}{2(p+1)}-1+\max \left\{1, \frac{2 \sqrt{\beta \gamma}}{2 \sqrt{\beta \gamma}-c}\right\}\right) K(\varphi)
\end{aligned}
$$

Therefore it follows from formula (ii) in Lemma 4.11 that

$$
\begin{equation*}
\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle \leq\left(\frac{(p-1)(5-p)}{p+1}+\frac{4(p+3)}{p+1}-8(1-\rho)\right) K(\varphi) \tag{4.38}
\end{equation*}
$$

where

$$
\rho=\max \left\{1, \frac{2 \sqrt{\beta \gamma}}{2 \sqrt{\beta \gamma}-c}\right\}
$$

If $c \leq 0$, then $\rho=1$ and it follows that

$$
\begin{aligned}
\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle & \leq\left(\frac{(p-1)(5-p)}{p+1}+\frac{4(p+3)}{p+1}\right) K(\varphi) \\
& =-\frac{1}{p+1}(p-(5-4 \sqrt{2}))(p-(5+4 \sqrt{2})) K(\varphi)<0
\end{aligned}
$$

under the assumption of $p$ in (ii). If assumption (iii) is satisfied, then

$$
p^{2}-(10+k) p-(7+k)>0
$$

where $k=8(\rho-1)>0$. It thus follows from (4.34) that

$$
\left\langle L^{\prime \prime}(\varphi) \phi^{\prime}, \phi^{\prime}\right\rangle=-\frac{1}{p+1}\left(p^{2}-(10+k) p-(7+k)\right) K(\varphi)<0
$$

The proof of the corollary is complete.
5. Numerical results. We now present some numerical computations of $d(c)$ for the nonlinearity $f(u)=(-u)^{p}$, where $p \geq 3$ is an integer. The case $p=2$ is (1.1) and was considered in [15]. The strategy for computing $d$ is to first compute numerically the solutions of the solitary wave equation (2.1) using a shooting method.

Then, using (3.3), we compute $d(c)$ and use a difference quotient to approximate $d^{\prime \prime}(c)$. The scaling property of $d$ in Lemma 3.2 helps to reduce the calculations from the domain $c<2 \sqrt{\beta \gamma}$ to two finite line segments. To see this, substitute $r=1 / 2 \sqrt{\beta \gamma}$ and $s=(4 \gamma / \beta)^{1 / 4}$ in the relation in Lemma 3.2 to get

$$
\begin{equation*}
d(\beta, c, \gamma)=\beta^{\frac{p+1}{2(p-1)}+\frac{1}{4}}(4 \gamma)^{\frac{p+1}{2(p-1)}-\frac{1}{4}} d\left(1, \frac{c}{2 \sqrt{\beta \gamma}}, \frac{1}{4}\right) \tag{5.1}
\end{equation*}
$$

Thus the value of $d$ along any surface of the form

$$
S_{\alpha}=\{(\beta, c, \gamma) \mid c / 2 \sqrt{\beta \gamma}=\alpha\}
$$

is determined by its value at any single point on that surface. We therefore need only compute $d$ along some set of paths which crosses every such surface. We make the following choice. Let $\Gamma_{1}=\{(1, c, 1 / 4) \mid-1 \leq c<1\}$ and $\Gamma_{2}=\{(1,-1, \gamma) \mid 0<\gamma \leq$ $1 / 4\}$. Then $\Gamma_{1}$ crosses $S_{\alpha}$ for $-1 \leq \alpha<1$, and $\Gamma_{2}$ crosses $S_{\alpha}$ for $\alpha \leq-1$. The paths $\Gamma_{1}$ and $\Gamma_{2}$ are shown below in the plane $\beta=1$.


We now consider the sign of $d_{c c}$ along these curves.
Along $\boldsymbol{\Gamma}_{\mathbf{1}}$. Differentiating (5.1) twice with respect to $c$ gives

$$
d_{c c}(\beta, c, \gamma)=\beta^{\frac{p+1}{2(p-1)}-\frac{3}{4}}(4 \gamma)^{\frac{p+1}{2(p-1)}-\frac{5}{4}} d_{c c}\left(1, \frac{c}{2 \sqrt{\beta \gamma}}, \frac{1}{4}\right)
$$

Since $\beta>0$ and $\gamma>0$, it follows that the sign of $d_{c c}$ within $S_{\alpha}$ is determined by the $\operatorname{sign}$ of $d_{c c}(1, \alpha, 1 / 4)$.

Along $\boldsymbol{\Gamma}_{\mathbf{2}}$. Using Lemma 3.2 again, we deduce that

$$
d(1, c, \gamma)=(-c)^{\frac{p+3}{2(p-1)}} d\left(1,-1, \frac{\gamma}{c^{2}}\right)
$$

for $c<0$, so setting $q=\frac{p+3}{2(p-1)}$ and differentiating with respect to $c$ gives

$$
\begin{aligned}
d_{c}(1, c, \gamma) & =-q(-c)^{q-1} d\left(1,-1, \frac{\gamma}{c^{2}}\right)-\frac{2 \gamma}{c^{3}}(-c)^{q} d_{\gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right) \\
& =-q(-c)^{q-1} d\left(1,-1, \frac{\gamma}{c^{2}}\right)+2 \gamma(-c)^{q-3} d_{\gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
d_{c c}(1, c, \gamma)= & q(q-1)(-c)^{q-2} d\left(1,-1, \frac{\gamma}{c^{2}}\right)+\frac{2 q \gamma}{c^{3}}(-c)^{q-1} d_{\gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right) \\
& -2 \gamma(q-3)(-c)^{q-4} d_{\gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right)-\frac{4 \gamma^{2}}{c^{3}}(-c)^{q-3} d_{\gamma \gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right) \\
= & q(q-1)(-c)^{q-2} d\left(1,-1, \frac{\gamma}{c^{2}}\right)-2 \gamma(2 q-3)(-c)^{q-4} d_{\gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right) \\
& +4 \gamma^{2}(-c)^{q-6} d_{\gamma \gamma}\left(1,-1, \frac{\gamma}{c^{2}}\right)
\end{aligned}
$$

Setting $r=\gamma / c^{2}$, this simplifies to $d_{c c}(1, c, \gamma)=(-c)^{q-2} g(r)$, where

$$
g(r)=4 r^{2} d_{\gamma \gamma}(1,-1, r)-2(2 q-3) r d_{\gamma}(1,-1, r)+q(q-1) d(1,-1, r)
$$

So it suffices to determine the sign of $g(r)$ for $0<r \leq \frac{1}{4}$. In the following 10 graphs, we consider the nonlinearity $f(u)=(-u)^{p}$ for several values of $p$. We remark that the case $p=2$ is the classical Ostrovsky equation (1.1), for which it was shown by the authors in [15] using the same numerical method that $d^{\prime \prime}(c)$ is positive for all $\beta$, $\gamma$, and $c<2 \sqrt{\beta \gamma}$.

$$
d_{c c}, p=3, \beta=1, \gamma=0.25
$$










Using Theorems 3.1 and 4.3, we arrive at the following conclusions.

1. When $p=3$, all solitary waves are stable for $c<2 \sqrt{\beta \gamma}$.
2. When $p=4$, there exists $\alpha_{0}(\approx 0.88)$ such that solitary waves are stable for $\frac{c}{2 \sqrt{\beta \gamma}}<\alpha_{0}$ and solitary waves are unstable for $\alpha_{0}<\frac{c}{2 \sqrt{\beta \gamma}}<1$.

3 . When $p=5,6$, or 7 , all solitary waves are unstable for $c<2 \sqrt{\beta \gamma}$.
The case $p=4$ seems most interesting due to the change of stability. We conjecture that for all $p \geq 5$, solitary waves are unstable.
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#### Abstract

We investigate a recent algorithm, here called a discrete pulse transform (DPT), for the multiresolution analysis of a sequence. A DPT represents a sequence as a sum of pulses, where a pulse is a sequence which is zero everywhere except for a certain number of consecutive elements which have a constant nonzero value. Unlike the discrete Fourier and wavelet transforms, the DPT is not a discretization of an underlying continuous model, but is inherently discrete. The DPT is composed of nonlinear morphological filters based only on the order relations between elements of the sequence. It is comparable to, but computationally more efficient than, the median transform, and more amenable to theoretical analysis. In particular, we show that a DPT has remarkable shape preserving and consistency properties.
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1. Introduction. The discrete Fourier transform (DFT) has often been called the most important mathematical tool of modern technology. There are three main reasons for this high esteem:
Multiresolution. The DFT allows us to decompose a given finite sequence into a sum of component subsequences, each of which can be interpreted as a feature appearing at a particular frequency level.
Predictability. The theoretical properties of the DFT are well understood, making it possible to predict its behavior over a wide range of typical applications.
Efficiency. There exists a very efficient procedure (the fast fourier transform) for the computation of the DFT whenever the period of the sequence has no large prime factors.
However, the DFT is primarily intended for the analysis of smooth periodic phenomena and is ineffective when the data contains discontinuities (as attested by the well-known Gibbs phenomenon) or is mainly composed of local features. In an attempt to overcome these problems, wavelet decompositions were developed over the last twenty years (an excellent overview of the state of the art is [Chu97]) to the point where it would be fair to say that all three of the reasons for using the DFT are largely applicable to wavelet decompositions too.

In addition, wavelets have the following desirable property:
Locality. The component sequences are local in a precisely definable sense.
In particular, B-splines [Sch67] fit very well into the wavelet framework. Instead of frequency levels, as in the case of the FFT, we have resolution levels, so that a wavelet decomposition is a technique for multiresolution analysis (MRA). The aim of MRA is to decompose a signal as a sum of separate signals, each of which is meaningful at its own resolution level. Ideally, the signal at each resolution level is undisturbed

[^58]by those at the other resolution levels, allowing easy recognition of local features at each level.

In some crucial applications, such as image processing, the expectations raised by the more local nature of wavelet decompositions may have been too high. Wavelet transforms are conceptually based on orthogonality properties of continuous functions, and their application to discrete data can be thought of as a discretization of a process in which an underlying continuous function is decomposed into a sum of other continuous functions. Discontinuities can be handled, but only if their location can be pinpointed. The combination of an implied smooth model with a linear filter causes the well-known phenomenon of erosion of edges, which in image processing is a most undesirable side effect.

In these applications wavelet transforms are not fully satisfactory, and one must look elsewhere. Unavoidably, linearity of the transform must be sacrificed. The consensus among practitioners [BMS98] seems to be that the median transform works better than wavelet transforms.

Conceptually, the averaging filters of wavelet decomposition are replaced by median smoothers, and the analogy with wavelet decomposition is heuristically developed [BMS98]. The idea for the median transform stems from the theory of nonlinear smoothers, where running medians have for a long time [Vel77, Mal80] (longer, in fact, than wavelets) been the method of choice for the removal of impulsive noise.

A median filter has one very important property from the point of view of image processing:
Incisiveness. A sharp spike is recognized as impulsive noise that can be surgically removed without harming the signal; that same ability can be exploited to detect an edge as an important feature that should not be blurred.
In other words, a median filter does not exhibit the Gibbs phenomenon. Despite this obvious advantage, median transforms have some serious drawbacks. In particular, they fail in comparison to wavelets on two counts: they are computationally expensive and, perhaps more serious, there is almost no theory which can predict their behavior. In particular, they do not even have the property of idempotence, as can be seen from the well-known example where $x$ is the square wave consisting of alternating trains of $k$ zeros and $k$ ones: if $n=2 k+1$, the median-of- $n$ operator produces $M_{n} x=1-x$.

In this paper we investigate a recent morphological transform which we call the discrete pulse transform (DPT). The DPT was proposed and motivated (although not under that name) in [Roh02b], and has among others the following notable properties:
Multiresolution. The DPT is a multiresolution decomposition in a precise sense. A sequence of nonlinear smoothing operators from the $L U L U$ family [Roh89, Roh99, Roh02a, Roh02c, Roh03, Roh02b, RT91, RW02] are used to strip off the features of a sequence at different resolution levels.
Efficiency. There exists an efficient procedure for the computation of the DPT, much faster than the median transforms.
Locality. The component sequences are local in the following precisely definable sense: each can be seen as a pulse train, that is, a sum of (block-) pulses of the same sign and of equal width $n$, separated by at least $n$ zeros. (A (block-) pulse of width $n$ is a sequence that has a constant nonzero value at $n$ contiguous elements and is zero elsewhere.)
Incisiveness. It behaves at least as well as the median transforms in the presence of discontinuities.

Predictability. The DPT is consistent in the following sense: if you analyze a sequence $x$ by the DPT, form a new sequence $z$ by a linear combination of those components with all components multiplied by arbitrary nonnegative constants, and analyze $z$ by the DPT, you will recover the same components. Roughly speaking, one can say that this property is the analogue of the orthogonality property of the DFT.
In view of the nonlinearity of the smoothing operators used, the consistency of the DPT is perhaps the most surprising result of all. The main reason for it is that the underlying $L U L U$ filters are stable in the sense that there is a clearly identifiable set of sequences (the $n$-monotone sequences, defined below) which pass unchanged through the first $n$ filters. This property is shared by the median filters, but unlike the DPT, they do not necessarily generate such sequences.

Some of these properties were already given in earlier work [Roh89, Roh99, Roh02a, Roh02c, Roh03, Roh02b, RT91, RW02]. Others will be demonstrated in this article. The new results in this article deal with:

- some remarkable shape preserving properties of the smoothers involved in the decomposition,
- consistency of the decomposition: since it is not obvious in advance what is meant by a component, we work gradually towards a definition. Our main result, Theorem 8, shows that the DPT is consistent when a component is defined as a positive or negative pulse train filtered off at each resolution level.
We end with some remarks on the pulse structure of the decomposition, including the conjecture that in fact a component could be defined as an individual pulse without impairing the consistency of the decomposition.

2. A sneak preview. In this section, we show what the DPT can do, before going into details of what it is and how it does it, for the sake of those readers who believe that one example is worth a hundred theorems.

The research leading to the DPT was originally motivated by a particular application: that of recovering the time of arrival of an impulsive signal from a background of white noise. For example, any piece of equipment that relies on pulse length modulation (such as radio-controlled aircraft) leads to this problem.

In Figure 1 we show simulated data of this type: a time series with 100 points consisting of Gaussian white noise with mean 0 and variance 1 added to a positive pulse with amplitude 2 and length 11 in positions $63-73$. Note that the amplitude of the noise occasionally exceeds that of the signal. The width of the pulse, and that it is positive, is in practice known, but not its position or amplitude.

Following the advice of Bijaoni, Murtagh, and Starck [BMS98], we dismiss all linear filters and try a median filter. In Figure 2 we show the results of the median-of- $n$ filters with $n=11$, with the original signal superimposed. This does not look very good, so we also try the idea of applying median-of- $n$ filters with $n=3,5,7,9,11$ successively. This looks better, and many people might be satisfied with the result, particularly those who have the advantage of knowing what the correct signal is. One could continue to $n=13,15,17,19,21$, since all these filters should pass the signal through unharmed, and some of those look even better to the wellprepared human eye. However, there is no theory that tells us in advance where to stop. Moreover, the mere fact that all these smoothed values look good implies that little useful information can be had by scrutinizing the differences between them.

Observed time series


FIG. 1. Observed time series of simulated data obtained by adding Gaussian random noise to a piecewise constant signal.

There are two main flavors of the DPT:

$$
\mathcal{C}=\left(C_{1}, C_{2}, C_{3}, \ldots\right) \quad \text { and } \quad \mathcal{F}=\left(F_{1}, F_{2}, F_{3}, \ldots\right)
$$

each of which works like the iterated median in the sense that $F_{n} x$ is obtained by applying a certain nonlinear filter to $F_{n-1} x$, etc. In general, $F_{n} x \leqslant C_{n} x$; in an application, as in this example, one would apply both DPTs and base one's conclusion on what they agree on. In Figure 3 we show the result of the DPT filters $C_{9}$ and $F_{9}$, also with the original signal superimposed. The reason for stopping at this stage, before pulses of length 10 have been stripped off, will be given shortly, when we discuss conservation of variation. One could argue that both cases show a slightly sharper leading edge than the iterated median filter, but the argument would hardly be conclusive, as here, too, it would be based on knowledge of the actual signal.

However, the main point of the DPT is not the quality of the individual filters but the information given by the pulse decomposition, obtained from the differences $F_{n} x-F_{n-1} x, C_{n} x-C_{n-1} x$.

First, we look at the decomposition of total variation, shown in Table 1. This decomposition is analogous to the power spectrum of Fourier analysis. Note the property that the total variation of the various decomposition levels sums to the total variation of the data, in the same way that the squared norm of the components of a Fourier analysis sums to the squared norm of the data. The variation conservation property explains why the DPT is in practice found to be stable, even though it relies on order information.

Each component in the decomposition naturally splits into positive and negative pulses, analogous to the way that Fourier components split into odd and even parts. We expect a pulse of length 11 to show up at monotonicity level 11 , with some spillover to levels 10 and 12. In fact, both DPT decompositions show no positive pulses at levels


Iterated median filters


Fig. 2. Median filters applied to the time series in Figure 1. In the first graph, the 11-point median filter was applied directly to the original time series; in the second graph, median filters of length $3,5,7,9$, and 11 were applied successively.

9 and 12 , so we form our reconstruction of the signal by combining the positive parts of levels 10 and 11. The result is shown in Figure 4.

It is not necessary to know in advance where to look to recognize a clear and unambiguous agreement between the two DPT transforms that a signal of the required kind is present. Although the DPT has not recovered the full amplitude of the signal,


Fig. 3. DPT filters applied to the time series in Figure 1.
its position has been pinpointed. Also note that noise has been almost completely eliminated.

Now have another look at the figures arising from the median transform. Sure, there is a pulse somewhere in the midsixties. But can one say with confidence where it starts? Or how wide it is?

For this application, we are not aware of any other filter, linear or nonlinear, that can rival the DPT.

Table 1
Total variation $v_{m}$ of the pulses, and $p_{m}$ of the positive pulses, of width $m$ identified by the DPT. Width $\infty$ refers to the final monotonic sequence. The omission of a width level means that no pulses were identified at that level. Note that in both cases $\sum v_{m}$ equals the total variation of the original observed sequence.

| DPT using $C_{n}$ |  |  | DPT using $F_{n}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $m$ | $v_{m}$ | $p_{m}$ | $m$ | $v_{m}$ | $p_{m}$ |
| 1 | 84.00 | 24.43 | 1 | 87.57 | 65.15 |
| 2 | 24.87 | 5.91 | 2 | 18.60 | 13.59 |
| 3 | 7.69 | 3.51 | 3 | 6.24 | 3.31 |
| 4 | 2.01 | 0.54 | 4 | 4.56 | 1.30 |
| 6 | 0.71 | 0.00 | 5 | 1.01 | 1.01 |
| 7 | 0.60 | 0.00 | 6 | 1.82 | 0.00 |
| 8 | 0.98 | 0.69 | 7 | 0.47 | 0.00 |
| 9 | 0.37 | 0.00 | 8 | 1.26 | 1.26 |
| 10 | 2.84 | 2.84 | 10 | 0.69 | 0.69 |
| 11 | 0.37 | 0.37 | 11 | 1.58 | 1.58 |
| 12 | 0.07 | 0.00 | 14 | 0.43 | 0.00 |
| 13 | 0.07 | 0.00 | 17 | 0.37 | 0.37 |
| 17 | 0.01 | 0.01 | 20 | 0.31 | 0.31 |
| 22 | 0.92 | 0.00 | 26 | 0.95 | 0.00 |
| 25 | 0.53 | 0.53 | 33 | 0.18 | 0.00 |
| $\infty$ | 1.98 |  | $\infty$ | 1.98 |  |

3. Analogy with the FFT. The easiest way to understand the DPT is by analogy with the well-known DFT. For the purpose at hand it is convenient to view the DFT in the following framework.

Conceptually, a finite sequence of length $N$,

$$
\begin{equation*}
x=\left\langle x_{i}, i=1,2, \ldots, N\right\rangle \tag{1}
\end{equation*}
$$

is extended to an infinite periodic sequence by the stipulation that $x_{i}=x_{i+N}$ holds for all $i$. The periodic extension is required for theoretical purposes: all computations involve only a sequence of length $N$. The practical implementation of the DFT is known as the FFT when all prime factors of $N$ are small, but for our theoretical discussion we have no need for that hypothesis.

The DFT decomposes $x$ into $M=\left\lfloor\frac{N}{2}+1\right\rfloor$ component sequences,

$$
x=s^{(0)}+s^{(1)}+\cdots+s^{(M)},
$$

where $s^{(0)}$ is a constant sequence and $s^{(n)}$ is a periodic sequence with frequency $n$ times the fundamental frequency. As is well known, the mappings $D_{n}$ that map $x$ onto $s^{(n)}$ are projections onto a one-dimensional space when $n=0$ (and for even $N$, also when $n=N / 2$ ) and onto a two-dimensional space otherwise. The typical component sequence can thus be represented by one complex number, or by two real numbers, interpreted either as coefficients with respect to a chosen basis or an amplitude and phase pair. It is convenient to view the DFT as a vector of sequences

$$
D(x)=D F T(x)=\left[D_{0}(x), D_{1}(x), \ldots, D_{M}(x)\right]
$$

where $s^{(i)}=D_{i}(x)$.
Since the process is essentially a basis transformation it is obvious that the DFT is component consistent in the following sense:

$$
\text { If } z=\sum_{i=0}^{M} \alpha_{i} D_{i}(x), \text { then } D_{n}(z)=\alpha_{n} D_{n}(x) \quad \text { for each } n=0,1, \ldots, M
$$



Positive part of DPT pulses 10 and 11 from $F$ filter


Fig. 4. Positive pulses extracted from DPT filters applied to the time series in Figure 1. The pulses of length 10 and 11 have been added together.

Furthermore, the orthonormal basis yields the so-called energy preservation law

$$
\|x\|_{2}^{2}=\sum_{i=0}^{M}\left\|D_{i}(x)\right\|_{2}^{2}
$$

so that it is possible to allocate a percentage of the energy in $x$ to each frequency level.

In the same way, in deriving the DPT we aim to decompose a sequence into a sum of component sequences, but replacing periodic components with sequences consisting of pulses of length $n$ at each resolution level $n$. From this point of view, the DPT proposed here can be seen as a mapping of a sequence $x$ onto a vector of $M+1$ component sequences, $r^{(n)}=D_{n}(x)$, representing the different resolution levels, such that

$$
x=D_{1}(x)+D_{2}(x)+\cdots+D_{M}(x)+D_{\infty}(x)
$$

which we write as

$$
\begin{equation*}
D(x)=D P T(x)=\left[D_{1}(x), D_{2}(x), \ldots, D_{M}(x), D_{\infty}(x)\right] \tag{2}
\end{equation*}
$$

The final resolution level is numbered $D_{\infty}$ rather than $D_{M+1}$, since the final sequence is constant and equal to zero if $x \in \ell_{1}$, which we shall assume.

There are two equivalent natural primary choices for such a decomposition procedure, which we call $\mathcal{C}$ and $\mathcal{F}$, starting respectively from one of the smoothers $L_{n} U_{n}$ or $U_{n} L_{n}$ that will be defined below. To avoid saying everything twice, we describe only the case where $\operatorname{DPT}(x)=\mathcal{C}(x)$.

The decomposition proceeds recursively. In the first step, the operator $L_{1} U_{1}$ is applied to $x$ to yield a sequence $L_{1} U_{1} x$ smoother than $x$; the residual $\left(I-L_{1} U_{1}\right) x$ $=D_{1}(x)$, where $I$ is the identity operator, is the component of $x$ at the finest resolution level. Thus $L_{1} U_{1}$ is not only a smoother, but also a separator (these terms will be defined precisely later). The smoothed part $L_{1} U_{1} x$ is then separated by $L_{2} U_{2}$ to yield the second resolution component $r^{(2)}=D_{2}(x)=\left(I-L_{2} U_{2}\right) L_{1} U_{1} x$ and the smoothed part $L_{2} U_{2} L_{1} U_{1} x$, etc. The process is continued until only a constant sequence $D_{0}(x)$ remains.

Note that the DPT components are numbered in order of increasing smoothness, whereas the DFT components are numbered in order of decreasing smoothness.

The theory holds with certain changes if the periodicity condition is replaced by defining $x_{i}=x_{1}$ for $i<1$ and $x_{i}=x_{N}$ for $i>N$ : such sequences are ultimately constant. For example, the lowest resolution component $D_{0}(x)$ will then be monotone, but constant only when $x_{1}=x_{N}$. For the sake of clarity of exposition, we will restrict ourselves in this paper to the periodic case.

In the course of the paper we shall refine this preliminary formulation of the DPT as more and more of its properties are discovered.
4. Properties of the $\boldsymbol{L} \boldsymbol{U L} \boldsymbol{U}$ operators. Clearly the properties of the DPT depend crucially on those of the $L U L U$ smoothers $L_{n} U_{n}$ and $U_{n} L_{n}$. The properties listed in this section have been explored in previous papers [Roh89, Roh99, Roh02a, Roh02c, Roh03, Roh02b, RT91, RW02] and will not be rederived here. To start with, we need some definitions.

Definition 1. The $L_{n}$ and $U_{n}$ (mnemonic: lower and upper) operators are given by

$$
\begin{aligned}
\left(U_{n} x\right)_{i} & =\min \left\{\max \left\{x_{i-n}, \ldots, x_{i}\right\}, \ldots, \max \left\{x_{i}, \ldots, x_{i+n}\right\}\right\}, \\
\left(L_{n} x\right)_{i} & =\max \left\{\min \left\{x_{i-n}, \ldots, x_{i}\right\}, \ldots, \min \left\{x_{i}, \ldots, x_{i+n}\right\}\right\}
\end{aligned}
$$

Definition 2. The sequence $x$ is $n$-monotone if either

$$
x_{i} \leqslant x_{i+1} \leqslant \cdots \leqslant x_{i+n} \leqslant x_{i+n+1}
$$

or

$$
x_{i} \geqslant x_{i+1} \geqslant \cdots \geqslant x_{i+n} \geqslant x_{i+n+1}
$$

for all values of $i$ such that $x_{i}$ and $x_{i+n+1}$ are both members of the sequence. The set of all n-monotone sequences is denoted by $\mathcal{M}_{n}$.
$\mathcal{M}_{0}$ is just the set of all sequences. Note that

$$
\begin{equation*}
\mathcal{M}_{0} \supset \mathcal{M}_{1} \supset \mathcal{M}_{2} \supset \cdots \tag{3}
\end{equation*}
$$

and that the set $\mathcal{M}_{n}$ is not a vector space except when $n=0$.
Definition 3. An operator $A$ is idempotent if $A^{2}=A$ and coidempotent if $I-A$ is idempotent.

Note that the condition $A(I-A)=0$ (we do not use a different notation than 0 for the zero operator) is equivalent to coidempotence, even when $A$ is not a linear operator.

Definition 4. An operator $A$ is a smoother if $A E=E A$, where $E x_{i}=x_{i+1}$, $A(x+b)=A x+b$ for all constant sequences $b$, and $A(c x)=c(A x)$ for all scalars $c \geqslant 0$.

In other words, a smoother is location invariant and scale invariant. Our definition differs from that of Mallows [Mal80] in disallowing negative scale factors.

Definition 5. A smoother $A$ is a separator if it is both idempotent and coidempotent.

Definition 6. When $x \in \mathcal{M}_{0}$ and $y \in \mathcal{M}_{0}, x \geqslant y$ means that $x_{i} \geqslant y_{i}$ for each $i$; when $A$ and $B$ are operators on a sequence, $A \geqslant B$ means that $A x \geqslant B x$ for all $x \in \mathcal{M}_{0}$.

Definition 7. The nth median smoother $M_{n}$ is given by

$$
\left(M_{n} x\right)_{i}=\operatorname{median}\left\{x_{i-n}, \ldots, x_{i}, \ldots, x_{i+n}\right\}
$$

Definition 8. An operator $A$ is syntone if $A x \leqslant A y$ whenever $x \leqslant y$. Serra [Ser84] uses the term "monotone" for this property.

Definition 9. An operator $A$ is neighbor trend preserving (NTP) if for each sequence $x$,

$$
\begin{aligned}
& x_{i} \geqslant x_{i+1} \Longrightarrow(A x)_{i} \geqslant(A x)_{i+1} \\
& x_{i} \leqslant x_{i+1} \Longrightarrow(A x)_{i} \leqslant(A x)_{i+1}
\end{aligned}
$$

Definition 10. An operator $A$ is fully trend preserving (FTP) if A is NTP and

$$
\left|(A x)_{i}-(A x)_{i+1}\right| \leqslant\left|x_{i}-x_{i+1}\right|
$$

Definition 11. An operator $A$ is total variation preserving if $T(x)=T(A x)+$ $T(x-A x)$ for each $x$, where

$$
T(x)=\sum\left|x_{i-1}-x_{i}\right|
$$

is the total variation of the sequence $x$. In the case of a periodic sequence, the sum is taken over one period.

It can be shown [Roh03] that the property of total variation preservation is equivalent to that of being FTP.

DEFINITION 12. The $C_{n}$ and $F_{n}$ operators (mnemonic: ceiling and floor) are given by

$$
\begin{gathered}
C_{0}=L_{0} U_{0}=I=U_{0} L_{0}=F_{0} \\
C_{n+1}=L_{n+1} U_{n+1} C_{n}, \quad F_{n+1}=U_{n+1} L_{n+1} F_{n}
\end{gathered}
$$

Here, then, is a list of properties of the $L U L U$ operators, referred to below as property 1, etc.:

1. For each integer $n, U_{n} x=L_{n} x=x$ whenever $x \in \mathcal{M}_{n}$ [Roh89].
2. $L_{n} \leqslant U_{n} L_{n} \leqslant C_{n} \leqslant F_{n} \leqslant L_{n} U_{n} \leqslant U_{n}$.
3. For each integer $n$, the operators $L_{n} U_{n}$ (and $U_{n} L_{n}$ ) map onto $\mathcal{M}_{n}$ [Roh89].
4. $U_{n} U_{k}=U_{m}$ and $L_{n} L_{k}=L_{m}$, where $m=\max \{n, k\}$ [RW02].
5. $L_{n} U_{n}$ (and $\left.U_{n} L_{n}\right)$ are idempotent and coidempotent, and therefore are separators [Roh99].
6. $U_{n} L_{n} \leqslant M_{n} \leqslant L_{n} U_{n}$ [Roh89].
7. $L_{n} U_{n}$ (and $U_{n} L_{n}$ ) are syntone operators [Roh89].
8. $L_{n} U_{n}\left(\right.$ and $\left.U_{n} L_{n}\right)$ are NTP operators [Roh02c].
9. $L_{n} U_{n}$ (and $U_{n} L_{n}$ ) are FTP operators [Roh02c].
10. $U_{n}$ and $L_{n}$ are variation preserving.
11. $\left(I-L_{n+1} U_{n+1}\right) L_{n} U_{n} x \in \mathcal{M}_{n}$ (and $\left(I-U_{n+1} L_{n+1}\right) L_{n} U_{n} x \in \mathcal{M}_{n}$ ) for each $x \in \mathcal{M}_{0}$.
12. The operators $L_{n}$ and $U_{n}$ are duals in that $U_{n}(-x)=-L_{n}(x)$ [Roh89].
13. $U_{n}(x+c)=U_{n} x+c$ (and $\left.L_{n}(x+c)=L_{n} x+c\right)$ for any constant sequence $c$ [Roh89].
14. $U_{n}(\alpha x)=\alpha U_{n}(x)$ (and $\left.L_{n}(\alpha x)=\alpha L_{n} x\right)$ for any $\alpha \geqslant 0$ [Roh89].
15. $F_{n}$ and $C_{n}$ are separators.
16. If $x \in \mathcal{M}_{n-1}$ and $A$ is FTP, then $U_{n} A U_{n} x=A U_{n} x$ and $L_{n} A L_{n} x=A L_{n} x$. Also $C_{j} C_{k}=C_{\max \{j, k\}}$ and $F_{j} F_{k}=F_{\max \{j, k\}}$.
17. How does one define consistency? For the DPT to be of practical (or theoretical) use, the heuristics that lead to its construction have to be supported by consistency in behavior and properties. But what do we mean by "consistency"?

In the case of a linear decomposition like the DFT, which is just a basis transformation, there is only one way to define consistency. The decomposition should recover the coordinates, given any linear transformation of basis vectors.

In the case of a nonlinear decomposition, it is not at all obvious what we should aim for. There is no vector space and therefore no basis. A level of consistency that is certainly out of our reach is that one of the two properties of linear operators might hold in general. If one checks whether $D P T(x+y)=D P T(x)+D P T(y)$ with some random sequences, a counterexample will be found quickly. Consistent scaling (i.e., $D P T(\alpha x)=\alpha D P T(x))$ is true (by property 14) when $\alpha \geqslant 0$ but not when $\alpha<0$. Nevertheless, this rather weak property of consistent nonnegative scaling contains the germ of a strong consistency property.

The concept of consistency of a two-level decomposition can be made unambiguous. If an operator $S$ is to separate a sequence into a "signal" $S x$ and (additive) "noise" $(I-S) x$, then consistency means that $S$ and $(I-S)$ applied to the components separately should leave that component unchanged. For example, an idempotent linear operator (i.e., a projection) is a consistent separator: $S(S x)=S x$ and $(I-S) S x=0$. Similarly $(I-S)((I-S) x)=(I-S) x$ as a projection is linear and $S(I-S) x=0$.

Nonlinear operators are much more intractable: the well-known median operators are not even idempotent. Idempotence by itself gives only consistent signal extraction (i.e., $S(S x)=S x$ ), not consistent noise extraction: $S(I-S) x$ does not necessarily equal $S x-S^{2} x$. For consistent separation, both idempotence and coidempotence (the idempotence of $(I-S)$ ) are required; i.e., the operator must be a separator (Definition 5). A separator can be shown [Roh99] to have only two eigenvalues 1 and 0 , with eigensequences corresponding respectively to signal and noise. Since $L_{n} U_{n}$ and $U_{n} L_{n}$ are separators (property 5 ), we hope to find some nontrivial consistency


Fig. 5. A schematic representation of the sequential separation in the DPT.
properties of the DPT.
But first some words of caution.
Although $\mathcal{M}_{n}$ is exactly the set of eigensequences with respect to 1 of both $L_{n} U_{n}$ and $U_{n} L_{n}$, it is not a subspace, since the sum of two sequences in $\mathcal{M}_{n}$ need not be in $\mathcal{M}_{n}$. Moreover (and this may come as a surprise), the operators $I-L_{n} U_{n}$ and $I-U_{n} L_{n}$ do not share their eigensequences w.r.t. the eigenvalue 0 . In other words, $L_{n} U_{n}$ and $U_{n} L_{n}$ do not always agree on what is noise, although they agree on what is signal, since $L_{n} U_{n}\left(U_{n} L_{n}\right)=U_{n} L_{n}$ and $U_{n} L_{n}\left(L_{n} U_{n}\right)=L_{n} U_{n}$.

In general, $\mathcal{C}(x)$ and $\mathcal{F}(x)$ are not the same. This is true even when the input is only a single resolution component: if the $n$th resolution component $r^{(n)}$ of $\mathcal{C}(x)$ is fed to the $\mathcal{F}$ decomposition, then it will in general not be its own $n$th resolution component!

All of this makes the following innocent question highly problematic:
When $\mathcal{C}(x)$ or $\mathcal{F}(x)$ is viewed as separating a given sequence $x$ into a number of component sequences at different resolution levels, what should "consistency" mean?
Even so modest a demand as that when an individual resolution component $r^{(n)}$ of $x$ is fed to the same DPT, its decomposition should yield $r^{(n)}$ at level $n$ and zero at the other levels, is not obvious.

At this stage it is illuminating to consider the DPT in Figure 5, to illustrate the sequential separation by the separators $L_{n} U_{n}$.

In [Roh03] it is shown that the sequence $r^{(n)}$ at resolution level $n$ consists of a sum of pulses of length $n$, far enough apart so that $L_{n} U_{n} r^{(n)}=0$. In fact, [Roh03] gives a stricter characterization, but the latter property is all that is required here. An example of a randomly generated sequence $x$ decomposed into the highest three resolution levels and the rest is depicted in Figure 6, to illustrate the concepts used.

The example demonstrates some essential features of what is achieved in prac-


Fig. 6. The sequence of Figure 1 decomposed into the three highest resolution components.
tice. A sequence is decomposed into sequences of different resolution levels. $\mathcal{F}$ yields similar-looking decompositions that are usually very close to those obtained by $\mathcal{C}$. In Figure 3 we show both DPT transformations to illustrate the general observation that the differences are mainly due to, and proportional to, the random noise present.

It is necessary to proceed very carefully. Some of the theorems in the next sections may look very innocuous to an eye trained on linear operators, but each is an important step on the way to a remarkable consistency that to our knowledge is not shared generally by decomposition based on nonlinear morphological operators.
6. Basic consistency properties. We put

$$
\begin{equation*}
D_{n} x=\left(C_{n-1}-C_{n}\right) x=\left(I-L_{n} U_{n}\right) C_{n-1} x \tag{4}
\end{equation*}
$$

in (2) to fix the definition of the DPT; in other words, we work with the $\mathcal{C}(x)$ form of the DPT. In view of the duality property (property 12 ), corresponding results and proofs hold also for $\mathcal{F}$.

Most of the rest of this article is devoted to answering the question of how to define consistency. We start with the most modest of aims, and each time that we achieve our aim the goalposts are shifted, until we reach a conjecture that as yet we cannot prove.

For a start, we demand that a signal consisting of only the output of a single resolution level should be reproduced by the DPT at that level, with zero components elsewhere. This is easy to show.

Theorem 1. Let the decomposition DPT be defined by

$$
\operatorname{DPT}(x)=\left[D_{1} x, D_{2} x, \ldots, D_{N} x, D_{0} x\right] .
$$

Then $D_{j}\left(D_{i} x\right)=\delta_{i j} D_{i} x$, where $\delta_{i j}$ is the Kronecker delta.
Proof. Let $n \geqslant 1$ and $z=D_{n} x$. Then $z \in \mathcal{M}_{n-1}$ by (4) and property 11, which by (3) and property 1 implies that $L_{k} U_{k} z=z$ for $k=1,2, \ldots, n-1$, and therefore that $C_{k} z=z$ for $k=1,2, \ldots, n-1$. It follows from (4) that $D_{k} z=\left(I-C_{k}\right) z$ for $k=1,2, \ldots, n$, giving $D_{k} z=0$ for $k=1,2, \ldots, n-1$ and $D_{n} z=z-C_{n} z$. But since $C_{n}$ is coidempotent, we have $C_{n}\left(I-C_{n}\right)=0$, by property 15 and hence $C_{n} z=C_{n}\left(I-C_{n}\right) C_{n-1} x=0$. Thus $D_{n} z=z$. Since $D_{k} z$ for $k>n$ is obtained by applying operators to $C_{n} z$, it follows that the higher resolution levels are all zero.

Thus individual resolution components of a sequence are consistently decomposed. We now ask more: is the DPT consistent as a "low-pass" smoother? In other words, if $z$ consists of all but the first $n$ components of $x$, does the DPT applied to $z$ yield the same later components as when applied to $x$ ? This is also easy.

Theorem 2. Let $r^{(m)}=D_{m}(x)$ and $z=x-\sum_{i=1}^{n} r^{(i)}$. Then

$$
D_{m}(z)= \begin{cases}0 & \text { for } m<n, \\ r^{(m)} & \text { for } m \geqslant n .\end{cases}
$$

Proof. The same argument as in the proof of Theorem 1 gives $D_{k} z=0$ for $k=1,2, \ldots, n-1$. Thus, $C_{n-1} z=C_{n-1} x$, so that the $n$-stage of the DPT of $z$ has the same input as the $n$th stage of the DPT of $x$.

Emboldened by these quick successes, we now ask whether the DPT is also consistent as a high-pass smoother; i.e., if the input consists of the sum of only the first $n$ resolution levels, are these levels reproduced unchanged?

Such a result cannot be derived in the same way as Theorem 2. It is true that when $x$ has only two nonzero resolution levels, $r^{(1)}=D_{1} x$ and $r^{(2)}=D_{2} x$, since if we omit either of the resolution levels to form a sequence $z$, the decomposition would by Theorem 1 be consistent with that of $x$. But if there are more than two nonzero resolution levels, it is not so simple, as the following example shows.

Assume $z=r^{(1)}+r^{(2)}=x-r^{(3)}$. Then

$$
D_{1} z=\left(I-L_{1} U_{1}\right)\left(I-L_{1} U_{1}\right) x+\left(I-L_{2} U_{2}\right)\left(C_{1} x\right),
$$

and since neither $L_{1} U_{1}$ nor $I-L_{1} U$ is linear, it is not clear that $D_{1} z=D_{1} x=$ $r^{(1)}$. This seems to hinge on the fact that $L_{1} U_{1}$ acts linearly on the particular sum $r^{(1)}+r^{(2)}=x-C_{2} x=\left(I-C_{2}\right) x$. Omitting the resolution component $r^{(2)}$ yields similar problems in the proof of the consistent decomposition of the partial sum. Since experimentation suggests consistency of this type, there must exist some theory not yet explored. The observed consistency seems too good not to be true!

The clue to further development of the theory is suggested by a remarkable property, shared by any composition of different operators $L_{n}$ and $U_{n}$ [Roh02c]. The following lemma for ftp operators (which by property 9 includes all the $L U L U$ operators) is as important as it may be surprising. The proof from [Roh02c] is repeated here to illustrate the concepts involved.

Lemma 1. (a) If $A$ is $F T P$, then $I-A$ is $F T P$.
(b) If $A$ and $B$ are FTP, the composition, or any convex combination of $A$ and $B$, is also FTP.

Proof. For each sequence $x$, consider any index $i$. Suppose first that $x_{i} \geqslant x_{i+1}$. Since $A$ is FTP, $A x_{i} \geqslant A x_{i+1}$ and $\left|A x_{i}-A x_{i+1}\right| \leqslant\left|x_{i}-x_{i+1}\right|=x_{i}-x_{i+1}$. Therefore $A x_{i}-A x_{i+1} \leqslant x_{i}-x_{i+1}$, giving $x_{i}-A x_{i} \geqslant x_{i+1}-A x_{i+1}$, so that $(I-A) x_{i} \geqslant$ $(I-A) x_{i+1}$; in other words, $(I-A)$ is NTP. Then $\left|(I-A) x_{i}-(I-A) x_{i+1}\right|=$ $(I-A) x_{i}-(I-A) x_{i+1}=x_{i}-x_{i+1}-\left(A x_{i}-A x_{i+1}\right) \leqslant x_{i}-x_{i+1}=\left|x_{i}-x_{i+1}\right|$, which shows that $(I-A)$ is FTP. The rest is easy.

A similar argument holds if $x_{i} \leqslant x_{i+1}$, completing the proof of (a). The proof of (b) is simple and is left as an exercise for the reader.

Corollary 1. $A$ is $F T P \Longleftrightarrow I-A$ is $F T P$; a convex combination of any finite number of FTP operators is FTP; and $\alpha A$ is NTP if $0 \leqslant \alpha$.

It is interesting to note that the only linear smoothers that have full trend preservation are the trivial ones $I$ and $O$. This may explain the fact that the concept of FTP operators is unfamiliar.

In order to progress further, we need two results proved in [Roh03].
Result 1. If $x \in M_{n-1}$ and $A$ is $F T P$, then

$$
\begin{aligned}
& U_{n}\left(I-A U_{n}\right) x=U_{n} x-U_{n} A U_{n} x=U_{n} x-A U_{n} x \\
& L_{n}\left(I-A L_{n}\right) x=L_{n} x-L_{n} A L_{n} x=L_{n} x-A L_{n} x
\end{aligned}
$$

Result 2. $C_{j}\left(I-C_{n}\right)=C_{j}-C_{n}$ and $F_{j}\left(I-F_{n}\right)=F_{j}-F_{n}$ for all $j \leqslant n$.
Note that the expressions appearing in Result 2 are clearly equal to 0 if $j \geqslant n$, thus proving the coidempotence of $F_{n}$ and $C_{n}$.

Theorem 3. Let $z=D_{m}(x)+D_{m+1}(x)+\cdots+D_{n}(x)=\left(C_{m-1}-C_{n}\right) x$. Then $z$ decomposes consistently.

Proof. The same argument as in the proof of Theorem 1 gives $D_{j} z=0$ for $j=1,2, \ldots, m-1$. For $m \leqslant j \leqslant n$, we have

$$
C_{j}(z)=\left(I-C_{n}\right) C_{j} C_{m-1} x=\left(I-C_{n}\right) C_{j}(x)
$$

and therefore, since $C_{k} C_{l}=C_{\max \{k, l\}}$,

$$
\begin{aligned}
D_{j}(z) & =\left(C_{j-1}-C_{j}\right) z \\
& =\left(I-C_{n}\right) C_{j-1} x-\left(I-C_{n}\right) C_{j} x \\
& =C_{j-1} x-C_{j} x-C_{n} C_{j-1} x+C_{n} C_{j} x \\
& =C_{j-1} x-C_{j} x \\
& =D_{j}(x)
\end{aligned}
$$

Finally $C_{n}(z)=C_{n}\left(I-C_{n}\right) C_{m-1} x=0$, since $C_{n}\left(I-C_{n}\right)=0$ by the coidempotence of $C_{n}$. Thus the components of $z$ come out fully consistently.

This theorem shows that the DPT is consistent as a "high-pass" smoother (the case where $m=1$ ) and as a "band pass" smoother (general $m<n$ ).
7. Pseudolinearity. The difficulty in proving stronger consistency results comes as might be expected from the nonlinear nature of the filters used. We now establish some properties of the filter operators that resemble those of linear operators, but only in certain special circumstances.

The first of these theorems describes the interaction between $U_{n}$ (or $L_{n}$ ) and NTP operators when applied to sequences known to be ( $n-1$ )-monotone.

Theorem 4. Let $x \in \mathcal{M}_{n-1}$, and $A, B$ be NTP. Then for all $\alpha, \beta \geqslant 0$ the following hold:
(a) $U_{n}\left(\alpha A+\beta B U_{n}\right) x \geqslant \alpha U_{n} A x+\beta B U_{n} x$; $L_{n}\left(\alpha A+\beta B L_{n}\right) x \leqslant \alpha L_{n} A x+\beta B L_{n} x$.
(b) If $A U_{n} x=U_{n} A x$, then $U_{n}\left(\alpha A+\beta B U_{n}\right) x=\alpha U_{n} A x+\beta B U_{n} x$.
(c) If $A L_{n} x=L_{n} A x$, then $L_{n}\left(\alpha A+\beta B L_{n}\right) x=\alpha L_{n} A x+\beta B L_{n} x$.

Proof. (a) With the notation $U=U_{n}$, let $x \in \mathcal{M}_{n-1}$ and $i$ be an index. Consider first the case when $U x_{i}=x_{i}$. Then there is an index $j \in[i-n, i]$ such that $\max \left\{x_{j}, \ldots, x_{j+n}\right\} \leqslant x_{i}$. However, the subsequences $\left\{x_{j}, \ldots, x_{i}\right\}$ and $\left\{x_{i}, x_{j+n}\right\}$ are monotone. Thus

$$
x_{j} \leqslant x_{j+1} \leqslant \cdots \leqslant x_{i-1} \leqslant x_{i} \geqslant x_{i+1} \cdots \geqslant x_{j+n}
$$

$A, B U, U A, U B U, \alpha A+\beta B$, and $U(\alpha A+\beta B U)$ all transfer these inequalities to their respective outputs, since they are NTP. Therefore

$$
\begin{gathered}
U A x_{i}=A x_{i}, \\
U B U x_{i}=B U x_{i}, \\
U(\alpha A+\beta B U) x_{i}=\alpha A x_{i}+\beta B U x_{i}=\alpha U A x_{i}+\beta U B U x_{i} .
\end{gathered}
$$

This establishes the first part of (a) in the case where $U x_{i}=x_{i}$.
The other possibility is that $U x_{i} \neq x_{i}$ (and therefore $U x_{i}>x_{i}$ ). Since each of the sets $\left\{x_{j}, x_{j+1}, \ldots, x_{j+n}\right\}$ containing $x_{i}$ has a maximum larger than $x_{i}$ (from the definition of $U_{n}$ ) and the sequence $x$ is $(n-1)$-monotone, there is a $j \in[i-n, i]$ such that

$$
x_{j-1}>x_{j}=x_{j+1}=\cdots=x_{i}=\cdots=x_{j+n-1}<x_{j+n}
$$

so that $U x_{j}=\min \left\{x_{j-1}, x_{j+n}\right\}$. But since $U$ is NTP,

$$
U x_{j-1} \geqslant U x_{j}=U x_{j+1}=\cdots=U x_{i}=\cdots=U x_{j+n-1} \leqslant U x_{j+n}
$$

and we obtain $U x_{i}=\min \left\{x_{j-1}, x_{j+n}\right\}$.
All the operators in question are NTP so that again the inequalities are inherited by the outputs and

$$
\begin{gathered}
U A x_{i}=\min \left\{A x_{j-1}, A x_{j+n}\right\}, \\
U B U x_{i}=\min \left\{B U x_{j-1}, B U x_{j+n}\right\}=B U x_{i} \quad \text { since } B \text { is NTP. }
\end{gathered}
$$

Therefore

$$
\begin{aligned}
U(\alpha A+\beta B U) x_{i} & =\min \left\{(\alpha A+\beta B U) x_{j-1},(\alpha A+\beta B U) x_{j+n}\right\} \\
& =\min \left\{\alpha A x_{j-1}+\beta B U x_{j-1}, \alpha A x_{j+n}+\beta B U x_{j+n}\right\}
\end{aligned}
$$

Now $\alpha U A x_{i}+\beta B U x_{i} \leqslant \alpha A x_{j-1}+\beta B U x_{j-1}$ and $\alpha U A x_{i}+\beta B U x_{i} \leqslant \alpha A x_{j+n}+$ $\beta B U x_{j+n}$. The inequality therefore also holds for the minimum of the two, proving that $\alpha U A x_{i}+\beta B U x_{i} \leqslant U(\alpha A+\beta B) x_{i}$. A similar argument proves the other part.
(b) Noting that $U A x_{i}=\min \left\{A x_{j-1}, A x_{j+1}\right\}$, assume that $A x_{j-1} \leqslant A x_{j+1}$ so that $U A x_{i}=A x_{j-1}$ (a similar argument holds if the other is smaller). Then $U x_{j-1}=$ $U x_{j}=\cdots=U x_{i}=\cdots=U x_{j+n-1} \leqslant U x_{j+n}$. Since $A$ and $B$ are NTP the equalities are inherited by $A U x$ and $B U x$, so that $A U x_{i}=A U x_{j-1} \leqslant A U x_{j+n}$ and $B U x_{i}=$ $B U x_{j-1} \leqslant B U x_{j+n}$, so that

$$
U(\alpha A+\beta B U) x_{i} \leqslant \alpha A x_{j-1}+\beta B U x_{j-1} \leqslant \alpha U A x_{j-1}+\beta B U x_{i}
$$

If now $U A x_{j-1}=A U x_{j-1}$, then since $A U x_{j-1}=A U x_{i}$, we get

$$
U(\alpha A+\beta B U) x_{i} \leqslant \alpha A U x_{i}+\beta B U x_{i}=\alpha U A x_{i}+\beta B U x_{i} .
$$

This, together with the inequality of part (a) of the proof yields the result $U(\alpha B+$ $\beta B U) x_{i}=\alpha U A x_{i}+\beta B U x_{i}$, which proves part (b) of the theorem.
(c) A similar proof to the above, or using a duality argument, yields the required equality.

The next result says that $U_{n}$ behaves like a linear operator when applied to a positive linear combination of the signal and noise obtained by separating an $(m-1)$ monotone sequence with $L_{n} U_{n}$. For completeness, we state the corresponding result with $L_{n}$ and $U_{n}$ interchanged.

Theorem 5. Let $x \in \mathcal{M}_{n-1}$ and $\alpha, \beta \geqslant 0$. Then

$$
\begin{aligned}
U_{n}\left(\alpha\left(I-L_{n} U_{n}\right)+\beta L_{n} U_{n}\right) x & =\alpha U_{n}\left(I-L_{n} U_{n}\right) x+\beta L_{n} U_{n} x \\
L_{n}\left(\alpha\left(I-U_{n} L_{n}\right)+\beta U_{n} L_{n}\right) x & =\alpha L_{n}\left(I-U_{n} L_{n}\right) x+\beta U_{n} L_{n} x
\end{aligned}
$$

Proof. $L_{n}$ and $I-L_{n} U_{n}$ are FTP and thus NTP. By result $1, I-L_{n} U_{n}$ commutes with $U_{n}$, and by Theorem 4(b) the first equality holds. A similar proof holds for the other equality.

Now we prove that under the same conditions, $L_{n} U_{n}$ also acts like a linear operator.

Theorem 6. Let $x \in \mathcal{M}_{n-1}$ on $\alpha, \beta \geqslant 0$. Then $L_{n} U_{n}\left(\alpha\left(I-L_{n} U_{n}\right)+\beta L_{n} U_{n}\right)=$ $\beta L_{n} U_{n}$ and $U_{n} L_{n}\left(\alpha\left(I-U_{n} L_{n}\right)+\beta U_{n} L_{n}\right)=\beta U_{n} L_{n}$.

Proof.

$$
\begin{aligned}
& L_{n}\left(U_{n}\left(\alpha\left(I-L_{n} U_{n}\right)+\beta L_{n} U_{n}\right)\right) x \\
& =L_{n}\left(\alpha U_{n}\left(I-L_{n} U_{n}\right)+\beta L_{n} U_{n}\right) x \quad \text { by Theorem } 5 \\
& =L_{n}\left(\alpha\left(U_{n}-L_{n} U_{n}\right)+\beta L_{n} U_{n}\right) x \quad \text { by Theorem } 4 \\
& =L_{n}\left(\alpha\left(I-L_{n}\right)+\beta L_{n}\right) U_{n} x \\
& =\left(\alpha L_{n}\left(I-L_{n}\right)+\beta L_{n}\right) U_{n} x \quad \text { by Theorem } 4 \\
& =\beta L_{n} U_{n} x \quad \text { by the co-idempotence of } L_{n} .
\end{aligned}
$$

A similar proof holds for the other equality.
8. Strong consistency properties. We are now in a position to prove the following strong result: the DPT acts like a basis transformation when the input is a linear combination of outputs from another application of the DPT, provided that the coefficients involved are nonnegative.

Theorem 7. Let $x \in \mathcal{M}_{0}$ and $\operatorname{DPT}(x)=\left[D_{1} x, D_{2} x, \ldots, D_{N} x, D_{0} x\right]$, with $D_{0} x=$ $C_{N} x$. If $\alpha_{i} \geqslant 0$ and $\sum_{i=1}^{N} \alpha_{i}=1$, then $z=\sum_{i=1}^{N} \alpha_{i} D_{i} x$ is decomposed consistently. Proof. Let $z=\sum_{i=1}^{n} \alpha_{i} D_{i} x$. Define $A_{m}=\left(\sum_{i=m}^{n} \alpha_{i}\left(I-C_{i}\right) C_{i-1}\right)$. Since $D_{i}=$ $\left(I-C_{i}\right) C_{i-1}, i=1,2, \ldots, n$, are all FTP, it follows from Lemma 1 that $A_{m}$ is FTP. Therefore

$$
\begin{aligned}
\sum_{i=m}^{n} \alpha_{i} D_{i} x & =\left(\sum_{i=m}^{n} \alpha_{i}\left(I-C_{i}\right) C_{i-1}\right) x \\
& =A_{m} C_{m-1} x \in \mathcal{M}_{m-1}
\end{aligned}
$$

since $C_{m-1} x \in \mathcal{M}_{m-1}$. Consider the induction hypothesis that $C_{j-1} z=\left(\sum_{i=j}^{n} \alpha_{i} D_{i}\right)$ $C_{j-1} x$ for $j<n$. (Clearly it is true for $j=1$.) The operators $A_{k}=\sum_{i=k}^{n} \alpha_{i} D_{i}$ are all FTP, as they are convex combinations of FTP operators. Thus

$$
\begin{aligned}
C_{j} z & =L_{j} U_{j}\left(\alpha_{j} D_{j}+\left(\sum_{i=j+1}^{n} \alpha_{i} D_{i}\right)\right) C_{j-1} x \\
& =L_{j} U_{j}\left(\alpha_{j}\left(I-L_{j} U_{j}\right)+\left(\sum_{i=j+1}^{n} \alpha_{i} D_{i}\right) L_{j} U_{j}\right) C_{j-1} x \\
& =L_{j}\left(\alpha_{j} U_{j} D_{j}+\left(A_{j+1}\right) L_{j} U_{j}\right) C_{j-1} x \quad \text { by Theorem } 4 \\
& =L_{j}\left(\alpha_{j} U_{j}\left(I-L_{j} U_{j}\right)+\left(A_{j+1}\right) L_{j} U_{j}\right) C_{j-1} x \\
& =L_{j}\left(\alpha_{j}\left(I-L_{j}\right) U_{j}+\left(A_{j+1}\right) L_{j} U_{j}\right) C_{j-1} x \quad \text { by result } 1 \\
& =L_{j}\left(\alpha_{j}\left(I-L_{j}\right)+\left(A_{j+1}\right) L_{j}\right) U_{j} C_{j-1} x \\
& =\left(\alpha_{j} L_{j}\left(I-L_{j}\right)+\left(A_{j+1}\right) L_{j}\right) U_{j} C_{j-1} x \\
& =0+A_{j+1} C_{j} x
\end{aligned}
$$

Thus $D_{j} z=\left(C_{j-1}-C_{j}\right) z=\alpha_{j} D_{j} x$ and $C_{j} z=\left(\sum_{i=j+1}^{n} \alpha_{i} D_{i}\right) C_{j} x$, which completes the induction.

Corollary 2. Any sequence $\sum_{i=0}^{N} \alpha_{i} D_{i} x$, with $\alpha_{i} \geqslant 0$, is decomposed consistently.

The $\mathcal{F}$ form of the DPT has a similar consistency, and this can be proved in the same way as above or by using property 12 . What is important to note is that the $\mathcal{F}$ and $\mathcal{C}$ forms generally give different resolution components, with a corresponding "interval of ambiguity." When the sequence is strongly correlated, the two decompositions yield essentially similar results, but the addition of additive random noise yields some separation, proportional to the amplitude of this noise. Practical experience and initial theoretical analysis demonstrates that this ambiguity will occur mainly in the first few (highest) resolution levels, becomes small in the middle resolutions, and may appear lower down again, especially if there is a strong specific frequency in the sequence.

An important side effect of the theorems proved here is that we can provide some theoretical support for the popular median decomposition, which hitherto has been motivated purely heuristically. The two DPT processes produce level 1 outputs that bracket the resolution 1 output that would appear out of an equivalent median decomposition, since the median operators involved are in the $L U L U$ interval, i.e., $U_{n} L_{n} \leqslant M_{n} \leqslant L_{n} U_{n}$ [RT91].

However, at later resolution levels this strict inclusion need not hold. The most we can say is that some order holds on average, since the sequence that is passed on
from the $m$ th separator to the $(m+1)$ th separator lies between those of the other two. The median decomposition has in fact almost none of the strong consistency involved in the $L U L U$ cases. Consensus is that it "works well" [BMS98]. Our analysis suggests that it can be expected to work well when both $L U L U$ transforms work well, and give decompositions close to each other.
9. Consistent one-sided scaling. Although the result of the previous section appears to be what we sought, there is still further room for improvement.

We again turn to the DFT as a source for analogy. In the DFT, each "resolution level" (read: frequency level) is a two-dimensional space of sequences. Since the mapping from a sequence $x$ onto the component sequence $s^{(n)}$,

$$
s_{i}^{(n)}=\alpha_{n}^{-} \sin (n i \theta)+\alpha_{n}^{+} \cos (n i \theta),
$$

where $\theta=\pi / N$ for some natural number $N$, simply involves a particular choice of basis for the two-dimensional subspace, it is clear that a sequence consisting of arbitrary linear combinations of the sine and cosine components is decomposed consistently, so that each component comes out with its corresponding amplitude.

The pulse decomposition decomposes a sequence $x$ onto different resolution levels. As noted before, the output at each resolution level is a union of nonoverlapping (in fact, progressively more well-separated) pulses. Here, too, it is possible to think of the output as two-dimensional, given the importance that the sign of the coefficients has in the theorems we have been able to prove.

Define the positive part $B^{+}$and the negative part $B^{-}$of an operator $B$ by

$$
\begin{aligned}
& \left(B^{+} x\right)_{i}= \begin{cases}B x_{i} & \text { if } B x_{i}>0 \\
0 & \text { otherwise }\end{cases} \\
& \left(B^{-} x\right)_{i}= \begin{cases}B x_{i} & \text { if } B x_{i}<0 \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

At each resolution level, $D_{n}(x)$ can uniquely be decomposed into a positive and a negative part:

$$
D_{n}(x)=D_{n}^{+}(x)+D_{n}^{-}(x)
$$

Thus $D_{n}^{+} x$ contains all the positive pulses, and $D_{n}^{-} x$ contains all the negative pulses.
We can thus refine the meaning of "component" so that $D_{n}^{+} x$ and $D_{n}^{-} x$ are regarded as separate components. This immediately raises the question of whether the DPT is consistent in terms of these components. That is, is it true that for all $\alpha_{j}^{-}, \alpha_{j}^{+} \geqslant 0$ the input $z=\sum_{i=1}^{n} \alpha_{i}^{-} D_{i}^{-}(x)+\alpha_{i}^{+} D_{i}^{+}(x)$ is decomposed consistently to yield $D_{n}^{-}(z)=\alpha_{n}^{-} D_{n}^{-}(x)$ and $D_{n}^{+}(z)=\alpha_{n}^{+} D_{n}^{+}(x)$ for each $n>0$ ?

Theorem 8, our main result, states precisely this. We shall need the following lemma.

Lemma 2.

$$
\begin{gathered}
D_{n}^{-}=\left(\left(I-L_{n} U_{n}\right) C_{n-1}\right)_{-}=\left(I-U_{n}\right) C_{n-1} \\
D_{n}^{+}=\left(\left(I-L_{n} U_{n}\right) C_{n-1}\right)_{+}=\left(I-L_{n}\right) U_{n} C_{n-1}
\end{gathered}
$$

Proof. The first equation in each case follows from the definition of $D_{n}$. Let

$$
\hat{D}_{n}^{-}=\left(\left(I-U_{n}\right) C_{n-1}\right) \quad \text { and } \quad \hat{D}_{n}^{+}=\left(I-L_{n}\right) U_{n} C_{n-1}
$$

Clearly $\hat{D}_{n}^{-}+D_{n}^{+}=D_{n}$, since

$$
\left(I-U_{n}\right) C_{n-1}+\left(I-L_{n}\right) U_{n} C_{n-1}=\left(I-L_{n} U_{n}\right) C_{n-1}
$$

Now $\left(I-U_{n}\right) C_{n-1} \leqslant 0$, since $I-U_{n} \leqslant 0$; and $\left(I-L_{n}\right) U_{n} C_{n-1} \geqslant 0$, since $I-L_{n} \geqslant 0$. What is needed to complete the proof is to show that the set of indices $i$ where $\hat{D}_{n}^{-} x_{i}<0$ and the set of indexes where $\hat{D}_{n}^{+} x_{i}>0$ are disjoint.

Let $x$ be a sequence. Then $C_{n-1} x=z$ is in $M_{n-1}$. Assume that $\hat{D}_{n}^{-} z_{i}<0$ and $\hat{D}_{n}^{-} z_{i-1}=z_{i-1}$. Then

$$
\left(U_{n} z\right)_{i}=\min \left\{\max \left\{z_{i-n}, \ldots, z_{i}\right\}, \ldots, \max \left\{z_{i}, \ldots, z_{i+n}\right\}\right\}>z_{i}
$$

To the left of $z_{i}$ and to the right of $z_{i}$ there are $z_{\ell}, z_{r}>z_{i}$ with $|r-\ell|<n+$ 1. Since $z \in M_{n-1}$ we have a constant section $z_{i}=z_{i+1}=\cdots=z_{i+n-1}$, with $U_{n} z_{i}=\min \left\{z_{i-1}, z_{i+n}\right\}>z_{i}$. This is because $z_{\ell}>z_{i}$ are both in $\left\{z_{i-n}, \ldots z_{i}\right\}$, which is therefore monotone decreasing as $z \in M_{n-1}$. Similarly $\left\{z_{i}, \ldots, z_{r}, \ldots, z_{i+n}\right\}$ is monotone increasing, and the intersection must be constant. But if $j \in[i, i+n]$, then

$$
\left(L_{n} U_{n} z\right)_{j}=\max \left\{\min \left\{U_{n} z_{i-n}, \ldots, U_{n} z_{i}\right\}, \ldots, \min \left\{U_{n} z_{i}, \ldots, U_{n} z_{i+n}\right\}\right\}
$$

therefore $L_{n} U_{n} z_{j}=U_{n} z$ and $\hat{D}_{n}^{+} z_{j}=0$.
Thus $\hat{D}_{n}^{+} z$ is zero where $\hat{D}_{n}^{-}$is negative, and $\hat{D}_{n}^{+} z$ can be positive only where $\hat{D}_{n}^{-} z$ is zero. Thus $\hat{D}_{n}^{-}=D_{n}^{-}$and $\hat{D}_{n}^{+}=D_{n}^{+}$.

The second part is proved by a generally similar argument, or by appealing to duality.

Since $\left(I-U_{n}\right) C_{n-1}$ and $\left(I-L_{n}\right) U_{n} C_{n-1}$ are FTP, the following theorem is easy to prove in analogy with the previous one.

Theorem 8. Let $x \in \mathcal{M}_{0}$ and $\operatorname{DPT}(x)=\left[D_{1} x, D_{2} x, \ldots, D_{N} x, D_{0} x\right]$, with $D_{0} x=$ $C_{N}(x)$. Then $z=\sum_{i=1}^{N}\left(\alpha_{i}^{-} D_{n}^{-}(x)+\alpha_{i}^{+} D_{n}^{+}(x)\right)$ is decomposed consistently.

Proof. The proof proceeds as in Theorem 7 , with $\alpha_{i} D_{i} x$ replaced by $\alpha_{i}^{-} D_{i}^{-} x+$ $\alpha_{i}^{+} D_{i}^{+} x$, giving

$$
C_{j} z=L_{j} U_{j}\left(\alpha_{j}^{-} D_{j}^{-}+\alpha_{j}^{+} D_{j}^{+}+\sum_{i=j+1}^{N}\left(\alpha_{i}^{-} D_{i}^{-}+\alpha_{i}^{+} D_{i}^{+}\right)\right) C_{j-1}(x)
$$

Applying $U_{j}$ first, we get

$$
\begin{aligned}
U_{j} z & =U_{j}\left(\alpha_{j}^{-} D_{j}^{-}+\left(\alpha_{j}^{+} D_{j}^{+}+\sum_{i=j+1}^{N}\left(\alpha_{i}^{-} D_{i}^{-}+\alpha_{i}^{+} D_{i}^{+}\right)\right)\right) C_{j-1}(x) \\
& =U_{j}\left(\alpha_{j}^{-}\left(I-U_{j}\right)+\left(A_{j+1} L_{j}\right) U_{j}\right) C_{j-1}(x)
\end{aligned}
$$

with $A_{j+1}$ FTP. This implies by Theorem 4 (since $C_{j-1}(x) \in \mathcal{M}_{j-1}$ ) that

$$
\begin{aligned}
U_{j} z & =\left(\alpha_{j}^{-} U_{j}\left(I-U_{j}\right)+A_{j+1} L_{j} U_{j}\right) C_{j-1}(x) \\
& =A_{j+1} L_{j} U_{j} C_{j-1}(x)
\end{aligned}
$$

since $U_{j}\left(I-U_{j}\right)=0$.

Applying $L_{j}$ to $U_{j} z$ yields in a similar fashion that

$$
C_{j} z=\sum_{i=j+1}^{n}\left(\alpha_{i}^{-} D_{i}^{-}+\alpha_{i}^{+} D_{i}^{+}\right) C_{j-1}(x)
$$

The resolution components that are removed at resolution layer $j$ are therefore $\alpha_{j}^{-} D_{j}^{-} C_{j-1}(x)=\alpha_{j}^{-} D_{j}^{-}(x)$ and $\alpha_{j}^{+} D j^{+}(x)$, and the induction argument used in Theorem 6 completes the proof.
10. The pulse structure of a DPT. Each individual component $D_{n} x$ decomposes into a number of nonoverlapping pulses of width exactly $n$. Moreover, we can show [Roh02c] that the pulses in $D_{n}^{+} x$ and $D_{n}^{-} x$ are separated from each other by at least $n$ zeros.

It is easy to obtain an upper bound on the total number of pulses in the decomposition. The difference sequence of $x$, i.e., $\left\{d_{i}=x_{i}-x_{i-1}, i=1,2, \ldots, N\right\}$, obviously contains at most $N$ distinct values. It is shown in [Roh02c] that for every pulse appearing in $D_{n} x$, the number of distinct values that the difference set of $C_{n} x$ can take is reduced by at least one. Thus, there can be at most $N$ pulses in total in the entire decomposition.

Once the DPT of $x$ has been computed, it is therefore possible to represent it by $K \leqslant N$ triples $\left(p_{j}, w_{j}, h_{j}\right), j=1, \ldots, K$, representing position, width, and height of each pulse. That is,

$$
x=\sum_{j=1}^{K} h_{j} P\left(p_{j}, w_{j}\right),
$$

where

$$
P_{i}(p, w)= \begin{cases}1, & p \leqslant i<p+w \\ 0 & \text { elsewhere }\end{cases}
$$

This economical representation in terms of at most $3 N$ numbers is important from the point of view of storage and transmission of the data.

The temptation is strong to refine the notion of a component still further, provoking the audacious idea:

Can we define each individual pulse in a resolution level as a component and still obtain a consistent decomposition?
This would give the DPT a consistency comparable to that of a wavelet decomposition, in which each individual wavelet is a member of a basis for a vector space. But that a similar property might hold for a transform as nonlinear as the DPT seems incredible.

Yet, if this idea is correct, the implications for image processing would be enormous. For example, if a square white slab were barely visible against a background that is nearly as white, a pulse decomposition on the rows (or columns) of a matrix of luminosity values obtained from a photo can locate the slab by its expected ratio of width to height. Amplifying this particular pulse would make the slab clearly visible, without distorting any of the surroundings.

To get a feeling for what is meant here, let us look at a simple example. A random sequence $x$ is generated, and one level of the DPT is applied; the components $D_{1}^{-} x$ and $D_{1}^{+} x$ are shown in Figure 7. Then each separate pulse is amplified by its own random positive factor. All the resolution levels are then added together again, and


Fig. 7. The sequences $\left(I-U_{1}\right) x$ and $\left(I-L_{1}\right) U_{1} x$ and their modified versions.
the sum is decomposed. Comparing the first resolution levels demonstrates that the modified sequences have pulses in exactly the same positions.

We have overwhelming evidence from computer simulations that this behavior always occurs, but a general proof eluded us until this article was in revision. We think we now have a proof [LR06] based on a totally different approach to the problem, but the correctness of this proof is still to be checked. Therefore, we do not claim here that this idea is more than a formal conjecture, as follows.

Conjecture. Let $\left(p_{j}, w_{j}, h_{j}\right), j=1, \ldots, K$, be pulses in the DPT of $x$, and let $z=\sum_{j=1}^{K} h_{j}^{\prime} P\left(p_{j}, w_{j}\right)$, where $h_{j} h_{j}^{\prime} \geqslant 0$. Then the pulses in the DPT of $z$ are $\left(p_{j}, w_{j}, h_{j}^{\prime}\right), j=1, \ldots, K$.
Of course, $h_{j}^{\prime}=0$ is understood to mean that the pulse is absent from the DPT of $z$.
11. Conclusion. We have shown that the discrete pulse transform has many of the properties of consistent component identification that are normally associated with linear transforms like the discrete Fourier transform. In particular, despite its essential nonlinearity, it acts like a basis transformation in a positive cone, with the basis comprising the positive and negative components extracted at each resolution level. This property already has significant potential in the field of image processing.

One area for future research is the characterization problem: what are the conditions under which some set of pulses forms a possible set of basis components? In the DFT and wavelet transforms, the basis is chosen in advance. In the DPT, the basis is constructed by the process itself. We know how to characterize the set of pulse trains that could appear as outputs at any particular resolution level $n$-pulses of the same sign must be at least $n$ positions from each other-but we do not know how the various levels interact. In fact, the only way we know to find out whether a given set of pulse trains forms a "basis" is to combine them and to analyze that combination by the DPT to see whether they are recovered.

More work is required to establish the conjecture that the true basis components in the DPT are the individual pulses, in the sense that any nonnegative linear combination of them can be recovered by the DPT. Such a result would not only neatly round off the theory, but also provide compelling theoretical backing for the use of the DPT as a device for image enhancement. We are working on a promising idea that may also shed light on the characterization problem.

Acknowledgement. An anonymous referee found many small technical inaccuracies and prompted us to add section 2 , which (we must admit) makes the final product more attractive.
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#### Abstract

This paper is dedicated to the formation of singularities of the solutions of $L^{2}$ critical nonlinear Schrödinger equations. We prove a refined compactness lemma adapted to the blowup analysis, and we use it to improve the recent result by Colliander et al. [Math. Res. Lett., 12 (2005), pp. 357-375] on the concentration in the $L^{2}$-critical nonlinear Schrödinger equation below $H^{1}$.
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1. Introduction. We consider the $L^{2}$-critical nonlinear Schrödinger equation:

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u+|u|^{\frac{4}{d}} u=0, \quad x \in \mathbb{R}^{d}, t>0  \tag{1.1}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

Here, $\Delta=\sum_{i=1}^{d} \partial_{x_{i}}^{2}$ is the Laplace operator on $\mathbb{R}^{d}$ and $u_{0}: \mathbb{R}^{d} \longrightarrow \mathbb{C}$. It is well known (see [5], for instance) that the Cauchy problem (1.1) is locally well-posed in $H^{s}$ for every $s \geq 0$. The unique solution has the following conservation law:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|u(t, x)|^{2} d x=\int_{\mathbb{R}^{d}}\left|u_{0}(x)\right|^{2} d x \tag{1.2}
\end{equation*}
$$

Also, if $s \geq 1$, the energy

$$
E(t)=\frac{1}{2} \int_{\mathbb{R}^{d}}|\nabla u(t, x)|^{2} d x-\frac{d}{4+2 d} \int_{\mathbb{R}^{d}}|u(t, x)|^{\frac{4}{d}+2} d x
$$

is conserved as $t$ varies. For $s>0,(1.1)$ is subcritical: the lifespan of the solution depends only on the $H^{s}$ norm of the data. This yields the following blowup alternative: either $T^{*}=\infty$ or $T^{*}<+\infty$ and

$$
\lim _{t \uparrow T^{*}}\|u(t, \cdot)\|_{H^{s}}=+\infty
$$

The space $L^{2}$ and the equation have the same scaling. More precisely, if $u$ solves (1.1), then for every $\lambda>0$, so does $u_{\lambda}(x, t)=\lambda^{d / 2} u\left(\lambda^{2} t, \lambda x\right)$ with data $u_{\lambda}(0, x)=$ $\lambda^{d / 2} u_{0}(\lambda x)$. But $\left\|u_{\lambda}(0, \cdot)\right\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}$, and from this point of view (1.1) is $L^{2}$-critical. In this case the situation is more subtle, and the time of existence depends on the shape of the data.

The local theory relies heavily on some integrability properties of the solution of the associated linear Schrödinger equation, called Strichartz estimates. In fact, by

[^59]using Fourier analysis in connection with the work by Tomas [23], as in [22], or an abstract operators theory as in [9], it was proved that
\[

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L^{\frac{4}{d}+2}\left(\mathbb{R}^{d+1}\right)} \leq C\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} . \tag{1.3}
\end{equation*}
$$

\]

The local solution follows from solving the equivalent integral equation

$$
u(t, x)=e^{i t \Delta} u_{0}(x)+i \int_{0}^{t} e^{i(t-s) \Delta}|u|^{\frac{4}{d}} u(s, x) d s
$$

by a standard Picard iteration method. The small data theory asserts that there exists a $\delta>0$ (related to the constant $C$ in (1.3)) such that if

$$
\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}<\delta
$$

the initial value problem (1.1) has a unique global solution. This follows by solving the Cauchy problem (1.1) directly in the whole space (the first step of the iteration method suffices to reach $T^{*}=\infty$ ). However, for large data, blowup may occur. The blowup or "wave collapse" corresponds to self-trapping of beams in laser propagation. A lot of theoretical and numerical works are dedicated to this subject when the initial data belongs to $H^{1}$. In fact, in this space energy arguments apply, and a blowup theory has been developed in the last two decades (see [5], [21], [16] and the references therein). This theory is connected to the notion of ground state: the unique positive radial solution of the elliptic problem

$$
\Delta Q-Q+|Q|^{\frac{4}{d}} Q=0
$$

In [25], Weinstein exhibited the following refined Gagliardo-Nirenberg inequality:

$$
\begin{equation*}
\|\psi\|_{L^{\frac{4}{d}+2}}^{\frac{4}{d}+2} \leq C_{d}\|\psi\|_{L^{2}}^{\frac{4}{d}}\|\nabla \psi\|_{L^{2}}^{2} \quad \forall \psi \in H^{1} \tag{1.4}
\end{equation*}
$$

with $C_{d}=\frac{d+2}{d}\|Q\|_{L^{2}}^{-\frac{4}{d}}$. Combined with the conservation of energy, this implies that $\|Q\|_{L^{2}}$ is the critical mass for the formation of singularities: for every $u_{0} \in H^{1}$ such that

$$
\left\|u_{0}\right\|_{L^{2}}<\|Q\|_{L^{2}}
$$

the solution of (1.1) with initial data $u_{0}$ is global. Also, this bound is optimal. By using the conformal invariance, one constructs

$$
S(t, x)=\left(T^{*}-t\right)^{-d / 2} e^{\left[\left(i /\left(T^{*}-t\right)\right)+\left(-i|x|^{2} / T^{*}-t\right)\right]} Q\left(\frac{x}{T^{*}-t}\right)
$$

a solution of (1.1) with $\|u\|_{L^{2}}=\|Q\|_{L^{2}}$ that blows up in a finite time $T^{*}$. In [14], Merle has proved that $S(t)$ is the unique minimal blowup solution in $H^{1}$ in the following sense: let $u_{0} \in H^{1}$ with $\left\|u_{0}\right\|_{L^{2}}=\|Q\|_{L^{2}}$, and assume that $u(t)$ blows up at finite time; then $u(t)=S(t)$ up to symmetries of the equation in $H^{1}$. It is also proved (see [18] and [24]) that at the blowup there is a concentration phenomenon in the $L^{2}$ norm: there exist continuous functions $x(t)$ such that

$$
\begin{equation*}
\forall R>0, \quad \liminf _{t \rightarrow T^{*}} \int_{|x-x(t)| \leq R}|u(t, x)|^{2} d x \geq \int Q^{2} \tag{1.5}
\end{equation*}
$$

For the case $u_{0} \in H^{s}$, with $0 \leq s<1$, the classical energy arguments don't work. Nevertheless, the general consensus is that, in this case too, the same concentration phenomenon happens (the blowup solutions concentrate a minimal amount of mass which is equal to $\|Q\|_{L^{2}}$ ). The first result in this direction is due to Bourgain [3] in the case of two dimensions and $u_{0} \in L^{2}$. In fact, by using a refined version of the Strichartz inequality (1.3) proved in [20] and harmonic analysis techniques, this author proved that if $u$ is a blowup solution of (1.1) at finite time $T^{*}>0$, then

$$
\lim _{t \uparrow T^{*}}\left(\sup _{y \in \mathbb{R}^{2}} \int_{\left\{|x-y|<\sqrt{T^{*}-t}\right\}}|u(t, x)|^{2} d x\right)>\alpha\left(\left\|u_{0}\right\|_{L^{2}}\right)>0
$$

with $\alpha(\lambda) \rightarrow 0$ as $\lambda \rightarrow \infty$. Using the work by Bourgain [3], Merle and Vega [19] have proved, among other things, an asymptotic compactness property in $L^{2}\left(\mathbb{R}^{2}\right)$ up to the invariance of the equation.

In [11] the second author defined the minimal mass $\delta_{0}$ as the $L^{2}$ norm necessary to ignite a wave collapse ${ }^{1}$ and stressed its role in the blowup mechanism. This yields a better description of the blowup solutions of (1.1) in one and two space dimensions (see also [4]). It is worth noting that these results can be generalized to higher dimensions, thanks to recent work by Bégout and Vargas [2]. However, unlike the $H^{1}$-case, in this level of regularity there was no result connecting the blowup mechanism to the ground state $Q$, and an explicit quantification of the minimal amount of mass concentrated remains an open problem. Recently, very important progress in this direction has been made by Colliander et al. [6]. These authors have proved that blowup solutions, which are radially symmetric, concentrate at least the mass of the ground state, for an intermediate case $1>s>s_{Q} \cdot{ }^{2}$ Their proof is based on the so-called $I$-method introduced by Colliander et al. (see [7] and the references therein).

In this paper we prove a compactness lemma adapted to the analysis of the blowup phenomenon of the nonlinear Schroödinger equation, and we use it to improve the results of [6]: we remove the assumption of radial symmetry of the initial data, and we prove that $Q$ is a profile for the singular solutions with minimal mass. The main tools of the proof of this compactness lemma are an argument of profile decomposition, introduced by Gérard [8] to study the defect of compactness for Sobolev embedding, and the sharp Gagliardo-Nirenberg inequalities (1.4). We prove the following result.

THEOREM 1.1. Let $\left\{v_{n}\right\}_{n=1}^{\infty}$ be a bounded family of $H^{1}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}} \leq M \quad \text { and } \quad \limsup _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{\frac{4}{d}+2}} \geq m \tag{1.6}
\end{equation*}
$$

Then there exists $\left\{x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}^{d}$ such that, up to a subsequence,

$$
v_{n}\left(\cdot+x_{n}\right) \rightharpoonup V \in H^{1} \quad \text { weakly }
$$

with $\|V\|_{L^{2}} \geq\left(\frac{d}{d+2}\right)^{d / 4} \frac{m^{\frac{d}{2}+1}}{M^{d / 2}}\|Q\|_{L^{2}}$.
Remark 1.2. The lower bound on the $L^{2}$ norm of $V$ is optimal. In fact, if we take $v_{n}=Q$, then we get equality.

Remark 1.3. If $d=2$, then we can interchange the roles of $\left\|\nabla v_{n}\right\|_{L^{2}}$ and $\left\|v_{n}\right\|_{L^{2}}$. More precisely, if we assume that $\lim \sup \left\|v_{n}\right\|_{L^{2}} \leq M$ and that $\lim \sup \left\|v_{n}\right\|_{L^{4}} \geq m$,

[^60]then we get the same conclusion with $\|\nabla V\|_{L^{2}} \geq \frac{1}{\sqrt{2}} \frac{m^{2}}{M}\|Q\|_{L^{2}}$ instead of the lower bound on the $L^{2}$ norm.

Remark 1.4. In the $H^{1}$ context this theorem allows us to easily obtain the results on the concentration and uniqueness of the profile of concentration proved by Weinstein [26] using the concentration-compactness lemma of Lions [13]. To see this, take $u_{0} \in H^{1}$ such that the corresponding solution $u$ of (1.1) blows up in finite time $T^{*}>0$ and $t_{n} \uparrow T^{*}$ as $n \rightarrow \infty$. We set

$$
v_{n}(x)=\lambda_{n}^{d / 2} u\left(t_{n}, \lambda_{n} x\right), \quad \lambda_{n}=1 /\left\|\nabla u\left(t_{n}, .\right)\right\|_{L^{2}}
$$

Using conservation of energy, we get trivially that $\left\{v^{n}\right\}_{n=1}^{\infty}$ satisfies the assumptions of Theorem 1.1 with $M=1$ and $m=\left(\frac{d+2}{d}\right)^{\frac{d}{2 d+4}}$, which implies that

$$
\lambda_{n}^{d / 2} u\left(t_{n}, \lambda_{n}\left(\cdot-x_{n}\right)\right) \rightharpoonup V
$$

with $\|V\|_{L^{2}} \geq\|Q\|_{L^{2}}$. This yields, in particular, the concentration estimate (1.5). If we assume, in addition, that $\left\|u_{0}\right\|_{L^{2}}=\|Q\|_{L^{2}}$, then the limit above becomes strong in $H^{1}$, and the variational characterization of the ground state $Q$ implies the universality of the profile of the blowup solutions with minimal mass. It is worth noting that these arguments are indeed standard, and the novelty is just the use of Theorem 1.1 to avoid discussion of the concentration, vanishing, and dichotomy cases of the concentrationcompactness lemma of Lions and then simplifying the proof.

As an application of Theorem 1.1 and the results of [6] we obtain the following result.

Theorem 1.5. Assume $d=2$ and $s>s_{Q}$. Let $u_{0} \in H^{s}\left(\mathbb{R}^{2}\right)$ be such that the corresponding solution $u$ of (1.1) blows up in finite time $T^{*}>0$. Then there exists a sequence $t_{n} \longrightarrow T^{*}$ such that the following holds true: there exists a function $V \in H^{1}$ with $\|V\|_{L^{2}} \geq\|Q\|_{L^{2}}$, and a sequence $\left\{\rho_{n}, x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}^{*} \times \mathbb{R}^{2}$ satisfying

$$
\rho_{n} \leq A\left(T^{*}-t_{n}\right)^{s / 2}
$$

for some $A>0$, such that

$$
\rho_{n} u\left(t_{n}, \rho_{n} x+x_{n}\right) \rightharpoonup V \quad \text { weakly } .
$$

Remark 1.6. We do not know if $\psi$ or $\|\psi\|_{L^{2}}$ depends on the time sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$. Recently, Merle and Raphael [17] have proved that, in the $H^{1}$ context, $Q$ is the universal blowup profile (for the strong $\dot{H}^{1}$ convergence) for the near-critical mass solutions.

Remark 1.7. Note that, despite the fact that $\left\{u\left(t_{n}, \cdot\right)\right\}_{n=1}^{\infty}$ belongs to $H^{s}$, the blowup profile $V$ is in $H^{1}$. This fact corroborates the expectation that $V=Q$.

Theorem 1.5 and the variational characterization of the ground state allow us to prove the following theorem.

Theorem 1.8. Assume $d=2$ and $s>s_{Q}$. Let $u_{0} \in H^{s}\left(\mathbb{R}^{2}\right)$ with $\left\|u_{0}\right\|_{L^{2}}=$ $\|Q\|_{L^{2}}$ such that the solution $u$ of (1.1) blows up in finite time $T^{*}>0$. Then there exists a sequence $t_{n} \longrightarrow T^{*}$ satisfying

$$
\rho_{n} \leq A\left(T^{*}-t_{n}\right)^{s / 2}
$$

for some $A>0$, and a sequence $\left\{\rho_{n}, \theta_{n}, x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}^{*} \times\left[0,2 \pi\left[\times \mathbb{R}^{2}\right.\right.$ such that

$$
\rho_{n} e^{i \theta_{n}} u\left(t_{n}, \rho_{n} x+x_{n}\right) \longrightarrow Q
$$

strongly in $H^{\tilde{s}-}$, where $\tilde{s}=\frac{s+1}{4-2 s}$.
Remark 1.9. This result is the analogue of the one proved by Weinstein [26] in the $H^{1}$ case. ${ }^{3}$ However, contrary to our case, the $H^{1}$ result of Weinstein holds for all $t$ instead of along the sequence $t_{n}$, and the scaling parameter $\rho_{n}$ is explicitly given by $\rho=\|\nabla Q\|_{L^{2}} /\|\nabla u(t, .)\|_{L^{2}}$.

As an application we obtain the next claim.
Corollary 1.10. Under the assumptions of Theorem 1.5 , let $\lambda(t)>0$ such that $\frac{\left(T^{*}-t\right)^{s / 2}}{\lambda(t)} \longrightarrow 0$ as $t \rightarrow T^{*}$. There exists $x(t) \in \mathbb{R}^{2}$ such that

$$
\limsup _{t \rightarrow T^{*}} \int_{|x-x(t)| \leq \lambda(t)}|u(t, x)|^{2} d x \geq \int Q^{2}
$$

Remark 1.11. As already remarked in [6], the fact that Theorems 1.5 and 1.8 hold for only a time sequence $\left\{t_{n}\right\}$ and the limsup (instead of liminf) in Corollary 1.10 is due to the lack of information on the monotonicity of the $H^{s}$ norm of the blowup solutions near the collapse time.

The rest of this paper is structured as follows. In section 2 we prove Theorem 1.1. Section 3 is devoted to the proofs of blowup results.
2. Proof of Theorem 1.1. In what follows we set $2^{*}=\infty$ if $d=1,2$, and $2^{*}=\frac{2 d}{d-2}$ if $d \geq 3$. Theorem 1.1 is a consequence of a profile decomposition of the bounded sequences in $H^{1}$ following the work by Gérard [8] (see also [1] and [10]). More precisely, we have the following result.

Proposition 2.1. Let $\mathbf{v}=\left\{v_{n}\right\}_{n=1}^{\infty}$ be a bounded sequence in $H^{1}\left(\mathbb{R}^{d}\right)$. Then there exist a subsequence of $\left\{v_{n}\right\}_{n=1}^{\infty}$ (still denoted $\left\{v_{n}\right\}_{n=1}^{\infty}$ ), a family $\left\{\mathbf{x}^{j}\right\}_{j=1}^{\infty}$ of sequences in $\mathbb{R}^{d}$, and a sequence $\left\{V^{j}\right\}_{j=1}^{\infty}$ of $H^{1}$ functions such that
(i) for every $k \neq j,\left|x_{n}^{k}-x_{n}^{j}\right| \underset{n \rightarrow \infty}{\longrightarrow}+\infty$;
(ii) for every $\ell \geq 1$ and every $x \in \mathbb{R}^{d}$,

$$
v_{n}(x)=\sum_{j=1}^{\ell} V^{j}\left(x-x_{n}^{j}\right)+v_{n}^{\ell}(x)
$$

with

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|v_{n}^{\ell}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \underset{\ell \rightarrow \infty}{\longrightarrow} 0 \tag{2.1}
\end{equation*}
$$

for every $p \in] 2,2^{*}[$.
Moreover, we have, as $n \rightarrow+\infty$,

$$
\begin{equation*}
\left\|v_{n}\right\|_{L^{2}}^{2}=\sum_{j=1}^{\ell}\left\|V^{j}\right\|_{L^{2}}^{2}+\left\|v_{n}^{\ell}\right\|_{L^{2}}^{2}+o(1) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla v_{n}\right\|_{L^{2}}^{2}=\sum_{j=1}^{\ell}\left\|\nabla V^{j}\right\|_{L^{2}}^{2}+\left\|\nabla v_{n}^{\ell}\right\|_{L^{2}}^{2}+o(1) \tag{2.3}
\end{equation*}
$$

[^61]Proof. Let $\mathcal{V}(\mathbf{v})$ be the set of functions obtained as weak limits of subsequences of the translated $v_{n}\left(.+x_{n}\right)$ with $\left\{x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}^{d}$. We denote

$$
\eta(\mathbf{v})=\sup \left\{\|V\|_{H^{1}}, \quad V \in \mathcal{V}(\mathbf{v})\right\} .
$$

Clearly

$$
\eta(\mathbf{v}) \leq \limsup _{n \rightarrow \infty}\left\|v_{n}\right\|_{H^{1}} .
$$

We will prove the existence of a sequence $\left\{V^{j}\right\}_{j=1}^{\infty}$ of $\mathcal{V}(\mathbf{v})$ and a family $\left\{\mathbf{x}^{j}\right\}_{j=1}^{\infty}$ of sequences of $\mathbb{R}^{d}$ such that

$$
k \neq j \Longrightarrow\left|x_{n}^{k}-x_{n}^{j}\right| \underset{n \rightarrow \infty}{\longrightarrow} \infty
$$

and, up to extracting a subsequence, the sequence $\left\{v_{n}\right\}_{n=1}^{\infty}$ can be written as

$$
v_{n}(x)=\sum_{j=1}^{\ell} V^{j}\left(x-x_{n}^{j}\right)+v_{n}^{\ell}(x), \quad \eta\left(\mathbf{v}^{\ell}\right) \underset{\ell \rightarrow \infty}{\longrightarrow} 0,
$$

such that the identities (2.2)-(2.3) hold. Indeed, if $\eta(\mathbf{v})=0$, we can take $V^{j} \equiv 0$ for all $j$; otherwise we choose $V^{1} \in \mathcal{V}(\mathbf{v})$ such that

$$
\left\|V^{1}\right\|_{H^{1}} \geq \frac{1}{2} \eta(\mathbf{v})>0
$$

By definition, there exists some sequence $\mathbf{x}^{1}=\left\{x_{n}^{1}\right\}_{n=1}^{\infty}$ of $\mathbb{R}^{d}$ such that, up to extracting a subsequence, we have

$$
v_{n}\left(\cdot+x_{n}^{1}\right) \rightharpoonup V^{1} \quad \text { weakly. }
$$

We set

$$
v_{n}^{1}=v_{n}-V^{1}\left(\cdot-x_{n}^{1}\right) .
$$

Since $v_{n}^{1}\left(\cdot+x_{n}^{1}\right) \longrightarrow 0$, we get, as $n \rightarrow \infty$,

$$
\begin{aligned}
\left\|v_{n}\right\|_{L^{2}}^{2} & =\left\|V^{1}\right\|_{L^{2}}^{2}+\left\|v_{n}^{1}\right\|_{L^{2}}^{2}+o(1), \\
\left\|\nabla v_{n}\right\|_{L^{2}}^{2} & =\left\|\nabla V^{1}\right\|_{L^{2}}^{2}+\left\|\nabla v_{n}^{1}\right\|_{L^{2}}^{2}+o(1) .
\end{aligned}
$$

Now, we replace $\mathbf{v}$ by $\mathbf{v}^{1}$ and repeat the same process. If $\eta\left(\mathbf{v}^{1}\right)>0$, we get $V^{2}, \mathbf{x}^{2}$, and $\mathbf{v}^{2}$. Moreover, we have

$$
\left|x_{n}^{1}-x_{n}^{2}\right| \longrightarrow \infty \quad \text { as } \quad n \rightarrow \infty
$$

Otherwise, up to extracting of a subsequence, we get

$$
x_{n}^{1}-x_{n}^{2} \longrightarrow x_{0}
$$

for some $x_{0} \in \mathbb{R}^{d}$. Since

$$
v_{n}^{1}\left(\cdot+x_{n}^{2}\right)=v_{n}^{1}\left(\cdot+\left(x_{n}^{2}-x_{n}^{1}\right)+x_{n}^{1}\right)
$$

and $v_{n}^{1}\left(\cdot+x_{n}^{1}\right)$ converge weakly to 0 , then $V^{2}=0$. A contradiction. An argument of iteration and orthogonal extraction allows us to construct the families $\left\{\mathbf{x}^{j}\right\}_{j=1}^{\infty}$
and $\left\{V^{j}\right\}_{j=1}^{\infty}$ satisfying the claims above. Furthermore, the convergence of the series $\sum_{j=1}^{\infty}\left\|V^{j}\right\|_{H^{1}}^{2}$ implies that

$$
\left\|V^{j}\right\|_{H^{1}} \underset{j \rightarrow \infty}{\longrightarrow} 0
$$

However, by construction, we have

$$
\eta\left(\mathbf{v}^{j}\right) \leq 2\left\|V^{j-1}\right\|_{H^{1}}
$$

which proves that $\eta\left(\mathbf{v}^{j}\right) \rightarrow 0 \mathrm{k}$, as claimed. To complete the proof of Proposition 2.1, (2.1) remains to be proved. For that purpose let us introduce $\chi_{R} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ such that

$$
\hat{\chi}_{R}(\xi)=1 \quad \text { if }|\xi| \leq R, \quad \hat{\chi}_{R}(\xi)=0 \quad \text { if }|\xi| \geq 2 R
$$

Here ^denotes the Fourier transform. One has

$$
v_{n}^{\ell}=\chi_{R} * v_{n}^{\ell}+\left(\delta-\chi_{R}\right) * v_{n}^{\ell}
$$

where $*$ stands for the convolution and $\delta$ for the Dirac distribution.
Let $p \in] 2,2^{*}$ [ be fixed. On the one hand, using Sobolev embedding, we get

$$
\left\|\left(\delta-\chi_{R}\right) * v_{n}^{\ell}\right\|_{L^{p}} \precsim\left\|\left(\delta-\chi_{R}\right) * v_{n}^{\ell}\right\|_{\dot{H}^{\beta}} \precsim R^{\beta-1}\left\|v_{n}^{\ell}\right\|_{H^{1}}
$$

for $\beta=d\left(\frac{1}{2}-\frac{1}{p}\right)<1$. On the other hand, one can estimate

$$
\begin{aligned}
\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{p}} & \precsim\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{2}}^{2 / p}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}}^{1-2 / p} \\
& \precsim\left\|v_{n}^{\ell}\right\|_{L^{2}}^{2 / p}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}}^{1-2 / p} .
\end{aligned}
$$

Now, observe that

$$
\limsup _{n \rightarrow \infty}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}=\sup _{\left\{x_{n}\right\}_{n=1}^{\infty}} \limsup _{n \rightarrow+\infty}\left|\chi_{R} * v_{n}^{\ell}\left(x_{n}\right)\right|
$$

Thus, in view of the definition of $\mathcal{V}\left(\mathbf{v}^{\ell}\right)$, we infer

$$
\limsup _{n \rightarrow \infty}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \sup \left\{\left|\int_{\mathbb{R}^{d}} \chi_{R}(-x) V(x) d x\right|, V \in \mathcal{V}\left(\mathbf{v}^{\ell}\right)\right\}
$$

Therefore, by Hölder's inequality, it follows that

$$
\limsup _{n \rightarrow \infty}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C(R) \sup \left\{\|V\|_{L^{2}\left(\mathbb{R}^{d}\right)}, V \in \mathcal{V}\left(\mathbf{v}^{\ell}\right)\right\}
$$

Thus, we obtain

$$
\limsup _{n \rightarrow \infty}\left\|\chi_{R} * v_{n}^{\ell}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C(R) \eta\left(\mathbf{v}^{\ell}\right)
$$

for every $\ell \geq 1$. Finally, we get

$$
\left\|v_{n}^{\ell}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \precsim R^{\beta-1}\left\|v_{n}^{\ell}\right\|_{H^{1}}+C(R)\left\|v_{n}^{\ell}\right\|_{L^{2}}^{2 / p} \eta\left(\mathbf{v}^{\ell}\right)^{1-2 / p} .
$$

We successively let $\ell$ and $R$ go to infinity, and since $\eta\left(\mathbf{v}^{\ell}\right) \underset{\ell \rightarrow \infty}{\longrightarrow} 0$ and the family of sequences $\left\{v_{n}^{\ell}\right\}$ are uniformly bounded in $H^{1}\left(\mathbb{R}^{d}\right)$, we infer

$$
\limsup _{n \rightarrow \infty}\left\|v_{n}^{\ell}\right\|_{L^{p}} \underset{\ell \rightarrow \infty}{\longrightarrow} 0
$$

as claimed. This completes the proof of Proposition 2.1.
Let us now prove Theorem 1.1. By extracting a subsequence, we may replace limsup in the assumptions (1.6) by lim. According to Proposition 2.1, the sequence $\left\{v_{n}\right\}_{n=1}^{\infty}$ can be written, up to a subsequence, as

$$
v_{n}(x)=\sum_{j=1}^{\ell} V^{j}\left(x-x_{n}^{j}\right)+v_{n}^{\ell}(x)
$$

such that (2.1), (2.2), and (2.3) hold. This implies, in particular, that

$$
m^{\frac{4}{d}+2} \leq \limsup _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{\frac{4}{d}+2}}^{\frac{4}{d}+2}=\limsup _{n \rightarrow \infty}\left\|\sum_{j=1}^{\infty} V^{j}\left(\cdot-x_{n}^{j}\right)\right\|_{L^{\frac{4}{d}+2}}^{\frac{\frac{4}{d}+2}{d}}
$$

The elementary inequality

$$
\left.\left.\left|\left|\sum_{j=1}^{l} a_{j}\right|^{4 / d+2}-\sum_{j=1}^{l}\right| a_{j}\right|^{4 / d+2}\left|\leq C \sum_{j \neq k}\right| a_{j}| | a_{k}\right|^{4 / d+1}
$$

and the pairwise orthogonality of the family $\left\{\mathbf{x}^{j}\right\}_{j=1}^{\infty}$ leads the mixed terms in the sum above to vanish, so that we get

$$
m^{\frac{4}{d}+2} \leq \sum_{j=1}^{\infty}\left\|V^{j}\right\|_{L^{\frac{4}{d}+2}}^{\frac{4}{d}+2}
$$

However, in view of the precise version of the Gagliardo-Nirenberg inequality (1.4), we have

$$
\sum_{j=1}^{\infty}\left\|V^{j}\right\|_{L^{\frac{4}{d}+2}}^{\frac{4}{d}+2} \leq C_{d} \sup \left\{\left\|V^{j}\right\|_{L^{2}}^{4 / d}, j \geq 1\right\} \sum_{j=1}^{\infty}\left\|\nabla V^{j}\right\|_{L^{2}}^{2}
$$

Also, from (2.3), we infer

$$
\sum_{j=1}^{\infty}\left\|\nabla V^{j}\right\|_{L^{2}}^{2} \leq \limsup _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}}^{2} \leq M^{2}
$$

Therefore,

$$
\sup _{j \geq 1}\left\|V^{j}\right\|_{L^{2}}^{4 / d} \geq \frac{m^{\frac{4}{d}+2}}{\left(M^{2} C_{d}\right)^{d / 4}}
$$

Since the series $\sum\left\|V^{j}\right\|_{L^{2}}^{2}$ converges, the supremum above is attained. In particular, there exists $j_{0}$ such that

$$
\left\|V^{j_{0}}\right\|_{L^{2}} \geq \frac{m^{\frac{d}{2}+1}}{\left(C_{d} M^{2}\right)^{d / 4}}=\left(\frac{d}{d+2}\right)^{d / 4} \frac{m^{\frac{d}{2}+1}}{M^{d / 2}}\|Q\|_{L^{2}}
$$

On the other hand, a change of variables gives

$$
v_{n}\left(x+x_{n}^{j_{0}}\right)=V^{j_{0}}(x)+\sum_{\substack{1 \leq j \leq \ell \\ j \neq j_{0}}} V^{j}\left(x+x_{n}^{j_{0}}-x_{n}^{j}\right)+\tilde{v}_{n}^{\ell}(x)
$$

where $\tilde{v}_{n}^{\ell}(x)=v_{n}^{\ell}\left(x+x_{n}^{j_{0}}\right)$. The pairwise orthogonality of the family $\left\{\mathbf{x}^{j}\right\}_{j=1}^{\infty}$ implies

$$
V^{j}\left(\cdot+x_{n}^{j_{0}}-x_{n}^{j}\right) \rightharpoonup 0 \quad \text { weakly }
$$

for every $j \neq j_{0}$. Hence, we get

$$
v_{n}\left(\cdot+x_{n}^{j_{0}}\right) \rightharpoonup V^{j_{0}}+\tilde{v}^{\ell}
$$

where $\tilde{v}^{\ell}$ denote the weak limit of $\left\{\tilde{v}_{n}^{\ell}\right\}_{n=1}^{\infty}$. However, we have

$$
\left\|\tilde{v}^{\ell}\right\|_{L^{\frac{4}{d}+2}} \leq \limsup _{n \rightarrow \infty}\left\|\tilde{v}_{n}^{\ell}\right\|_{L^{\frac{4}{d}+2}}=\limsup _{n \rightarrow \infty}\left\|v_{n}^{\ell}\right\|_{L^{\frac{4}{d}+2}} \underset{l \rightarrow \infty}{\longrightarrow} 0
$$

Thereby, by the uniqueness of the weak limit, we get

$$
\tilde{v}^{\ell}=0
$$

for every $\ell \geq j_{0}$. Thus

$$
v_{n}\left(\cdot+x_{n}^{j_{0}}\right) \rightharpoonup V^{j_{0}}
$$

The sequence $\left\{x_{n}^{j_{0}}\right\}_{n=1}^{\infty}$ and the function $V^{j_{0}}$ now fulfill the conditions of Theorem 1.1.

## 3. Proof of the main results.

3.1. The modified energy. Here we recall the result of almost conservation of the modified energy proved in [6].
$I_{N}$ stands for the smoothing operators ${ }^{4} I_{N}: H^{s} \rightarrow H^{1}:$

$$
\widehat{I_{N} u}(\xi)=m(\xi) \hat{u}(\xi)
$$

where

$$
m(\xi)=\left\{\begin{array}{cc}
1, & |\xi| \leq N \\
\left(\frac{|\xi|}{N}\right)^{s-1}, & |\xi|>3 N
\end{array}\right.
$$

with $m(\xi)$ smooth, radial, and monotone in $|\xi|$. The following properties of $I_{N}$ are easily verified:

$$
\begin{align*}
\left\|I_{N} u\right\|_{L^{2}} & \leq\|u\|_{L^{2}} \\
\|u\|_{H^{s}} \leq\left\|I_{N} u\right\|_{H^{1}} & \leq N^{1-s}\|u\|_{H^{s}} \tag{3.1}
\end{align*}
$$

The blowup parameter associated with the $H^{s}$ norm of the solution is

$$
\Lambda(t)=\sup _{0 \leq \tau \leq t}\|u(t)\|_{H^{s}}
$$

The following proposition is a restatement of the part of [6] which is relevant for us.
Proposition 3.1 (see [6]). There exists $s_{Q} \leq \frac{1}{5}+\frac{1}{5} \sqrt{11}$ such that for all $s>s_{Q}$ there exists $p(s)<2$ with the following holding true: if $H^{s} \ni u_{0} \longmapsto u(t)$ solves (1.1) on a maximal (forward) finite existence interval $\left[0, T^{*}\right.$ ), then for all $T<T^{*}$ there exists $N=N(T)$ such that

$$
\begin{equation*}
\left|E\left[I_{N(T)} u(T)\right]\right| \leq C_{0}(\Lambda(T))^{p(s)} \tag{3.2}
\end{equation*}
$$

[^62]with $C_{0}=C_{0}\left(s, T^{*},\left\|u_{0}\right\|_{H^{s}}\right)$. Moreover, $N(T)=C(\Lambda(T))^{\frac{p(s)}{2(1-s)}}$.
In $[6], p(s)$ is explicitly given by
\[

$$
\begin{equation*}
p(s)=\frac{6^{+}}{2^{-}-4^{+}(1-s)} 2(1-s) \tag{3.3}
\end{equation*}
$$

\]

where $\alpha^{ \pm}=\alpha \pm \epsilon$ for some $\epsilon>0$.
3.2. Proof of Theorem 1.5. As in [6], we choose $\left\{t_{n}\right\}_{n=1}^{\infty}$ to be a sequence such that $t_{n} \uparrow T^{*}$ and for each $t_{n}$

$$
\left\|u\left(t_{n}\right)\right\|_{H^{s}}=\Lambda\left(t_{n}\right)
$$

We set

$$
\psi_{n}=\rho_{n} I_{N} u\left(t_{n}, \rho_{n} x\right)
$$

where

$$
\rho_{n}=\frac{\|\nabla Q\|_{L^{2}}}{\left\|\nabla I_{N} u\left(t_{n}, \cdot\right)\right\|_{L^{2}}} .
$$

The estimate (3.1) yields

$$
\rho_{n} \leq \frac{1}{\left\|u\left(t_{n}, \cdot\right)\right\|_{H^{s}}}=\frac{1}{\Lambda\left(t_{n}\right)}
$$

Also, from Corollary 3.6 in [6], it holds that

$$
\rho_{n} \leq A\left(T^{*}-t_{n}\right)^{s / 2}
$$

for some constant $A>0$. The sequence $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ satisfies

$$
\left\|\psi_{n}\right\|_{L^{2}} \leq\left\|u_{0}\right\|_{L^{2}}, \quad\left\|\nabla \psi_{n}\right\|_{L^{2}}=\|\nabla Q\|_{L^{2}}
$$

Furthermore, in view of Proposition 3.1,

$$
E\left(\psi_{n}\right)=\rho_{n}^{2} E\left[I_{N\left(t_{n}\right)} u\left(t_{n}\right)\right] \leq \rho_{n}^{2}\left(\Lambda\left(t_{n}\right)\right)^{p(s)} \leq\left(\Lambda\left(t_{n}\right)\right)^{p(s)-2}
$$

Since $\left\|u\left(t_{n}\right)\right\|_{H^{s}} \longrightarrow+\infty$ and $p(s)<2$, it holds that

$$
E\left(\psi_{n}\right) \longrightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

which yields, in particular,

$$
\begin{equation*}
\left\|\psi_{n}\right\|_{L^{4}}^{4} \longrightarrow 2\|\nabla Q\|_{L^{2}}^{2} \quad \text { as } \quad n \rightarrow \infty \tag{3.4}
\end{equation*}
$$

The family $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ satisfies the conditions of Theorem 1.1 with

$$
m=\left(2\|\nabla Q\|_{L^{2}}^{2}\right)^{1 / 4} \quad \text { and } \quad M=\|\nabla Q\|_{L^{2}}
$$

Thus, there exists $\left\{x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}^{2}$ such that, up to a subsequence,

$$
\begin{equation*}
\psi_{n}\left(\cdot+x_{n}\right) \rightharpoonup V \in H^{1} \tag{3.5}
\end{equation*}
$$

with $\|V\|_{L^{2}} \geq\|Q\|_{L^{2}}$. Coming back to $\left\{\psi_{n}\right\}_{n=1}^{\infty}$, one obtains

$$
\rho_{n} I_{N} u\left(t_{n}, \rho_{n} x+x_{n}\right)=V+\varepsilon_{n}
$$

where $\varepsilon_{n} \longrightarrow 0$ in $H^{1}$.
However, for every $\bar{s}<s$, one has

$$
\begin{aligned}
\left\|\rho_{n}\left(I_{N} u\left(t_{n}\right)-u\left(t_{n}\right)\right)\left(\rho_{n} \cdot+x_{n}\right)\right\|_{\dot{H}^{\bar{s}}\left(\mathbb{R}^{2}\right)} & \leq \rho_{n}^{\bar{s}} N^{\bar{s}-s}\left\|u\left(t_{n}, \cdot\right)\right\|_{H^{s}\left(\mathbb{R}^{2}\right)} \\
& \leq\left(\Lambda\left(t_{n}\right)\right)^{\frac{p(s)(\bar{s}-s)}{2(1-s)}+1-\bar{s}}
\end{aligned}
$$

Using the explicit formula of $p(s)$, an easy calculus yields that

$$
\frac{p(s)(\bar{s}-s)}{2(1-s)}+1-\bar{s}<0 \Longleftrightarrow \bar{s}<\tilde{s}:=\frac{s+1}{4-2 s} .
$$

Under this choice, we get

$$
\left\|\rho_{n}\left(I_{N} u\left(t_{n}\right)-u\left(t_{n}\right)\right)\left(\rho_{n} \cdot+x_{n}\right)\right\|_{H^{\tilde{s}-\left(\mathbb{R}^{2}\right)}} \longrightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Thus

$$
\begin{equation*}
\rho_{n} u\left(t_{n}, \rho_{n} x+x_{n}\right)=V+h_{n}, \tag{3.6}
\end{equation*}
$$

where $h_{n} \rightharpoonup 0$ in $H^{\tilde{s}-}$. This concludes the proof of Theorem 1.5.
3.3. Proof of Theorem 1.8. If, in the context of the proof of Theorem 1.5, we assume also that $\left\|u_{0}\right\|_{L^{2}}=\|Q\|_{L^{2}}$, we get trivially (remember that we have already proved that $\left.\|V\|_{L^{2}} \geq\|Q\|_{L^{2}}\right)$

$$
\|V\|_{L^{2}}=\|Q\|_{L^{2}}
$$

Then the convergence (3.5) is strong in $L^{2}$ and, since $\left\{v_{n}\right\}$ is bounded in $H^{1}$, we have

$$
v_{n}\left(\cdot+x_{n}\right) \longrightarrow V \quad \text { in } \quad L^{4}
$$

Combined with (3.4) and the precise version of the Gagliardo-Nirenberg inequality (1.4), this leads to

$$
\|\nabla V\|_{L^{2}} \geq\|\nabla Q\|_{L^{2}}
$$

However, one has

$$
\|\nabla V\|_{L^{2}} \leq \lim \sup \left\|\nabla v_{n}\right\|_{L^{2}}=\|\nabla Q\|_{L^{2}}
$$

which means that $\|\nabla V\|_{L^{2}}=\|\nabla Q\|_{L^{2}}$. As a result we get

$$
v_{n}\left(\cdot+x_{n}\right) \longrightarrow V \quad \text { in } \quad H^{1}
$$

and $E(V)=0$.
Let us summarize the properties of the profile $V$ :

$$
\|V\|_{L^{2}}=\|Q\|_{L^{2}}, \quad\|\nabla V\|_{L^{2}}=\|\nabla Q\|_{L^{2}}, \quad \text { and } \quad E(V)=0
$$

The variational characterization of the ground state implies that

$$
V(x)=e^{i \theta} Q\left(x+x_{0}\right)
$$

for some $\theta \in\left[0,2 \pi\left[\right.\right.$ and $x_{0} \in \mathbb{R}^{2}$.
Coming back to (3.6), one obtains

$$
\rho_{n} u\left(t_{n}, \rho_{n} x+x_{n}\right)=\lambda e^{i \theta} Q\left(\lambda x+x_{0}\right)+\varepsilon_{n}
$$

where $h_{n} \rightarrow 0$ in $H^{\tilde{s}-}$. This ends the proof of Theorem 1.8.
3.4. Proof of Corollary 1.10. Let $u$ be a blowup solution of (1.1) at finite time $T^{*}>0$. According to Theorem 1.5, there exists a time sequence such that $t_{n} \longrightarrow T^{*}$, a profile $V \in H^{1}\left(\mathbb{R}^{2}\right)$ with $\|V\|_{L^{2}} \geq\|Q\|_{L^{2}}$, and a sequence $\left\{\rho_{n}, x_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}^{*} \times \mathbb{R}^{2}$ such that

$$
\begin{equation*}
\rho_{n} u\left(t_{n}, \rho_{n} x+x_{n}\right) \rightharpoonup V \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\rho_{n}}{\left(T^{*}-t_{n}\right)^{s / 2}} \leq A \tag{3.8}
\end{equation*}
$$

for some $A \geq 0$. From (3.7), it follows that

$$
\lim _{n \rightarrow \infty} \frac{1}{\left(\rho_{n}\right)^{2}} \int_{|x| \leq R}\left|u\left(t_{n}, \rho_{n} x+x_{n}\right)\right|^{2} d x \geq \int_{|x| \leq R}|V|^{2} d x
$$

for every $R>0$. Thus,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{2}} \int_{|x-y| \leq R \rho_{n}}\left|u\left(t_{n}, x\right)\right|^{2} d x \geq \int_{|x| \leq R}|V|^{2} d x \tag{3.9}
\end{equation*}
$$

Since $\frac{\left(T^{*}-t\right)^{s / 2}}{\lambda(t)} \rightarrow 0$ as $t \rightarrow T^{*}$, it follows from (3.8) that $\frac{\rho_{n}}{\lambda\left(t_{n}\right)} \rightarrow 0$, and then

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{2}} \int_{|x-y| \leq \lambda\left(t_{n}\right)}\left|u\left(t_{n}, x\right)\right|^{2} d x \geq \int_{|x| \leq R}|V|^{2} d x
$$

for every $R$. We let $R$ go to infinity to obtain

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{2}} \int_{\left\{|x-y| \leq \lambda\left(t_{n}\right)\right\}}\left|u\left(t_{n}, x\right)\right|^{2} d x \geq \int_{\mathbb{R}^{2}}|V|^{2} d x \geq\|Q\|_{L^{2}}^{2}
$$

This yields finally

$$
\limsup _{t \uparrow T^{*}} \sup _{y \in \mathbb{R}^{2}} \int_{\{|x-y| \leq \lambda(t)\}}|u(t, x)|^{2} d x \geq\|Q\|_{L^{2}}^{2} .
$$

Since, for every $t$, the function $y \longmapsto \int_{\{|x-y| \leq \lambda(t)\}}|u(t, x)|^{2} d x$ is continuous and goes to 0 at infinity, there exists a family $x(t)$ such that

$$
\sup _{y \in \mathbb{R}^{2}} \int_{\{|x-y| \leq \lambda(t)\}}|u(t, x)|^{2} d x=\int_{\{|x-x(t)| \leq \lambda(t)\}}|u(t, x)|^{2} d x
$$

which concludes the proof of Corollary 1.10.
Remark 3.2. While this manuscript was under review, we were informed that N. Tzirakis has written a paper following [6] in which he removed the radial symmetry assumption and established corresponding results for the focusing quintic nonlinear Schrödinger equation on $\mathbb{R}$.
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#### Abstract

A multiscale characterization of the field concentrations inside composite and polycrystalline media is developed. We focus on gradient fields associated with the intensive quantities given by the temperature and the electric potential. In the linear regime these quantities are modeled by the solution of a second order elliptic partial differential equation with oscillatory coefficients. The characteristic length scale of the heterogeneity relative to the sample size is denoted by $\varepsilon$ and the intensive quantity is denoted by $u^{\varepsilon}$. Field concentrations are measured using the $L^{p}$ norm of the gradient field $\left\|\nabla u^{\varepsilon}\right\|_{L^{p}(D)}$ for $2 \leq p<\infty$. The analysis focuses on the case when $0<\varepsilon \ll 1$. Explicit lower bounds on $\lim \inf _{\varepsilon \rightarrow 0}\left\|\nabla u^{\varepsilon}\right\|_{L^{p}(D)}$ are developed. These bounds provide a way to rigorously assess field concentrations generated by the microgeometry without having to compute the actual field $u^{\varepsilon}$.
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1. Introduction. The initiation of failure inside heterogeneous media is a multiscale phenomenon. Loads applied at the structural scale are often amplified by the microstructure, creating local zones of high field concentration. The local amplification of the applied field creates conditions that are favorable for failure initiation [8]. This paper focuses on gradient fields associated with the intensive quantities given by the temperature and the electric potential inside heterogeneous media. The local integrability of the gradient directly correlates with singularity strength, which influences the onset of failure such as dielectric breakdown.

In this work it is shown how to assess the $L^{p}$ integrability of the gradient fields in microstructured media by investigating the multiscale integrability of suitably defined quantities. The analysis is carried out with minimal regularity assumptions on the coefficients describing the local properties inside the heterogeneous media. The results are described in terms of the $p$ th order moments of the solution of two-scale corrector problems. The quantities are sensitive to microscopic field concentrations and can become divergent for $p>2$. This is in contrast to the well-known effective constitutive properties, which are based upon local averages and are bounded above independently of the microgeometry.

The results given here are presented in the context of two-scale homogenization [1], [18]. We consider a bounded domain $\Omega$ in $\mathbf{R}^{n}, n \geq 2$. A common microstructure

[^63]that admits a two-scale description is a simple generalization of a uniformly periodic microstructure and is described as follows. Consider a partition of the domain $\Omega$ made up of measurable subsets $\Omega_{\ell}, \ell=1,2, \ldots, K$, such that $\Omega=\cup_{\ell=1}^{K} \Omega_{\ell}$. Inside each subdomain $\Omega_{\ell}$ we place a different periodic microstructure made from $N$ anisotropic heat conductors. This type of microstructure will be referred to as a piecewise periodic microstructure [4]. Well-known engineering composites that are modeled by piecewise periodic microstructures include fiber reinforced laminates [6], [19], [21].

The thermal conductivity tensor for the piecewise periodic microstructure is described as follows. The indicator function for each of the subdomains $\Omega_{\ell}$ is denoted by $\chi_{\Omega_{\ell}}(\mathbf{x})$, taking the value 1 for points in $\Omega_{\ell}$ and 0 outside. In order to describe the periodic microstructure inside the $\ell$ th subdomain we introduce the unit period cell $Q$. The configuration of the $N$ phases inside $Q$ is described by the indicator functions $\chi_{\ell}^{i}(\mathbf{y}), i=1, \ldots, N$, associated with each phase. Here $\chi_{\ell}^{i}(\mathbf{y})=1$ for points inside the $i$ th phase and 0 outside. The length scale of the microstructure relative to the size of the domain $\Omega$ is given by $\varepsilon_{k}=1 / k, k=1,2 \ldots$. The microstructure is obtained by rescaling the configuration inside the unit period cell. The indicator function of the $i$ th conductor in the microstructured composite is given by

$$
\begin{equation*}
\chi_{i}^{\varepsilon_{k}}(\mathbf{x})=\chi_{i}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)=\sum_{\ell}^{K} \chi_{\Omega_{\ell}}(\mathbf{x}) \chi_{\ell}^{i}\left(\mathbf{x} / \varepsilon_{k}\right) \tag{1.1}
\end{equation*}
$$

The local conductivity tensor $A^{\varepsilon_{k}}$ has a two-scale structure and is given by

$$
\begin{equation*}
A^{\varepsilon_{k}}(\mathbf{x})=A\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)=\sum_{i}^{N} A^{i} \chi_{i}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \tag{1.2}
\end{equation*}
$$

Other heterogeneous media that are amenable to similar or more general two-scale descriptions include polycrystalline materials such as metals and ceramics. We state the general hypotheses under which the two-scale homogenization theory applies; see [1] and [2]. It is assumed that $A(\mathbf{x}, \mathbf{y})$ is a matrix defined on $\Omega \times Q$ and there exist positive numbers $\alpha<\beta$ such that for every vector $\eta$ in $\mathbf{R}^{n}$,

$$
\begin{equation*}
\alpha|\eta|^{2} \leq A(\mathbf{x}, \mathbf{y}) \eta \cdot \eta \leq \beta|\eta|^{2} \tag{1.3}
\end{equation*}
$$

The conductivity $A_{i j}(\mathbf{x}, \mathbf{y})$ is $Q$-periodic in the second variable, $A_{i j}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)$ is measurable and satisfies

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{\Omega}\left|A_{i j}\left(\mathbf{x}, \frac{\mathbf{x}}{\varepsilon_{k}}\right)\right|^{2} d \mathbf{x}=\int_{\Omega \times Q}\left|A_{i j}(\mathbf{x}, \mathbf{y})\right|^{2} d \mathbf{x} d \mathbf{y} \tag{1.4}
\end{equation*}
$$

and for any suitable two-scale trial field $\psi(\mathbf{x}, \mathbf{y})$,

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{\Omega} A_{i j}\left(\mathbf{x}, \frac{\mathbf{x}}{\varepsilon_{k}}\right) \psi\left(x, \frac{\mathbf{x}}{\varepsilon_{k}}\right) d \mathbf{x}=\int_{\Omega \times Q} A_{i j}(\mathbf{x}, \mathbf{y}) \psi(\mathbf{x}, \mathbf{y}) d \mathbf{x} d \mathbf{y} \tag{1.5}
\end{equation*}
$$

The convergence given by (1.5) is a weak convergence and is known as two-scale convergence [1], [18]. The space of suitable two-scale trials is denoted by $L^{2}\left[D ; C_{p e r}(Q)\right]$. Here $C_{p e r}(Q)$ denotes $Q$-periodic continuous functions defined on $\mathbf{R}^{3}$, and the space $L^{2}\left[D ; C_{p e r}(Q)\right]$ is the space of functions $h: \Omega \rightarrow C_{p e r}(Q)$ which are measurable and satisfy $\int_{\Omega}\|h(\mathbf{x})\|_{C_{p e r}(Q)}^{2} d \mathbf{x}<\infty$. The norm $\|h(\mathbf{x})\|_{C_{p e r}(Q)}$ is defined by $\sup _{\mathbf{y} \in Q}|h(\mathbf{x}, \mathbf{y})|$.

In what follows, no other regularity hypothesis on the conductivity matrix $A(\mathbf{x}, \mathbf{y})$ is made.

The temperature field $u^{\varepsilon_{k}}$ associated with the conductivity tensor field $A^{\varepsilon_{k}}(\mathbf{x})=$ $A\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)$ is the solution of the equilibrium equation

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon_{k}}(\mathbf{x}) \nabla u^{\varepsilon_{k}}\right)=f \text { in } \Omega \tag{1.6}
\end{equation*}
$$

with the boundary conditions given by $u^{\varepsilon_{k}}=0$ on $\partial \Omega_{D}$ and $\mathbf{n} \cdot A^{\varepsilon_{k}} \nabla u^{\varepsilon_{k}}=g$ on $\partial \Omega_{N}$ with $\partial \Omega_{D} \cap \partial \Omega_{N}=\emptyset$ and $\partial \Omega=\overline{\partial \Omega}_{D} \cup \overline{\partial \Omega}_{N}$.

In what follows, we consider the limit as $\varepsilon_{k}$ tends to zero. We fix a subdomain $D$ of $\Omega$ and derive lower bounds on

$$
\begin{equation*}
\liminf _{\varepsilon_{k} \rightarrow 0}\left\|\nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)} \tag{1.7}
\end{equation*}
$$

The lower bound is expressed in terms of a two-scale integral that encodes the field amplification properties of the microstructure. It is formulated in terms of the solution of the homogenized problem together with a local corrector matrix that captures the interaction between the periodic microstructure and the gradients of the homogenized temperature field. The bounds introduced here provide a rigorous way to assess field concentrations generated by the microgeometry without having to compute the full solution $u^{\varepsilon_{k}}$.

We consider an orthonormal basis for $\mathbf{R}^{n}$ and denote the basis vectors by $\mathbf{e}^{i}$, $i=1, \ldots, n$. The lower bound is given in terms of the solutions $w^{i}(\mathbf{x}, \mathbf{y})$ to the local periodic problem. For each $\mathbf{x}$ in $\Omega$, the function $w^{i}(\mathbf{x}, \mathbf{y})$ is a $Q$-periodic function of the second variable $\mathbf{y}$ and is a solution of

$$
\begin{equation*}
\operatorname{div}_{\mathbf{y}}\left(A(\mathbf{x}, \mathbf{y})\left(\nabla_{\mathbf{y}} w^{i}(\mathbf{x}, \mathbf{y})+\mathbf{e}^{i}\right)\right)=0 \tag{1.8}
\end{equation*}
$$

with $\int_{Q} w^{i}(\mathbf{x}, \mathbf{y}) d \mathbf{y}=0$. The corrector matrix $P(\mathbf{x}, \mathbf{y})$ is defined by

$$
\begin{equation*}
P_{i j}(\mathbf{x}, \mathbf{y})=\partial_{y_{j}} w^{i}(\mathbf{x}, \mathbf{y})+\delta_{i j} \tag{1.9}
\end{equation*}
$$

where $\delta_{i j}=1$ for $i=j$ and 0 otherwise. The associated effective conductivity tensor $A^{E}(\mathbf{x})$ is given by

$$
\begin{equation*}
A^{E}(\mathbf{x})=\int_{Q} A(\mathbf{x}, \mathbf{y}) P(\mathbf{x}, \mathbf{y}) d \mathbf{y} \tag{1.10}
\end{equation*}
$$

The two-scale homogenization theory gives the following theorem [1].
Theorem 1.1 (two-scale homogenization theorem). The sequence of solutions $\left\{u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ of (1.6) converges weakly to $u^{H}(\mathbf{x})$ in $H^{1}(\Omega)$, where $u^{H}$ is the solution of the homogenized problem

$$
\begin{align*}
-\operatorname{div}\left(A^{E}(\mathbf{x}) \nabla u^{H}(\mathbf{x})\right) & =f(\mathbf{x}) \text { in } \Omega, \\
u^{H}(\mathbf{x}) & =0 \text { on } \partial \Omega_{D}, \text { and } \\
\mathbf{n} \cdot A^{E} \nabla u^{H} & =g \text { on } \partial \Omega_{N} \tag{1.11}
\end{align*}
$$

The field concentration functions of order $p$ are defined by

$$
\begin{equation*}
f_{p}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \equiv\left(\int_{Q}\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y}\right)^{1 / p}, \quad 2 \leq p \leq \infty \tag{1.12}
\end{equation*}
$$

and $f_{p}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \leq f_{q}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right)$ for $p \leq q$. It is clear that $f_{p}$ corresponds to a $p$ th order moment of the corrector matrix (1.9) and that

$$
\begin{equation*}
f_{\infty}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \equiv \lim _{p \rightarrow \infty}\left(\int_{Q}\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y}\right)^{1 / p} \tag{1.13}
\end{equation*}
$$

ThEOREM 1.2 (lower bounds on field concentrations). For $2 \leq p<\infty$,

$$
\begin{equation*}
\left(\int_{D}\left(f_{p}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right)\right)^{p} d \mathbf{x}\right)^{1 / p} \leq \liminf _{\varepsilon_{k} \rightarrow 0}\left\|\nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)} \tag{1.14}
\end{equation*}
$$

For multiphase conductivity problems with coefficients described by (1.2), the field concentration functions of order $p$ are defined for each phase and are given by

$$
\begin{equation*}
f_{p}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \equiv\left(\int_{Q} \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y}\right)^{1 / p}, i=1, \ldots, N, 2 \leq p \leq \infty \tag{1.15}
\end{equation*}
$$

and $f_{p}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \leq f_{q}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right)$ for $p \leq q$. As before, one defines

$$
\begin{equation*}
f_{\infty}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right) \equiv \lim _{p \rightarrow \infty}\left(\int_{Q} \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y}\right)^{1 / p} \tag{1.16}
\end{equation*}
$$

For this case, lower bounds on

$$
\begin{equation*}
\liminf _{\varepsilon_{k} \rightarrow 0}\left\|\chi_{i}^{\varepsilon_{k}} \nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)} \tag{1.17}
\end{equation*}
$$

are given by the following theorem.
Theorem 1.3 (lower bounds for multiphase composites). For $2 \leq p<\infty$,

$$
\begin{equation*}
\left(\int_{D}\left(f_{p}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right)\right)^{p} d \mathbf{x}\right)^{1 / p} \leq \liminf _{\varepsilon_{k} \rightarrow 0}\left\|\chi_{i}^{\varepsilon_{k}} \nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)} \tag{1.18}
\end{equation*}
$$

The bounds can be applied to develop a Chebyshev inequality for the distribution functions associated with the sequence $\left\{\chi_{i}^{\varepsilon_{k}}\left|\nabla u^{\varepsilon_{k}}\right|\right\}_{\varepsilon_{k}>0}$. Here the distribution function $\lambda_{i}^{\varepsilon_{k}}(D, t)$ gives the measure of the set inside $D$, where $\chi_{i}^{\varepsilon_{k}}\left|\nabla u^{\varepsilon_{k}}\right|>t$.

Arguing as in Proposition 2.1 of [12] and combining with (1.18) gives the following.
Theorem 1.4 (homogenized Chebyshev inequality).

$$
\begin{equation*}
\limsup _{\varepsilon_{k} \rightarrow 0} \lambda_{i}^{\varepsilon_{k}}(D, t) \leq t^{-p}\left(\int_{D}\left(f_{p}^{i}\left(\mathbf{x}, \nabla u^{H}(\mathbf{x})\right)\right)^{p} d \mathbf{x}\right) \leq t^{-p} \liminf _{\varepsilon_{k} \rightarrow 0}\left\|\chi_{i}^{\varepsilon_{k}} \nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)}^{p} \tag{1.19}
\end{equation*}
$$

We point out that Theorems 1.2 and 1.3 are obtained using the minimum regularity assumptions on the coefficients $A^{\varepsilon_{k}}$. Because of this, the hypotheses of Theorem 2.6 in [1] do not apply, and one cannot take advantage of the strong convergence given in that theorem. Instead, the theorems are proved using a perturbation approach introduced in [11] and [13]; see also our section 2.

The lower bounds are sensitive to the presence of singularities generated by the microstructure. To illustrate this we consider a microstructure made from a periodic


Fig. 1. Unit period cell with Schulgasser crystallites embedded inside a material with unit thermal conductivity.
distribution of uniaxial crystallites embedded in an isotropic matrix of unit conductivity. The period cell for the composite is illustrated in Figure 1. Each crystallite occupies a sphere and has conductivity $\lambda_{1}$ in the radial direction and $\lambda_{2}$ in the tangential direction. The dispersion of the $N$ crystallites is specified by $\cup_{\ell}^{N} B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$, where $B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$ denotes the $\ell$ th sphere centered at $\mathbf{y}^{\ell}$ with radius $r_{\ell}$. Each crystallite has a conductivity tensor given by

$$
\begin{equation*}
A(\mathbf{y})=\lambda_{1} \mathbf{n} \otimes \mathbf{n}+\lambda_{2}(I-\mathbf{n} \otimes \mathbf{n}) \tag{1.20}
\end{equation*}
$$

where $\mathbf{n}=\left(\mathbf{y}-\mathbf{y}^{\ell}\right) /\left|\mathbf{y}-\mathbf{y}^{\ell}\right|$ for $\mathbf{y}$ in $B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$ and $I$ is the $3 \times 3$ identity. Outside the crystallites we set $A(\mathbf{y})=I$. It is assumed that the aggregate of crystallites occupy a portion of the unit cell $Q$ of volume $0<\theta<1$. It is noted that the conductivity inside each crystallite is precisely the one employed in the Schulgasser sphere assemblage [22].

When a constant gradient field is applied to a single isolated crystallite and when $\lambda_{1}>\lambda_{2}$, the crystallite exhibits a gradient field singularity at its center. In what follows, we use the lower bound (1.14) to show how this local information affects the integrability of the sequence $\left\{\nabla u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$. We form $A^{\varepsilon_{k}}=A\left(\mathbf{x} / \varepsilon_{k}\right)$ and consider solutions $u^{\varepsilon_{k}}$ of (1.6). To fix ideas we choose $f$ to be in $L^{r}(\Omega)$ for $r>3$ and $g$ to be in $L^{2}\left(\partial \Omega_{N}\right)$. In what follows, $\lambda_{2}$ is restricted to lie in the interval $1 / 2<\lambda_{2}<1$, and $\lambda_{1}=1 /\left(2 \lambda_{2}-1\right)$. For this choice it is shown in section 3 that the homogenized temperature field $u^{H}$ is the solution of (1.11) with $A^{E}=I$.

For $D$ compactly contained in $\Omega$, it follows from the $L^{p}$ theory [15] that $\left\|\nabla u^{H}\right\|_{L^{p}(D)}<\infty$ for every $1 \leq p<\infty$. On the other hand, calculation and application of Theorem 1.2 show that

$$
\begin{equation*}
L B(p) \times\left\|\nabla u^{H}\right\|_{L^{p}(D)} \leq \liminf _{\varepsilon_{k} \rightarrow 0}\left\|\nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)} \tag{1.21}
\end{equation*}
$$

where

$$
L B(p)= \begin{cases}\frac{3 p \theta\left(2 \lambda_{2}-1\right)}{2\left(1-\lambda_{2}\right)\left(\frac{3}{2\left(1-\lambda_{2}\right)}-p\right)}+(1-\theta) & \text { for } p<\frac{3}{2\left(1-\lambda_{2}\right)}  \tag{1.22}\\ +\infty & \text { for } p \geq \frac{3}{2\left(1-\lambda_{2}\right)}\end{cases}
$$

For a fixed choice of $\lambda_{2}$, the value $p_{c}=\frac{3}{2\left(1-\lambda_{2}\right)}$ satisfies $3<p_{c}<+\infty$, and we have

$$
\begin{equation*}
\liminf _{\varepsilon_{k} \rightarrow 0}\left\|\nabla u^{\varepsilon_{k}}\right\|_{L^{p}(D)}=+\infty \text { for } p \geq p_{c} \tag{1.23}
\end{equation*}
$$

This is in stark contrast to the $L^{p}$ integrability of the gradient of the homogenized solution, which holds for any $p<+\infty$. It is clear from this example that the information carried by the homogenized problem is not adequate and misses the singular behavior exhibited by the sequence $\left\{\nabla u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$. This example shows that failure initiation criteria based solely upon the solution of the homogenized equations will be optimistic. The inequalities given above are established in section 3.

The maximum integrability exponent for the gradient of the solution of the local problem (1.8) is referred to as the threshold exponent for the composite. The threshold exponent is introduced in the work of Milton [16] and measures the worst singularity of the gradient field. The threshold exponent is precisely $p_{c}$ for the local problem considered here and corresponds to the divergence in the lower bound for $p \geq p_{c}$.

Next we consider an example for which the sequence $\left\{\nabla u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ is uniformly bounded in $L^{p}$ for some class of coefficients and right-hand sides $f$. For this case we show that the lower bound given in Theorem 1.2 is attained. In this example we make use of the a priori estimates for $\left\{\nabla u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ developed in Theorem 4 of Avellaneda and Lin [3]. Let $\Omega$ be a $C^{1, \alpha}$ domain $(0<\alpha \leq 1)$ and suppose for $0<\gamma \leq 1, C>0$, that $A(\mathbf{y}) \in C^{\gamma}\left(\mathbf{R}^{n}\right)$ and $\|A(\mathbf{y})\|_{C^{\gamma}\left(\mathbf{R}^{n}\right)} \leq C$. Then we choose $A^{\varepsilon_{k}}=A\left(\mathbf{x} / \varepsilon_{k}\right)$. For $\delta>0$ suppose $2 \leq q \leq n+\delta$ and $f \in L^{q}$ and set $1 / \hat{q}=1 / q-1 /(n+\delta)$. Given these choices, we consider the $W_{0}^{1,2}(\Omega)$ solutions $u^{\varepsilon_{k}}$ of

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon_{k}}(\mathbf{x}) \nabla u^{\varepsilon_{k}}\right)=f \text { in } \Omega \tag{1.24}
\end{equation*}
$$

It is shown in section 4 that (1.14) holds with equality for every $p$ such that $p<\hat{q}$. In fact, it is seen more generally that, for $p<\hat{q}$ and any Carathéodory function $\psi: D \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ satisfying

$$
\begin{equation*}
|\psi(\mathbf{x}, \eta)| \leq|\eta|^{p} \text { for a.e. } \mathbf{x} \in D \text { and } \eta \in \mathbf{R}^{3} \tag{1.25}
\end{equation*}
$$

we have

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{D} \psi\left(\mathbf{x}, \nabla u^{\varepsilon_{k}}(\mathbf{x})\right) d \mathbf{x}=\int_{D} \int_{Q} \psi\left(\mathbf{x}, P(\mathbf{y}) \nabla u^{H}(\mathbf{x})\right) d \mathbf{y} d \mathbf{x} . \tag{1.26}
\end{equation*}
$$

This is established in section 4.
It is anticipated that there are several classes of conductivity coefficients and right-hand sides $f$ for which the lower bounds are attained. In this direction we point out the a priori estimates given in [7], [9], [10], and [23].

We conclude by noting that the analogues of the field concentration functions (1.12) and (1.15) have appeared earlier in the contexts of G-convergence and random media; see [11] and [12]. In those treatments they are shown to provide upper bounds for the distribution function of the local stress and electric field for G-convergent sequences of elasticity tensors and random dielectric tensors.
2. Derivation of the lower bounds. We recall the weak formulation of the $\varepsilon_{k}>0$ problem given by (1.6). Let $V$ denote the closure in $H^{1}(\Omega)$ of all smooth functions that vanish on $\partial \Omega_{D}$. We suppose that $f$ is in $L^{2}(\Omega)$ and $g$ belongs to
$L^{2}\left(\partial \Omega_{N}\right)$. The function $u^{\varepsilon_{k}}$ belonging to $V$ is the solution of the weak formulation of the boundary value problem given by

$$
\begin{equation*}
\int_{\Omega} A\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \nabla u^{\varepsilon_{k}} \cdot \nabla \varphi d \mathbf{x}=\int_{\Omega} f \varphi d \mathbf{x}+\int_{\partial \Omega_{N}} g \varphi d s \tag{2.1}
\end{equation*}
$$

for every $\varphi$ in $V$. Here $d s$ is an element of surface area.
In order to express the two-scale weak formulation of (1.11) we introduce the following function spaces. The space of square integrable $Q$-periodic mean zero functions with square integrable derivatives is denoted by $H_{p e r}^{1}(Q) / \mathbf{R}$. The norm of an element $v$ in this space is denoted by $\|v\|_{H_{p e r}^{1}(Q) / \mathbf{R}}$. The space of measurable functions $h$ from $\Omega$ to $H_{p e r}^{1}(Q) / \mathbf{R}$ for which $\int_{\Omega}\|h(\mathbf{x})\|_{H_{p e r}(Q) / \mathbf{R}}^{2} d \mathbf{x}<\infty$ is denoted by $L^{2}\left[\Omega ; H_{p e r}^{1}(Q) / \mathbf{R}\right]$. This function space was introduced for the description of the two-scale homogenized problem in [18]. The weak formulation of the two-scale homogenized problem (1.11) is given by the unfolded variational principle [1], [5], [14].

Theorem 2.1 (unfolded variational principle). The pair $\left(u^{H}, u_{1}\right)$ is the unique solution in $V \times L^{2}\left[\Omega ; H_{p e r}^{1}(Q) / \mathbf{R}\right]$ of

$$
\begin{align*}
& \int_{\Omega} \int_{Q} A(\mathbf{x}, \mathbf{y})\left(\nabla u^{H}(\mathbf{x})+\nabla_{\mathbf{y}} u_{1}(\mathbf{x}, \mathbf{y})\right) \cdot\left(\nabla \varphi(\mathbf{x})+\nabla_{\mathbf{y}} \varphi_{1}(\mathbf{x}, \mathbf{y})\right) d \mathbf{y} d \mathbf{x} \\
& =\int_{\Omega} f \varphi d \mathbf{x}+\int_{\partial \Omega_{N}} g \varphi d s \tag{2.2}
\end{align*}
$$

for every $\left(\varphi, \varphi_{1}\right)$ in $V \times L^{2}\left[\Omega ; H_{p e r}^{1}(Q) / \mathbf{R}\right]$. Moreover,

$$
\begin{equation*}
\nabla u^{H}+\nabla_{\mathbf{y}} u_{1}(\mathbf{x}, \mathbf{y})=P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x}) . \tag{2.3}
\end{equation*}
$$

In order to establish Theorems 1.2 and 1.3 we recall the function spaces used in the description of two-scale convergence [14]. The space $C_{p e r}(Q)$ denotes $Q$-periodic continuous functions defined on $\mathbf{R}^{3}$. For $1 \leq r<\infty$, the space $L^{r}\left[D ; C_{\text {per }}(Q)\right]$ is the space of functions $h: D \rightarrow C_{\text {per }}(Q)$, which are measurable and satisfy $\int_{D}\|h(\mathbf{x})\|_{C_{\text {per }(Q)}}^{r} d \mathbf{x}<$ $\infty$. Here $\|h(\mathbf{x})\|_{C_{\text {per }}(Q)}=\sup _{\mathbf{y} \in Q}|h(\mathbf{x}, \mathbf{y})|$. The intersection of the spaces $L^{\infty}(D \times Q)$ and $L^{r}\left[D ; C_{p e r}(Q)\right]$ is denoted by $V^{r}$. For $1<r<\infty$ we introduce $1<r^{\prime}<\infty$ such that $\frac{1}{r}+\frac{1}{r^{\prime}}=1$. We establish Theorems 1.2 and 1.3 with the aid of the following lemmas.

Lemma 2.1 (localization lemma). Fix a domain of interest $D$ inside $\Omega$. Let $q(\mathbf{x}, \mathbf{y})$ be any test function in $V^{r}$; then one can pass to the limit $\varepsilon_{k} \rightarrow 0$ in the sequence of solutions $\left\{u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ of (1.6) to obtain

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{D} q\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\left|\nabla u^{\varepsilon_{k}}\right|^{2} d \mathbf{x}=\int_{D} \int_{Q} q(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2} d \mathbf{y} d \mathbf{x} . \tag{2.4}
\end{equation*}
$$

For multiphase composites with coefficients described by (1.2) we restrict our attention to the inside of each phase and state the following lemma.

Lemma 2.2 (localization lemma in multiphase composites). Let $q(\mathbf{x}, \mathbf{y})$ be any test function in $V^{r}$; then one can pass to the limit $\varepsilon_{k} \rightarrow 0$ in the sequence of solutions $\left\{u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ of (1.6) to obtain

$$
\begin{align*}
& \lim _{\varepsilon_{k} \rightarrow 0} \int_{D} q\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \chi_{i}^{\varepsilon_{k}}(\mathbf{x})\left|\nabla u^{\varepsilon_{k}}\right|^{2} d \mathbf{x} \\
& =\int_{D} \int_{Q} q(\mathbf{x}, \mathbf{y}) \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2} d \mathbf{y} d \mathbf{x} . \tag{2.5}
\end{align*}
$$

The proofs of Lemmas 2.1 and 2.2 are given at the end of this section.
To illustrate the ideas, we use Lemma 2.2 to establish Theorem 1.3, noting that Theorem 1.2 follows from Lemma 2.1 in the same way.

Proof of Theorem 1.3. For each $\varepsilon_{k}>0$, we apply Hölder's inequality to the left side of $(2.5)$ to obtain

$$
\begin{align*}
& \int_{D} \int_{Q} q(\mathbf{x}, \mathbf{y}) \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2} d \mathbf{y} d \mathbf{x} \\
& \leq \lim _{\varepsilon_{k} \rightarrow 0}\left(\int_{D}\left|q\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\right|^{r} d x\right)^{1 / r} \liminf _{\varepsilon_{k} \rightarrow 0}\left(\int_{D} \chi_{i}^{\varepsilon_{k}}(\mathbf{x})\left|\nabla u^{\varepsilon_{k}}\right|^{2 r^{\prime}} d \mathbf{x}\right)^{1 / r^{\prime}} \tag{2.6}
\end{align*}
$$

Noting [14] that

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0}\left(\int_{D}\left|q\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\right|^{r} d x\right)^{1 / r}=\left(\int_{D} \int_{Q}|q(\mathbf{x}, \mathbf{y})|^{r} d \mathbf{y} d \mathbf{x}\right)^{1 / r} \equiv\|q(\mathbf{x}, \mathbf{y})\|_{L^{r}(D \times Q)} \tag{2.7}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{\int_{D} \int_{Q} q(\mathbf{x}, \mathbf{y}) \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2} d \mathbf{y} d \mathbf{x}}{\|q(\mathbf{x}, \mathbf{y})\|_{L^{r}(D \times Q)}} \leq \liminf _{\varepsilon_{k} \rightarrow 0}\left(\int_{D} \chi_{i}^{\varepsilon_{k}}(\mathbf{x})\left|\nabla u^{\varepsilon_{k}}\right|^{2 r^{\prime}} d \mathbf{x}\right)^{1 / r^{\prime}} \tag{2.8}
\end{equation*}
$$

Since $V^{r}$ is dense in $L^{r}(D \times Q)$, we substitute an approximation of

$$
\chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2 r^{\prime}-2}
$$

for $q$ in (2.8) to find that

$$
\begin{equation*}
\left(\int_{D} \int_{Q} \chi_{i}(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2 r^{\prime}} d \mathbf{y} d \mathbf{x}\right)^{1 / r^{\prime}} \leq \liminf _{\varepsilon_{k} \rightarrow 0}\left(\int_{D} \chi_{i}^{\varepsilon_{k}}(\mathbf{x})\left|\nabla u^{\varepsilon_{k}}\right|^{2 r^{\prime}} d \mathbf{x}\right)^{1 / r^{\prime}} \tag{2.9}
\end{equation*}
$$

Theorem 1.3 follows for $2<p<\infty$ upon taking the square root on both sides of (2.9). The case $p=2$ follows immediately upon choosing $q(\mathbf{x}, \mathbf{y})=1$ in Lemma 2.2.

We conclude by providing the proof of Lemma 2.2; note that the proof of Lemma 2.1 is identical.

Proof of Lemma 2.2. The indicator function of the set of interest $D$ is denoted by $\chi_{D}(\mathbf{x})$. We choose a test function $q(\mathbf{x}, \mathbf{y})$ in $V^{r}$ and set $p(\mathbf{x}, \mathbf{y})=\chi_{D}(\mathbf{x}) \chi_{i}(\mathbf{x}, \mathbf{y}) q(\mathbf{x}, \mathbf{y})$. For $\delta \beta>0$ we form the perturbed conductivity tensor $\tilde{A}_{i j}(\mathbf{x}, \mathbf{y})=A_{i j}(\mathbf{x}, \mathbf{y})+$ $\delta \beta p(\mathbf{x}, \mathbf{y}) \delta_{i j}$. We choose $\delta \beta$ sufficiently small so that $\tilde{A}(\mathbf{x}, \mathbf{y})$ satisfies (1.3). By construction, $\tilde{A}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)$ is measurable and satisfies (1.4) and (1.5). Consider the associated solution $\tilde{u}^{\varepsilon_{k}}$ in $V$ of the weak formulation of the boundary value problem given by

$$
\begin{equation*}
\int_{\Omega} \tilde{A}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \nabla \tilde{u}^{\varepsilon_{k}} \cdot \nabla \varphi d \mathbf{x}=\int_{\Omega} f \varphi d \mathbf{x}+\int_{\partial \Omega_{N}} g \varphi d s \quad \text { for every } \varphi \text { in } V \tag{2.10}
\end{equation*}
$$

Set $\tilde{u}^{\varepsilon_{k}}=u^{\varepsilon_{k}}+\delta u^{\varepsilon_{k}}$; subtraction of (2.1) from (2.10) gives

$$
\begin{equation*}
\int_{\Omega} \tilde{A}\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \nabla \delta u^{\varepsilon_{k}} \cdot \nabla \varphi d \mathbf{x}+\int_{\Omega} \delta \beta p\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \nabla u^{\varepsilon_{k}} \cdot \nabla \varphi d \mathbf{x}=0 \tag{2.11}
\end{equation*}
$$

Choosing $\varphi=u^{\varepsilon_{k}}$ in (2.11) and applying the identity

$$
\begin{equation*}
\int_{\Omega} A\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right) \nabla u^{\varepsilon_{k}} \cdot \nabla \delta u^{\varepsilon_{k}} d \mathbf{x}=\int_{\Omega} f \delta u^{\varepsilon_{k}} d \mathbf{x}+\int_{\partial \Omega_{N}} g \delta u^{\varepsilon_{k}} d s \tag{2.12}
\end{equation*}
$$

gives

$$
\begin{equation*}
\delta \beta \times \int_{\Omega} p\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\left|\nabla u^{\varepsilon_{k}}\right|^{2} d \mathbf{x}+T^{\varepsilon_{k}}=-\int_{\Omega} f \delta u^{\varepsilon_{k}} d \mathbf{x}-\int_{\partial \Omega_{N}} g \delta u^{\varepsilon_{k}} d s \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
T^{\varepsilon_{k}}=\delta \beta \times \int_{\Omega} p\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\left(\nabla \delta u^{\varepsilon_{k}}\right) \cdot \nabla u^{\varepsilon_{k}} d \mathbf{x} \tag{2.14}
\end{equation*}
$$

Next set $\varphi=\delta u^{\varepsilon_{k}}$ in (2.11); it then follows from Cauchy's inequality and (1.3) that

$$
\begin{equation*}
\left\|\nabla \delta u^{\varepsilon_{k}}\right\|_{L^{2}(\Omega)} \leq C \delta \beta \tag{2.15}
\end{equation*}
$$

where here and throughout $C$ denotes a generic constant independent of $\varepsilon_{k}$. From this it is evident that

$$
\begin{equation*}
\left|T^{\varepsilon_{k}}\right|<C \delta \beta^{2} . \tag{2.16}
\end{equation*}
$$

Next we pass to the $\varepsilon_{k} \rightarrow 0$ limit and apply Theorems 1.1 and 2.1 to find that the sequence $\left\{\tilde{u}^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0}$ converges weakly in $H^{1}(\Omega)$ to $\tilde{u}^{H}$, where $\left(\tilde{u}^{H}, \tilde{u}_{1}\right)$ is the solution in $V \times L^{2}\left[\Omega ; H_{p e r}^{1}(Q) / \mathbf{R}\right]$ of

$$
\begin{align*}
& \int_{\Omega} \int_{Q} \tilde{A}(\mathbf{x}, \mathbf{y})\left(\nabla \tilde{u}^{H}(\mathbf{x})+\nabla_{\mathbf{y}} \tilde{u}_{1}(\mathbf{x}, \mathbf{y})\right) \cdot\left(\nabla \varphi(\mathbf{x})+\nabla_{\mathbf{y}} \varphi_{1}(\mathbf{x}, \mathbf{y})\right) d \mathbf{y} d \mathbf{x} \\
& =\int_{\Omega} f \varphi d \mathbf{x}+\int_{\partial \Omega_{N}} g \varphi d s \tag{2.17}
\end{align*}
$$

for every $\left(\varphi, \varphi_{1}\right)$ in $V \times L^{2}\left[\Omega ; H_{p e r}^{1}(Q) / \mathbf{R}\right]$. Set $\tilde{u}^{H}-u^{H}=\delta u^{H}, \tilde{u}_{1}-u_{1}=\delta u_{1}$; subtraction of (2.2) from (2.17) gives
$(2.18)+\int_{\Omega} \int_{Q} \delta \beta p(\mathbf{x}, \mathbf{y})\left(\nabla u^{H}(\mathbf{x})+\nabla_{\mathbf{y}} u_{1}(\mathbf{x}, \mathbf{y})\right) \cdot\left(\nabla \varphi(\mathbf{x})+\nabla_{\mathbf{y}} \varphi_{1}(\mathbf{x}, \mathbf{y})\right) d \mathbf{y} d \mathbf{x}=0$.
Choosing $\left(\varphi, \varphi_{1}\right)=\left(u^{H}, u_{1}\right)$ in (2.18) together with the identity

$$
\begin{align*}
& \int_{\Omega} \int_{Q} A(\mathbf{x}, \mathbf{y})\left(\nabla u^{H}(\mathbf{x})+\nabla_{\mathbf{y}} u_{1}(\mathbf{x}, \mathbf{y})\right) \cdot\left(\nabla \delta u^{H}(\mathbf{x})+\nabla_{\mathbf{y}} \delta u_{1}(\mathbf{x}, \mathbf{y})\right) d \mathbf{y} d \mathbf{x} \\
& =\int_{\Omega} f \delta u^{H} d \mathbf{x}+\int_{\partial \Omega_{N}} g \delta u^{H} d s \tag{2.19}
\end{align*}
$$

gives

$$
\begin{align*}
& \delta \beta \times \int_{\Omega} \int_{Q} p(\mathbf{x}, \mathbf{y})\left|P(\mathbf{x}, \mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{2} d \mathbf{y} d \mathbf{x}+\tilde{T} \\
& =-\int_{\Omega} f \delta u^{H} d \mathbf{x}-\int_{\partial \Omega_{N}} g \delta u^{H} d s \tag{2.20}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{T}=\delta \beta \times \int_{\Omega} \int_{Q} p(\mathbf{x}, \mathbf{y})\left(\nabla \delta u^{H}+\nabla_{\mathbf{y}} \delta u_{1}(\mathbf{x}, \mathbf{y})\right) \cdot\left(\nabla u^{H}+\nabla_{\mathbf{y}} u_{1}(\mathbf{x}, \mathbf{y})\right) d \mathbf{x} . \tag{2.21}
\end{equation*}
$$

Next set $\left(\varphi, \varphi_{1}\right)=\left(\delta u^{H}, \delta u_{1}\right)$ in (2.18); it then follows from Cauchy's inequality and (1.3) that

$$
\begin{equation*}
\left\|\nabla \delta u^{H}+\nabla_{y} \delta u_{1}\right\|_{L^{2}(\Omega \times Q)} \leq C \delta \beta, \tag{2.22}
\end{equation*}
$$

and it follows easily that

$$
\begin{equation*}
|\tilde{T}|<C \delta \beta^{2} \tag{2.23}
\end{equation*}
$$

Taking the $\varepsilon_{k} \rightarrow 0$ limit in (2.13), noting that $\lim _{\varepsilon_{k} \rightarrow 0} \delta u^{\varepsilon_{k}}=\delta u^{H}$ (weakly in $H^{1}(\Omega)$ ), and recalling (2.16) gives

$$
\begin{equation*}
\delta \beta \times \lim _{\varepsilon_{k} \rightarrow 0} \int_{\Omega} p\left(\mathbf{x}, \mathbf{x} / \varepsilon_{k}\right)\left|\nabla u^{\varepsilon_{k}}\right|^{2} d \mathbf{x}+O\left(\delta \beta^{2}\right)=-\int_{\Omega} f \delta u^{H} d \mathbf{x}-\int_{\partial \Omega_{N}} g \delta u^{H} d s \tag{2.24}
\end{equation*}
$$

Lemma 2.2 now follows immediately from (2.20), (2.23), and (2.24) and from identifying like powers of $\delta \beta$.
3. Explicit lower bounds for aggregates of Schulgasser crystallites. In this section we derive the lower bound (1.22) for the microstructure consisting of Schulgasser crystallites embedded within a homogeneous matrix with unit thermal conductivity. The temperature field inside the unit period cell $\Phi^{i}(\mathbf{y})=w^{i}(\mathbf{y})+\mathbf{y}_{i}$ is the solution of the local problem

$$
\begin{equation*}
\operatorname{div}_{\mathbf{y}}\left(A(\mathbf{y})\left(\nabla_{\mathbf{y}} w^{i}(\mathbf{y})+\mathbf{e}^{i}\right)\right)=0 \tag{3.1}
\end{equation*}
$$

with $w^{i} Q$-periodic and $\int_{Q} w^{i}(\mathbf{y}) d \mathbf{y}=0$. For this microstructure, $A(\mathbf{y})$ is given by (1.20) for $\mathbf{y}$ in $B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$ and $A(\mathbf{y})=I$ outside. Here we restrict $\lambda_{2}$ to the interval $(1 / 2,1)$ and choose $\lambda_{1}$ so that $\lambda_{1}=1 /\left(2 \lambda_{2}-1\right)$. A calculation shows that the solution $\Phi^{i}(\mathbf{y})$ is given by

$$
\Phi^{i}=\left\{\begin{array}{cl}
\mathbf{y}_{i}, & \mathbf{y} \in Q \backslash \cup_{\ell=1}^{N} B\left(\mathbf{y}^{\ell}, r_{\ell}\right),  \tag{3.2}\\
r_{\ell}^{1-\alpha}\left|\mathbf{y}-\mathbf{y}^{\ell}\right|^{\alpha-1}\left(\mathbf{y}_{i}-\mathbf{y}_{i}^{\ell}\right)+\mathbf{y}_{i}^{\ell}, & \mathbf{y} \in B\left(\mathbf{y}^{\ell}, r_{\ell}\right),
\end{array}\right.
$$

where $\alpha=2 \lambda_{2}-1$. The corrector matrix $P(\mathbf{y})$ is given by

$$
P(\mathbf{y})=\left\{\begin{array}{cl}
I, & \mathbf{y} \in Q \backslash \cup_{\ell=1}^{N} B\left(\mathbf{y}^{\ell}, r_{\ell}\right),  \tag{3.3}\\
r_{\ell}^{1-\alpha}\left|\mathbf{y}-\mathbf{y}^{\ell}\right|^{\alpha-1}(I+(\alpha-1) \mathbf{n} \otimes \mathbf{n}), & \mathbf{y} \in B\left(\mathbf{y}^{\ell}, r_{\ell}\right),
\end{array}\right.
$$

where $\mathbf{n}=\left(\mathbf{y}-\mathbf{y}^{\ell}\right) /\left|\mathbf{y}-\mathbf{y}^{\ell}\right|$ for $\mathbf{y} \in B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$. A direct calculation shows that

$$
\begin{equation*}
A^{E}=\int_{Q} A(\mathbf{y}) P(\mathbf{y}) d \mathbf{y}=I \tag{3.4}
\end{equation*}
$$

Next we provide the lower bound for $\int_{\Omega} \int_{Q}\left|P(\mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y} d \mathbf{x}$. Note for any $\eta$ in $\mathbf{R}^{3}$ that $P^{T}(\mathbf{y}) P(\mathbf{y}) \eta \cdot \eta=|P(\mathbf{y}) \eta|^{2}$. The smallest eigenvalue $\lambda(\mathbf{y})$ of $P^{T}(\mathbf{y}) P(\mathbf{y})$ delivers the lower bound $\lambda(\mathbf{y})|\eta|^{2} \leq|P(\mathbf{y}) \eta|^{2}$ and

$$
\begin{equation*}
\int_{\Omega} \int_{Q} \lambda(\mathbf{y})^{p / 2}\left|\nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y} d \mathbf{x} \leq \int_{\Omega} \int_{Q}\left|P(\mathbf{y}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{y} d \mathbf{x} \tag{3.5}
\end{equation*}
$$

Calculation shows that

$$
\begin{equation*}
\lambda(\mathbf{y})=\alpha^{2} r_{\ell}^{2(1-\alpha)}\left|\mathbf{y}-\mathbf{y}^{\ell}\right|^{2(\alpha-1)} \tag{3.6}
\end{equation*}
$$

for $\mathbf{y} \in B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$ and $\lambda(\mathbf{y})=1$ for $\mathbf{y} \in Q \backslash \cup_{\ell}^{N} B\left(\mathbf{y}^{\ell}, r_{\ell}\right)$. The lower bound (1.22) follows upon substitution of (3.6) into (3.5).
4. Optimality of the lower bounds. Conditions are presented on $f$ and $A(\mathbf{y})$ for which the lower bound (1.14) is attained for a range of exponents $2<p<\hat{q}$. We suppose, as in Avellaneda and Lin [3], that $\Omega$ is a $C^{1, \alpha}$ domain $(0<\alpha \leq 1)$ and suppose for $0<\gamma \leq 1,0<C$, that $A(\mathbf{y}) \in C^{\gamma}\left(\mathbf{R}^{n}\right)$ and $\|A(\mathbf{y})\|_{C^{\gamma}\left(\mathbf{R}^{n}\right)} \leq C$. We set $A^{\varepsilon_{k}}=A\left(\mathbf{x} / \varepsilon_{k}\right)$. For $\delta>0$ suppose $2 \leq q \leq n+\delta$ and $f \in L^{q}$ and set $1 / \hat{q}=1 / q-1 /(n+\delta)$. Given these choices, we consider the $W_{0}^{1,2}(\Omega)$ solutions $u^{\varepsilon_{k}}$ of

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon_{k}}(\mathbf{x}) \nabla u^{\varepsilon_{k}}\right)=f \text { in } \Omega \tag{4.1}
\end{equation*}
$$

Theorem 4 of [3] shows that there exists a constant independent of $\varepsilon_{k}$ for which

$$
\begin{equation*}
\left\|\nabla u^{\varepsilon_{k}}\right\|_{L^{\hat{q}}(\Omega)} \leq C\|f\|_{L^{q}(\Omega)} \tag{4.2}
\end{equation*}
$$

holds for every $\varepsilon_{k}>0$. Subject to these hypotheses it will be shown that the lower bound (1.14) is attained for $p<\hat{q}$.

Passing to a subsequence if necessary we start by considering the Young measure $\nu$ associated with the sequence $\left\{P\left(\mathbf{x} / \varepsilon_{k}\right) \nabla u^{H}(\mathbf{x})\right\}_{\varepsilon_{k}>0}$. Here $\nu$ is represented by a family of probability measures $\nu=\left\{\nu_{\mathbf{x}}\right\}_{\mathbf{x} \in \Omega}$ depending measurably on $\mathbf{x}$. We denote by $C_{0}\left(\mathbf{R}^{n}\right)$ the set of continuous functions $\varphi$ defined on $\mathbf{R}^{n}$ such that $\lim _{\eta \rightarrow \infty} \varphi(\eta)=0$. Elementary arguments show that

$$
\begin{equation*}
\left\langle\nu_{\mathbf{x}}, \varphi\right\rangle=\int_{\mathbf{R}^{n}} \varphi(\eta) d \nu_{\mathbf{x}}(\eta)=\int_{Q} \varphi\left(P(\mathbf{z}) \nabla u^{H}(\mathbf{x})\right) d \mathbf{z} \text { a.e. } \mathbf{x} \in \Omega \tag{4.3}
\end{equation*}
$$

for every $\varphi$ in $C_{0}\left(\mathbf{R}^{n}\right)$. From corrector theory [17] there exists an exponent $r \geq 1$ for which one has the strong convergence

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0}\left\|\nabla u^{\varepsilon_{k}}-P\left(\mathbf{x} / \varepsilon_{k}\right) \nabla u^{H}\right\|_{L^{r}(\Omega)}=0 \tag{4.4}
\end{equation*}
$$

The strong convergence (4.4) shows that both sequences

$$
\left\{\nabla u^{\varepsilon_{k}}\right\}_{\varepsilon_{k}>0} \quad \text { and } \quad\left\{P\left(\mathbf{x} / \varepsilon_{k}\right) \nabla u^{H}(\mathbf{x})\right\}_{\varepsilon_{k}>0}
$$

share the same Young measure; see, for example, Lemma 6.3 of [20]. From (4.2) it follows, on passage to a subsequence if necessary, that $\left\{\left|\nabla u^{\varepsilon_{k}}\right|^{p}\right\}_{\varepsilon_{k}}$ is weakly convergent in $L^{1}(\Omega)$; thus,

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{D}\left|\nabla u^{\varepsilon_{k}}\right|^{p} d \mathbf{x}=\int_{D} \int_{\mathbf{R}^{n}}|\eta|^{p} d \nu_{\mathbf{x}}(\eta) d \mathbf{x}=\int_{D} \int_{Q}\left|P(\mathbf{z}) \nabla u^{H}(\mathbf{x})\right|^{p} d \mathbf{z} d \mathbf{x} \tag{4.5}
\end{equation*}
$$

and optimality follows. Last, it follows immediately from Proposition 6.5 of [20] that for every Carathéodory function $\psi(\mathbf{x}, \eta)$ satisfying the growth condition (1.25) (on passage to a subsequence if necessary)

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{D} \psi\left(\mathbf{x}, \nabla u^{\varepsilon_{k}}\right) d \mathbf{x}=\int_{D} \int_{\mathbf{R}^{n}} \psi(\mathbf{x}, \eta) d \nu_{\mathbf{x}}(\eta) d \mathbf{x} \tag{4.6}
\end{equation*}
$$

and (1.26) follows since (4.3) implies that

$$
\begin{equation*}
\int_{D} \int_{\mathbf{R}^{n}} \psi(\mathbf{x}, \eta) d \nu_{\mathbf{x}}(\eta) d \mathbf{x}=\int_{D} \int_{Q} \psi\left(\mathbf{x}, P(\mathbf{z}) \nabla u^{H}(\mathbf{x})\right) d \mathbf{z} d \mathbf{x} \tag{4.7}
\end{equation*}
$$
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1. Introduction. In this paper we consider the following Cauchy problem:

$$
\left\{\begin{array}{l}
i \partial_{t} u=\sqrt{m^{2}-\Delta} u+F(u) \text { in } \mathbb{R}^{n} \times \mathbb{R}, \quad n \geq 1  \tag{1.1}\\
u(x, 0)=\varphi(x) \text { in } \mathbb{R}^{n}
\end{array}\right.
$$

where $m>0$ denotes the mass of bosons in units $\hbar=c=1, F(u)$ is a nonlinear functional of Hartree type such that $F(u)=\left(V_{\gamma} *|u|^{2}\right) u$, where $*$ denotes the convolution in $\mathbb{R}^{n}, V_{\gamma}(x)=\lambda|x|^{-\gamma}$ for some fixed constant $\lambda \in \mathbb{R}$, and $0<\gamma<n$.

Equation (1.1) is called a semirelativistic Hartree equation which was used to describe Boson stars. See $[8,9,20]$ and the references therein.

The purpose of this paper is to establish the local and global existence theory to (1.1) and the scattering theory of the global solutions. In this paper we study the Cauchy problem (1.1) in the form of the integral equation

$$
\begin{equation*}
u(t)=U(t) \varphi-i \int_{0}^{t} U\left(t-t^{\prime}\right) F(u)\left(t^{\prime}\right) d t^{\prime} \tag{1.2}
\end{equation*}
$$

where

$$
U(t) \varphi(x)=\left(e^{-i t \sqrt{m^{2}-\Delta}} \varphi\right)(x)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} e^{i\left(x \cdot \xi-t \sqrt{m^{2}+|\xi|^{2}}\right)} \widehat{\varphi}(\xi) d \xi
$$

Here $\widehat{\varphi}$ denotes the Fourier transform of $\varphi$ such that $\widehat{\varphi}(\xi)=\int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} \varphi(x) d x$.
One of the key tools for the existence and scattering is the conservation law. If the solution $u$ of (1.1) has sufficient decay at infinity and smoothness, it satisfies two conservation laws:

$$
\begin{gather*}
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}  \tag{1.3}\\
E(u) \equiv K_{m}(u)+V(u)=E(\varphi)
\end{gather*}
$$

[^64]where $K_{m}(u)=\frac{1}{2}\left\langle\sqrt{m^{2}-\Delta} u, u\right\rangle, V(u)=\frac{1}{4}\langle F(u), u\rangle$, and $\langle$,$\rangle is the complex inner$ product in $L^{2}$. For actual proof of (1.3) a regularizing method is simply applicable, as in [21] in the case of $0<\gamma \leq 1$. For local solutions constructed by a contraction argument based on the Strichartz estimate stated below, the case of $1<\gamma \leq 2$ is treated by exactly the same method as in [29] without using approximate or a regularizing approach.

In section 2, local existence is shown for $0<\gamma<n$ and $\varphi \in H^{s}$ with $s \geq \frac{\gamma}{2}$ by the Plancherel theorem and the standard contraction mapping theorem without resorting to a Strichartz estimate. Then we use the conservation laws to obtain the global existence for $s \geq \frac{1}{2}, 0<\gamma \leq 1, n \geq 2$, and $0<\gamma<1, n=1$. This result is an extension of the work of Lenzmann [21] in which global well-posedness is considered for a Coulomb-type potential in three space dimensions. From the energy conservation, we get a bound of a solution, which is uniform in the mass $m$ on any finite time interval, if $m$ is bounded from above, and then get a strong convergence of solutions of (1.1) to a solution of the equation without mass. However, if $m$ is large, then the kinetic energy $K_{m}(u)$ is no longer bounded globally in time. Instead, we can get a uniform bound of local solutions in $H^{s}$, provided $s \geq \frac{\gamma}{2}$. Then after a phase modulation, we prove that the modulated solution is closely approximated by a solution of a Schrödinger equation of Hartree type if $m$ is sufficiently large. This phenomenon can be interpreted as a kind of nonrelativistic limit and eventually as a semiclassical or vanishing dispersion limit. See Proposition 2.5 below.

The second tool is the Strichartz estimate. We consider the following Strichartz estimate for the unitary group $U(t)$ (see [22, 23]):

$$
\begin{gather*}
\|U(t) \varphi\|_{L_{T}^{q_{0}} H_{r_{0}}^{s_{0}-\sigma_{0}}} \lesssim\|\varphi\|_{H^{s_{0}}}, \\
\left\|\int_{0}^{t} U\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{T}^{q_{1}} H_{r_{1}}^{s_{1}-\sigma_{1}}} \lesssim\|f\|_{L_{T}^{1} H^{s_{1}}}, \tag{1.4}
\end{gather*}
$$

where $\left(q_{i}, r_{i}\right), i=0,1$, satisfy that for any $\theta \in[0,1]$

$$
\begin{gather*}
\frac{2}{q}_{i}=(n-1+\theta)\left(\frac{1}{2}-\frac{1}{r_{i}}\right), \quad 2 \sigma_{i}=(n+1+\theta)\left(\frac{1}{2}-\frac{1}{r_{i}}\right),  \tag{1.5}\\
2 \leq q_{i}, r_{i} \leq \infty, \quad\left(q_{i}, r_{i}\right) \neq(2, \infty)
\end{gather*}
$$

We call the pair $(q, r, \sigma)$ satisfying (1.5) the admissible pair. If $\theta=0$, it is called wave admissible, and if $\theta=1$, then it is called Schrödinger admissible. Here $H_{r}^{s}=$ $(1-\Delta)^{-s / 2} L^{r}$ is the usual Sobolev space, and $H^{s}=H_{2}^{s}$. Hereafter, we denote the space $L_{T}^{q}(B)$ by $L^{q}(0, T ; B)$ and its norm by $\|\cdot\|_{L_{T} B}$ for some Banach space $B$, and also denote $L^{q}(B)$ with norm $\|\cdot\|_{L^{q} B}$ by $L^{q}(0, \infty ; B), 1 \leq q \leq \infty$.

In section 3, we consider the global existence and scattering in the case when $0<\gamma<n$. We first show the local existence for $0<\gamma<n, n \geq 1$, and $s$ slightly less than $\frac{\gamma}{2}$ by the Strichartz estimate of non-endpoint wave admissible pairs. Then we extend the local solution to the global one for $0<\gamma<\frac{2 n}{n+1}$ by the energy conservation and continuation procedure. The gain of upper bound $\frac{2 n}{n+1}$ follows from the fact that the Sobolev exponent $s$ can be made smaller than $\frac{\gamma}{2}$, which enables us to use the continuation procedure. Second, we get a small data global existence result and scattering for the case when $2<\gamma<n$ and $n \geq 3$ by using the endpoint Strichartz estimate for the Schrödinger admissible pair.

In the last section, as the usual case of nonlinearity with long range potential, nonexistence of nontrivial asymptotically free solutions is shown for the cases
$0<\gamma \leq 1, n \geq 3$, and $0<\gamma<\frac{n}{2}, n=1,2$, by a similar method applied to a large class of dispersive equations. See $[2,6,14,15,24,36]$.

Until now, it remains open to show the global existence for $\frac{2 n}{n+1} \leq \gamma \leq 2$ as well as the scattering for $1<\gamma \leq 2$. For the blow-up result, we refer to [10] of Fröhlich and Lenzmann in which the finite time blow-up of radially symmetric solutions was shown in the case when $\gamma=1, \lambda<0, n=3$, and $E(\varphi)<0$.

There is a large literature on partial differential equations with Hartree-type nonlinearity. We refer the reader to $[5,11,12,16,17,18,28,26,27]$ for Schrödinger-related equations and, to $[1,25,31,32,35,34,37]$ for Klein-Gordon-related equations in both massive and massless cases.

If not specified, throughout this paper the notation $A \lesssim B$ and $A \gtrsim B$ denote $A \leq C B$ and $A \geq C^{-1} B$, respectively. Different positive constants possibly depending on $n, m, \lambda$, and $\gamma$ might be denoted by the same letter $C . A \sim B$ means that both $A \lesssim B$ and $A \gtrsim B$ hold.
2. Global existence I. In this section, we study the global existence and the limiting problem as $m \rightarrow 0$ or as $m \rightarrow \infty$ with $0<\gamma \leq 1$.

Let us first introduce the following local existence result.
Proposition 2.1. Let $0<\gamma<n$ and $n \geq 1$. Suppose $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $s \geq \frac{\gamma}{2}$. Then there exists a positive time $T$ independent of $m$ such that (1.2) has a unique solution $u \in C\left([0, T] ; H^{s}\right)$ with $\|u\|_{L_{T}^{\infty} H^{s}} \leq C\|\varphi\|_{H^{s}}$, where $C$ does not depend on $m$.

Proof. Let $\left(X_{T, \rho}^{s}, d\right)$ be a complete metric space with metric $d$ defined by

$$
X_{T, \rho}^{s}=\left\{u \in L_{T}^{\infty}\left(H^{s}\left(\mathbb{R}^{n}\right)\right):\|u\|_{L_{T}^{\infty} H^{s}} \leq \rho\right\}, \quad d(u, v)=\|u-v\|_{L_{T}^{\infty} L^{2}}
$$

Now we define a mapping $N: u \mapsto N(u)$ on $X_{T, \rho}^{s}$ by

$$
\begin{equation*}
N(u)(t)=U(t) \varphi-i \int_{0}^{t} U\left(t-t^{\prime}\right) F(u)\left(t^{\prime}\right) d t^{\prime} \tag{2.1}
\end{equation*}
$$

Our strategy is to use the standard contraction mapping argument. To do so, let us introduce a generalized Leibniz rule (see Lemmas A1-A4 in the appendix of [19]).

Lemma 2.2. For any $s \geq 0$ we have

$$
\left\|D^{s}(u v)\right\|_{L^{r}} \lesssim\left\|D^{s} u\right\|_{L^{r_{1}}}\|v\|_{L^{q_{2}}}+\|u\|_{L^{q_{1}}}\left\|D^{s} v\right\|_{L^{r_{2}}}
$$

$$
\text { where } D^{s}=(-\Delta)^{s / 2}
$$

$$
\text { and } \frac{1}{r}=\frac{1}{r_{1}}+\frac{1}{q_{2}}=\frac{1}{q_{1}}+\frac{1}{r_{2}}, \quad r_{i} \in(1, \infty), q_{i} \in(1, \infty], \quad i=1,2 .
$$

Then for all $u \in X(T, \rho)$ we have

$$
\begin{align*}
&\|N(u)\|_{L_{T}^{\infty} H^{s}} \leq\|\varphi\|_{H^{s}}+T\|F(u)\|_{L_{T}^{\infty} H^{s}} \\
& \lesssim\|\varphi\|_{H^{s}}+T\left(\left\|I_{n-\gamma}\left(|u|^{2}\right)\right\|_{L_{T}^{\infty} L^{\infty}}\|u\|_{L_{T}^{\infty} H^{s}}\right. \\
&\left.\quad+\left\|I_{n-\gamma}\left(|u|^{2}\right)\right\|_{L_{T}^{\infty} H_{\frac{2 n}{s}}^{s}}\|u\|_{L_{T}^{\infty} L^{\frac{2 n}{n-\gamma}}}\right)  \tag{2.2}\\
& \lesssim\|\varphi\|_{H^{s}}+T\left(\|u\|_{L_{T}^{\infty} H^{\frac{\gamma}{2}}}^{2}\|u\|_{L_{T}^{\infty} H^{s}}+\|u\|_{L_{T}^{\infty} L^{\frac{2 n}{n-\gamma}}}^{2}\|u\|_{L_{T}^{\infty} H^{s}}\right) \\
& \lesssim\|\varphi\|_{H^{s}}+T\|u\|_{L_{T}^{\infty} H^{\frac{\gamma}{2}}}^{2}\|u\|_{L_{T}^{\infty} H^{s}} \lesssim\|\varphi\|_{H^{s}}+T \rho^{3},
\end{align*}
$$

where $I_{\alpha}$ is the fractional integral operator given by $I_{\alpha}(v)(x)=\int_{\mathbb{R}^{n}}|x-y|^{\alpha-n} v(y) d y$. It is well known that $I_{\alpha}$ satisfies the inequality (see [33], for instance)

$$
\left\|I_{\alpha}(\psi)\right\|_{L^{q}} \lesssim\|\psi\|_{L^{p}}, \frac{1}{q}=\frac{1}{p}-\frac{\alpha}{n}, 1<p<q<\infty
$$

For the third inequality we used the fractional integral inequality, generalized Leibniz rule (Lemma 2.2), and the fact that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n}}\left|\int_{\mathbb{R}^{n}} \frac{|u(x-y)|^{2}}{|y|^{\gamma}} d y\right| \lesssim\|u\|_{\dot{H}}^{2} . \tag{2.3}
\end{equation*}
$$

For the last one, we used the Sobolev embedding $H^{\frac{\gamma}{2}} \hookrightarrow L^{\frac{2 n}{n-\gamma}}$.
If we choose $\rho$ and $T$ such that $\|\varphi\|_{H^{s}} \leq \rho / 2$ and $C T \rho^{3} \leq \rho / 2$, then $N \operatorname{maps} X_{T, \rho}^{s}$ to itself.

Now we have only to show that $N$ is a Lipschitz map for sufficiently small $T$. Let $u, v \in X_{T, \rho}^{s}$. Then we have

$$
\begin{aligned}
d(N(u) & , N(v)) \\
& \lesssim T\left\|I_{n-\gamma}\left(|u|^{2}\right) u-I_{n-\gamma}\left(|v|^{2}\right) v\right\|_{L_{T}^{\infty} L^{2}} \\
& \lesssim T\left(\left\|I_{n-\gamma}\left(|u|^{2}\right)(u-v)\right\|_{L_{T}^{\infty} L^{2}}+\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right) v\right\|_{L_{T}^{\infty} L^{2}}\right) \\
& \lesssim T\left(\|u\|_{L_{T}^{\infty} H^{\frac{\gamma}{2}}}^{2} d(u, v)+\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right)\right\|_{L_{T}^{\infty} L^{\frac{2 n}{\gamma}}}\|v\|_{L_{T}^{\infty} L^{\frac{2 n}{n-\gamma}}}\right) \\
& \lesssim T\left(\rho^{2} d(u, v)+\rho\left\||u|^{2}-|v|^{2}\right\|_{L_{T}^{\infty} L^{\frac{2 n}{2 n-\gamma}}}\right) \\
& \lesssim T\left(\rho^{2}+\rho\left(\|u\|_{L_{T}^{\infty} L^{\frac{2 n}{n-\gamma}}}+\|v\|_{L_{T}^{\infty} L^{\frac{2 n}{n-\gamma}}}\right)\right) d(u, v) \\
& \lesssim T \rho^{2} d(u, v) .
\end{aligned}
$$

The above estimate implies that the mapping $N$ is a contraction if $T$ is sufficiently small.

The uniqueness and time continuity follows easily from (1.2) and the contraction argument. This completes the proof of the proposition.

From the conservation laws (1.3), we get the following global well-posedness.
THEOREM 2.3. Let $0<\gamma \leq 1$ for $n \geq 2,0<\gamma<1$ for $n=1$, and $s \geq \frac{1}{2}$. Let $T^{*}$ be the maximal existence time of the solution $u$ as in Theorem 2.1. Then if $\lambda \geq 0$, or if $\lambda<0$ and $\|\varphi\|_{L^{2}}$ is sufficiently small, then $T^{*}=\infty$. Moreover, $\|u(t)\|_{H^{s}} \leq C\|\varphi\|_{H^{s}} e^{C\left(|E(\varphi)|+\|\varphi\|_{L^{2}}^{2}\right) t}$, where $C$ does not depend on $m$.

Proof. From the estimate (2.3) and $L^{2}$ conservation, we have

$$
\begin{equation*}
|V(u)| \lesssim\|u\|_{\dot{H}^{\frac{\gamma}{2}}}^{2}\|u\|_{L^{2}}^{2} \lesssim\|u\|_{\dot{H}^{\frac{1}{2}}}^{2 \gamma}\|\varphi\|_{L^{2}}^{4-2 \gamma} \tag{2.4}
\end{equation*}
$$

Hence if $\lambda \geq 0$ or if $\lambda<0$ and $\|\varphi\|_{L^{2}}$ is sufficiently small, then

$$
\begin{equation*}
\|u(t)\|_{\dot{H}^{\frac{\gamma}{2}}}^{2} \leq C\left(|E(u)|+\|\varphi\|_{L^{2}}^{2}\right)=C\left(|E(\varphi)|+\|\varphi\|_{L^{2}}^{2}\right) \tag{2.5}
\end{equation*}
$$

From (2.5) and a similar estimate to (2.2), we have

$$
\begin{aligned}
\|u(t)\|_{H^{s}} & \lesssim\|\varphi\|_{H^{s}}+\int_{0}^{t}\|u\|_{H^{\frac{\gamma}{2}}}^{2}\|u\|_{H^{s}} d t^{\prime} \\
& \lesssim\|\varphi\|_{H^{s}}+\left(|E(\varphi)|+\|\varphi\|_{L^{2}}^{2}\right) \int_{0}^{t}\|u\|_{H^{s}} d t^{\prime}
\end{aligned}
$$

Gronwall's inequality shows that

$$
\|u(t)\|_{H^{s}} \leq C\|\varphi\|_{H^{s}} \exp \left(C\left(|E(\varphi)|+\|\varphi\|_{L^{2}}^{2}\right) t\right)
$$

This completes the proof.
REmARK 1. If $\lambda<0,0<\gamma<2$, and $n \geq 2$, then

$$
\begin{aligned}
|V(u)| & \lesssim\left\|V_{\gamma} *|u|^{2}\right\|_{L^{n}}\|u\|_{L^{\frac{2 n}{n-1}}}^{2} \lesssim\|u\|_{L^{\frac{2 n}{n-\gamma+1}}}^{2}\|u\|_{L^{\frac{2 n}{n-1}}}^{2} \\
& \lesssim\|u\|_{L^{2}}^{\theta}\|u\|_{L^{\frac{2 n}{n-1}}}^{4-\theta}=\|\varphi\|_{L^{2}}^{\theta}\|u\|_{\dot{H}^{\frac{1}{2}}}^{4-\theta}
\end{aligned}
$$

for some small positive number $\theta<2$. Hence

$$
E(u) \geq K_{m}(u)-|V(u)| \geq \frac{m}{2}\|\varphi\|_{L^{2}}^{2}+\frac{1}{2}\|u\|_{\dot{H}^{\frac{1}{2}}}^{2}-C\|\varphi\|_{L^{2}}^{\theta}\|u\|_{\dot{H}^{\frac{1}{2}}}^{4-\theta} .
$$

Thus we can always make $E(u)$ strictly positive, provided $\|\varphi\|_{L^{2}}$ is sufficiently small, and with smaller $\|\varphi\|_{L^{2}}$ than in Theorem $2.3,|E(\varphi)|$ is changed by $E(\varphi)$. Using (2.4), the same argument holds for $n=1$.

If $m$ is bounded above, then the energy $E(\varphi)$ is also bounded, and hence the $H^{s}$ norm of solution $u$ is bounded in a finite time interval uniformly on small $m$. This enables us to treat a limit problem as $m \rightarrow 0$. We have the following. See [1] for related second-order equations.

Proposition 2.4. If $u_{m} \in\left(C \cap L^{\infty}\right)\left(H^{s}\right)$ is the global solution of (1.2) satisfying the same condition as in Theorem 2.3, then for any finite time $T, u_{m} \rightarrow u_{0}$ in $L_{T}^{\infty}\left(H^{s}\right)$ with $s \geq \frac{1}{2}$ as $m \rightarrow 0$, where $u_{0}$ is the global solution to the Cauchy problem

$$
\begin{equation*}
i \partial_{t} u_{0}=\sqrt{-\Delta} u_{0}+F\left(u_{0}\right), \quad u_{0}(x, 0)=\varphi(x) \in H^{s} \tag{2.6}
\end{equation*}
$$

Proof. One can easily show the global existence of (2.6) by the same argument as in the proof of Theorem 2.3. The solution $u_{0}$ can be written as

$$
u_{0}(t)=U_{0}(t) \varphi-i \int_{0}^{t} U_{0}\left(t-t^{\prime}\right) F\left(u_{0}\right)\left(t^{\prime}\right) d t^{\prime}
$$

where $U_{0}(t)=e^{-i t \sqrt{-\Delta}}$.
For any $T>0$ there exists $M$ such that $\sup _{0<m \leq 1}\left(\left\|u_{m}\right\|_{L_{T}^{\infty} H^{s}}+\left\|u_{0}\right\|_{L_{T}^{\infty} H^{s}}\right) \leq M$. Then observing that for any $t \in[0, T]$

$$
\begin{aligned}
\left\|\left(U(t)-U_{0}(t)\right) \varphi\right\|_{H^{s}} & \leq\left\|\left|1-e^{i t\left(\sqrt{m^{2}+|\xi|^{2}}-|\xi|\right)}\right|\left(1+|\xi|^{2}\right)^{\frac{s}{2}}|\widehat{\varphi}|\right\|_{L^{2}} \\
& \leq t\left\|\left|\sqrt{m^{2}+|\xi|^{2}}-|\xi|\right|\left(1+|\xi|^{2}\right)^{\frac{s}{2}}|\widehat{\varphi}|\right\|_{L^{2}} \\
& \leq t m\|\varphi\|_{H^{s}}
\end{aligned}
$$

we have that

$$
\begin{align*}
& \left\|u_{m}(t)-u_{0}(t)\right\|_{H^{s}} \\
& \leq\left\|\left(U(t)-U_{0}(t)\right) \varphi\right\|_{H^{s}} \\
& \quad+\int_{0}^{t}\left(\left\|F\left(u_{m}\right)-F\left(u_{0}\right)\right\|_{H^{s}}+\left\|\left(U\left(t-t^{\prime}\right)-U_{0}\left(t-t^{\prime}\right)\right) F\left(u_{0}\right)\right\|_{H^{s}}\right) d t^{\prime}  \tag{2.7}\\
& \lesssim T m\|\varphi\|_{H^{s}}+\int_{0}^{t}\left\|I_{n-\gamma}\left(\left|u_{m}\right|^{2}-\left|u_{0}\right|^{2}\right) u_{m}\right\|_{H^{s}} d t^{\prime} \\
& \left.\quad \quad+\int_{0}^{t}\left\|I_{n-\gamma}\left(\left|u_{0}\right|^{2}\right)\left(u_{m}-u_{0}\right)\right\|_{H^{s}}\right) d t^{\prime}+m T \int_{0}^{t}\left\|F\left(u_{0}\right)\right\|_{H^{s}} d t^{\prime} .
\end{align*}
$$

From Lemma 2.2, fractional integration, and the estimate (2.3), it follows that

$$
\begin{aligned}
& \left\|I_{n-\gamma}\left(\left|u_{m}\right|^{2}-\left|u_{0}\right|^{2}\right) u_{m}\right\|_{H^{s}} \\
& \lesssim\left\|I_{n-\gamma}\left(\left|u_{m}\right|^{2}-\left|u_{0}\right|^{2}\right)\right\|_{L^{\infty}}\left\|u_{m}\right\|_{H^{s}}+\left\|I_{n-\gamma}\left(\left|u_{m}\right|^{2}-\left|u_{0}\right|^{2}\right)\right\|_{H_{\frac{2 n}{\gamma}}^{s}}\left\|u_{m}\right\|_{L^{\frac{2 n}{n-\gamma}}} \\
& \lesssim\left\|u_{m}-u_{0}\right\|_{H^{\frac{\gamma}{2}}}\left(\left\|u_{m}\right\|_{H^{\frac{\gamma}{2}}}+\left\|u_{0}\right\|_{H^{\frac{\gamma}{2}}}\right)\left\|u_{m}\right\|_{H^{s}} \\
& \quad \quad+\left\|\left|u_{m}\right|^{2}-\left|u_{0}\right|^{2}\right\|_{L^{\frac{2 n}{2 n-\gamma}}}\left\|u_{m}\right\|_{H^{\frac{\gamma}{2}}} \\
& \lesssim M^{2}\left\|u_{m}-u_{0}\right\|_{H^{s}}
\end{aligned}
$$

and similarly that

$$
\begin{aligned}
& \left\|I_{n-\gamma}\left(\left|u_{0}\right|^{2}\right)\left(u_{m}-u_{0}\right)\right\|_{H^{s}} \\
& \lesssim\left\|u_{0}\right\|_{H^{\frac{\gamma}{2}}}^{2}\left\|u_{m}-u_{0}\right\|_{H^{s}}+\left\|I_{n-\gamma}\left(\left|u_{0}\right|^{2}\right)\right\|_{H_{\frac{2 n}{\gamma}}^{s}}\left\|u_{m}-u_{0}\right\|_{L^{\frac{2 n}{n-\gamma}}} \\
& \lesssim M^{2}\left\|u_{m}-u_{0}\right\|_{H^{s}} .
\end{aligned}
$$

Substituting these into (2.7), we have for any $t \in[0, T]$ that

$$
\left\|u_{m}(t)-u_{0}(t)\right\|_{H^{s}} \lesssim M T m+M^{3} m T^{2}+M^{2} \int_{0}^{t}\left\|u_{m}\left(t^{\prime}\right)-u_{0}\left(t^{\prime}\right)\right\|_{H^{s}} d t^{\prime}
$$

Then Gronwall's inequality implies the strong convergence $u_{m} \rightarrow u_{0}$ in $L_{T}^{\infty}\left(H^{s}\right)$.
In the case of large mass, the situation is different. Since $E(u)=E(\varphi)=$ $\frac{1}{2}\left\langle\sqrt{m^{2}-\Delta} \varphi, \varphi\right\rangle+V(\varphi)$ diverges as $m \rightarrow \infty$, it is difficult to obtain the uniform bound for $\|u\|_{H^{\frac{1}{2}}}$ from the energy conservation law. However, from Proposition 2.1 we see that the local existence time $T$ and the constant $C$ can be chosen independently of the mass $m$ if $s \geq \frac{\gamma}{2}$. To be more specific, we have $\left\|u_{m}(t)\right\|_{H^{s}} \leq C\|\varphi\|_{H^{s}}$, where $u_{m}$ is the solution of the equation with mass $m$. Now using the phase modulation $v_{m}=e^{i m t} u_{m}$, the function $v_{m}$ satisfies the equation

$$
i \partial_{t} v_{m}=\left(\sqrt{m^{2}-\Delta}-m\right) v_{m}+F\left(v_{m}\right), \quad v_{m}(0)=\varphi
$$

and equivalently

$$
\begin{equation*}
v_{m}(t)=U_{m}(t) \varphi-i \int_{0}^{t} U_{m}\left(t-t^{\prime}\right) F\left(v_{m}\right)\left(t^{\prime}\right) d t^{\prime} \tag{2.8}
\end{equation*}
$$

where $U_{m}(t)=e^{-i t\left(\sqrt{m^{2}-\Delta}-m\right)}$. Let $\widetilde{U}_{m}$ be the unitary group $e^{i t \frac{1}{2 m} \Delta}$. As was first observed by Segal [32] at a formal level, we expect that the linear solutions $U_{m} \varphi$
and $\widetilde{U}_{m} \varphi$ become very close in the $L_{T}^{\infty}\left(H^{s}\right)$ norm if $T$ is finite and $\varphi \in H^{s}$. That observation is in fact justified by

$$
\begin{aligned}
\|\left(U_{m}(t)-\right. & \left.\widetilde{U}_{m}(t)\right) \varphi \|_{L_{T}^{\infty} H^{s}}^{2} \\
\leq & \sup _{0<t<T} \int_{|\xi| \leq \sqrt{m}}\left|1-e^{i t\left(\sqrt{m^{2}+|\xi|^{2}-m}-\frac{|\xi|^{2}}{2 m}\right)}\right|^{2}(1+|\xi|)^{2 s}|\widehat{\varphi}|^{2} d \xi \\
& +2 \int_{|\xi| \geq \sqrt{m}}(1+|\xi|)^{2 s}|\widehat{\varphi}|^{2} d \xi \\
\leq & T \int\left|2 m /\left(\sqrt{m^{2}+|\xi|^{2}}+m\right)-1\right|^{2}(1+|\xi|)^{2 s}|\widehat{\varphi}|^{2} d \xi \\
& +2 \int_{|\xi| \geq \sqrt{m}}(1+|\xi|)^{2 s}|\widehat{\varphi}|^{2} d \xi \\
\rightarrow 0 & \text { as } m \rightarrow \infty
\end{aligned}
$$

Hence we can expect that $v_{m}$ is very close to a function $w_{m}$ in $L_{T}^{\infty}\left(H^{s}\right)$, where $w_{m}$ is a solution of the nonlinear Schrödinger equation:

$$
\begin{equation*}
i \partial_{t} w_{m}=-\frac{1}{2 m} \Delta w_{m}+F\left(w_{m}\right), \quad w_{m}(0)=\varphi \tag{2.9}
\end{equation*}
$$

Of course, by the same argument as the proof of Proposition 2.1, we find $T$ and $C$ independently of $m$ and a unique solution $w_{m} \in C\left([0, T] ; H^{s}\right)$ of (2.9) for $s \geq \frac{\gamma}{2}$ such that $\left\|w_{m}\right\|_{L_{T}^{\infty} H^{s}} \leq C\|\varphi\|_{H^{s}}$.

Now let $T_{v_{m}}^{*}$ and $T_{w_{m}}^{*}$ be the maximal existence times of the solutions $u_{m}$ and $w_{m}$, respectively. Then from the local existence result (Proposition 2.1) we deduce that $T^{*} \equiv \inf _{m>1} \min \left(T_{v_{m}}^{*}, T_{w_{m}}^{*}\right)$ is strictly positive and has the following.

Proposition 2.5. If $s \geq \frac{\gamma}{2}$ and $T<T^{*}$, then $v_{m}-w_{m} \rightarrow 0$ in $L_{T}^{\infty}\left(H^{s}\right)$ as $m \rightarrow \infty$.

Proof. First we consider the integral equation

$$
u_{\infty}=\varphi-i \int_{0}^{t} F\left(u_{\infty}\right) d t^{\prime}
$$

which is equivalent to the ordinary differential equation $i \partial_{t} u_{\infty}=F\left(u_{\infty}\right), u_{\infty}(x, 0)=$ $\varphi$. This equation has an exact solution $u_{\infty}(x, t)=\varphi(x) e^{-i \lambda t\left(|\cdot|^{-\gamma} *|\varphi|^{2}\right)(x)}$ for any $t \geq 0$. If $s \geq \frac{\gamma}{2}$, then the uniqueness of $u_{\infty}$ is guaranteed.

To prove $v_{m}-w_{m} \rightarrow 0$ in $L_{T}^{\infty}\left(H^{s}\right)$, we have only to prove that $v_{m}-u_{\infty} \rightarrow 0$ in $L_{T}^{\infty}\left(H^{s}\right)$ and $w_{m}-u_{\infty} \rightarrow 0$ in $L_{T}^{\infty}\left(H^{s}\right)$. At first we have

$$
\begin{aligned}
& \left\|v_{m}(t)-u_{\infty}(t)\right\|_{H^{s}} \\
& \begin{aligned}
\leq\left\|\left(U_{m}(t)-1\right) \varphi\right\|_{H^{s}} & +\int_{0}^{t}\left\|\left(U_{m}\left(t-t^{\prime}\right)-1\right) F\left(u_{\infty}\right)\right\|_{H^{s}} d t^{\prime} \\
& +\int_{0}^{t}\left\|F\left(v_{m}\right)-F\left(u_{\infty}\right)\right\|_{L^{\infty}} d t^{\prime}
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\left(U_{m}(t)-1\right) \varphi\right\|_{H^{s}}^{2} \\
& =\int\left|e^{-i t\left(\sqrt{m^{2}+|\xi|^{2}}-m\right)}-1\right|^{2}|\widehat{\varphi}(\xi)|^{2} d \xi \\
& =\int_{|\xi| \leq m^{\frac{1}{4}}}+\int_{|\xi|>m^{\frac{1}{4}}} \\
& \leq \int_{|\xi| \leq m^{\frac{1}{4}}} \frac{t^{2}|\xi|^{4}}{\left(\sqrt{m^{2}+|\xi|^{2}}+m\right)^{2}}(1+|\xi|)^{2 s}|\widehat{\varphi}(\xi)|^{2} d \xi+4 \int_{|\xi|>m^{\frac{1}{4}}}(1+|\xi|)^{2 s}|\widehat{\varphi}(\xi)|^{2} d \xi \\
& =\frac{T^{2}}{4 m}\|\varphi\|_{H^{s}}^{2}+4 \int_{|\xi|>m^{\frac{1}{4}}}(1+|\xi|)^{2 s}|\widehat{\varphi}(\xi)|^{2} d \xi \\
& \rightarrow 0 \text { as } m \rightarrow \infty .
\end{aligned}
$$

We take $M=M(T)$ such that $\sup _{m \geq 1}\left(\left\|v_{m}\right\|_{L_{T}^{\infty} H^{s}}+\left\|w_{m}\right\|_{L_{T}^{\infty} H^{s}}+\left\|u_{\infty}\right\|_{L_{T}^{\infty} H^{s}}\right) \leq M$. Then since $F\left(u_{\infty}\right) \in L_{T}^{\infty}\left(H^{s}\right)$, we have

$$
\int_{0}^{T}\left\|\left(U_{m}\left(t-t^{\prime}\right)-1\right) F\left(u_{\infty}\right)\right\|_{H^{s}} d t^{\prime} \rightarrow 0 \text { as } m \rightarrow \infty
$$

We also have

$$
\left\|F\left(v_{m}\right)-F\left(u_{\infty}\right)\right\|_{H^{s}} \leq C M^{2}\left\|v_{m}-u_{\infty}\right\|_{H^{s}} .
$$

Thus

$$
\begin{equation*}
\left\|v_{m}(t)-u_{\infty}(t)\right\|_{H^{s}} \leq o(1)+C M^{2} \int_{0}^{t}\left\|v_{m}-u_{\infty}\right\|_{H^{s}} d t^{\prime} \tag{2.10}
\end{equation*}
$$

and as for $w_{m}$, by the same argument as that of $v_{m}$

$$
\begin{equation*}
\left\|w_{m}(t)-u_{\infty}(t)\right\|_{H^{s}} \leq o(1)+C M^{2} \int_{0}^{t}\left\|w_{m}-u_{\infty}\right\|_{H^{s}} d t^{\prime} \tag{2.11}
\end{equation*}
$$

Therefore Gronwall's inequality yields the claim.
3. Global existence II. In this section, we re-examine the existence result and get a slightly lower regularity by using the Strichartz estimate. The first result is the following local existence for $0<\gamma<n$.

Proposition 3.1. Let $0<\gamma<n$ and $n \geq 2$. Then there is a number $\alpha$ with $0<\alpha<\min \left(\gamma, \frac{2 n}{n+1}\right)$ satisfying that given $s>\frac{\gamma}{2}-\frac{(n-1) \alpha}{4 n}$ and $\varphi \in H^{s}$ there exists a positive time $T$ such that (1.2) has a unique solution $u \in C\left([0, T] ; H^{s}\right) \cap L_{T}^{q}\left(H_{r}^{s-\sigma}\right)$, where $q=\frac{4 n}{(n-1) \alpha}, r=\frac{2 n}{n-\alpha}$, and $\sigma=\frac{(n+1) \alpha}{4 n}$.

Proof. Given $n$ and $\gamma$, choose a number $\alpha$ with $0<\alpha<\min \left(\gamma, \frac{2 n}{n-1}\right)$ and fix $s>\frac{\gamma}{2}-\frac{(n-1) \alpha}{4 n}$. Then for some positive number $T$ to be chosen later, let us define a complete metric space ( $Y_{T, \rho}^{s}, d_{T}$ ) with metric $d_{T}$ by

$$
\begin{aligned}
& Y_{T, \rho}^{s}=\left\{v \in L_{T}^{\infty}\left(H^{s}\right) \cap L_{T}^{q}\left(H_{r}^{s-\sigma}\right):\|v\|_{L_{T}^{\infty} H^{s}}+\|v\|_{L_{T}^{q} H_{r}^{s-\sigma}} \leq \rho\right\}, \\
& d_{T}(u, v)=\|u-v\|_{L_{T}^{\infty} H^{s} \cap L_{T}^{q} H_{r}^{s-\sigma}},
\end{aligned}
$$

where $q, r, \sigma$ are the same indices as in Proposition 3.1.
From now on, we will prove that the nonlinear mapping $N$ defined as (2.1) is a contraction on $Y_{T, \rho}^{s}$, provided $T$ is sufficiently small. We will use the following lemma instead of (2.3), which follows by estimating the (fractional) integral inside and outside the ball with radius $R>0$ separately by Hölder's inequality and by minimizing the resulting estimates with respect to $R$.

Lemma 3.2. Let $0<\gamma<n$. Then for any $0<\varepsilon<n-\gamma$ we have

$$
\left\|I_{n-\gamma}\left(|u|^{2}\right)\right\|_{L^{\infty}} \lesssim\|u\|_{L^{\frac{2 n}{n-\gamma-\varepsilon}}}\|u\|_{L^{\frac{2 n}{n-\gamma+\varepsilon}}} .
$$

If we take $\theta=0$ in the Strichartz estimate (1.4), then the pair $(q, r, \sigma)=$ $\left(\frac{4 n}{(n-1) \alpha}, \frac{2 n}{n-\alpha}, \frac{(n+1) \alpha}{4 n}\right)$ becomes an admissible one. Hence the Strichartz estimate together with the Plancherel theorem, Lemma 3.2, and generalized Leibniz rules (Lemma 2.2), enables us to deduce that for sufficiently small $\varepsilon$

$$
\begin{aligned}
& \|N(u)\|_{L_{T}^{\infty} H^{s} \cap L_{T}^{q} H_{r}^{s-\sigma}} \\
& \lesssim\|\varphi\|_{H^{s}}+\|F(u)\|_{L_{T}^{1} H^{s}} \\
& \lesssim\|\varphi\|_{H^{s}}+\left\|I_{n-\gamma}\left(|u|^{2}\right)\right\|_{L_{T}^{1} L^{\infty}}\|u\|_{L_{T}^{\infty} H^{s}}
\end{aligned}
$$

$$
\begin{align*}
& \lesssim\|\varphi\|_{H^{s}}+\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}}\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\|u\|_{L_{T}^{\infty} H^{s}} \tag{3.1}
\end{align*}
$$

$$
\begin{aligned}
& \lesssim\|\varphi\|_{H^{s}}+\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}}\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\|u\|_{L_{T}^{\infty} H^{s}} .
\end{aligned}
$$

Using Hölder's inequality for time integral, we have

$$
\begin{align*}
& \|N(u)\|_{L_{T}^{\infty} H^{s} \cap L_{T}^{q} H_{r}^{s-\sigma}} \\
& \quad \lesssim\|\varphi\|_{H^{s}}+T^{1-\frac{2}{q}}\|u\|_{L_{T}^{q} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}}\|u\|_{L_{T}^{q} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\|u\|_{L_{T}^{\infty} H^{s}} . \tag{3.2}
\end{align*}
$$

Now if we choose $\varepsilon>0$ so small that $\varepsilon<\min \left(\gamma-\alpha, 2\left(s+\frac{(n-1) \alpha}{4 n}\right)-\gamma\right)$, then since

$$
\frac{2 n}{n-\alpha} \leq \frac{2 n}{n-(\gamma-\varepsilon)}<\frac{2 n}{n-(\gamma+\varepsilon)} \leq \frac{2 n}{n-\alpha-2(s-\sigma)}
$$

we have from (3.2) and the Sobolev embedding $H_{r}^{s-\sigma} \hookrightarrow L^{r} \cap L^{\frac{2 n}{n-\alpha-2(s-\sigma)}}$ that

$$
\begin{aligned}
\|N(u)\|_{L_{T}^{\infty} H^{s} \cap L_{T}^{q} H_{r}^{s-\sigma}} & \leq C\left(\|\varphi\|_{H^{s}}+T^{1-\frac{2}{q}}\|u\|_{L_{T}^{\infty} H^{s}}\|u\|_{L_{T}^{q} H_{r}^{s-\sigma}}^{2}\right) \\
& \leq C\left(\|\varphi\|_{H^{s}}+T^{1-\frac{2}{q}} \rho^{3}\right)
\end{aligned}
$$

for some constant $C$. Here we used the conventional embedding that if $2(s-\sigma) \geq n-\alpha$, then $H_{r}^{s-\sigma} \hookrightarrow L^{r_{1}}$ for any $r_{1} \geq r$. Thus if we choose $\rho$ and $T$ so that $C\|\varphi\|_{H^{s}} \leq \frac{\rho}{2}$ and $C T^{1-\frac{2}{q}} \rho^{3} \leq \frac{\rho}{2}$, then we conclude that $N$ maps from $Y_{T, \rho}^{s}$ to itself.

For any $u, v \underset{\in}{Y_{T, \rho}^{s}}$, we have

$$
\begin{align*}
d_{T}(N(u), N(v)) & \lesssim\|F(u)-F(v)\|_{L_{T}^{1} H^{s}} \\
& \lesssim\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right) u\right\|_{L_{T}^{1} H^{s}}+\left\|I_{n-\gamma}\left(|v|^{2}\right)(u-v)\right\|_{L_{T}^{1} H^{s}} . \tag{3.3}
\end{align*}
$$

By Lemma 3.2 and Hölder's inequality, we have for sufficiently small $\varepsilon>0$

$$
\begin{align*}
& \left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right) u\right\|_{L_{T}^{1} H^{s}} \\
& \lesssim\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right)\right\|_{L_{T}^{2} L^{\infty}}\|u\|_{L_{T}^{\infty} H^{s}} \\
& +\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right)\right\|_{L_{T}^{2} H_{\frac{2 n}{s}}^{\gamma+\varepsilon}}\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}} \\
& \lesssim \rho\left\||u|^{2}-|v|^{2}\right\|_{L_{T}^{1} L^{\frac{1}{2}}}^{\frac{n}{n-(\gamma+\varepsilon)}}\left\||u|^{2}-|v|^{2}\right\|_{L_{T}^{1} L^{\frac{1}{n-(\gamma-\varepsilon)}}}^{\frac{n}{2}}  \tag{3.4}\\
& +\rho\|u-v\|_{L_{T}^{\infty} H^{s}}\left(\|u\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}+\|v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\right) \\
& +\rho\|u-v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\left(\|u\|_{L_{T}^{\infty} H^{s}}+\|v\|_{L_{T}^{\infty} H^{s}}\right) .
\end{align*}
$$

Now by another Hölder's inequality with respect to the time variable, we have

$$
\left\|I_{n-\gamma}\left(|u|^{2}-|v|^{2}\right) u\right\|_{L_{T}^{1} H^{s}} \lesssim T^{1-\frac{2}{q}} \rho^{2} d_{T}(u, v)
$$

Similarly,

$$
\begin{align*}
& \left\|I_{n-\gamma}\left(|v|^{2}\right)(u-v)\right\|_{L_{T}^{1} H^{s}} \\
& \lesssim\left\|I_{n-\gamma}\left(|v|^{2}\right)\right\|_{L_{T}^{1} L^{\infty}}\|u-v\|_{L_{T}^{\infty} H^{s}}+\left\|I_{n-\gamma}\left(|v|^{2}\right)\right\|_{L_{T}^{2} L^{\frac{2 n}{\gamma+\varepsilon}}}\|u-v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}} \\
& \lesssim\|v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\|v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}} d_{T}(u, v)  \tag{3.5}\\
& \quad \quad\|v\|_{L_{T}^{\infty} H^{s}}\|v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma-\varepsilon)}}}\|u-v\|_{L_{T}^{2} L^{\frac{2 n}{n-(\gamma+\varepsilon)}}} .
\end{align*}
$$

Hence we get

$$
\left\|I_{n-\gamma}\left(|v|^{2}\right)(u-v)\right\|_{L_{T}^{1} H^{s}} \lesssim T^{1-\frac{2}{q}} \rho^{2} d_{T}(u, v)
$$

Substituting these two estimates into (3.3) and then using the fact that $C T^{1-\frac{2}{q}} \rho^{2} \leq \frac{1}{2}$ for small $T$, we conclude that $N$ is a contraction mapping.

REmARK 2. If we follow the proof above with the Schrödinger admissible pairs, we conclude that Proposition 3.1 holds for $n \geq 3,0<\alpha<\gamma, \alpha \leq 2$, $s>\frac{\gamma}{2}-\frac{n-2}{4 n} \alpha$, $q=\frac{4}{\alpha}, r=\frac{2 n}{n-\alpha}$, and $\sigma=\frac{(n+2) \alpha}{4 n}$.

Now we show that the local solutions can be extended globally in time by using the energy conservation law.

Theorem 3.3. Let $0<\gamma<\frac{2 n}{n+1}, n \geq 2$. Then there exists an $\alpha$ with $0<\alpha<\gamma$ such that if $\varphi \in H^{\frac{1}{2}}$ and if $\lambda>0$, or $\lambda<0$ but $\|\varphi\|_{L^{2}}$ is sufficiently small, then (1.2) has a unique solution $u \in C\left([0, \infty) ; H^{\frac{1}{2}}\right) \cap L_{l o c}^{q}\left(H_{r}^{\frac{1}{2}-\sigma}\right)$, where $q=\frac{4 n}{(n-1) \alpha}, r=\frac{2 n}{n-\alpha}$, and $\sigma=\frac{(n+1) \alpha}{4 n}$.

Proof. Let $T^{*}$ be the maximal existence time. We will prove that $T^{*}$ is infinite by contradiction. Suppose that $T^{*}<\infty$. Then the local theory shows that $\|u\|_{L_{T^{*}}^{q} H_{r}^{\frac{1}{2}-\sigma}}=\infty$. Since $\gamma<2$, from the local existence proposition, Proposition 3.1, we see that the energy conservation law (1.3) holds. Thus at any $t<T^{*}$, the solution $u$ satisfies that for $\lambda>0$

$$
\frac{1}{2}\|u(t)\|_{H^{\frac{1}{2}}}^{2} \leq \frac{1}{2}\|u(t)\|_{L^{2}}^{2}+E(u)=\frac{1}{2}\|\varphi\|_{L^{2}}^{2}+E(\varphi)
$$

and for $\lambda<0$

$$
\begin{aligned}
\frac{1}{2}\|u(t)\|_{H^{\frac{1}{2}}}^{2} & \leq \frac{1}{2}\|u(t)\|_{L^{2}}^{2}+|E(u)|+|V(u)| \\
& \leq \frac{1}{2}\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|+C\|u\|_{L^{\frac{2 n}{n-\gamma+1}}}^{2}\|u\|_{H^{\frac{1}{2}}}^{2} \\
& \leq \frac{1}{2}\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|+C\|u\|_{L^{2}}^{2-\gamma}\|u\|_{H^{\frac{1}{2}}}^{1+\gamma} \\
& =\frac{1}{2}\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|+C\|\varphi\|_{L^{2}}^{2-\gamma}\|u\|_{H^{\frac{1}{2}}}^{1+\gamma} .
\end{aligned}
$$

Hence by Young's inequality and the smallness of $\|\varphi\|_{L^{2}}$

$$
\begin{equation*}
\|u(t)\|_{H^{\frac{1}{2}}}^{2} \leq C\left(\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|\right) \tag{3.6}
\end{equation*}
$$

From the estimates (3.6) and (3.2), which are used with $s=\frac{1}{2}$, we have

$$
\|u\|_{L_{T}^{q} H_{r}^{\frac{1}{2}-\sigma}} \lesssim\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|+T^{1-\frac{2}{q}}\left(\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|\right)^{\frac{1}{2}}\|u\|_{L_{T}^{q} H_{r}^{\frac{1}{2}-\sigma}}^{2} .
$$

Thus for sufficiently small $T$ depending on $\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|$,

$$
\|u\|_{L^{q}\left(T_{j-1}, T_{j} ; H_{r}^{\frac{1}{2}-\sigma}\right)} \leq C\left(\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|\right)
$$

where $T_{j}-T_{j-1}=T$ for $j \leq k-1$ and $T_{k}=T^{*}$. This means that

$$
\|u\|_{L^{q}\left(0, T^{*} ; H_{r}^{\frac{1}{2}-\sigma}\right)}^{q} \leq \sum_{1 \leq j \leq k}\|u\|_{L^{q}\left(T_{j-1}, T_{j} ; H_{r}^{\frac{1}{2}-\sigma}\right)}^{q} \leq\left(k C\left(\|\varphi\|_{L^{2}}^{2}+|E(\varphi)|\right)\right)^{q}<\infty .
$$

This is the contradiction to the hypothesis $T^{*}<\infty$.
The condition $\gamma<\frac{2 n}{n+1}$ is necessary for the existence of $\alpha$ satisfying $s=\frac{1}{2}>$ $\frac{\gamma}{2}-\frac{(n-1) \alpha}{4 n}$, and $\alpha<\gamma$. This completes the proof.

REMARK 3. If we choose $\theta=1$, then we deduce the same result as in Theorem 3.3 with $0<\gamma<\frac{2 n}{n+2}, q=\frac{4}{\alpha}, r=\frac{2 n}{n-\alpha}$, and $\sigma=\frac{(n+2) \alpha}{4 n}$.

Now we consider the small data global existence and scattering for $2<\gamma<n$.
Theorem 3.4. Let $2<\gamma<n, n \geq 3$, and $s>\frac{\gamma}{2}-\frac{n-2}{2 n}$. Then there exists $\rho>0$ such that for any $\varphi \in H^{s}$ with $\|\varphi\|_{H^{s}} \leq \rho$, (1.2) has a unique solution $u \in$ $\left(C \cap L^{\infty}\right)\left(H^{s}\right) \cap L^{2}\left(H_{\frac{2 n}{n-2}}^{s-\frac{n+2}{2 n}}\right)$. Moreover, there is $\varphi^{+} \in H^{s}$ such that

$$
\left\|u(t)-U(t) \varphi^{+}\right\|_{H^{s}} \rightarrow 0 \text { as } t \rightarrow \infty
$$

Proof. We will use the Strichartz estimate (1.4) with $\theta=1$ and endpoint admissible pair $(q, r, \sigma)=\left(2, \frac{2 n}{n-2}, \frac{n+2}{2 n}\right)$ (see Remark 2).

Let us define a complete metric space $\left(Y_{\rho}^{s}, d\right)$ with metric $d$ by

$$
\begin{aligned}
& Y_{\rho}^{s}=\left\{v \in L^{\infty}\left(H^{s}\right) \cap L^{2}\left(H_{r}^{s-\sigma}\right):\|v\|_{L^{\infty} H^{s} \cap L^{2} H_{r}^{s-\sigma}} \leq \rho\right\} \\
& d(u, v)=\|u-v\|_{L^{\infty} H^{s} \cap L^{2} H_{r}^{s-\sigma}}
\end{aligned}
$$

Then from the estimate (3.2), we have

$$
\|N(u)\|_{L^{\infty} H^{s} \cap L^{2} H_{r}^{s-\sigma}} \leq C\|\varphi\|_{H^{s}}+C\|u\|_{L^{2} H_{r}^{s-\sigma}}^{2}\|u\|_{L^{\infty} H^{s}}
$$

If we choose sufficiently small $\rho$ such that $C\|\varphi\|_{H^{s}} \leq \frac{\rho}{2}$ and $C \rho^{3} \leq \frac{\rho}{2}$, then $N$ maps $Y_{\rho}^{s}$ to itself. Similarly, from (3.3)-(3.5), one can show that $d(N(u), N(v)) \leq \frac{1}{2} d(u, v)$. This proves the existence part.

To prove the scattering, let us define a function $\varphi^{+}$by

$$
\varphi^{+}=\varphi-i \int_{0}^{\infty} U\left(-t^{\prime}\right) F(u)\left(t^{\prime}\right) d t^{\prime} .
$$

Then since the solution $u$ is in $Y_{\rho}^{s}, \varphi^{+} \in H^{s}$, therefore it holds that

$$
\begin{aligned}
\left\|u(t)-u^{+}(t)\right\|_{H^{s}} & \lesssim \int_{t}^{\infty}\|F(u)\|_{H^{s}} d t^{\prime} \\
& \lesssim\|u\|_{L^{\infty} H^{s}} \int_{t}^{\infty}\|u\|_{H_{r}^{s-\sigma}}^{2} d t^{\prime} \rightarrow 0 \text { as } t \rightarrow \infty .
\end{aligned}
$$

4. Nonexistence of scattering. We prove the nonexistence of nontrivial asymptotically free solution.

Theorem 4.1. Assume that $0<\gamma \leq 1$ for $n \geq 3$ and $0<\gamma<\frac{n}{2}$ for $n=1,2$. Suppose that $u$ is a smooth global solution in $C\left(0, \infty ; H^{\frac{1}{2}}\right) \cap C^{1}\left(0, \infty ; H^{-\frac{1}{2}}\right)$ to (1.1) and there exists a smooth function $\varphi^{+} \in H^{\frac{1}{2}} \cap B_{1,1}^{\frac{n+2}{2}}$ such that

$$
\left\|u(t)-u^{+}(t)\right\|_{L^{2}} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty,
$$

where $u^{+}(t)=U(t) \varphi^{+}$. Then $u=u^{+}=0$. Here $B_{1,1}^{s}$ is the standard inhomogeneous Besov space.

Proof. Let us define a function of $H(t)$ by

$$
H(t)=\operatorname{sgn}(\lambda) \operatorname{Re}\left\langle u(t), u^{+}(t)\right\rangle .
$$

Then from the condition of $u$ and $u^{+}, H(t)$ is uniformly bounded on $t$ and

$$
\begin{equation*}
\frac{d}{d t} H(t)=|\lambda| \operatorname{Im}\left\langle I_{n-\gamma}\left(|u|^{2}\right) u, u^{+}\right\rangle . \tag{4.1}
\end{equation*}
$$

Suppose $\varphi^{+} \neq 0$. Then we derive a contradiction to the uniform boundedness of $H$ on $t$.

The integration in (4.1) is rewritten as

$$
\left\langle I_{n-\gamma}\left(|u|^{2}\right) u, u^{+}\right\rangle=J_{1}+J_{2}+J_{3},
$$

where

$$
\begin{aligned}
& J_{1}=\left\langle I_{n-\gamma}\left(\left|u^{+}\right|^{2}\right) u^{+}, u^{+}\right\rangle, \\
& J_{2}=\left\langle I_{n-\gamma}\left(|u|^{2}-\left|u^{+}\right|^{2}\right) u^{+}, u^{+}\right\rangle, \\
& J_{3}=\left\langle I_{n-\gamma}\left(|u|^{2}\right)\left(u-u^{+}\right), u^{+}\right\rangle .
\end{aligned}
$$

To estimate each $J_{i}$, we need the following time decay estimate; for its proof see $[4,13,30]$.

Lemma 4.2. If $\varphi^{+} \in B_{1,1}^{\frac{n+2}{2}}$, then

$$
\left\|U(t) \varphi^{+}\right\|_{L^{\infty}} \lesssim t^{-\frac{n}{2}}\left\|\varphi^{+}\right\|_{B_{1,1}^{\frac{n+2}{2}}} .
$$

As for $J_{2}$, from Lemma 3.2, we have

$$
\begin{aligned}
& \left|J_{2}(t)\right| \\
& \quad=\left|\left\langle\left(|u|^{2}-\left|u^{+}\right|^{2}\right), I_{n-\gamma}\left(\left|u^{+}\right|^{2}\right)\right\rangle\right| \\
& \quad \leq\left\|u-u^{+}\right\|_{L^{2}}\left(\|u\|_{L^{2}}+\left\|u^{+}\right\|_{L^{2}}\right)\left\|I_{n-\gamma}\left(\left|u^{+}\right|^{2}\right)\right\|_{L^{\infty}} \\
& \quad \lesssim\left\|u-u^{+}\right\|_{L^{2}}\left(\|u\|_{L^{2}}+\left\|u^{+}\right\|_{L^{2}}\right)\left\|u^{+}\right\|_{L^{\frac{2 n}{n-\gamma-\varepsilon}}}\left\|u^{+}\right\|_{L^{\frac{2 n}{n-\gamma+\varepsilon}}} \\
& \quad \lesssim\left\|u-u^{+}\right\|_{L^{2}}\left(\|u\|_{L^{2}}+\left\|u^{+}\right\|_{L^{2}}\right)\left\|u^{+}\right\|_{L^{2}}^{\frac{n-\gamma-\varepsilon}{n}+\frac{n-\gamma+\varepsilon}{n}}\left\|u^{+}\right\|_{L^{\infty}}^{2-\frac{n-\gamma-\varepsilon}{n}+\frac{n-\gamma+\varepsilon}{n}} \\
& \quad \lesssim\left\|u-u^{+}\right\|_{L^{2}}\left(\|u\|_{L^{2}}+\left\|u^{+}\right\|_{L^{2}}\right)\left\|u^{+}\right\|_{L^{2}}^{\frac{2(n-\gamma)}{n}}\left\|u^{+}\right\|_{L^{\infty}}^{\frac{2 \gamma}{n}} .
\end{aligned}
$$

For the fourth inequality we used Hölder's inequality

$$
\begin{equation*}
\|u\|_{L^{r}} \leq\|u\|_{L^{2}}^{\frac{2}{r}}\|u\|_{L^{\infty}}^{1-\frac{2}{r}} . \tag{4.3}
\end{equation*}
$$

Now from Lemma 4.2 we get

$$
\begin{equation*}
\left|J_{2}(t)\right|=o\left(t^{-\gamma}\right) \tag{4.4}
\end{equation*}
$$

Since $\gamma \leq 1$ for $n \geq 3$ and $\gamma<\frac{n}{2}$ for $n=1,2$, we can take $\varepsilon>0$ such that $\gamma+\varepsilon<\frac{n}{2}$. Hence by the same argument for $J_{2}$ we have for $J_{3}$ that

$$
\begin{align*}
\left|J_{3}(t)\right| & \left.=|\langle | u|^{2}, I_{n-\gamma}\left(\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right)\right\rangle \mid \\
& \leq\|u\|_{L^{2}}^{2}\left\|I_{n-\gamma}\left(\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right)\right\|_{L^{\infty}} \\
& \lesssim\|u\|_{L^{2}}^{2}\left\|\left|\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right|^{\frac{1}{2}}\right\|_{L^{\frac{2 n}{n-\gamma-\varepsilon}}}\left\|\left|\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right|^{\frac{1}{2}}\right\|_{L^{\frac{2 n}{n-\gamma+\varepsilon}}} \\
& \lesssim\|u\|_{L^{2}}^{2}\left\|\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right\|_{L^{\frac{n}{2}}}^{\frac{1}{n-\gamma-\varepsilon}}\left\|\left(\bar{u}-\overline{u^{+}}\right) u^{+}\right\|_{L^{\frac{n}{n-\gamma+\varepsilon}}}^{\frac{1}{2}}  \tag{4.5}\\
& \lesssim\|u\|_{L^{2}}^{2}\left\|u-u^{+}\right\|_{L^{2}}\left\|u^{+}\right\|_{L^{\frac{1}{2}} \frac{2 n}{n-2(\gamma+\varepsilon)}}\left\|u^{+}\right\|_{L^{\frac{1}{2}}}^{\frac{2 n}{n-2(\gamma-\varepsilon)}} \\
& \lesssim\|u\|_{L^{2}}^{2}\left\|u-u^{+}\right\|_{L^{2}}\left\|u^{+}\right\| \frac{n-2 \gamma}{L^{2}}\left\|u^{+}\right\|_{L^{\infty} \frac{n-2 \gamma}{n}}^{1-2} . \\
& =o\left(t^{-\gamma}\right) .
\end{align*}
$$

As for $J_{1}$, if $|x| \leq A t$ for some $A>1$, then for any $t>0$

$$
\begin{aligned}
I_{n-\gamma}\left(\left|u^{+}\right|^{2}\right)(x) & \geq \int_{|y| \leq A t}|x-y|^{-\gamma}\left|u^{+}(y)\right|^{2} d y \\
& \geq \frac{1}{(2 A t)^{\gamma}} \int_{|y| \leq A t}\left|u^{+}(y)\right|^{2} d y
\end{aligned}
$$

Now we prove

$$
\begin{equation*}
\int_{|y| \leq A t}\left|u^{+}(y)\right|^{2} d y \gtrsim\left\|\varphi^{+}\right\|_{L^{2}}^{2} \tag{4.6}
\end{equation*}
$$

for large $t$, provided $\varphi^{+}$is sufficiently smooth. Choose a large $R$ such that $\left\|\eta_{R} \varphi^{+}\right\|_{L^{2}}^{2} \geq$ $\frac{2}{3}\left\|\varphi^{+}\right\|_{L^{2}}^{2}$, where $\eta_{R}$ is a smooth cut-off function supported in the ball of radius $2 R$ with center at the origin. Then

$$
\left\|u^{+}\right\|_{L^{2}(|x| \leq A t)}^{2} \geq\left|\left\|U(t)\left(\eta_{R} \varphi^{+}\right)\right\|_{L^{2}(|x| \leq A t)}^{2}-\left\|\varphi^{+}\right\|_{L^{2}(|x|>R)}^{2}\right|
$$

Since the linear solution $u^{+}$has the finite propagation speed (actually speed 1 ), one can easily show that $\left|U(t)\left(\eta_{R} \varphi^{+}\right)(x)\right| \lesssim|x|^{-N}\left\|\varphi^{+}\right\|_{L^{2}}$ for any $N$, provided $|x|>$ $1+2 R+t$. Hence we deduce that if $N>\frac{n}{2}$ and $t$ is large enough so that $A t>1+3 R+t$, then

$$
\begin{aligned}
\left\|U(t)\left(\eta_{R} \varphi^{+}\right)\right\|_{L^{2}(|x| \leq A t)}^{2} & =\left\|U(t)\left(\eta_{R} \varphi^{+}\right)\right\|_{L^{2}}^{2}-\int_{|x|>A t}\left|U(t) \eta_{R} \varphi^{+}\right|^{2} d x \\
& \geq\left\|\eta_{R} \varphi^{+}\right\|_{L^{2}}-C \int_{|x|>A t}|x|^{-2 N} d x\left\|\varphi^{+}\right\|_{L^{2}}^{2} \\
& \geq \frac{2}{3}\left\|\varphi^{+}\right\|_{L^{2}}^{2}-C(A t)^{n-2 N}\left\|\varphi^{+}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Therefore for $t$ large enough,

$$
\left\|u^{+}\right\|_{L^{2}(|x| \leq A t)}^{2} \geq \frac{1}{3}\left\|\varphi^{+}\right\|_{L^{2}}^{2}
$$

and hence

$$
\begin{equation*}
J_{1}(t) \gtrsim t^{-\gamma} \tag{4.7}
\end{equation*}
$$

Now combining (4.7) with (4.4) and (4.5), we deduce that for $t$ sufficiently large

$$
\frac{d}{d t} H(t) \gtrsim t^{-\gamma} \geq t^{-1}
$$

This is a contradiction to the uniform boundedness of $H(t)$ on $t$.
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#### Abstract

We prove that uniformly random packings of copies of a certain simply connected figure in the plane exhibit global connectedness at all sufficiently high densities, but not at low densities.
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1. Introduction. The densest way to cover a large area with nonoverlapping unit disks is as in Figure 1, in which the disk centers form the vertices of a triangular lattice.


Fig. 1. The densest packing of unit disks in the plane.

A packing is a collection of congruent copies of a subset with pairwise disjoint interiors. See [5] for a proof that the above packing is indeed the densest possible for unit disks.

It is an old unsolved problem to understand whether densest packings of spheres, simplices, or other shapes, in a Euclidean or hyperbolic space of any dimension, exhibit crystallographic symmetry, such as that of Figure 1. This is the spirit, for instance, of Hilbert's eighteenth problem; see $[5,10]$ for background.

Using physics models of two- and three-dimensional matter as a guide, we are tempted to try to gain insight into densest packings by considering packings at densities below the maximum. (For an example concerning spheres in $\mathbb{R}^{3}$, see [9].) In

[^65]effect, we are emphasizing not so much that densest packings and low density packings differ by their symmetry, but rather that they differ in some fundamental geometric fashion. Indeed, it is commonly suggested in the physics literature (see, for instance, [1]) that two-dimensional models of matter do not exhibit crystallographic symmetry, and it is sometimes said by mathematicians that in high-dimensional Euclidean space, densest packings of spheres may not have crystallographic symmetry. So perhaps it is appropriate to re-examine the precise manner in which densest packings differ fundamentally from low density packings, and to use packings at less than optimum density as a guide.

In this work we replace round disks with deformed disks, which are copies of a "zipper" tile; see Figure 2. This tile can cover the plane completely, in which case the packing has density 1 , and is completely connected in any sense. What we show is that even at somewhat lower densities, the uniform random packing still has rigid structure; in particular it has a form of connectedness associated with site percolation [7]. What this means for packing large but finite boxes (with torus boundary conditions) is that the necessary gross irregularities of most packings at such high densities disconnect the packings, if at all, along fault lines whose density tends to 0 as the size of the box tends to infinity. Although we define "uniform random packing" of the plane by limits of measures on packings of finite boxes, the key to our proof is to examine isometryinvariant probability measures on packings of the whole plane and to show that the ones that maximize "degrees of freedom per tile" are unique for high densities.

We show that at high density in our model there is a nonzero probability of an infinite linked component, and that this probability is zero at low density. Thus, there are different "phases" of the packings [2]. (This is closely related to continuum percolation, where one looks at overlapping disks with random independent centers, but our methods are quite different.)

Although we believe that such a result also holds for packings of disks or of spheres-pairs of which would be called "linked" if sufficiently close - we are able to prove the result only for our tiles, which are shaped to allow three well-defined levels of pairwise separation. (We discuss the appropriate notion of linking for collections of disks in the last section of the paper.) It is generally understood that true crystalline symmetry is not seen below optimal density in two dimensions - see [11]-so the form of connectedness we use may be useful in understanding the role of geometry in Hilbert's problem.
2. Description of the tile. We consider packings by a deformed disk denoted by $t$, referred to as "the tile" and depicted in Figure 2. In this section, we define it precisely.

Let $H$ be a regular hexagon of area 1 . Let $r$ be the radius of the in-circle of $H$. Let $D$ be a disk concentric with the in-circle and of radius $r+\rho$, where $0<\rho \ll 1$ is a number we shall choose more precisely later. We shall construct the shape $t$ by modifying $H$ as follows; $D$ will be called the shadow disk of $t$.

As shown in Figure 2, the tile $t$ equals $H$ with each side modified by a "fringe" and each corner modified by a hook and inlet, where a hook is about half an element of the fringe. As shown in Figure 3, the fringe height is $2 \rho$. The elements of the fringe have two different size "necks," one of size $\rho^{2}$ and one of size $2 \rho^{2}$, allowing neighboring tiles to be linked in either of two well-defined modes, "tightly linked" and "loosely linked"; the former is illustrated in Figure 4 and the latter in Figure 5. We say that two tiles $t$ are linked (tightly or loosely) if, when one is held fixed, the other can be moved continuously only by a bounded amount (without overlapping the first). A


FIG. 2. The zipper tile.


Fig. 3. Close-up view of the fringe.
tight link is one that permits no movement of one tile while fixing the other, while a link that is not tight is called loose. A key feature of our model is that when two tiles are tightly linked, any motion of one would necessitate a corresponding motion of the other. As we shall explain, the uniform probability distribution on packings of the plane at given density is a limit of such a distribution on packings of larger and larger tori. In our model, these distributions on packings of finite tori are concentrated on packings with the largest number of degrees of freedom, and therefore, roughly speaking, the fewest tiles bound by tight links. This gives us useful control on the packings in the support of our distributions.

A tile is called fully linked on one side if it is linked with another tile on that side in such a way that either they are tightly linked, and the line joining their centers goes through the midpoint of the sides of the corresponding hexagons, or they are not tightly linked but can be moved continuously so that their shadow disks touch each other. A tile is fully linked if it is fully linked on all sides. We note that the fully tightly linked packing (Figure 4) corresponds to a tiling by the original hexagon and has density 1 , and that the tile has area 1 by construction.


Fig. 4. Tightly linked tiles.
3. Statement of results. To state our results we need some notation. Let $X$ be the space of all packings of the plane by the tile $t$. Given a compact subset $K$ of the plane and two packings of the plane, we consider the distance between the two packings with respect to $K$ to be the Hausdorff distance between the unions of the tiles in the respective packings intersected with $K$. Then $X$ is endowed with the topology of Hausdorff convergence on compact subsets; $X$ is compact. Intuitively, two packings are close in $X$ if they are close in the Hausdorff sense in a large ball centered at the origin. We shall define a probability measure on $X$ that is "uniform" on the set of all packings of a fixed density. For this, we shall need the space $X_{n}$ of all packings by the tile of the $n \times n$ torus $\mathbb{R}^{2} /(n \mathbb{Z})^{2}$.

For any integer $m$, let $X_{n, m} \subset X_{n}$ consist of those packings which contain exactly $m$ tiles ( $X_{n, m}$ is empty if $m$ is large enough). To each tile, we assign the set of six unit vectors based on its center and pointing toward the center of each of its edges. Through this assignment, we can view $X_{n, m}$ as a subset of $T_{n}^{m} / \Sigma_{m}$, where $T_{n}$ is the unit tangent bundle of the $n \times n$ torus modulo a $2 \pi / 6$ rotation and the symmetric group $\Sigma_{m}$ acts by permuting the factors.

When $m / n^{2}$ is small, $X_{n, m}$ is (3m)-dimensional. However, when $m / n^{2}$ is sufficiently large, the dimension of $X_{n, m}$ inside $T_{n}^{m} / \Sigma_{m}$ is less than $3 m$. This is because


Fig. 5. Loosely linked tiles.
at least two tiles in any packing of $X_{n, m}$ will have to be tightly linked, so that it is impossible to move one continuously without moving the other. Thus, it is useful to decompose $X_{n, m}$ into a (finite) disjoint union of sets $X_{n, m, k}$ of packings containing exactly $k$ tight links. Generically, the dimension of $X_{n, m, k}$ is $3(m-k)$. The dimension can be strictly less than this if the packings are jammed in the sense of [4], although this fact will not be important for us. The top dimension of $X_{n, m}$ means the maximum dimension of all $X_{n, m, k}$. Let $\mu_{n, m}$ be the probability measure on $X_{n, m}$ obtained by normalizing the Hausdorff measure on $X_{n, m}$ in the top dimension of $X_{n, m}$ with respect to the natural metric inherited from $T_{n}^{m} / \Sigma_{m}$. We interpret $\mu_{n, m}$ as being a uniform measure. The fact that $\mu_{n, m}$ is supported on those packings with the fewest tight links will be crucial in the analysis to follow.

Let $\widetilde{X}_{n}$ be the space of all $(n \times n)$-periodic packings of the plane. In other words, $\widetilde{X}_{n}$ consists of those packings that are preserved under translations by $n \mathbb{Z} \times n \mathbb{Z}$. Under the quotient map, this space is naturally identified with $X_{n}$. Therefore, we can view the measures $\mu_{n, m}$ as living on $\widetilde{X}_{n} \subset X$.

For a fixed density $d \in[0,1]$, let $\mu^{(d)}$ be any measure obtained as the weak* limit of measures of the form $\mu_{n, m}$ such that $n \rightarrow \infty$ and $m / n^{2} \rightarrow d$. (Note that $m / n^{2}$ is the density of every packing in the support of $\mu_{n, m}$ and $d$ is the average density
of a packing chosen with respect to $\mu^{(d)}$; see Lemma 5.1.) A priori, $\mu^{(d)}$ may not be unique, although we shall prove that it is for large enough $d$.

A linked component of a packing is a maximal subpacking in which for every two tiles $t, t^{\prime}$, there is a sequence $t=t_{1}, t_{2}, \ldots, t_{n}=t^{\prime}$ such that $t_{i}$ is linked to $t_{i+1}$ $(i=1, \ldots, n-1)$. A tightly linked component is defined similarly, except that we require $t_{i}$ to be tightly linked to $t_{i+1}$.

We say that a measure on the space $X$ of packings is invariant if it is preserved under the full isometry group of the plane. All the measures we consider are probability measures unless stated otherwise.

Let $\lambda_{0}$ be the unique invariant measure on tilings (packings that cover $\mathbb{R}^{2}$ ) by our tile. Let $\lambda_{1}$ be the unique invariant measure on packings by $t$ such that all tiles are fully loosely linked, are as close as possible to each other, and the packing has hexagonal symmetry. Write $\lambda_{s}:=s \lambda_{1}+(1-s) \lambda_{0}$.

Our main results are the following.
Theorem 3.1. There exists $0<d_{1}<1$ such that if $d \geq d_{1}, \mu^{(d)}$ is unique and equals $\lambda_{s}$, where $s:=(1-d) /\left(1-d_{1}\right)$.

Corollary 3.2. The $\mu^{(d)}$-probability that the origin is inside a tile belonging to an infinite linked component is nonzero for $d \geq d_{1}$.

Proposition 3.3. For some $d_{2}>0$, the probability (with respect to any $\mu^{(d)}$ for any $d<d_{2}$ ) that the origin is inside an infinite linked component is zero.

## 4. Tile properties.

Lemma 4.1. For small $\rho$, if tiles $t_{1}$ and $t_{2}$ are not tightly linked and do not overlap, then the distance between their centers is at least $2 r+2 \rho$.

Proof. Consider the line segment from the center of $t_{1}$ to the center of $t_{2}$. If this segment traverses near a corner of $t_{1}$ or $t_{2}$, then it must be longer than $2 r+2 \rho$ for small enough $\rho$. Suppose it crosses a fringe of $t_{1}$ and of $t_{2}$. If the tiles are not linked, then the claim is obvious. If they are linked, then to minimize the distance, it must be that their fringes match up (so they are fully linked on one side). Thus, they can come closest to each other when pushed flat up against each other so that their shadow disks touch. In this case, the distance between the centers is exactly $2 r+\rho$.

We shall say that two tiles are densely loosely linked if they are loosely linked and their shadow disks touch. There is a unique invariant measure on maximally dense packings by congruent disks [3]. Hence the probability measure $\lambda_{1}$ that we defined earlier is the unique invariant measure on packings by $t$ such that all tiles are fully and densely loosely linked. Let $d_{1}$ be the density of such a packing.

Given a tile $t$ in a packing $P$, we denote by $V(t)$ the Voronoi cell of the center of $t$ with respect to the centers of the other tiles; that is, $V(t)$ is the open set of points closer to the center of $t$ than to the center of any other tile. We denote the area of a region $A$ of the plane by $|A|$.

Lemma 4.2. The following holds for small enough $\rho>0$. For any packing $P$, if $t \in P$ is a tile that has no tight links, then the area of $V(t)$ is at least $1 / d_{1}$. Moreover, equality holds iff the configuration of tiles determining $V(t)$ is congruent to a corresponding configuration of a packing in the support of $\lambda_{1}$.

Proof. For a tile $t$, let $H(t)$ denote the hexagon from which $t$ is created. For $x>0$, let $H_{x}(t)$ denote the homothetic copy $\frac{r+x}{r} H(t)$ about the center of $H(t)$.

Suppose $t$ is a tile of $P$ without any tight links. Consider the rays $R_{1}, \ldots, R_{6}$ from the center of the hexagon $H(t)$ through each of its six vertices. These rays divide the plane into six sectors, $S_{1}, \ldots, S_{6}$.

By construction, if $t$ and $t_{1}$ are loosely linked, then $\left|H_{\rho}(t) \cap H_{\rho}\left(t_{1}\right)\right|=\mathrm{O}\left(\rho^{2}\right)$ : The hexagon interiors do not intersect if they are parallel, while if they are not parallel, they can intersect only very slightly at a corner. The openings at which a corner can enter have area $\mathrm{O}\left(\rho^{2}\right)$ as $\rho \rightarrow 0$.

Thus, we have proved that whenever $t$ is loosely linked in the sector $S_{i}$, then $\left|V(t) \cap S_{i}\right| \geq\left|H_{\rho}(t)\right| / 6-\delta_{1}$, with $\delta_{1}=\mathrm{O}\left(\rho^{2}\right)$ as $\rho \rightarrow 0$.

Similarly, if $t$ and $t_{2}$ are not linked at all, then $\left|H_{2 \rho}(t) \cap H_{2 \rho}\left(t_{2}\right)\right|=\mathrm{O}\left(\rho^{2}\right)$ : Again, their interiors do not intersect if they are parallel, while if they are not parallel, they can intersect only very slightly at a corner. So there exists $\delta_{2}>0$ such that whenever $t$ is not linked in the sector $S_{i}$, we have $\left|V(t) \cap S_{i}\right| \geq\left|H_{2 \rho}(t)\right| / 6-\delta_{2}$, with $\delta_{2}=\mathrm{O}\left(\rho^{2}\right)$ as $\rho \rightarrow 0$.

Therefore, if $t$ has no tight links but is not fully linked, then

$$
|V(t)| \geq j\left(\frac{\left|H_{\rho}(t)\right|}{6}-\delta_{1}\right)+(6-j)\left(\frac{\left|H_{2 \rho}(t)\right|}{6}-\delta_{2}\right)
$$

for some $j$ with $0 \leq j \leq 5$. Given that $\delta_{1}, \delta_{2}$ are of order $\rho^{2}$ while $\left|H_{2 \rho}(t)\right|-\left|H_{\rho}(t)\right|$ is of order $\rho$, for $\rho$ small enough we may conclude that $|V(t)|>\left|H_{\rho}(t)\right|$ in this case.

On the other hand, the geometry of a tile is such that for small $\rho$, if $t_{1}$ and $t_{2}$ are two tiles loosely linked to $t$, then $t_{1}$ cannot be tightly linked to $t_{2}$. Now suppose that $t$ is fully loosely linked. Then the Voronoi cell of the center of $t$ is determined by six tiles $t_{1}, \ldots, t_{6}$ all loosely linked to $t$ and all with the property that their shadow disks $D, D_{1}, \ldots, D_{6}$ do not overlap (by the previous lemma). It follows [6] that $|V(t)| \geq\left|H_{\rho}(t)\right|$, with equality iff each of the disks $D_{1}, \ldots, D_{6}$ touches $D$. But there is only one way in which this can occur (up to isometry). So $V(t)=H_{\rho}(t)$ in this case. This implies that the configuration $t, t_{1}, \ldots, t_{6}$ is congruent to a corresponding configuration of a packing in the support of $\lambda_{1}$.

It is easy to see that given $\rho>0$, there exists $\varepsilon>0$ such that for any finite component $c$ of tightly linked tiles in any packing, the union $V_{c}$ of the Voronoi cells of the centers of the tiles of $c$ has area at least $j_{c}+\varepsilon \operatorname{Per}_{c}$. Here $j_{c}$ is the number of tiles in $c$ and $\mathrm{Per}_{c}$ is the perimeter of the union of hexagons corresponding to $c$. Let $\varepsilon$ be the largest such constant. Let $\delta>0$ be such that the area of the Voronoi cell in the fully densely loosely linked packing equals $1+\varepsilon \operatorname{Per}_{1}+\delta$, where $\operatorname{Per}_{1}$ is the perimeter of the hexagon of a single tile. Since $\varepsilon=\rho+\mathrm{O}\left(\rho^{2}\right)$ and $\delta=\mathrm{O}\left(\rho^{2}\right)$, we have the following.

Lemma 4.3. For sufficiently small $\rho$, there are $\varepsilon, \delta>0$ such that for any finite tightly linked component $c$,

$$
\begin{aligned}
d_{1} & =\frac{1}{1+\operatorname{Per}_{1} \varepsilon+\delta} \\
\left|V_{c}\right| & \geq j_{c}+\varepsilon \operatorname{Per}_{c}
\end{aligned}
$$

and

$$
\delta \leq \varepsilon / 100
$$

5. High density. Recall that $X$ is the compact space of all packings of the plane by the tile (with the topology of Hausdorff-metric convergence on compact subsets). Let $\widetilde{M}$ be the space of isometry-invariant Borel probability measures on $X$. For any $\mu \in \widetilde{M}$, we denote by $|\mu|:=\mu\left(A_{0}\right)$ the density of $\mu$, where $A_{0}$ is the set of all packings $P \in X$, one of whose tiles contains the origin. Since a tile is the closure of its interior, $A_{0}$ is a closed set.

Lemma 5.1. If $\mu_{i} \in \widetilde{M}$ converges to $\mu$ in the weak* topology, then $\left|\mu_{i}\right|$ converges to $|\mu|$.

Proof. Let $\widehat{P}$ denote the union of tiles in a packing, $P$. For any invariant probability measure $\nu$ and any $z \in \mathbb{R}^{2}$, we have

$$
|\nu|=\int \mathbf{1}_{\{0 \in \widehat{P}\}} d \nu(P)=\int \mathbf{1}_{\{z \in \widehat{P}\}} d \nu(P)
$$

Integrating over $z$ in a unit-area disk, $D$, with respect to the Lebesgue measure and using Fubini's theorem gives the identity $|\nu|=\int|\widehat{P} \cap D| d \nu(P)$. Since the function $P \mapsto|\widehat{P} \cap D|$ is continuous on $X$, the lemma follows.

Recall that $\lambda_{0}$ is the unique invariant measure on tilings by our tile, so that $\left|\lambda_{0}\right|=1$. Recalling that $d_{1}$ is the density of a fully densely loosely linked tiling, fix a density $d$ with $d_{1} \leq d \leq 1$. Let $\mu_{N}$ be the uniform measure on configuration of tiles at density $d_{N}$ in an $N \times N$ torus, where $d_{N} \rightarrow d$ as $N \rightarrow \infty$. To prove Theorem 3.1, we shall show that the weak* limit of $\mu_{N}$ exists and equals $\lambda_{s}$, where $s:=(1-d) /\left(1-d_{1}\right)$.

We shall use several lemmas that depend on the following notation. Given a packing $P \in X$, let

- $t_{P}$ be the tile of $P$ such that the origin belongs to $V\left(t_{P}\right)$ (this exists as long as the origin is not on the boundary of a Voronoi cell),
- $K_{P}$ be the tightly linked component containing $t_{P}$,
- $j_{P}$ be the number of tiles in $K_{P}$, and
- $f(P):=3 / j_{P}$ if $j_{P}$ is finite and $t_{P}$ contains the origin, and 0 otherwise.

Thus $f(P)$, in a sense, measures the number of degrees of freedom per tile near the origin.

LEMMA 5.2. If $\nu$ is any measure in $\widetilde{M}$, then $\int f d \nu(f) \leq 3|\nu|$, with equality iff $t_{P}$ has no tight links for $\nu$-almost every packing $P$.

The proof is immediate.
Lemma 5.3. If a sequence $\left\langle\nu_{n}\right\rangle \subset \widetilde{M}$ converges to $\nu$ in the weak* topology, then $\int f d \nu_{n}$ converges to $\int f d \nu$.

Lemma 5.3 is proved in a manner similar to Lemma 5.1.
Given a finite tightly linked component $c$, let the congruence class of $c$ be $C$ and let $X_{C} \subset X$ be the space of all packings $P$ for which $t_{P}$ exists and $K_{P}$ is in $C$. Let $X^{\prime \prime}$ be the space of all packings $P$ with density 1 , where "density" refers to the usual concept of the limit of the proportion of the area of $P$ inside a large disk centered at the origin as the radius tends to infinity. Let $X^{\prime} \subset X$ be the space of all packings $P$ such that $K_{P}$ is infinite and either the density of $P$ is less than 1 , the density is not defined, or $t_{P}$ does not exist. Thus, $X$ is the disjoint union of $X^{\prime}, X^{\prime \prime}$ and the collection of $X_{C}$ for all $C$.

Let $\nu$ be any invariant probability measure with density $d$. Let $\nu_{C}$ be $\nu$ conditioned on $X_{C}, \nu^{\prime}$ be $\nu$ conditioned on $X^{\prime}$, and $\nu^{\prime \prime}$ be $\nu$ conditioned on $X^{\prime \prime}$. Since $\lambda_{0}$ is the only invariant probability measure with support in $X^{\prime \prime}$, we have $\nu^{\prime \prime}=\lambda_{0}$. Thus,

$$
\nu=\nu\left(X^{\prime}\right) \nu^{\prime}+\nu\left(X^{\prime \prime}\right) \lambda_{0}+\sum_{C} \nu\left(X_{C}\right) \nu_{C} .
$$

Define the density $|\omega|:=\omega\left(A_{0}\right)$ as before, but for any (invariant or noninvariant) probability measure $\omega$ on $X$. We have

$$
d=|\nu|=\nu\left(X^{\prime}\right)\left|\nu^{\prime}\right|+\nu\left(X^{\prime \prime}\right)+\sum_{C} \nu\left(X_{C}\right)\left|\nu_{C}\right|
$$

and

$$
\int f d \nu=\sum_{C} \nu\left(X_{C}\right) \int f d \nu_{C}=\sum_{C} \nu\left(X_{C}\right) \frac{3}{j_{C}}\left|\nu_{C}\right|
$$

where $j_{C}$ is the number of tiles in $C$.
Lemma 5.4. Let $\nu \in \widetilde{M}$ and $C$ be a finite-component class. Suppose that $0 \leq s \leq$ 1 is such that $\left|\lambda_{s}\right|=\left|\nu_{C}\right|$. Then $\int f d \lambda_{s} \geq \int f d \nu_{C}$. Moreover, equality holds only if $j_{C}=1$.

Proof. As in the proof of Lemma 5.1, we have that $\left|\nu_{C}\right|=\int j_{C} /\left|V\left(t_{P}\right)\right| d \nu_{C}(P)$.
First suppose that $j_{C}=1$. Then $\left|\nu_{C}\right|=\int 1 /\left|V\left(t_{P}\right)\right| d \nu_{C}(P) \leq d_{1}$ by Lemma 4.2. This means that $s=1$ and $\int f d \nu_{C}=3\left|\nu_{C}\right|=3\left|\lambda_{s}\right|=\int f d \lambda_{s}$.

Now assume that $j=j_{C}>1$ and put $p:=\operatorname{Per}_{C}$. By definition,

$$
\int f d \lambda_{s}=s \int f d \lambda_{1}+(1-s) \int f d \lambda_{0}=s \int f d \lambda_{1}=3 s d_{1}
$$

Since $\nu_{C}(f)=3\left|\nu_{C}\right| / j_{C}=3\left|\lambda_{s}\right| / j_{C}=3\left(s d_{1}+1-s\right) / j$, it suffices to show that

$$
s d_{1}>\frac{s d_{1}+(1-s)}{j}
$$

which is equivalent to

$$
s\left(j d_{1}-d_{1}+1\right)>1
$$

Now $s d_{1}+(1-s)=\left|\nu_{C}\right| \leq \frac{j}{j+\varepsilon p}$, where $\varepsilon$ is from Lemma 4.3. Solving for $s$ gives

$$
s \geq \frac{1-\frac{j}{j+\varepsilon p}}{1-d_{1}}
$$

whence it is enough to show that

$$
\left(j d_{1}-d_{1}+1\right) \frac{1-\frac{j}{j+\varepsilon p}}{1-d_{1}}>1
$$

This boils down to

$$
d_{1}(p \varepsilon+1)>1
$$

Now, $j>1$ implies that $p \geq(7 / 6) \mathrm{Per}_{1}$, where $\mathrm{Per}_{1}$ is the perimeter of a single tile. Since $\varepsilon / 100>\delta$ (by Lemma 4.3), this implies that $p \varepsilon+1>1+\varepsilon \operatorname{Per}_{1}+\delta=1 / d_{1}$, proving the last inequality.

Lemma 5.5. We have $\int f d \nu \leq \int f d \lambda_{s}$ for all $\nu \in \widetilde{M}$ with $|\nu|=\left|\lambda_{s}\right|$. Equality holds only if

- $\nu\left(X_{C}\right)=0$ for every component class $C$ with $j_{C}>1$, and
- whenever $\nu\left(X_{C}\right)>0$ and $j_{C}=1$, we have $\left|\nu_{C}\right|=d_{1}$.

Proof. Recall that

$$
\int f d \nu=\sum_{C} \nu\left(X_{C}\right) \int f d \nu_{C}
$$

For each component class $C$, let $s_{C}$ be defined as follows:

- If there exists $s \in[0,1]$ such that $\left|\nu_{C}\right|=s d_{1}+(1-s)$, then set $s_{C}:=s$;
- otherwise, set $s_{C}:=1$.

Let $\omega_{C}:=s_{C} \lambda_{1}+\left(1-s_{C}\right) \lambda_{0}$ and

$$
\sigma:=\left(\nu\left(X^{\prime}\right)+\nu\left(X^{\prime \prime}\right)\right) \lambda_{0}+\sum_{C} \nu\left(X_{C}\right) \omega_{C}
$$

From the previous lemma, if $\left|\nu_{C}\right| \geq d_{1}$, then $\int f d \nu_{C} \leq \int f d \omega_{C}$, with equality only if $j_{C}=1$. If $\left|\nu_{C}\right|<d_{1}$, then $s_{C}=1$ and

$$
\int f d \nu_{C}=\frac{3\left|\nu_{C}\right|}{j_{C}}<3 d_{1}=\int f d \omega_{C}
$$

Summing up, we obtain

$$
\begin{aligned}
\int f d \sigma & =\sum_{C} \nu\left(X_{C}\right) \int f d \omega_{C} \\
& \geq \sum_{C} \nu\left(X_{C}\right) \int f d \nu_{C}=\int f d \nu
\end{aligned}
$$

Moreover, equality holds only if $\nu\left(X_{C}\right)=0$ for every component $C$ with $j_{C}>1$ and $\left|\nu_{C}\right|=d_{1}$ whenever $j_{C}=1$. Since $\left|\omega_{C}\right| \geq\left|\nu_{C}\right|$, we have

$$
\begin{aligned}
|\sigma| & =\nu\left(X^{\prime}\right)+\nu\left(X^{\prime \prime}\right)+\sum_{C} \nu\left(X_{C}\right)\left|\omega_{C}\right| \\
& \geq \nu\left(X^{\prime}\right)\left|\nu^{\prime}\right|+\nu\left(X^{\prime \prime}\right)+\sum_{C} \nu\left(X_{C}\right)\left|\nu_{C}\right| \\
& =|\nu| \\
& =\left|\lambda_{s}\right|
\end{aligned}
$$

Since $\sigma$ and $\lambda_{s}$ are both convex combinations of $\lambda_{0}$ and $\lambda_{1}$, this implies that $\int f d \sigma \leq$ $\int f d \lambda_{s}$ with equality iff $\sigma=\lambda_{s}$. Thus, $\int f d \nu \leq \int f d \lambda_{s}$. In the equality case we must have $\int f d \nu=\int f d \sigma=\int f d \lambda_{s}$ and $\sigma=\lambda_{s}$. This implies that $\nu\left(X_{C}\right)=0$ if $j_{C}>1$ and $\left|\nu_{C}\right|=d_{1}$ if $j_{C}=1$.

Lemma 5.6. Let $\nu \in \widetilde{M}$. If $|\nu|=\left|\lambda_{s}\right|$, then $\int f d \nu \leq \int f d \lambda_{s}$. Equality holds iff $\nu=\lambda_{s}$.
(Informally, $\lambda_{s}$ uniquely maximizes the number of degrees of freedom per tile for invariant measures of a fixed density.)

Proof. The previous lemma implies $\int f d \nu \leq \int f d \lambda_{s}$. Assume $\int f d \nu=\int f d \lambda_{s} ;$ then

$$
\nu=\nu\left(X^{\prime}\right) \nu^{\prime}+\nu\left(X^{\prime \prime}\right) \lambda_{0}+\nu\left(X_{C}\right) \nu_{C}
$$

where $C$ is the component of size 1 and $\left|\nu_{C}\right|=d_{1}$. This gives $\int f d \nu=\nu\left(X_{C}\right) 3 d_{1}=$ $\int f d \lambda_{s}=3 s d_{1}$. Hence $\nu\left(X_{C}\right)=s$. Since $\nu^{\prime}$ has density strictly less than $1=\left|\lambda_{0}\right|$ but $|\nu|=\left|\lambda_{s}\right|$, we must have $\nu\left(X^{\prime}\right)=0$. That is,

$$
\nu=\nu\left(X^{\prime \prime}\right) \lambda_{0}+\nu\left(X_{C}\right) \nu_{C}
$$

Since $\nu$ and $\lambda_{0}$ are isometry invariant, $\nu_{C}$ must also be isometry invariant. By Lemma 4.2, $\lambda_{1}$ is the unique isometry-invariant measure with support in $X_{C}$ and with density $d_{1}$. Hence $\nu_{C}=\lambda_{1}$. This implies $\nu=\lambda_{s}$, and the proof is finished.

Proof of Theorem 3.1. It is easy to see that one can pack the $N \times N$ torus in such a way that there is a large region of tightly linked tiles and a large region of densely loosely linked tiles, and in such a way that the interface between the two regions has a density which approaches zero as $N$ tends to infinity, and the density $d_{N}$ of the packing $P_{N}$ tends to $d$. Let $\omega_{N}$ be the invariant measure supported on isometric copies of $\widetilde{P}_{N}$ (a pull-back of $P_{N}$ to the plane). Then $\omega_{N}$ tends to $\lambda_{s}$ in the weak* topology. By Lemma 5.3 , this implies that $\int f d \omega_{N} \rightarrow \int f d \lambda_{s}$.

Now $\mu_{N}$, the uniform measure of density $d_{N}$ on the $N \times N$ torus, satisfies $\int f d \mu_{N} \geq \int f d \omega_{N}$. This is because $\mu_{N}$ is by definition supported on packings with the maximal number of degrees of freedom for the given density $d_{N}$. Hence $\liminf _{N} \int f d \mu_{N} \geq \liminf _{N} \int f d \omega_{N}=\int f d \lambda_{s}$.

Therefore, if $\mu_{\infty}$ is any weak* subsequential limit of $\left\langle\mu_{N}\right\rangle_{N}$, then $\int f d \mu_{\infty} \geq$ $\int f d \lambda_{s}$. But $d_{N} \rightarrow d$, so $\left|\mu_{\infty}\right|=\left|\lambda_{s}\right|$ by Lemma 5.1. The previous lemma now implies that $\mu_{\infty}=\lambda_{s}$.

Returning to the discussion of the introduction, we note that from simulations of hard disks, one would expect the corollary to hold even for a range of densities below $d_{1}$, but we do not know how to prove this.

Remark on higher dimensions. The basic features of our argument can be generalized to dimension 3 or higher, except for our use in Lemma 4.2 of [6] on the minimal Voronoi region in disk packings in the plane. It would be of interest if this part of our proof could be replaced with an argument insensitive to dimension, since the Voronoi regions of, say, the spheres in a face-centered cubic lattice do not minimize volume per site [8].
6. Low density. In this final section, we confirm the intuition that at low densities there will be no infinite loosely linked component. It is obvious that there is no infinite tightly linked component at densities smaller than $d_{1}$.

We begin with a lemma that holds for any tile shape (in fact, for any collection of shapes and sizes, as long as each can be fit into a disk of some fixed radius $s$, and "density" is interpreted as the number of tiles per unit area).

Lemma 6.1. For small enough density d, if a packing $P$ is drawn from $\mu^{(d)}$, then the probability that the disk $B_{R}$ of radius $R$ about the origin contains more than $9 R^{2} d$ tile centers goes to zero as $R \rightarrow \infty$.

Proof. Let $s$ be the radius of the smallest disk containing the tile (in our case, $s$ is about $\left.2^{1 / 2} \cdot 3^{-3 / 4} \cdot(1+2 \rho)\right)$ and choose

$$
0<d<\frac{.05}{13 \pi s^{2}}
$$

for our zipper tiles with small enough $\rho, d \leq .003$ suffices. Let $T$ be the set of tiles whose centers fall in $B_{R}, k:=\left\lceil\pi R^{2} d\right\rceil$, and $\ell>9 R^{2} d$. Letting $\mu^{(d)}(\cdot)$ denote the probability of an event with respect to the measure $\mu^{(d)}$, we shall show that

$$
\frac{\mu^{(d)}(|T|=\ell)}{\mu^{(d)}(|T|=k)} \leq \gamma^{\ell-k}
$$

for some constant $\gamma<1$. It then follows that

$$
\mu^{(d)}\left(|T|>9 R^{2} d\right) \leq \mu^{(d)}(|T|=k) \sum_{\ell=\left\lceil 9 R^{2} d\right\rceil}^{\infty} \gamma^{\ell-k} \leq \mu^{(d)}(|T|=k) \frac{\gamma^{\left\lfloor(9-\pi) R^{2} d\right\rfloor}}{1-\gamma} \rightarrow 0
$$

as $R \rightarrow \infty$, as desired.

The measure $\mu^{(d)}$ is the limit of uniform distributions of configurations on the $N \times N$ torus $\mathbf{T}_{N}$, in turn obtainable by choosing a sequence of $n=\left\lfloor N^{2} d\right\rfloor$ points from the Lebesgue distribution $\lambda$ on $\mathbf{T}_{N}^{n}$ as the centers of the tiles, orienting each tile independently and uniformly at random, and finally conditioning on no overlap. We denote by $\lambda(|T|=j)$ the a priori probability that exactly $j$ points fall inside $B_{R}$ (which we take to be some fixed disk in the torus).

Let $\Phi$ be the event that there is no overlap among the tiles whose centers lie in $B_{R}$, and $\Psi$ be the event that there is no overlap involving any tile whose center falls outside $B_{R}$. Then

$$
\frac{\mu^{(d)}(|T|=\ell)}{\mu^{(d)}(|T|=k)}=\frac{\lambda(|T|=\ell)}{\lambda(|T|=k)} \cdot \frac{\lambda(\Phi| | T \mid=\ell)}{\lambda(\Phi| | T \mid=k)} \cdot \frac{\lambda(\Psi| | T \mid=\ell \wedge \Phi)}{\lambda(\Psi| | T \mid=k \wedge \Phi)},
$$

and our job is to bound the three fractions on the right.
For the first, we note that $|T|$ is binomially distributed in the measure $\lambda$; hence

$$
\begin{aligned}
\frac{\lambda(|T|=\ell)}{\lambda(|T|=k)} & =\frac{\binom{n}{\ell}\left(\frac{\pi R^{2}}{N^{2}}\right)^{\ell}\left(1-\frac{\pi R^{2}}{N^{2}}\right)^{n-\ell}}{\binom{n}{k}\left(\frac{\pi R^{2}}{N^{2}}\right)^{k}\left(1-\frac{\pi R^{2}}{N^{2}}\right)^{n-k}} \leq \frac{(n-k)!/(n-\ell)!}{\ell!/ k!}\left(\frac{\frac{k}{n}}{1-\frac{k}{n}}\right)^{\ell-k} \\
& <\frac{(n-k)^{\ell-k}}{(\ell / e)^{\ell-k}} \cdot \frac{k^{\ell-k}}{(n-k)^{\ell-k}}=\left(\frac{e k}{\ell}\right)^{\ell-k} \leq 0.95^{\ell-k}
\end{aligned}
$$

for large $R$.
The next fraction is easy: Since we may throw the first $k$ centers into $B_{R}$, then for the remaining $\ell-k$, we have that

$$
\frac{\lambda(\Phi||T|=\ell)}{\lambda(\Phi||T|=k)}
$$

is the probability that the additional $\ell-k$ centers do not cause a collision, which is at most 1 .

For the (inverse of) the third fraction, we throw $n-\ell$ centers into the region outside $B_{R}$, then throw the remaining $\ell-k$. A new point, if it lands at a distance greater than $2 s$ from any previous point or from the disk $B_{R}$, causes no new overlap, and at each stage there are fewer than $n-k$ points already placed. Hence

$$
\begin{aligned}
& \frac{\lambda(\Psi||T|=k \wedge \Phi)}{\lambda(\Psi||T|=\ell \wedge \Phi)}>\left(\frac{N^{2}-\pi(R+2 s)^{2}-(n-k) 4 \pi s^{2}}{N^{2}-\pi R^{2}}\right)^{\ell-k} \\
& \quad \geq\left(1-4 \pi s^{2} d-\frac{4 \pi s R+4 \pi s^{2}}{N^{2}-\pi R^{2}}\right)^{\ell-k}>\left(1-13 s^{2} d\right)^{\ell-k}
\end{aligned}
$$

for $N \gg R$.
Putting the inequalities together, we have

$$
\frac{\mu^{(d)}(|T|=\ell)}{\mu^{(d)}(|T|=k)} \leq\left(\frac{.95}{1-13 s^{2} d}\right)^{\ell-k}=\gamma^{\ell-k},
$$

where $\gamma:=.95 /\left(1-13 s^{2} d\right)<1$ by choice of $d$.

Proposition 6.2. For some $d_{2}>0$, the $\mu^{(d)}$-probability that the origin is inside an infinite connected component of loosely linked tiles is zero for $d<d_{2}$.

Proof. Let $d \in(0, .003)$ be a density to be chosen later. Let $P$ be a packing drawn from $\mu^{(d)}$; we aim to show that the probability that the origin is connected by a loosely linked chain of tiles of $P$ to some point at distance $R$ approaches zero as $R \rightarrow \infty$.

We again choose some large radius $R$ and let $T$ be the set of tiles of $P$ whose centers fall inside the disk $B_{R}$.


Fig. 6. An unlikely configuration of tiles in and around $B_{R}$.
Fix the positions of the tiles of $P \backslash T$ (the black tiles of Figure 6) and consider the space of packings having these tiles plus $n$ tiles whose centers fall in $B_{R}$. We think of this space as being a subset of $T_{1}\left(B_{R}\right)^{n} / \Sigma_{n}$, where $T_{1}\left(B_{R}\right)$ is the unit tangent bundle of $B_{R}$ (modulo a $2 \pi / 6$ rotation to take into account the symmetries of the tile) and the symmetric group acts by permuting the factors.

If $\alpha_{n}$ is the volume (in $T_{1}\left(B_{R}\right)^{n} / \Sigma_{n}$-space) of this space and $m<n$, then by packing $n-m$ tiles into $B_{R}$ and then the remaining $m$ in the leftover space, we have

$$
\alpha_{n} \geq \frac{1}{\binom{n}{n-m}} \alpha_{n-m} \frac{1}{m!}\left[\pi(R-2 s)^{2}-n \pi(2 s)^{2}\right]^{m}
$$

where $s$ is, as before, the radius of the circle circumscribing a tile. This takes into account possible intrusion of tiles in $P-T$ into $B_{R}$, and the fact that a tile center at point $x$ can exclude nearby centers, but only within distance $2 s$ of $x$.

Let $\beta$ denote the "wiggle room" of a tile $t$ loosely linked to a stationary tile $t^{\prime}$, that is, the three-dimensional volume of the space of positions of $t$; then $\beta=\mathrm{O}\left(\rho^{3}\right)$ (but we use only that $\beta$ is bounded by a constant). If a packing "percolates," that is, contains a chain of loosely linked tiles connecting the center to the boundary of
$B_{R}$, let $t_{1}, \ldots, t_{m}$ be a shortest such chain (the dark grey tiles of Figure 6). Note that $m \geq R /(2 s)$. For each $i>2$, the tile $t_{i}$ is linked to one of the three sides of $t_{i-1}$ farthest from the side of $t_{i-1}$ linked to $t_{i-2}$, and has wiggle room at most $\beta$ with respect to $t_{i-1}$. Accounting for the orientation of $t_{1}$ and allowing the remaining $n-m$ tile centers to fall anywhere in $B_{R}$, we have that the $3 n$-dimensional volume of the set of percolating packings is bounded by $(\pi / 3) \cdot 6 \cdot 3^{m-2} \cdot \beta^{m-1} \cdot \alpha_{n-m}<3^{m} \beta^{m-1} \alpha_{n-m}$.

Comparing with the lower bound for $\alpha_{n}$, we find that given $|T|=n \leq 9 d R^{2}$, the probability of percolation is less than

$$
\frac{3^{m} \beta^{m-1} \alpha_{n-m}}{\alpha_{n}} \leq \frac{3^{m} \beta^{m-1} n!/(n-m)!}{\left[\pi(R-2 s)^{2}-n \pi(2 s)^{2}\right]^{m}}<\left(\frac{27 \beta d R^{2}}{\pi\left[(R-2 s)^{2}-36 d R^{2} s^{2}\right]}\right)^{m} / \beta
$$

which goes to zero as $R$ (thus also $m$ ) increases, for suitably chosen $d$. Since we know from Lemma 6.1 that $\mu^{(d)}\left(|T| \leq 9 d R^{2}\right)$ approaches 1 as $R \rightarrow \infty$, the proposition follows.

A more careful argument would prove Proposition 6.2 for any density below $1 /(4 \pi(2 / 3 \sqrt{3}))=.2067^{+}$for sufficiently small $\rho$, but clearly the probability of percolation will remain 0 for much higher densities than that.
7. A conjecture. We have shown that high-density random packings of zipper tiles in the plane contain an infinite loosely linked component with positive probability, while low-density random packings do not. What happens in the case of ordinary disks, where there is no apparent linking mechanism? We believe, but cannot prove, the following.

Conjecture. Suppose $\mu^{(d)}$ is defined as above, but for geometric disks of radius 1. Join two centers by an edge if their distance is at most $2+\varepsilon$ for some fixed $\varepsilon \ll 1$. Then for sufficiently high-density d below the maximum, the graph resulting from a configuration drawn from $\mu^{(d)}$ will contain an infinite connected component a.s.

This connectedness property can in fact be proven by a standard Peierls-type $\operatorname{argument}$ for large $\varepsilon$. This may be known already, though we do not know a reference; it is a straightforward extension of the traditional percolation proof to a situation with a new length scale given by the size of the disks. In general, there is some parameter set of $(\varepsilon, d) \subset(0, \infty) \times(0,1)$ for which there is an infinite component. For small $d$ or for large $\varepsilon$, the problem is quite similar to continuum percolation, where one connects by an edge two points of a Poisson point process if their distance is at most $r$. Because of homotheties, one may fix the intensity of the point process to be 1. Then there is a phase transition in $r$. Our situation is quite different in that we really have two parameters, due to the size of the disks, but our conjecture is that there is a phase transition in $d$ for every $\varepsilon$ nevertheless.

There is a fundamental difference between the connectedness property for small $\varepsilon$ and for large $\varepsilon$. An infinite set of disks connected or linked in the sense of small $\varepsilon$ would resist shearing in a sense not true for a set linked only in the sense of large $\varepsilon$. We prove the connectedness property for the zipper model for small $\varepsilon$, using in an essential way special features of the nonconvex zipper tiles.
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#### Abstract

We prove existence and multiplicity of small amplitude periodic solutions for the wave equation with small "mass" and odd nonlinearity. Such solutions bifurcate from resonant finite dimensional invariant tori of the fourth order Birkhoff normal form of the associated Hamiltonian system. The number of geometrically distinct solutions and their minimal periods go to infinity when the "mass" goes to zero. This is the first result about long minimal period for the autonomous wave equation.
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1. Introduction and main results. Let us consider the nonlinear wave equation on the interval $[0, \pi]$ with Dirichlet boundary conditions

$$
\left\{\begin{array}{l}
u_{t t}-u_{x x}+\mu u+f(u)=0  \tag{1}\\
u(t, 0)=u(t, \pi)=0
\end{array}\right.
$$

where $\mu>0$ and $f(0)=f^{\prime}(0)=0$.
Equation (1) can be studied as an infinite dimensional Hamiltonian system. Denoting $v=u_{t}$, the Hamiltonian is

$$
H(v, u)=\int_{0}^{\pi}\left(\frac{v^{2}}{2}+\frac{u_{x}^{2}}{2}+\mu \frac{u^{2}}{2}+g(u)\right) d x
$$

where $g=\int_{0}^{u} f(s) d s$. The Hamiltonian equations are

$$
u_{t}=\frac{\partial H}{\partial v}=v, \quad v_{t}=-\frac{\partial H}{\partial u}=u_{x x}-\mu u-f(u)
$$

Introducing coordinates $q=\left(q_{1}, q_{2}, \ldots\right), p=\left(p_{1}, p_{2}, \ldots\right)$ through the relations

$$
\begin{equation*}
v(x)=\sum_{i \geq 1} \sqrt{\omega_{i}} p_{i} \chi_{i}(x), \quad u(x)=\sum_{i \geq 1} \frac{q_{i}}{\sqrt{\omega_{i}}} \chi_{i}(x) \tag{2}
\end{equation*}
$$

where $\chi_{i}(x):=\sqrt{2 / \pi} \sin i x$ and $\omega_{i}:=\sqrt{i^{2}+\mu}$, the Hamiltonian takes the form

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i \geq 1} \omega_{i}\left(q_{i}^{2}+p_{i}^{2}\right)+\text { higher order terms } \tag{3}
\end{equation*}
$$

[^66]Since we are interested in small amplitude periodic solutions, the higher order terms in (3) may be neglected in first approximation, and we can consider only the Hamiltonian $\Lambda:=\sum_{i \geq 1} \omega_{i}\left(q_{i}^{2}+p_{i}^{2}\right) / 2$. The origin is an elliptic equilibrium point for $\Lambda$, and the $\Lambda$-orbits are the superpositions of the harmonic oscillations $q_{i}(t)=A_{i} \cos \left(\omega_{i} t+\varphi_{i}\right)$ of the basic modes $\chi_{i}$, where $A_{i} \geq 0, \varphi_{i} \in \mathbb{R}$, and $\omega_{i}$ are, respectively, the amplitude, the phase, and the frequency of the $i$ th harmonic oscillator $\omega_{i}\left(q_{i}^{2}+p_{i}^{2}\right) / 2, i \geq 1$.

Analogously, by neglecting the term $f(u)$ in (1), we see that every solution of the linear equation $u_{t t}-u_{x x}+\mu u=0$ is of the form

$$
\begin{equation*}
u(t, x)=\sum_{i \geq 1} a_{i} \cos \left(\omega_{i} t+\varphi_{i}\right) \sin i x \tag{4}
\end{equation*}
$$

with $a_{i}=A_{i} \sqrt{2 / \pi \omega_{i}} \geq 0$. These solutions, in general, are periodic if only one basic mode is excited, namely, if $a_{i}=0$ for any $i \neq i_{0}$, for a suitable $i_{0} \geq 1$, while $a_{i_{0}}>0$. If two basic modes are excited, the situation changes: Except a countable set of $\mu>0$, for any $\mathcal{I}:=\left\{i_{1}, \ldots, i_{N}\right\} \subset \mathbb{N}^{+}, N \geq 2$, the vector $\omega:=\left(\omega_{i_{1}}, \ldots, \omega_{i_{N}}\right)$ is rationally independent, ${ }^{1}$ and, therefore, any solutions of the form $\sum_{i \in \mathcal{I}} a_{i} \cos \left(\omega_{i} t+\varphi_{i}\right) \sin i x$ is quasi periodic. Consequently, if at least two amplitudes in (4) are different from zero, the solution $u(t, x)$ cannot be periodic. One can conclude that, except a countable set of $\mu>0$, the only periodic solutions of $u_{t t}-u_{x x}+\mu u=0$ are of the form $u(t, x)=$ $a_{i_{0}} \cos \left(\omega_{i_{0}} t+\varphi_{i_{0}}\right) \sin i_{0} x$, for $i_{0} \geq 1$.

In light of these considerations, a natural way to find periodic solutions of (1) (see, for example, [K87], [W90], [K93], [CW93], [Bou99], [B00]) is to extend the Lyapunov center theorem for finite dimensional Hamiltonian systems in a neighborhood of an elliptic equilibrium. Namely, for any fixed $i_{0} \geq 1$, one constructs a family of small amplitude periodic orbits of the Hamiltonian $H$ bifurcating from the $i_{0}$ th basic mode. This can be done since, for $\mu$ far away from zero, the linear frequency $\omega_{i_{0}}$ is not resonant with the other ones. The frequencies $\tilde{\omega}$ of the solutions will be close to the linear frequency $\omega:=\omega_{i_{0}}$, and the corresponding periods $2 \pi / \tilde{\omega}$ will be close to the linear period $2 \pi / \omega$.

Here we look for solutions having large minimal period. Such solutions are interesting as examples of the complexity of the dynamics and because they come up only as nonlinear phenomena.

A classical way to find long-period orbits, close to an elliptic equilibrium point ${ }^{2}$ in finite dimensional systems, was carried out by Birkhoff and Lewis in [BL34] (see also [L34], [Mo77]). Their procedure consists of putting the system into fourth order Birkhoff normal form: the truncated Hamiltonian obtained by neglecting the five or higher order terms is integrable. If the so-called "twist" condition on the action-tofrequency map holds, there exist infinitely many resonant tori on which the motion of the truncated Hamiltonian is periodic. By the implicit function theorem and topological arguments, Birkhoff and Lewis showed the existence of a sequence of resonant tori accumulating at the origin with the property that at least two periodic orbits bifurcate from each of them.

In our paper we apply the Birkhoff-Lewis procedure to the nonlinear wave equation seen as an infinite dimensional Hamiltonian system. Such an extension to the Hamiltonian PDEs was recently carried out in [BaB] for the beam equation and the nonlinear Schrödinger (NLS) equation (see Remark 3.9 below for comparison).

[^67]We point out that, in the infinite dimensional case, one meets two difficulties that do not appear in the finite dimensional case: the generalization of the Birkhoff normal form, and a small divisors problem. Concerning the first difficulty, we consider only a "seminormal form" following [P96]. We suppose that $f$ is a real analytic odd function $f=\sum_{m>3} f_{m} u^{m}$ with $f_{3} \neq 0$ and fix a finite subset $\mathcal{I} \subset \mathbb{N}$. Then we put the Hamiltonian $\bar{H}$ in (3) into the form

$$
H=\Lambda+\bar{G}+\hat{G}+K
$$

where $\Lambda=\sum_{i \geq 1} \omega_{i}\left(p_{i}^{2}+q_{i}^{2}\right) / 2, \bar{G}+\hat{G}$ is the fourth order term, with $\bar{G}$ depending only on the "actions" $\mathcal{J}_{i}:=\left(p_{i}^{2}+q_{i}^{2}\right) / 2, i \in \mathbb{N}^{+}$, and $\hat{G}$ depending only on $p_{i}, q_{i}, i \notin \mathcal{I}$, and $K$ is the sixth order term. However, to put the Hamiltonian into normal form, the linear frequencies $\omega_{i}$ must satisfy a suitable nonresonance condition (see Lemma 2.6), which deteriorates for $\mu$ going to zero.

The truncated Hamiltonian $\Lambda+\bar{G}+\hat{G}$ possesses the $2 N$-dimensional invariant manifold $\left\{p_{i}=q_{i}=0, i \notin \mathcal{I}\right\}$, which is foliated by $N$-dimensional invariant tori. Due to the "twist" property of $\bar{G}$, which follows from $f_{3} \neq 0$, the linear frequencies of such tori are an open set of $\mathbb{R}^{N}$. We focus on completely resonant frequencies $\tilde{\omega}:=\left(\tilde{\omega}_{i_{1}}, \ldots, \tilde{\omega}_{i_{N}}\right)$, namely, $\tilde{\omega}$ 's such that there exist $T$ 's with $\tilde{\omega} T / 2 \pi \in \mathbb{Z}^{N}$. Then the $(\Lambda+\bar{G}+\hat{G})$-flow on the associated $N$-dimensional tori is periodic with periods $T$. Such lower dimensional tori are highly degenerate. Hence, in order to show the persistence of periodic orbits for the whole Hamiltonian $H$, we have to impose some nondegeneracy conditions to avoid resonances between the torus frequencies and the frequencies of the normal oscillations. This is the point in which the small divisors problem appears.

The estimate on the small divisors is the crucial step. To overcome this problem, we have decided to impose a strong condition on the small divisors, avoiding KAM analysis (see Remark 3.12). For such a (technical) reason we can consider only periods $T$ which are multiples of $2 \pi$ (as in the classical variational approach of Rabinowitz, Brezis, Nirenberg, etc.), and we also need

$$
\left|\mu \frac{T}{2 \pi}-2 m\right| \geq \frac{1}{2} \quad \forall m \in \mathbb{N}
$$

and

$$
\mu^{2} T \ll 1
$$

We will denote by $\mathcal{T}$ the set of periods verifying the above properties.
Therefore we consider the "mass" $\mu>0$ as a small parameter and we make our analysis perturbative with respect to it. On the other hand, for $\mu \rightarrow 0$ the frequencies $\omega_{i}$ tend to the completely resonant frequencies $i$, and the above described normal form degenerates in the sense that its domain of definition shrinks to zero while the remainder term $K$ blows up.

We note that the set $\mathcal{T}$ of admissible periods is finite, but its cardinality goes to infinity, when $\mu$ goes to zero. $\mu^{2}$-close to $\omega=\left(\omega_{i_{1}}, \ldots, \omega_{i_{N}}\right)$, we construct a set of completely resonant frequencies $\tilde{\omega}=\tilde{\omega}(T) \in \mathbb{R}^{N}$, parametrized by the periods $T \in \mathcal{T}$, with $\tilde{\omega} T / 2 \pi \in \mathbb{Z}^{N}$. At the same time, we construct a set of actions $\tilde{\mathcal{J}}_{i}=\tilde{\mathcal{J}}_{i}(T)$ $\approx \mu^{2}, i \in \mathcal{I}$, parametrized by $T \in \mathcal{T}$, such that $\tilde{\omega}_{i}$ is the image of $\tilde{\mathcal{J}}_{i}$ through the action-to-frequency $\operatorname{map} \partial_{\mathcal{J}_{i}} H$ on $\left\{p_{i}=q_{i}=0, i \notin \mathcal{I}\right\}$. We will prove the existence
of $T$-periodic solutions of $H, \mu^{2}$-close to the $T$-periodic solutions of the truncated Hamiltonian $\Lambda+\bar{G}+\hat{G}$ defined as

$$
\begin{cases}p_{i}(t)=\sqrt{2 \tilde{\mathcal{J}}_{i}} \sin \left(\tilde{\omega}_{i} t+\varphi_{i}\right), \quad q_{i}(t)=\sqrt{2 \tilde{\mathcal{J}}_{i}} \cos \left(\tilde{\omega}_{i} t+\varphi_{i}\right) & \text { for } i \in \mathcal{I},  \tag{5}\\ p_{i}(t)=q_{i}(t)=0 & \text { for } i \in \mathcal{I}^{c}\end{cases}
$$

where the angles $\varphi_{i}, i \in \mathcal{I}$, have to be determined.
We perform a Lyapunov-Schmidt reduction as in $[\mathrm{BBiV}],[\mathrm{BaB}]$, splitting the problem into two equations: the kernel (or bifurcation) equation on the $N$-dimensional torus $\left\{\varphi_{i_{1}}, \ldots, \varphi_{i_{N}}\right\}$ and the range equation on its orthogonal space. We first solve the infinite dimensional range equation by the contraction mapping theorem, using the above estimate on the small divisors and controlling the blow-up of the remainder term $K$ for $\mu$ going to zero. Critical points of the action functional restricted to the solutions of the range equation satisfy the kernel equation. Since the restricted action functional is defined on an N -dimensional torus, existence of critical points and, therefore, of solutions of $H$, follows.

Before stating our main result, we return to the PDE formulation. Recalling (2) and (5), for every $T \in \mathcal{T}$, we find $T$-periodic solutions of (1), $\mu^{2}$-close to the $T$-periodic "pseudosolution"

$$
\tilde{u}(t, x):=\mu \sum_{i \in \mathcal{I}} a_{i} \cos \left(\tilde{\omega}_{i} t+\varphi_{i}\right) \sin i x
$$

where $\mu a_{i}:=\sqrt{\tilde{\mathcal{J}}_{i} / \pi \omega_{i}}, a_{i} \approx 1$. We note that the minimal period of $\tilde{u}$ is $\tilde{T}^{\text {min }}=$ $T / \operatorname{gcd}\left(k_{i_{1}}, \ldots, k_{i_{N}}\right)$, where $k_{i}:=\tilde{\omega}_{i} T / 2 \pi \in \mathbb{N}$, for $i \in \mathcal{I}$. Since $\tilde{\omega}$ is $\mu^{2}$-close to the rationally independent ${ }^{3}$ frequency $\omega, T^{\min }$ will be large for $\mu$ small. Because $u-\tilde{u} \approx$ $\mu^{2}$, we obtain an analogous estimate on the minimal period $T^{\min }$ of $u$. Not all the solutions of (1), corresponding to different $T$ 's belonging to $\mathcal{T}$, have to be geometrically distinct. However, by the very precise estimate $u-\tilde{u} \approx \mu^{2}$, we prove that the total number of geometrically distinct solutions found here is also large for $\mu$ small.

We now state our main result.
THEOREM 1.1. Let $f$ be a real analytic, odd function of the form $f(u)=$ $\sum_{m \geq 3} f_{m} u^{m}, \quad f_{3} \neq 0$. Let $N \geq 2$ and $\mathcal{I}:=\left\{i_{1}, \ldots, i_{N}\right\} \subset \mathbb{N}^{+}$. Then there exists a constant $0<c=c(\mathcal{I})<1$ such that, if $0<\mu \leq c$, there exist at least $c / \mu$ geometrically distinct smooth periodic solutions $u(t, x)$ of (1), verifying

$$
\begin{equation*}
\sup _{t \in \mathbb{R}, x \in[0, \pi]}\left|u(t, x)-\mu \sum_{i \in \mathcal{I}} a_{i} \cos \left(\tilde{\omega}_{i} t+\varphi_{i}\right) \sin i x\right| \leq c^{-1} \mu^{2} \tag{6}
\end{equation*}
$$

for suitable $a_{i} \geq c, \varphi_{i} \in \mathbb{R}$, and $\tilde{\omega}_{i} \in \mathbb{R}$, verifying

$$
\begin{equation*}
\left|\tilde{\omega}_{i}-\omega_{i}\right| \leq c^{-1} \mu^{2} \tag{7}
\end{equation*}
$$

The minimal period $T^{\min }$ of any solution belongs to $\pi \mathbb{Q}$ and satisfies

$$
\begin{equation*}
\frac{c}{\mu} \leq T^{\min } \leq \frac{c}{\mu^{2}} \tag{8}
\end{equation*}
$$

Remark 1.1. The solutions $u(t, x)$ found in Theorem 1.1 are infinitely differentiable. Actually, they are analytic in the spatial variable. Estimate (6) can be improved and, in particular, one can obtain analogous estimates on the derivative of $u$

[^68]of any order $k \geq 1$. However, in this case, the constant $c$ will depend on $k$. See also Remark 3.19 for further details.

We stress that this is the first result about periodic solutions of large minimal period for the autonomous nonlinear wave equation (for a different type of results on large minimal period, in the forced case, see $[\mathrm{T}]$ ).

We also mention the following substantial difference between the periodic solutions found by analogy of the Lyapunov center theorem and the theorems we construct. The "Lyapunov-type" orbits are obtained as the continuation of one linear mode to the nonlinear system; they involve only one of the linear harmonic oscillators, and the amplitudes on the other modes are much smaller (except in the resonant case $\mu=0$, discussed in [BP01], [BBo03], [BBo04], [BBo06]). On the other hand, the periodic solutions constructed here involve $N \geq 2$ harmonic oscillators, oscillating with the same order of magnitude, and are a truly nonlinear phenomenon, as they do not have any analogue in the linear case, where all periodic orbits are the oscillation of only one basic mode and do not have long minimal period (see also $[\mathrm{BBiV}],[\mathrm{BaB}]$ ).

The results proved here have been announced in [BDG].
2. Hamiltonian setting and Birkhoff normal form. We study (1) as an infinite dimensional Hamiltonian system with coordinates $u$ and $v=u_{t}$. Denoting $g=\int_{0}^{u} f(s) d s$, the Hamiltonian is

$$
H(v, u)=\int_{0}^{\pi}\left(\frac{v^{2}}{2}+\frac{u_{x}^{2}}{2}+\mu \frac{u^{2}}{2}+g(u)\right) d x
$$

The equations of motion are

$$
u_{t}=\frac{\partial H}{\partial v}=v, \quad v_{t}=-\frac{\partial H}{\partial u}=u_{x x}-\mu u-f(u)
$$

Let us rewrite the Hamiltonian in infinite coordinates $(p, q) \in \ell^{a, s} \times \ell^{a, s}$, where

$$
\ell^{a, s}=\ell^{a, s}(\mathbb{R}):=\left\{q=\left(q_{1}, \ldots\right), q_{i} \in \mathbb{R}, i \geq 1 \text { s.t. }\|q\|_{a, s}^{2}=\sum_{i \geq 1}\left|q_{i}\right|^{2} i^{2 s} e^{2 a i}<\infty\right\}
$$

by the transformation

$$
\begin{equation*}
v=\mathcal{S}^{\prime} p=\sum_{i \geq 1} \sqrt{\omega_{i}} p_{i} \chi_{i}, \quad u=\mathcal{S} q=\sum_{i \geq 1} \frac{q_{i}}{\sqrt{\omega_{i}}} \chi_{i} \tag{9}
\end{equation*}
$$

with $\omega_{i}=\sqrt{i^{2}+\mu}$ and $\chi_{i}=\sqrt{2 / \pi} \sin i x$. We get

$$
\begin{equation*}
H=\Lambda+G=\frac{1}{2} \sum_{i \geq 1} \omega_{i}\left(q_{i}^{2}+p_{i}^{2}\right)+\int_{0}^{\pi} g(\mathcal{S} q) d x \tag{10}
\end{equation*}
$$

where we denote with $\Lambda$ the integrable part and with $G$ the nonintegrable part. The equations of motion are

$$
\begin{equation*}
\dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}=-\omega_{i} q_{i}-\frac{\partial G}{\partial q_{i}}, \quad \dot{q}_{i}=\frac{\partial H}{\partial p_{i}}=\omega_{i} p_{i} \tag{11}
\end{equation*}
$$

with respect to the symplectic structure $\sum d p_{i} \wedge d q_{i}$ on $\ell^{a, s} \times \ell^{a, s}$. Here, "•" denotes the time derivative.

For $k \in \mathbb{N}$, we consider the space $C^{k}\left(\mathbb{R}, \ell^{a, s}\right)$ of all the functions $\mathbb{R} \ni t \mapsto q(t) \in$ $\ell^{a, s}$ with finite norm

$$
\begin{equation*}
\|q\|_{C^{k}\left(\mathbb{R}, \ell^{a, s}\right)}:=\sum_{h=0}^{k} \sup _{t \in \mathbb{R}}\left\|\partial_{t}^{h} q(t)\right\|_{a, s} \tag{12}
\end{equation*}
$$

Similarly, for a $C^{k}$ function $\mathbb{R} \ni t \mapsto(p(t), q(t)) \in \ell^{a, s} \times \ell^{a, s}$ we consider the norm

$$
\|(p, q)\|_{C^{k}\left(\mathbb{R}, \ell^{a, s} \times \ell^{a, s}\right)}:=\|p\|_{C^{k}\left(\mathbb{R}, \ell^{a, s}\right)}+\|q\|_{C^{k}\left(\mathbb{R}, \ell^{a, s}\right)}
$$

Lemma 2.1. Let us assume that $a>0$ and that $s$ is arbitrary. Let be $\mathbb{R} \ni t \mapsto$ $(p(t), q(t)) \in \ell^{a, s} \times \ell^{a, s}$ a solution of (11) of class $C^{k}, 2 \leq k \leq \infty$; then

$$
\begin{equation*}
u(t, x):=\sum_{i \geq 1} \frac{q_{i}(t)}{\sqrt{\omega_{i}}} \chi_{i}(x) \tag{13}
\end{equation*}
$$

is a classical solution of (1) of class $C^{k}$.
Proof. See the appendix.
Let us note that $\chi_{i}$, for $i \geq 1$, is a complete orthonormal basis for the $L^{2}$ functions on $[0, \pi]$, but not for all analytic functions on $[0, \pi]$. Indeed, only the analytic functions on $[0, \pi]$, whose odd extension on $[-\pi, \pi]$ is still analytic, can be expanded in sine-series converging in the analytic norm $\|\cdot\|_{a, s}$.

We now discuss the regularity of the Hamiltonian vectorfield generated by $G$ in (10). Let us consider $\ell_{b}^{2}$ and $L^{2}$, which are, respectively, the Hilbert spaces of all $b i$-infinite, square-integrable sequences with complex coefficients and all squareintegrable complex valued functions on $[-\pi, \pi]$. To identify the two spaces we can consider the inverse discrete Fourier transform,

$$
\mathcal{F}: \ell_{b}^{2} \rightarrow L^{2}, \quad q \mapsto[\mathcal{F} q](x):=\frac{1}{\sqrt{2 \pi}} \sum_{i \in \mathbb{Z}} q_{i} e^{\mathrm{i} i x}
$$

which defines an isometry between the two spaces. Let $a \geq 0$ and $s \geq 0$. The subspaces $\ell_{b}^{a, s} \subset \ell_{b}^{2}$ contain all bi-infinite sequences, whose norm is defined by

$$
\|q\|_{a, s}^{2}:=\left|q_{0}\right|^{2}+\sum_{i \in \mathbb{Z}}\left|q_{i}\right|^{2}|i|^{2 s} e^{2 a|i|}
$$

In this way we obtain, through the Fourier transform $\mathcal{F}$, the subspaces $W^{a, s} \subset L^{2}$ endowed with the norm

$$
\|\mathcal{F} q\|_{a, s}=\|q\|_{a, s}
$$

For $a>0$, the subspaces $W^{a, s}$ consist of all $2 \pi$-periodic functions which are analytic and bounded in the complex strip $|\operatorname{Im} z|<a$ with trace functions on $|\operatorname{Im} z|=a$ belonging to the standard Sobolev space $H^{s}$. In this way, we obtain an orthonormal basis for all analytic functions on $[0, \pi]$.

The following two results were proved in [P96].
Lemma 2.2. For $a \geq 0$ and $s>1 / 2$, the space $\ell_{b}^{a, s}$ is a Hilbert algebra with respect to convolution of the sequences

$$
\|q * p\|_{a, s} \leq \mathrm{const}\|q\|_{a, s}\|p\|_{a, s}
$$

with a constant depending only on $s$.

Lemma 2.3. For $a \geq 0$ and $s>0$, the gradient $G_{q}:=\left(\frac{\partial G}{\partial q_{1}}, \frac{\partial G}{\partial q_{2}}, \ldots\right)$ is a real analytic map from a neighborhood of the origin in $\ell^{a, s}$ into $\ell^{a, s+1}$. Moreover,

$$
\left\|G_{q}\right\|_{a, s+1}=O\left(\left\|q^{3}\right\|_{a, s}\right)
$$

In light of these considerations, we have the real analytic Hamiltonian $H$ in (10), defined in some neighborhood of the origin in the Hilbert space $\ell^{a, s} \times \ell^{a, s}$ with standard symplectic structure $\sum_{i \geq 1} d p_{i} \wedge d q_{i}$. The parameters $a$ and $s$ may be fixed arbitrarily; in particular we take $a^{-}>0$ and $s>1$. The term $G$ is independent of $p$, so the associated Hamiltonian vectorfield,

$$
X_{G}:=\sum_{i \geq 1}\left(\frac{\partial G}{\partial p_{i}} \frac{\partial}{\partial q_{i}}-\frac{\partial G}{\partial q_{i}} \frac{\partial}{\partial p_{i}}\right)
$$

is smoothing of order 1 ; that is, it defines a real analytic map from $\ell^{a, s} \times \ell^{a, s}$ into $\ell^{a, s+1} \times \ell^{a, s+1}$. In particular, for the nonlinearity $u^{3}$ one finds

$$
G=\frac{1}{4} \int_{0}^{\pi}|u(x)|^{4} d x=\frac{1}{4} \sum_{i, j, k, l} G_{i j k l} q_{i} q_{j} q_{k} q_{l}
$$

with

$$
G_{i j k l}=\frac{1}{\sqrt{\omega_{i} \omega_{j} \omega_{k} \omega_{l}}} \int_{0}^{\pi} \chi_{i} \chi_{j} \chi_{k} \chi_{l} d x
$$

In [P96] it is proved that $G_{i j k l}=0$, unless $i \pm j \pm k \pm l=0$, for some combination of plus and minus signs. In particular,

$$
\begin{equation*}
G_{i i j j}=\frac{1}{2 \pi} \frac{2+\delta_{i j}}{\omega_{i} \omega_{j}} \tag{14}
\end{equation*}
$$

From now on, we focus our attention on the nonlinearity $f(u)=u^{3}$, since terms of order five or more do not make any difference.
2.1. Partial Birkhoff normal form. For the rest of this paper we introduce the complex coordinates

$$
\begin{equation*}
\mathrm{z}_{i}=\frac{1}{\sqrt{2}}\left(q_{i}+\mathrm{i} p_{i}\right), \quad \overline{\mathrm{z}}_{i}=\frac{1}{\sqrt{2}}\left(q_{i}-\mathrm{i} p_{i}\right) \tag{15}
\end{equation*}
$$

that live in the now complex Hilbert space

$$
\ell^{a, s}=\ell^{a, s}(\mathbb{C}):=\left\{\mathrm{z}=\left(\mathrm{z}_{1}, \ldots\right), \mathrm{z}_{i} \in \mathbb{C}, i \geq 1 \text { s.t. }\|\mathrm{z}\|_{a, s}^{2}=\sum_{i \geq 1}\left|\mathrm{z}_{i}\right|^{2} i^{2 s} e^{2 a i}<\infty\right\}
$$

with symplectic structure $-\mathrm{i} \sum_{i \geq 1} d \mathrm{z}_{i} \wedge d \overline{\mathrm{z}}_{i}=\sum_{i \geq 1} d p_{i} \wedge d q_{i}$. The Hamiltonian becomes

$$
\begin{equation*}
H=\Lambda+G=\sum_{i \geq 1} \omega_{i}\left|\mathrm{z}_{i}\right|^{2}+G(\mathrm{z}, \overline{\mathrm{z}}) \tag{16}
\end{equation*}
$$

where, with abuse of notation, we have still denoted by $G$ the function $G(\mathrm{z}, \overline{\mathrm{z}})=$ $G(p, q)$. The Hamiltonian equations write $\dot{\mathrm{z}}=-\mathrm{i} \partial_{\overline{\mathrm{z}}} H, \dot{\overline{\mathrm{z}}}=\mathrm{i} \partial_{\mathrm{z}} H$. The Hamiltonian $H$
is real analytic. Real analytic means that $H$ is a function of z and $\overline{\mathrm{z}}$, real analytic in the real and imaginary parts of $z$; we denote by $A\left(\ell^{a, s}, \ell^{a, s+1}\right)$ the class of all real analytic maps from some neighborhood of the origin in $\ell^{a, s}$ into $\ell^{a, s+1}$.

Notation. Given a finite subset $\mathcal{I}=\left\{i_{1}, \ldots, i_{N}\right\}$ of $\mathbb{N}^{+}$, we will denote by $\hat{z}$ the infinite vector obtained by excising $\mathrm{z}=\left(\mathrm{z}_{1}, \mathrm{z}_{2}, \ldots\right)$ of its $\mathcal{I}$-components, namely, $\hat{\mathrm{z}}:=\left(\ldots, \mathrm{z}_{i_{1}-1}, \mathrm{z}_{i_{1}+1}, \ldots, \mathrm{z}_{i_{j}-1}, \mathrm{z}_{i_{j}+1}, \ldots, \mathrm{z}_{i_{N}-1}, \mathrm{z}_{i_{N}+1}, \ldots\right)=\left(\mathrm{z}_{i}\right)_{i \in \mathcal{I}^{c}}$, where $\mathcal{I}^{c}:=$ $\mathbb{N}^{+} \backslash \mathcal{I}$. The symbol " $\vee$ " will mean "or" in the sense of the Latin "vel"; for example, $i \vee j \in \mathcal{I}$ means that one of the following three cases holds: (1) $i \in \mathcal{I}, j \notin \mathcal{I} ;(2) i \notin \mathcal{I}$, $j \in \mathcal{I} ;(3) i, j \in \mathcal{I}$. Fix $a>0, s>1$. We will denote by const $>0$ and $0<c_{i}<1$, $i=1,2, \ldots$, suitable constants depending only on $\mathcal{I}, a, s$; moreover, $y=O(x)$ means that $|y| \leq$ const $x$. In the following, we will often omit the explicit expressions for $\bar{z}$, since they can be derived by analogous expressions for z .

Next, following [P96], we transform the Hamiltonian $H$ in (16) into some partial Birkhoff normal form of order four so that, in a small neighborhood of the origin, it appears as a perturbation of a nonlinear integrable system. However, as we have just said in the introduction, the normal form degenerates when $\mu$ is close to zero, in the sense that its domain shrinks to zero and the remainder blows up. Then, we need a quantitative version of the Birkhoff normal form, in which we explicitly investigate the dependence on $\mu$, for $\mu$ small. Such an analysis is not available in literature.

Proposition 2.4 (Birkhoff normal form). Let be $0<\mu<1, \mathcal{I} \subset \mathbb{N}^{+}$. There exists a real analytic, close to the identity, symplectic change of coordinates $\mathrm{z}:=\Gamma\left(\mathrm{z}_{*}\right)$ defined in $B_{r} \subset \ell^{a, s}$ into $B_{2 r} \subset \ell^{a, s}$ with

$$
\begin{equation*}
r:=c_{1} \sqrt{\mu} \tag{17}
\end{equation*}
$$

verifying

$$
\begin{equation*}
\left\|\mathrm{z}-\mathrm{z}_{*}\right\|_{a, s+1}=O\left(\frac{\left\|\mathrm{z}_{*}\right\|_{a, s}^{3}}{\mu}\right) \tag{18}
\end{equation*}
$$

transforming the Hamiltonian $H=\Lambda+G$ in (16) into seminormal form up to order six. That is,

$$
H \circ \Gamma=\Lambda+\bar{G}+\hat{G}+K
$$

where

$$
\begin{gather*}
X_{\bar{G}}, X_{\hat{G}}, X_{K} \in A\left(\ell^{a, s}, \ell^{a, s+1}\right),  \tag{19}\\
\bar{G}=\frac{1}{2} \sum_{i \vee j \in \mathcal{I}} \bar{G}_{i j}\left|\mathrm{z}_{* i}\right|^{2}\left|\mathrm{z}_{* j}\right|^{2},
\end{gather*}
$$

with uniquely determined coefficients $\bar{G}_{i j}=(3 / 8 \pi)\left(4-\delta_{i j} / \omega_{i} \omega_{j}\right)$, and

$$
|\hat{G}|=O\left(\left\|\hat{z}_{*}\right\|_{a, s}^{4}\right), \quad|K|=O\left(\frac{\left\|\mathrm{z}_{*}\right\|_{a, s}^{6}}{\mu}\right)
$$

Remark 2.5. It is worth pointing out that the Hamiltonian $\Lambda+\bar{G}$ is integrable with integrals $\left|z_{* i}\right|^{2}, i=1,2, \ldots$ Moreover, although the fourth order term $\hat{G}$ is not
integrable, it depends only on $\hat{\mathrm{z}}_{*}:=\left(\mathrm{z}_{* i}\right)_{i \in \mathcal{I}^{c}}$; namely, it is independent of the $\mathcal{I}$ modes.

Proof. Let us introduce another set of coordinates (..., $\left.w_{-2}, w_{-1}, w_{1}, w_{2}, \ldots\right)$ in $\ell_{b}^{a, s}$ defined by $\mathrm{z}_{* i}=w_{i}$ and $\overline{\mathrm{z}}_{* i}=w_{-i}$. The Hamiltonian becomes

$$
\begin{aligned}
H & =\Lambda+G \\
& =\sum_{i \geq 1} \omega_{i} \mathrm{z}_{* i} \overline{\mathrm{z}}_{* i}+\frac{1}{16} \sum_{i, j, k, \ell} G_{i j k \ell}\left(\mathrm{z}_{* i}+\overline{\mathrm{z}}_{* i}\right) \cdots\left(\mathrm{z}_{* \ell}+\overline{\mathrm{z}}_{* \ell}\right) \\
& =\sum_{i \geq 1} \omega_{i} w_{i} w_{-i}+\frac{1}{16} \sum_{i, j, k, \ell}{ }^{\prime} G_{i j k \ell} w_{i} w_{j} w_{k} w_{\ell},
\end{aligned}
$$

where the prime means that the summation is over all nonzero integers. The coefficients are defined for arbitrary integers by setting $G_{i j k \ell}=G_{|i|,|j|,|k|,|\ell|}$. We notice that $G_{i j k l}=0$, unless $i \pm j \pm k \pm l=0$, for some combination of plus and minus signs. The transformation $\Gamma$ is obtained as the time-1-map of the flow of the Hamiltonian vectorfield $X_{F}$ given by a Hamiltonian

$$
\begin{equation*}
F=\sum_{i, j, k, \ell}{ }^{\prime} F_{i j k \ell} w_{i} w_{j} w_{k} w_{\ell} \tag{20}
\end{equation*}
$$

with coefficients

$$
\mathrm{i} F_{i j k \ell}= \begin{cases}\frac{G_{i j k \ell}}{16\left(\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}\right)} & \text { for } \frac{(i, j, k, \ell) \in \mathcal{L}_{\mathcal{I}}}{\mathcal{N}_{\mathcal{I}}}  \tag{21}\\ 0 & \text { otherwise }\end{cases}
$$

Here $\omega_{i}^{\prime}=\operatorname{sign} i \cdot \omega_{|i|}$,

$$
\mathcal{L}_{\mathcal{I}}=\left\{(i, j, k, \ell) \in \mathbb{Z}^{4} \quad \text { s.t. } \quad|i| \vee|j| \vee|k| \vee|\ell| \in \mathcal{I}\right\}
$$

and $\mathcal{N}_{\mathcal{I}} \subset \mathcal{L}_{\mathcal{I}}$ is the subset of all $(i, j, k, \ell)=(p,-p, q,-q)$ or some permutation of it. For these indices the denominator $\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}$ vanishes identically in $\mu$. In [P96] the following is proved.

Lemma 2.6. Let $i, j, k, \ell$ be nonzero integers such that $i \pm j \pm k \pm l=0$, but $(i, j, k, \ell) \neq(p,-p, q,-q) ;$ then

$$
\left|\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}\right| \geq \frac{\text { const } \mu}{\left(M^{2}+\mu\right)^{3 / 2}}, \quad M=\min (|i|, \ldots,|\ell|)
$$

with some absolute const $>0$.
Moreover, we note that $F$ is real. Indeed,

$$
\begin{aligned}
\bar{F} & =\sum_{i, j, k, \ell}{ }^{\prime} \bar{F}_{i j k \ell} \bar{w}_{i} \bar{w}_{j} \bar{w}_{k} \bar{w}_{\ell} \\
& =\sum_{i, j, k, \ell}{ }^{\prime} \mathrm{i} \frac{G_{i j k \ell}}{\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}} w_{-i} w_{-j} w_{-k} w_{-\ell} \\
& =-\sum_{i, j, k, \ell}{ }^{\prime} \mathrm{i} \frac{G_{i j k \ell}}{\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}} w_{i} w_{j} w_{k} w_{\ell}=F
\end{aligned}
$$

where we used that $G_{i j k \ell}=G_{-i,-j,-k,-\ell}=G_{|i|,|j|,|k|,|\ell|}$ and $\omega_{-i}^{\prime}=-\omega_{i}^{\prime}$. Expanding at $t=0$ with the Taylor's formula we obtain

$$
\begin{aligned}
H \circ \Gamma & =\left.H \circ X_{F}^{t}\right|_{t=1} \\
& =H+\{H, F\}+\int_{0}^{1}(1-t)\{\{H, F\}, F\} \circ X_{F}^{t} d t \\
& =\Lambda+G+\{\Lambda, F\}+\{G, F\}+\int_{0}^{1}(1-t)\{\{H, F\}, F\} \circ X_{F}^{t} d t
\end{aligned}
$$

where $\{\cdot, \cdot\}$ denote the Poisson brackets. We can compute

$$
\{\Lambda, F\}=-\mathrm{i} \sum_{i, j, k, \ell}^{\prime}\left(\omega_{i}^{\prime}+\omega_{j}^{\prime}+\omega_{k}^{\prime}+\omega_{\ell}^{\prime}\right) F_{i j k \ell} w_{i} w_{j} w_{k} w_{\ell}
$$

thus

$$
G+\{\Lambda, F\}=\frac{1}{16}\left(\sum_{(i, j, k, \ell) \in \mathcal{N}_{\mathcal{I}}}+\sum_{(i, j, k, \ell) \notin \mathcal{L}_{\mathcal{I}}} G_{i j k \ell} w_{i} w_{j} w_{k} w_{\ell}\right)=\bar{G}+\hat{G}
$$

where $\hat{G}$ is independent of the $\mathcal{I}$-coordinates.
In the variables $\mathrm{z}_{*}, \overline{\mathrm{Z}}_{*}$ we find, from (14) and counting the multiplicities, that

$$
\bar{G}=\frac{1}{2} \sum_{i \vee j \in \mathcal{I}} \bar{G}_{i j}\left|\mathrm{z}_{* i}\right|^{2}\left|\mathrm{z}_{* j}\right|^{2}
$$

with uniquely determined coefficients

$$
\bar{G}_{i j}= \begin{cases}24 G_{i i j j}=\frac{3}{2 \pi} \frac{1}{\omega_{i} \omega_{j}} & \text { for } i \neq j  \tag{22}\\ 12 G_{i i i i}=\frac{9}{8 \pi} \frac{1}{\omega_{i} \omega_{j}} & \text { for } i=j\end{cases}
$$

Hence, we have $H \circ \Gamma=\Lambda+\bar{G}+\hat{G}+K$, where

$$
\begin{equation*}
K=\{G, F\}+\int_{0}^{1}(1-t)\{\{H, F\}, F\} \circ X_{F}^{t} d t \tag{23}
\end{equation*}
$$

is composed by all the terms of order six or more.
Claim. The vectorfield of the Hamiltonian $F$ is analytic, that is

$$
\begin{equation*}
X_{F} \in \mathcal{A}\left(\ell_{b}^{a, s}, \ell_{b}^{a, s+1}\right) \tag{24}
\end{equation*}
$$

In fact, from Lemma 2.6, it results in

$$
\begin{aligned}
\left|\frac{\partial F}{\partial w_{\ell}}\right| & \leq \sum_{ \pm i \pm j \pm k=l}^{\prime}\left|F_{i j k \ell}\right|\left|w_{i} w_{j} w_{k}\right| \\
& \leq \frac{\text { const }}{\mu \sqrt{\ell}} \sum_{ \pm i \pm j \pm k=l}^{\prime} \frac{\left|w_{i} w_{j} w_{k}\right|}{\sqrt{|i j k|}} \\
& \leq \frac{\text { const }}{\mu \sqrt{\ell}} \sum_{i+j+k=l}^{\prime} \tilde{w}_{i} \tilde{w}_{j} \tilde{w}_{k}=\frac{\text { const }}{\mu \sqrt{\ell}}(\tilde{w} * \tilde{w} * \tilde{w})_{\ell}
\end{aligned}
$$

where $\tilde{w}_{i}=\frac{\left|w_{i}\right|+\left|w_{-i}\right|}{\sqrt{|i|}}$. If $w \in \ell_{b}^{a, s}$, then $\tilde{w} \in \ell_{b}^{a, s+1 / 2}$, which is a Hilbert algebra for $s>0$ by Lemma 2.2 ; thus $\tilde{w} * \tilde{w} * \tilde{w}$ also belongs to $\ell_{b}^{a, s+1 / 2}$. Therefore $F_{w} \in \ell_{b}^{a, s+1}$, with

$$
\begin{equation*}
\left\|F_{w}\right\|_{a, s+1} \leq \frac{\mathrm{const}}{\mu}\|\tilde{w} * \tilde{w} * \tilde{w}\|_{a, s+1 / 2} \leq \frac{\mathrm{const}}{\mu}\|\tilde{w}\|_{a, s+1 / 2}^{3} \leq \frac{\mathrm{const}}{\mu}\|w\|_{a, s}^{3} \tag{25}
\end{equation*}
$$

The analyticity of $F_{w}$ follows from the analyticity of each component function and its local boundedness, proving (24). From (24) and (25) it follows that the Hamiltonian flow $X_{F}^{t}$ is well defined, in a sufficiently small neighborhood of the origin in $\ell^{a, s}$ for all $0 \leq t \leq 1$; in particular, by (25), for $\frac{\|w\|_{a, s}}{2}=\left\|\mathrm{z}_{*}\right\|_{a, s} \leq r$ the map $\Gamma:=X_{F}^{1}$ verifies

$$
\begin{equation*}
\left\|\Gamma\left(\mathrm{z}_{*}\right)-\mathrm{z}_{*}\right\|_{a, s+1} \leq \frac{\mathrm{const}}{\mu}\left\|\mathrm{z}_{*}\right\|_{a, s}^{3} \leq \operatorname{const} c_{1}^{3} \sqrt{\mu} \leq c_{1} \sqrt{\mu}=r \tag{26}
\end{equation*}
$$

taking $c_{1}$ small enough in (17). In the same way (taking $c_{1}$ small enough),

$$
\|D \Gamma-\mathbb{I}\|_{a, s+1, s}^{\mathrm{op}} \leq \frac{\mathrm{const}}{\mu} r^{2}=\operatorname{const} c_{1}^{2} \leq \frac{1}{2}
$$

where the operator norm $\|\cdot\|_{a, r, s}^{\mathrm{op}}$, is defined by

$$
\|\cdot\|_{a, r, s}^{\mathrm{op}}=\sup _{w \neq 0} \frac{\|A w\|_{a, r}}{\|w\|_{a, s}}
$$

Accordingly, $\Gamma: \ell^{a, s} \supset B_{r} \rightarrow B_{2 r} \subset \ell^{a, s}$ is a real analytic, symplectic change of coordinates, and (18) follows from (26); moreover, since $\|D \Gamma-\mathbb{I}\|_{a, s+1, s+1}^{\mathrm{op}} \leq$ $\|D \Gamma-\mathbb{I}\|_{a, s+1, s}^{\mathrm{op}}, D \Gamma$ defines an isomorphism of $B_{r} \subset \ell^{a, s+1}$. It follows that with $X_{H} \in \mathcal{A}\left(\ell^{a, s}, \ell^{a, s+1}\right)$, we also have

$$
D \Gamma^{-1} X_{H} \circ \Gamma=X_{H \circ \Gamma} \in \mathcal{A}\left(\ell^{a, s}, \ell^{a, s+1}\right)
$$

The same holds for the Lie bracket: the boundedness of $\left\|D X_{F}\right\|_{a, s+1, s}^{\mathrm{op}}$ implies that

$$
\left[X_{F}, X_{H}\right]=X_{\{H, F\}} \in \mathcal{A}\left(\ell^{a, s}, \ell^{a, s+1}\right)
$$

These two facts show that $X_{K} \in \mathcal{A}\left(\ell^{a, s}, \ell^{a, s+1}\right)$. The analogue claims for $X_{\bar{G}}$ and $X_{\hat{G}}$ are obvious.

Finally, recalling (23), we can write

$$
\begin{equation*}
K=\{G, F\}+\int_{0}^{1}(1-t)[\{\{\Lambda, F\}, F\}+\{\{G, F\}, F\}] \circ X_{F}^{t} d t \tag{27}
\end{equation*}
$$

It results in

$$
\{G, F\}=O\left(\frac{\|w\|_{a, s}^{6}}{\mu}\right)
$$

and

$$
\begin{equation*}
\{\{\Lambda, F\}, F\}=O\left(\frac{\|w\|_{a, s}^{6}}{\mu}\right) \tag{28}
\end{equation*}
$$

since $\{\Lambda, F\}=\bar{G}+\hat{G}-G=O\left(\|w\|_{a, s}^{4}\right)$. Moreover,

$$
\begin{equation*}
\{\{G, F\}, F\}=O\left(\frac{\|w\|_{a, s}^{8}}{\mu^{2}}\right) \tag{29}
\end{equation*}
$$

hence, by (27)-(29),

$$
|K|=O\left(\frac{\|w\|_{a, s}^{6}}{\mu}\right) \quad \text { for } \quad\|w\|_{a, s} \leq \operatorname{const} \sqrt{\mu}
$$

Since we are looking for small amplitude solutions it is convenient to introduce the small parameter $0<\eta<1$ and perform the following rescaling:

$$
\begin{equation*}
\mathrm{z}_{*}=: \eta z, \quad \bar{z}_{*}=: \eta \bar{z}, \quad H \circ \Gamma \longrightarrow \eta^{-2}(H \circ \Gamma)=: \mathcal{H}, \tag{30}
\end{equation*}
$$

by which the Hamiltonian is written

$$
\begin{equation*}
\mathcal{H}(z, \bar{z} ; \eta)=\Lambda+\eta^{2}(\bar{G}+\hat{G})+\eta^{4} \widetilde{K}(z, \bar{z} ; \eta), \quad\|z\|_{a, s},\|\bar{z}\|_{a, s} \leq c_{1} \frac{\sqrt{\mu}}{\eta} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{K}(z, \bar{z} ; \eta):=\eta^{-2} K(\eta z, \eta \bar{z}), \quad|\widetilde{K}|=O\left(\frac{\|z\|_{,, s}^{6}}{\mu}\right) . \tag{32}
\end{equation*}
$$

Remark 2.7. We note that the rescaling in (30) does not introduce a rescaling of time. In fact if $(z(t), \bar{z}(t))$ is a solution of the Hamiltonian equations for $\mathcal{H}$,

$$
\left\{\begin{array}{l}
\dot{z}(t)=-\mathrm{i} \partial_{\bar{z}} \mathcal{H}(z(t), \bar{z}(t))=-\mathrm{i} \eta^{-1} \partial_{\bar{z}_{*}} H(\eta z(t), \eta \bar{z}(t)) \\
\dot{\bar{z}}(t)=\mathrm{i} \partial_{z} \mathcal{H}(z(t), \bar{z}(t))=\mathrm{i} \eta^{-1} \partial_{z_{*}} H(\eta z(t), \eta \bar{z}(t))
\end{array}\right.
$$

then $\left(z_{*}(t), \bar{z}_{*}(t)\right)=(\eta z(t), \eta \bar{z}(t))$ is a solution of the Hamiltonian equations for $H$.
We now introduce action-angle variables $(I, \phi) \in \mathbb{R}_{+}^{N} \times \mathbb{T}^{N}$ on the $\mathcal{I}$-modes by the following symplectic change of variables:

$$
\begin{equation*}
z_{i}:=\sqrt{I_{i}}\left(\cos \phi_{i}-\mathrm{i} \sin \phi_{i}\right), \quad \bar{z}_{i}:=\sqrt{I_{i}}\left(\cos \phi_{i}+\mathrm{i} \sin \phi_{i}\right), \quad i \in \mathcal{I} . \tag{33}
\end{equation*}
$$

The action $I:=\left(I_{i}\right)_{i \in \mathcal{I}}, I_{i}:=z_{i} \bar{z}_{i}$, is defined for

$$
\begin{equation*}
|I| \leq c_{2} \frac{\mu}{\eta^{2}} . \tag{34}
\end{equation*}
$$

We note that $\sum_{i \in \mathcal{I}} d I_{i} \wedge d \phi_{i}=-\mathrm{i} \sum_{i \in \mathcal{I}} d z_{i} \wedge d \bar{z}_{i}=\sum_{i \in \mathcal{I}} d p_{i} \wedge d q_{i}$, and the phase space is ${ }^{4}$

$$
\begin{equation*}
\mathcal{P}_{a, s}:=\mathbb{R}_{+}^{N} \times \mathbb{T}^{N} \times \ell^{a, s} \ni(I, \phi, \hat{z}) . \tag{35}
\end{equation*}
$$

In these variables the Hamiltonian becomes

$$
\begin{align*}
\widetilde{\mathcal{H}}(I, \phi, \hat{z}, \overline{\hat{z}} ; \eta)= & \omega \cdot I+\Omega \cdot \hat{z} \overline{\hat{z}}+\eta^{2}\left[\frac{1}{2}(A I, I)+(B I, \hat{z} \overline{\hat{z}})+\hat{G}(\hat{z}, \overline{\hat{z}})\right]  \tag{36}\\
& +\eta^{4} \widetilde{K}(I, \phi, \hat{z}, \overline{\hat{z}} ; \eta),
\end{align*}
$$

[^69]where
\[

$$
\begin{aligned}
& \omega:=\left(\omega_{i_{1}}, \ldots, \omega_{i_{N}}\right) \\
& \Omega:=\left(\ldots, \omega_{i_{1}-1}, \omega_{i_{1}+1}, \ldots, \omega_{i_{j}-1}, \omega_{i_{j}+1}, \ldots, \omega_{i_{N}-1}, \omega_{i_{N}+1}, \ldots\right)
\end{aligned}
$$
\]

$\Omega \cdot \hat{z} \overline{\hat{z}}$ is short for $\sum_{i \in \mathcal{I}^{c}} \omega_{i} \hat{z}_{i} \overline{\hat{z}}_{i}, A$ is the $N \times N$ matrix

$$
A=A_{\mathcal{I}}:=\left(\bar{G}_{i j}\right)_{i, j \in \mathcal{I}}
$$

and $B$ is the $\infty \times N$ matrix

$$
B=B_{\mathcal{I}}:=\left(\bar{G}_{i j}\right)_{i \in \mathcal{I}^{c}, j \in \mathcal{I}}
$$

Moreover, $(\cdot, \cdot)$ denotes the standard scalar product, and we have denoted again by $\widetilde{K}$ the function $\widetilde{K}(I, \phi, \hat{z}, \overline{\bar{z}} ; \eta)=\widetilde{K}(z, \bar{z} ; \eta)$. Recalling (22), we have

$$
\begin{aligned}
& A=\frac{3}{8 \pi}\left(\begin{array}{cccc}
\frac{3}{\omega_{i_{1}}^{2}} & \frac{4}{\omega_{i_{1}} \omega_{i_{2}}} & \cdots & \frac{4}{\omega_{i_{1}} \omega_{i_{N}}} \\
\frac{4}{\omega_{i_{2}} \omega_{i_{1}}} & \frac{3}{\omega_{i_{2}}^{2}} & \cdots & \frac{4}{\omega_{i_{2}} \omega_{i_{N}}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{4}{\omega_{i_{N}} \omega_{i_{1}}} & \frac{4}{\omega_{i_{N}} \omega_{i_{2}}} & \cdots & \frac{3}{\omega_{i_{N}}^{2}}
\end{array}\right), \\
& B=\frac{3}{8 \pi}\left(\begin{array}{ccc}
\vdots & \vdots & \vdots \\
\frac{4}{\omega_{i_{j}-1 \omega_{i_{1}}}} & \cdots & \frac{4}{\omega_{i_{j}-1} \omega_{i_{N}}} \\
\frac{4}{\omega_{i_{j}+1} \omega_{i_{1}}} & \cdots & \frac{4}{\omega_{i_{j}+1} \omega_{i_{N}}} \\
\vdots & \vdots & \vdots
\end{array}\right) .
\end{aligned}
$$

Defining the matrices

$$
\begin{equation*}
D=D_{\mathcal{I}}:=\operatorname{diag}[\omega] \in \operatorname{Mat}_{N \times N}, \quad E=E_{\mathcal{I}}:=\operatorname{diag}[\Omega] \in \operatorname{Mat}_{\infty \times \infty} \tag{37}
\end{equation*}
$$

we can rewrite $A$ and $B$ as

$$
\begin{equation*}
A=\frac{3}{8 \pi} D^{-1} \tilde{A} D^{-1}, \quad B=\frac{3}{2 \pi} E^{-1} \tilde{B} D^{-1} \tag{38}
\end{equation*}
$$

where

$$
\tilde{A}:=\left(\begin{array}{cccc}
3 & 4 & \ldots & 4  \tag{39}\\
4 & 3 & \ldots & 4 \\
\vdots & \vdots & \ddots & \vdots \\
4 & 4 & \ldots & 3
\end{array}\right) \in \operatorname{Mat}_{N \times N}, \quad \tilde{B}=\left(\begin{array}{ccc}
1 & \ldots & 1 \\
1 & \ldots & 1 \\
\vdots & \vdots & \vdots
\end{array}\right) \in \operatorname{Mat}_{\infty \times \infty}
$$

We note that the matrix $A$ is invertible, since
(40) $\operatorname{det} \tilde{A}=: d_{N}=3 d_{N-1}+(-1)^{N}(1-N) 4^{2}=(-1)^{N}(1-4 N) \neq 0 \quad\left(d_{N}\right.$ is odd).

Moreover,

$$
\tilde{A}^{-1}=\frac{1}{4 N-1}\left(\begin{array}{cccc}
5-4 N & 4 & \cdots & 4  \tag{41}\\
4 & 5-4 N & \cdots & 4 \\
\vdots & \vdots & \ddots & \vdots \\
4 & 4 & \cdots & 5-4 N
\end{array}\right)
$$

3. Long-period orbits. We will find periodic solutions of the Hamiltonian $\widetilde{\mathcal{H}}$ in (36) close to the ones of the integrable Hamiltonian

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{i n t}=\omega \cdot I+\Omega \cdot \hat{z} \overline{\hat{z}}+\eta^{2}\left[\frac{1}{2}(A I, I)+(B I, \hat{z} \overline{\hat{z}})\right], \tag{42}
\end{equation*}
$$

in which $\hat{G}$ and $\widetilde{K}$ have been neglected. The equations of motion for $\widetilde{\mathcal{H}}_{\text {int }}$,
can be easily integrated:

$$
\left\{\begin{array}{l}
I(t)=I_{0}  \tag{44}\\
\phi(t)=\phi_{0}+\tilde{\omega} t+\eta^{2} B^{t} \hat{z}_{0} \bar{z}_{0} t \\
\hat{z}_{i}(t)=e^{-\mathrm{i} \tilde{\Omega}_{i} t}\left(\hat{z}_{0}\right)_{i},
\end{array} \quad i \in \mathcal{I}^{c}\right.
$$

where

$$
\begin{equation*}
\tilde{\omega}:=\tilde{\omega}\left(I_{0}, \eta\right)=\omega+\eta^{2} A I_{0} \tag{45}
\end{equation*}
$$

is the vector of the shifted linear frequencies, and

$$
\begin{equation*}
\tilde{\Omega}_{i}:=\tilde{\Omega}_{i}\left(I_{0}, \eta\right)=\Omega_{i}+\eta^{2}\left(B I_{0}\right)_{i}=\omega_{i}+\eta^{2}\left(B I_{0}\right)_{i}, \quad i \in \mathcal{I}^{c} \tag{46}
\end{equation*}
$$

are the shifted elliptic frequencies. Consequently, for (42) $\{\hat{z}=0\}$ is an invariant manifold which is completely foliated by the $N$-dimensional invariant tori

$$
\mathcal{T}\left(I_{0}\right):=\left\{I=I_{0}, \phi \in \mathbb{T}^{N}, \hat{z}=0\right\}
$$

On $\mathcal{T}\left(I_{0}\right)$ the flow

$$
t \mapsto\left(I_{0}, \phi_{0}+\tilde{\omega} t, 0\right)
$$

is $T$-periodic, $T>0$, if and only if

$$
\begin{equation*}
\tilde{\omega}\left(I_{0}, \eta\right) \tau=: k \in \mathbb{Z}^{N} \tag{47}
\end{equation*}
$$

where

$$
\tau:=\frac{T}{2 \pi}
$$

is the rescaled period. Hence, if (47) holds, the torus $\mathcal{T}\left(I_{0}\right)$ is completely resonant and supports the infinitely many $T$-periodic orbits of the family

$$
\begin{equation*}
\mathcal{F}:=\left\{I(t)=I_{0}, \quad \phi(t)=\phi_{0}+\tilde{\omega} t, \quad \hat{z}(t)=0\right\} . \tag{48}
\end{equation*}
$$

The family $\mathcal{F}$ will not persist in its entirety for the Hamiltonian $\widetilde{\mathcal{H}}$. However, we claim that if the period $T$ is "sufficiently nonresonant" with the shifted elliptic frequencies, we can prove the persistence of at least $N$ geometrically distinct $T$-periodic solutions of $\widetilde{\mathcal{H}}$ close to $\mathcal{F}$. More precisely, the required nonresonance condition is

$$
\begin{equation*}
\left|\ell-\tilde{\Omega}_{i}\left(I_{0}, \eta\right) \tau\right| \geq \frac{\text { const }}{i} \quad \forall \ell \in \mathbb{Z}, \forall i \in \mathcal{I}^{c} \tag{49}
\end{equation*}
$$

We now consider the periodicity condition (47). As we have said in the introduction, we construct a set of actions and of completely resonant frequencies, parametrized by the (rescaled) periods $\tau$. Such actions and frequencies are related by the action-to-frequency map $I \rightarrow\left(\partial_{I} \widetilde{\mathcal{H}}_{\text {int }}\right)_{\mid \hat{z}=0}=\omega+\eta^{2} A I$. Indeed, since $A$ is invertible we can choose $I_{0}$ and $k$ as functions of $\tau$ and $\eta$ so that (47) is always satisfied:

$$
\begin{align*}
I_{0} & :=\frac{1}{\eta^{2} \tau} A^{-1}(\kappa-\{\omega \tau\}),  \tag{50}\\
k & :=[\omega \tau]+\kappa, \tag{51}
\end{align*}
$$

where $\left[\left(x_{1}, \ldots, x_{N}\right)\right]:=\left(\left[x_{1}\right], \ldots,\left[x_{N}\right]\right),\left\{\left(x_{1}, \ldots, x_{N}\right)\right\}:=\left(\left\{x_{1}\right\}, \ldots,\left\{x_{N}\right\}\right)$, and

$$
\begin{equation*}
\kappa:=\left(\kappa_{i}\right)_{i \in \mathcal{I}} \in \mathbb{Z}^{N}, \quad \kappa_{i}:=i^{-1} \tilde{\kappa}, \quad \tilde{\kappa}:=10 \prod_{j \in \mathcal{I}} j . \tag{52}
\end{equation*}
$$

Here the functions $[\cdot]: \mathbb{R} \rightarrow \mathbb{Z}$ and $\{\cdot\}: \mathbb{R} \rightarrow[0,1)$ denote the integer part and the fractional part, respectively.

In order to have $I_{0} \approx 1$ in (50), we choose the parameter $\eta$, which is related to the amplitude of the solution, as a function of the rescaled period $\tau$ such that

$$
\begin{equation*}
\eta^{2} \tau=1, \quad \text { namely }, \quad \eta:=1 / \sqrt{\tau} . \tag{53}
\end{equation*}
$$

Consequently, we can express $I_{0}, k$, and $\tilde{\Omega}_{i}$ in (50), (51), (46) as functions of $\tau$ only:

$$
\begin{align*}
I_{0} & :=I_{0}(\tau)=A^{-1}(\kappa-\{\omega \tau\}),  \tag{54}\\
k & :=k(\tau)=[\omega \tau]+\kappa,  \tag{55}\\
\tilde{\Omega}_{i} & :=\tilde{\Omega}_{i}(\tau)=\omega_{i}+\eta^{2}\left(B I_{0}(\tau)\right)_{i} \quad \text { for } \quad i \in \mathcal{I}^{c} . \tag{56}
\end{align*}
$$

We point out that the constant vector $\kappa$ defined in (52) has been added to have $\left(I_{0}\right)_{i}>0$ in view of (35). In particular the following lemma holds.

Lemma 3.1. If $\mu$ is small enough, then $\left(I_{0}\right)_{i}>\pi \omega_{i}$ for all $i \in \mathcal{I}$.
Proof. By (38) and (54) we get

$$
I_{0}=\frac{8 \pi}{3} D \tilde{A}^{-1} D(\kappa-\{\omega t\}) .
$$

Recalling (37) and (41) we have, for all $i \in \mathcal{I}$,

$$
\begin{aligned}
\left(I_{0}\right)_{i} & =\frac{8 \pi \omega_{i}}{3(4 N-1)}\left((1-4 N)\left(\omega_{i} \kappa_{i}-\omega_{i}\left\{\omega_{i} t\right\}\right)+4 \sum_{j \in \mathcal{I}}\left(\omega_{j} \kappa_{j}-\omega_{j}\left\{\omega_{j} t\right\}\right)\right) \\
& =\frac{8 \pi \omega_{i}}{3(4 N-1)}\left((1-4 N)\left(\tilde{\kappa}-i\left\{\omega_{i} t\right\}\right)+4 \sum_{j \in \mathcal{I}}\left(\tilde{\kappa}-j\left\{\omega_{j} t\right\}\right)+O(\mu)\right)
\end{aligned}
$$

since, recalling (52), $\omega_{i} \kappa_{i}=i^{-1} \omega_{i} \tilde{\kappa}$ and $1<i^{-1} \omega_{i}=i^{-1} \sqrt{i^{2}+\mu}<1+\mu$. Taking $\mu$ small enough we get

$$
\begin{aligned}
\left(I_{0}\right)_{i} & =\frac{8 \pi \omega_{i}}{3(4 N-1)}\left(\tilde{\kappa}+(4 N-1) i\left\{\omega_{i} t\right\}-4 \sum_{j \in \mathcal{I}} j\left\{\omega_{j} t\right\}+O(\mu)\right) \\
& \geq \frac{8 \pi \omega_{i}}{3(4 N-1)}\left(\tilde{\kappa}-4 \sum_{j \in \mathcal{I}} j+O(\mu)\right)=\frac{8 \pi \omega_{i}}{3(4 N-1)}\left(10 \prod_{j \in \mathcal{I}} j-4 \sum_{j \in \mathcal{I}} j+O(\mu)\right) \\
& \geq \frac{8 \pi \omega_{i}}{3(4 N-1)}\left(2 \prod_{j \in \mathcal{I}} j+O(\mu)\right) \geq \frac{8 \pi \omega_{i}}{3(4 N-1)}(2 N+O(\mu)) \geq \frac{8 \pi \omega_{i}}{3(4 N-1)} \frac{3 N}{2} \\
& >\pi \omega_{i},
\end{aligned}
$$

where we used that $2 \prod_{j \in \mathcal{I}} j \geq \sum_{j \in \mathcal{I}} j$ and $\prod_{j \in \mathcal{I}} j \geq N$.
We note that by the choice of $\eta$ made in (53), it results that $\left|I_{0}\right| \leq$ const. Then $I_{0}$ belongs to the domain of definition of the Hamiltonian $\widetilde{\mathcal{H}}$, namely, it verifies (34), making the hypothesis

$$
\begin{equation*}
\mu \tau \geq c_{3}^{-1} \tag{57}
\end{equation*}
$$

We finally remark that, by (53) and (56), the quantities that we have to estimate in the crucial nonresonance condition (49) are

$$
\begin{equation*}
\ell-\tilde{\Omega}_{i} \tau=\ell-\tau \omega_{i}-\left(B A^{-1}(\kappa-\{\omega \tau\})\right)_{i}, \quad \ell \in \mathbb{Z}, i \in \mathcal{I}^{c} \tag{58}
\end{equation*}
$$

In this form, (49) clearly appears as a nonresonance condition between the frequency of the torus $\omega$ and the normal frequencies $\left\{\omega_{i}\right\}_{i \in \mathcal{I}^{c}}$.
3.1. Small divisors estimate. In order to estimate the quantities in (58) we will perform the expansion $\tau \omega_{i}=\tau \sqrt{i^{2}+\mu}=i \tau+\frac{\mu \tau}{2 i}+O\left(\mu^{2} \tau\right)$, requiring that $\mu^{2} \tau$ is small, namely,

$$
\mu^{2} \tau \leq c_{4}
$$

The other aspect of such a request is that, for any fixed $\mu$, we have only a finite number of (rescaled) periods $\tau$. Moreover, we note that the smallness of $\mu^{2} \tau$ implies that of $\mu$ since $\mu \leq c_{3} \mu^{2} \tau$ by (57). Hence, since for $\mu$ close to zero the Birkhoff normal form degenerates, it is not obvious that we can make $\mu^{2} \tau$ small for some fixed $\tau \geq 1$. Moreover, even if it is not necessary, for simplicity we limit our consideration to $\tau \sim \mu^{-2}$, namely, $c_{4} / 2 \mu^{2} \leq \tau \leq c_{4} / \mu^{2}$. Again for technical reasons, we will need that $\tau$ is an integer and that $\mu \tau$ is far away from even integers. Let us define

$$
\begin{equation*}
\mathcal{T}_{\mu}:=\left\{\tau \in \mathbb{N}^{+}, \quad \frac{c_{4}}{2 \mu^{2}} \leq \tau \leq \frac{c_{4}}{\mu^{2}} \quad \text { s.t. } \quad \mu \tau \in \mathcal{N}\right\} \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}:=\left\{x>0 \text { s.t. }|x-2 m| \geq \frac{1}{2} \forall m \in \mathbb{Z}\right\}=\bigcup_{n>0 \text { odd }}\left[n-\frac{1}{2}, n+\frac{1}{2}\right] \tag{60}
\end{equation*}
$$

The constant $c_{4}$ will be choose suitably small in the following.
Proposition 3.2. If $\mu$ is small enough and $\tau \in \mathcal{T}_{\mu}$, then the following estimate holds:

$$
\begin{equation*}
\left|\ell-\tilde{\Omega}_{i} \tau\right| \geq \frac{c_{5}}{i} \quad \forall \ell \in \mathbb{Z}, i \in \mathcal{I}^{c} \tag{61}
\end{equation*}
$$

Proof. We will prove that

$$
\begin{equation*}
\left|\ell-\tau \sqrt{i^{2}+\mu}-\left(B I_{0}(\tau)\right)_{i}\right| \geq \frac{1}{6(4 N-1) i} \quad \forall \ell \in \mathbb{Z}, i \in \mathcal{I}^{c} \tag{62}
\end{equation*}
$$

Recalling (58), we see that the crucial estimate (61) follows from (62) taking $c_{5}:=$ $\frac{1}{6(4 N-1)}$. We first consider the term $B I_{0}(\tau)$. From (38) we have $B A^{-1}=4\left(E^{-1} \tilde{B} \tilde{A}^{-1} D\right)$, while, by (41), $\tilde{B} \tilde{A}^{-1}=d^{-1} \tilde{B}$, where $d:=4 N-1$. Recalling (54), we get

$$
B I_{0}(\tau)=B A^{-1}(\kappa-\{\omega \tau\})=4 d^{-1} E^{-1} \tilde{B} D(\kappa-\{\omega \tau\})
$$

and, in particular, for $i \in \mathcal{I}^{c}$,

$$
\begin{align*}
\left(B I_{0}\right)_{i} & =\frac{4}{d}\left(E^{-1} \tilde{B} D(\kappa-\{\omega \tau\})\right)_{i}=\frac{4}{d \omega_{i}}(\tilde{B} D(\kappa-\{\omega \tau\}))_{i} \\
& =\frac{4}{d \omega_{i}}\left(\hat{\kappa}-\sum_{h \in \mathcal{I}} \omega_{h}\left\{\omega_{h} \tau\right\}\right), \tag{63}
\end{align*}
$$

where

$$
\hat{\kappa}:=(\tilde{B} D \kappa)_{i}=\left(\tilde{B}\left(\begin{array}{c}
\vdots  \tag{64}\\
\frac{\omega_{h}}{h} \tilde{\kappa} \\
\vdots
\end{array}\right)\right)_{i}=\sum_{h \in \mathcal{I}} \frac{\omega_{h}}{h} \tilde{\kappa}=\tilde{\kappa} N+O(\mu) .
$$

Now we need the following lemma.
Lemma 3.3. Let $0<\mu<1$. Then for all $h \in \mathbb{N}^{+}$there exist $\delta_{h}^{(k)}>0, k=1,2,3$, such that

$$
\begin{align*}
\omega_{h} & =h+\delta_{h}^{(1)}, & & \delta_{h}^{(1)}<\frac{\mu}{2 h}  \tag{65}\\
& =h+\frac{\mu}{2 h}-\delta_{h}^{(2)}, & & \delta_{h}^{(2)}<\frac{\mu^{2}}{8 h^{3}} . \tag{66}
\end{align*}
$$

Moreover, if $\tau \in \mathbb{N}^{+}$, there exists $n_{h}:=n_{h}(\mu, \tau) \in \mathbb{Z}$ such that

$$
\begin{equation*}
\left|\omega_{h}\left\{\omega_{h} \tau\right\}-\frac{\mu \tau}{2}-n_{h}\right| \leq \frac{\mu}{2 h}+\frac{\mu^{2} \tau}{8 h^{2}} \quad \forall h \in \mathbb{N}^{+} \tag{67}
\end{equation*}
$$

By the elementary inequality $0<1-(1+x)^{-1}<x$ for all $x>0$, we get, using (65),

$$
0<\frac{1}{i}-\frac{1}{\omega_{i}}=\frac{1}{i}\left(1-\frac{1}{1+\delta_{i}^{(1)} / i}\right)<\frac{\delta_{i}^{(1)}}{i^{2}}<\frac{\mu}{2 i^{3}}
$$

namely,

$$
\begin{equation*}
\frac{1}{\omega_{i}}-\frac{1}{i}=O\left(\frac{\mu}{i^{3}}\right) \tag{68}
\end{equation*}
$$

Since $\left|\left\{\omega_{h} \tau\right\}\right| \leq 1$, by substituting (68) into (63) we get

$$
\left(B I_{0}\right)_{i}=\frac{4}{d i}\left(\hat{\kappa}-\sum_{h \in \mathcal{I}} \omega_{h}\left\{\omega_{h} \tau\right\}\right)+O\left(\frac{\mu}{i^{3}}\right)
$$

hence, by (67) and (64),

$$
\begin{equation*}
\left(B I_{0}\right)_{i}=\frac{4}{d i}\left(\tilde{\kappa} N-\sum_{h \in \mathcal{I}}\left(\frac{\mu \tau}{2}+n_{h}\right)\right)+O\left(\frac{\mu}{i}+\frac{\mu^{2} \tau}{i}\right) \tag{69}
\end{equation*}
$$

Moreover, since by (66) we get

$$
\tau \sqrt{i^{2}+\mu}=\tau i+\frac{\mu \tau}{2 i}+O\left(\frac{\mu^{2} \tau}{i^{3}}\right)
$$

using (69) we have

$$
\begin{align*}
\ell & -\tau \sqrt{i^{2}+\mu}-\left(B I_{0}(\tau)\right)_{i}=\ell-\tau i-\frac{\mu \tau}{2 i}+\frac{4}{d i}\left(\sum_{h \in \mathcal{I}}\left(\frac{\mu \tau}{2}+n_{h}\right)-\tilde{\kappa} N\right)  \tag{70}\\
& +O\left(\frac{\mu}{i}+\frac{\mu^{2} \tau}{i}\right)
\end{align*}
$$

From the hypothesis $\tau \in \mathcal{T}_{\mu}$ and for $\mu$ small enough, it follows that

$$
\frac{\mu}{i}+\frac{\mu^{2} \tau}{i}<\frac{2 c_{4}}{i}
$$

Hence, by (70) and choosing $c_{4}$ small enough, in order to prove (62) it is sufficient to show that

$$
\begin{equation*}
\left|\ell-\tau i-\frac{\mu \tau}{2 i}+\frac{4}{d i}\left(\sum_{h \in \mathcal{I}}\left(\frac{\mu \tau}{2}+n_{h}\right)-\tilde{\kappa} N\right)\right| \geq \frac{1}{4(4 N-1) i} . \tag{71}
\end{equation*}
$$

Now, since $d=4 N-1$ and $\sum_{h \in \mathcal{I}} 1=N,(71)$ is equivalent to

$$
\begin{equation*}
\left|\mu \tau+2\left(i d(\ell-\tau i)-4 \tilde{\kappa} N+4 \sum_{h \in \mathcal{I}} n_{h}\right)\right| \geq \frac{1}{2} \tag{72}
\end{equation*}
$$

Since

$$
2\left(i d(\ell-\tau i)-4 \tilde{\kappa} N+4 \sum_{h \in \mathcal{I}} n_{h}\right)
$$

is an even integer, (72) follows by hypothesis $\tau \in \mathcal{T}_{\mu}$. $\quad \square$
Proof of Lemma 3.3. Since $\omega_{h}=h \sqrt{1+x}$ with $x:=\mu / h^{2}, 0<x<1$, (65) and (66) directly follow by the elementary inequalities

$$
1<\sqrt{1+x}, \quad-\frac{x^{2}}{8}<\sqrt{1+x}-1-\frac{x}{2}<0
$$

holding for any $0<x<1$. We now prove (67). Because $\left|\left\{\omega_{h} \tau\right\}\right| \leq 1$, we have

$$
\begin{equation*}
\left|\omega_{h}\left\{\omega_{h} \tau\right\}-h\left\{\omega_{h} \tau\right\}\right|=\left|\left(\omega_{h}-h\right)\left\{\omega_{h} \tau\right\}\right| \leq\left|\omega_{h}-h\right| \leq \frac{\mu}{2 h}, \tag{73}
\end{equation*}
$$

where in the last inequality we have used (65). Moreover, by (66)

$$
\left\{\omega_{h} \tau\right\}=\omega_{h} \tau-\left[\omega_{h} \tau\right]=h \tau+\frac{\mu \tau}{2 h}-\delta_{h}^{(2)} \tau-\left[\omega_{h} \tau\right]
$$

from which we get

$$
\left|h\left\{\omega_{h} \tau\right\}-\frac{\mu \tau}{2}-n_{h}\right| \leq \frac{\mu^{2} \tau}{8 h^{2}}, \quad \text { where } \quad n_{h}:=h^{2} \tau-h\left[\omega_{h} \tau\right]
$$

Then the proof follows by the previous inequality and (73).
We now give a lower estimate on the cardinality of $\mathcal{T}_{\mu}$.

Lemma 3.4. For $\mu$ small enough,

$$
\sharp \mathcal{T}_{\mu} \geq \frac{c_{4}}{6 \mu^{2}}
$$

Proof. We first claim that

$$
\begin{equation*}
\sharp\left\{\tau \in \mathbb{N} \quad \text { s.t. } \quad \mu \tau \in\left[n-\frac{1}{2}, n+\frac{1}{2}\right]\right\} \geq\left[\frac{1}{\mu}\right] \tag{74}
\end{equation*}
$$

for any $n$ odd. Indeed, if $\tau_{0}:=\min \{\tau \in \mathbb{N}$ s.t. $\mu \tau \geq n-1 / 2\}$, then $\mu \tau_{0}<\mu+n-1 / 2$, and therefore $\mu \tau_{0}+\mu m \leq n+1 / 2$ for any $0 \leq m \leq-1+1 / \mu$, proving (74). Since

$$
\sharp\left\{n \text { odd } \quad \text { s.t. } \quad \frac{c_{4}}{2 \mu}+\frac{1}{2} \leq n \leq \frac{c_{4}}{\mu}-\frac{1}{2}\right\} \geq \frac{c_{4}}{4 \mu}-2 \geq \frac{c_{4}}{5 \mu},
$$

then

$$
\sharp \mathcal{T}_{\mu} \geq \frac{c_{4}}{5 \mu}\left[\frac{1}{\mu}\right] \geq \frac{c_{4}}{6 \mu^{2}},
$$

for $\mu$ small enough.
3.2. Functional setting. Since the problem is Hamiltonian, any $T$-periodic solution of the Hamiltonian equations for $\widetilde{\mathcal{H}}$ in (36), namely,

$$
\left\{\begin{array}{l}
\dot{I}=-\eta^{4} \partial_{\phi} \widetilde{K}(I, \phi, \hat{z}, \overline{\hat{z}}),  \tag{75}\\
\dot{\phi}=\omega+\eta^{2} A I+\eta^{2} B^{t} z \bar{z}+\eta^{4} \partial_{I} \widetilde{K}(I, \phi, \hat{z}, \overline{\hat{z}}), \\
\dot{\hat{z}}_{i}=-\mathrm{i}\left(\Omega+\eta^{2} B I\right)_{i} \hat{z}_{i}-\mathrm{i} \eta^{2} \partial_{\bar{z}_{i}} \hat{G}(\hat{z}, \overline{\hat{z}})-\mathrm{i} \eta^{4} \partial_{\bar{z}_{i}} \widetilde{K}(I, \phi, \hat{z}, \overline{\hat{z}}), \quad i \in \mathcal{I}^{c},
\end{array}\right.
$$

is a critical point of the Lagrangian action functional

$$
\begin{equation*}
S(I, \phi, \hat{z})=\int_{0}^{T}\left(I \cdot \dot{\phi}-\mathrm{i} \sum_{i \in \mathcal{I}^{c}} z_{i} \dot{\bar{z}}_{i}-\widetilde{\mathcal{H}}(I, \phi, \hat{z}, \overline{\hat{z}})\right) d t \tag{76}
\end{equation*}
$$

in the space of $T$-periodic, $\mathcal{P}_{a, s}$-valued curves $(I(t), \phi(t), \hat{z}(t))$.
In particular we are looking for periodic orbits of the Hamiltonian $\widetilde{\mathcal{H}}$ near the family $\mathcal{F}$ defined in (48); namely, we seek solutions of the form

$$
\left\{\begin{array}{l}
I(t)=I_{0}+J(t)  \tag{77}\\
\phi(t)=\phi_{0}+\tilde{\omega} t+\psi(t) \\
\hat{z}(t)=0+w(t)
\end{array}\right.
$$

where $I_{0}$ was defined in (54); $\phi_{0} \in \mathbb{T}^{N}$ is a parameter to determine. Recalling (75), $\zeta(t)=(J(t), \psi(t), w(t))$ and $\phi_{0} \in \mathbb{T}^{N}$ must satisfy

$$
\left\{\begin{align*}
\dot{\psi}-\eta^{2} A J & =\eta^{2} B^{t} w \bar{w}+\eta^{4} \partial_{I} \widetilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w, \bar{w}\right)  \tag{78}\\
\dot{J} & =-\eta^{4} \partial_{\phi} \widetilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w, \bar{w}\right) \\
\dot{w}_{i}+\mathrm{i} \tilde{\Omega}_{i} w_{i} & =-\mathrm{i} \eta^{2} \partial_{\bar{z}_{i}} \hat{G}(w, \bar{w})-\mathrm{i} \eta^{4} \partial_{\bar{z}_{i}} \widetilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w, \bar{w}\right), \quad i \in \mathcal{I}^{c}
\end{align*}\right.
$$

We will look for $\zeta(t)$ as a $T$-periodic curve taking values in the covering space $\mathbb{R}^{N} \times$ $\mathbb{R}^{N} \times \ell^{a, s}$ (that for simplicity we will still denote by $\mathcal{P}_{a, s}$ ) with $\int_{0}^{T} \psi(t) d t=0$. For
$\zeta=(J, \psi, w) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times \ell^{a, s}$ we define the norm ${ }^{5}$

$$
\|\zeta\|_{\mathcal{P}_{a, s}}=\|(J, \psi, w)\|_{\mathcal{P}_{a, s}}:=|J|+|\psi|+\|w\|_{a, s}
$$

With this norm, $\mathcal{P}_{a, s}$ is a Banach algebra, recalling that $s>1$ and Lemma 2.2.
In particular we will look for $H^{k}$-solutions $\zeta(t)$ in the Banach space

$$
\bar{H}_{T, a, s}^{k}:=\left\{\zeta \in H_{T, a, s}^{k}, \quad \int_{0}^{T} \psi(t) d t=0\right\}
$$

where $k \in \mathbb{N}, T>0$,

$$
H_{T, a, s}^{k}:=\left\{\zeta \in H^{k}\left(\mathbb{R}, \mathcal{P}_{a, s}\right), \quad \zeta(t+T)=\zeta(t)\right\}
$$

and $H^{k}\left(\mathbb{R}, \mathcal{P}_{a, s}\right)$ is the Sobolev space of the functions $\zeta: \mathbb{R} \rightarrow \mathcal{P}_{a, s}$ with $k$ weak derivatives in $L^{2}\left(\mathbb{R}, \mathcal{P}_{a, s}\right)\left(\right.$ for $\left.k=0, H^{0}\left(\mathbb{R}, \mathcal{P}_{a, s}\right)=L^{2}\left(\mathbb{R}, \mathcal{P}_{a, s}\right)\right)$.

The space $H_{T, a, s}^{k}$ is endowed with the norm

$$
\|\zeta\|_{H_{T, a, s}^{k}}:=\sum_{h=0}^{k} T^{h}\left\|\partial_{t}^{h} \zeta\right\|_{T, a, s}
$$

where

$$
\begin{aligned}
\|\zeta\|_{T, a, s} & :=|J|_{L^{2}, T}+|\psi|_{L^{2}, T}+\|w\|_{L^{2}, T, a, s}+\|\bar{w}\|_{L^{2}, T, a, s} \\
|J|_{L^{2}, T}^{2} & :=\frac{1}{T} \int_{0}^{T}|J(t)|^{2} d t, \quad|\psi|_{L^{2}, T}^{2}:=\frac{1}{T} \int_{0}^{T}|\psi(t)|^{2} d t \\
\|w\|_{L^{2}, T, a, s}^{2} & :=\frac{1}{T} \int_{0}^{T}\|w(t)\|_{a, s}^{2} d t
\end{aligned}
$$

Note that $H_{T, a, s}^{k}=\bar{H}_{T, a, s}^{k} \oplus \mathbb{R}^{N}$.
Remark 3.5. With the above definitions the following result holds:

$$
\begin{equation*}
\|\zeta(t)\|_{\mathcal{P}_{a, s}} \leq\|\zeta\|_{H_{T, a, s}^{1}} \quad \forall t \in \mathbb{R} \tag{79}
\end{equation*}
$$

Hence the spaces $H_{T, a, s}^{k}$, for $k \geq 1$, are Banach algebras, and the $H_{T, a, s}^{k}$-norm of the product of any component of a vector $\zeta$ with any component of a vector $\zeta^{\prime}$ is bounded by $\|\zeta\|_{H_{T, a, s}^{k}}\left\|\zeta^{\prime}\right\|_{H_{T, a, s}^{k}}$. We will consider system (78) as a functional equation in $H_{T, a, s}^{k}$.

To simplify notation we rewrite (78) in the form

$$
\begin{equation*}
L \zeta=N\left(\zeta ; \phi_{0}\right) \tag{80}
\end{equation*}
$$

where $L$ is the linear operator

$$
\begin{equation*}
L \zeta=L(J, \psi, w):=\left(\dot{\psi}-\eta^{2} A J, \dot{J}, \dot{w}_{i}+\mathrm{i} \tilde{\Omega}_{i} w_{i}\right) \tag{81}
\end{equation*}
$$

and $N$ is the nonlinearity

$$
\begin{equation*}
N\left(\zeta ; \phi_{0}\right):=\left(N_{I}\left(\zeta ; \phi_{0}\right), N_{\phi}\left(\zeta ; \phi_{0}\right), N_{\hat{z}}\left(\zeta ; \phi_{0}\right)\right) \tag{82}
\end{equation*}
$$

[^70]defined by
\[

(83) $$
\begin{aligned}
N_{I} & :=\eta^{2} B^{t} w \bar{w}+\eta^{4} \partial_{I} \tilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w\right) \\
N_{\phi} & :=-\eta^{4} \partial_{\phi} \tilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w\right) \\
\left(N_{z_{i}}\right) & :=-\mathrm{i} \eta^{2}(B J)_{i} w_{i}-\mathrm{i} \eta^{2} \partial_{\bar{z}_{i}} \hat{G}(w)-\mathrm{i} \eta^{4} \partial_{\bar{z}_{i}} \tilde{K}\left(I_{0}+J, \phi_{0}+\tilde{\omega} t+\psi, w\right), \quad i \in \mathcal{I}^{c} .
\end{aligned}
$$
\]

We note that by (19) and Remark 3.5, we get that for all $\phi_{0} \in \mathbb{T}^{N}$

$$
\begin{equation*}
N\left(\cdot ; \phi_{0}\right) \in C^{\infty}\left(H_{T, a, s}^{k}, H_{T, a, s+1}^{k}\right) \quad \forall k \geq 1 \tag{84}
\end{equation*}
$$

Since $A$ is invertible and the nonresonance condition (49) holds by Proposition 3.2, the kernel of the linear operator $L$ is

$$
\mathcal{K}=\{\zeta(t)=(J(t), \psi(t), w(t)) \text { s.t. } \psi(t) \equiv \mathrm{const}, \quad J(t) \equiv 0, w(t) \equiv 0\}
$$

On the other hand, the range of $L$ is composed by the curves $\tilde{\zeta}(t):=(\tilde{J}(t), \tilde{\psi}(t), \tilde{w}(t))$ with $\int_{0}^{T} \tilde{\psi}=0$, as we will show in the next subsection concerning the inversion of $L$.
3.3. Inversion of the linear operator. Recall that $\tau=T /(2 \pi)=\eta^{-2}$. By the theory of the symmetric operators, and since $A$ is invertible, it possesses an orthonormal basis of eigenvectors $e^{(1)}, \ldots, e^{(N)} \in \mathbb{R}^{N}$ with respective eigenvalues $\nu_{1}, \ldots, \nu_{N}$ $\in \mathbb{R} \backslash\{0\}$. In these coordinates we can write

$$
\begin{aligned}
& \tilde{J}(t)=\sum_{j=1}^{N} \tilde{J}^{(j)}(t) e^{(j)}=\sum_{j=1}^{N} e^{(j)} \sum_{\ell \in \mathbb{Z}} \tilde{J}_{\ell}^{(j)} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right), \\
& \tilde{\psi}(t)=\sum_{j=1}^{N} \tilde{\psi}^{(j)}(t) e^{(j)}=\sum_{j=1}^{N} e^{(j)} \sum_{\ell \in \mathbb{Z}} \tilde{\psi}_{\ell}^{(j)} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right), \\
& \tilde{w}_{i}(t)=\sum_{\ell \in \mathbb{Z}} \tilde{w}_{i \ell} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right), \quad i \in \mathcal{I}^{c} .
\end{aligned}
$$

We define the linear operator

$$
\begin{equation*}
\mathcal{L} \tilde{\zeta}=\mathcal{L}(\tilde{J}, \tilde{\psi}, \tilde{w}):=(J, \psi, w)=\zeta \tag{85}
\end{equation*}
$$

in the following way:

$$
\begin{align*}
J(t) & :=\tau \sum_{j=1}^{N} e^{(j)}\left(-\frac{1}{\nu_{j}} \tilde{J}_{0}^{(j)}+\sum_{\ell \neq 0} \frac{1}{\mathrm{i} \ell} \tilde{\psi}_{\ell}^{(j)} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right)\right)  \tag{86}\\
\psi(t) & :=\tau \sum_{j=1}^{N} e^{(j)} \sum_{\ell \neq 0} \frac{1}{\mathrm{i} \ell}\left(\frac{\nu_{j}}{\mathrm{i} \ell} \tilde{\psi}_{\ell}^{(j)}+\tilde{J}_{\ell}^{(j)}\right) \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right)  \tag{87}\\
w_{i}(t) & :=\tau \sum_{\ell \in \mathbb{Z}} \frac{1}{\mathrm{i}\left(\ell-\tilde{\Omega}_{i} \tau\right)} \tilde{w}_{i \ell} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right), \quad i \in \mathcal{I}^{c} . \tag{88}
\end{align*}
$$

The following proposition not only states that $\mathcal{L}$ is the inverse of $L$ but also gives an upper bound of its norm. However, because of the small divisors $\ell-\tilde{\Omega}_{i} \tau$, appearing in (88), it turns out that $\mathcal{L}$ "loses one spatial derivative." On the other hand, $\mathcal{L}$ also
"gains one time derivative" if one gives up "two spatial derivatives." Estimate (61) will be crucial.

Proposition 3.6. Suppose $\tau \in \mathcal{T}_{\mu}$ and $\mu$ small enough. Take $k \in \mathbb{N}^{+}$. If $\tilde{\zeta} \in$ $\bar{H}_{T, a, s+1}^{k}$, then $\zeta=\mathcal{L} \tilde{\zeta} \in \bar{H}_{T, a, s}^{k} \cap \bar{H}_{T, a, s-1}^{k+1}$ and

$$
\begin{equation*}
\|\zeta\|_{H_{T, a, s}^{k}}+\|\zeta\|_{H_{T, a, s-1}^{k+1}}^{k} \leq c_{6}^{-1} \tau\|\tilde{\zeta}\|_{H_{T, a, s+1}^{k}} \tag{89}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
L \mathcal{L} \tilde{\zeta}=L \zeta=\tilde{\zeta} \tag{90}
\end{equation*}
$$

Proof. First we note that the average of $\psi$ is zero as it follows by (87). We now prove (89). Since

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|\sum_{\ell \in \mathbb{Z}} a_{\ell} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right)\right|^{2} d t=\sum_{\ell \in \mathbb{Z}}\left|a_{\ell}\right|^{2} \tag{91}
\end{equation*}
$$

and $\left(\left\{e^{(j)}\right\}_{1 \leq j \leq N}\right.$ being an orthonormal basis) $\left|\sum_{j=1}^{N} b_{j} e^{(j)}\right|^{2}=\sum_{j=1}^{N}\left|b_{j}\right|^{2}$, we have that

$$
f(t)=\sum_{j=1}^{N} e^{(j)} \sum_{\ell \in \mathbb{Z}} f_{\ell}^{(j)} \exp \left(\frac{\mathrm{i} \ell t}{\tau}\right) \Longrightarrow|f|_{L^{2}, T}^{2}=\frac{1}{T} \int_{0}^{T}|f(t)|^{2} d t=\sum_{j=1}^{N} \sum_{\ell \in \mathbb{Z}}\left|f_{\ell}^{(j)}\right|^{2}
$$

Hence, if $\tilde{C}:=2 \max _{1 \leq j \leq N}\left\{\left|\nu_{j}\right|^{2}, 1 /\left|\nu_{j}\right|^{2}\right\}$, from (87) we get

$$
\begin{align*}
|\psi|_{L^{2}, T}^{2} & \leq \tilde{C} \tau^{2} \sum_{j=1}^{N} \sum_{\ell \neq 0} \ell^{-2}\left(\left|\tilde{\psi}_{\ell}^{(j)}\right|^{2}+\left|\tilde{J}_{\ell}^{(j)}\right|^{2}\right) \leq \tilde{C} \tau^{2}\left(|\tilde{\psi}|_{L^{2}, T}^{2}+|\tilde{J}|_{L^{2}, T}^{2}\right),  \tag{92}\\
\left|\partial_{t}^{h} \psi\right|_{L^{2}, T}^{2} & \leq \tilde{C} \tau^{2(1-h)} \sum_{j=1}^{N} \sum_{\ell \neq 0} \ell^{2(h-1)}\left(\left|\tilde{\psi}_{\ell}^{(j)}\right|^{2}+\left|\tilde{J}_{\ell}^{(j)}\right|^{2}\right) \\
& \leq \tilde{C} \tau^{2}\left(\left|\partial_{t}^{h-1} \tilde{\psi}\right|_{L^{2}, T}^{2}+\left|\partial_{t}^{h-1} \tilde{J}\right|_{L^{2}, T}^{2}\right) \quad \text { for } \quad h \geq 1 \tag{93}
\end{align*}
$$

Similar estimates hold for $J$ defined in (86), namely,

$$
\begin{align*}
& |J|_{L^{2}, T}^{2} \leq \tilde{C} \tau^{2}\left(\sum_{j=1}^{N}\left|\tilde{J}_{0}^{(j)}\right|^{2}+\sum_{j=1}^{N} \sum_{\ell \neq 0} \ell^{-2}\left|\tilde{\psi}_{\ell}^{(j)}\right|^{2}\right) \leq \tilde{C} \tau^{2}\left(|\tilde{J}|_{L^{2}, T}^{2}+|\tilde{\psi}|_{L^{2}, T}^{2}\right),  \tag{94}\\
& \left|\partial_{t}^{h} J\right|_{L^{2}, T}^{2}=\left|\partial_{t}^{h-1} \tilde{\psi}\right|_{L^{2}, T}^{2} \quad \text { for } \quad h \geq 1 \tag{95}
\end{align*}
$$

We now go on to estimate $w$ defined in (88) in which the small divisors $\ell-\tilde{\Omega}_{j} \tau$ appear. By (91) we have that if $w(t)=\left(w_{i}(t)\right)_{i \in \mathcal{I}^{c}}$ with $w_{i}(t)=\sum_{\ell \in \mathbb{Z}} w_{i \ell} \exp (\mathrm{i} \ell t / \tau)$, then

$$
\begin{aligned}
\|w\|_{L^{2}, T, a, s}^{2} & =\frac{1}{T} \int_{0}^{T}\|w(t)\|_{a, s}^{2}=\frac{1}{T} \int_{0}^{T} \sum_{i \in \mathcal{I}^{c}} i^{2 s} e^{2 a i}\left|w_{i}(t)\right|^{2} d t \\
& =\sum_{i \in \mathcal{I}^{c}} i^{2 s} e^{2 a i} \frac{1}{T} \int_{0}^{T}\left|w_{i}(t)\right|^{2} d t=\sum_{i \in \mathcal{I}^{c}} i^{2 s} e^{2 a i} \sum_{\ell \in \mathbb{Z}}\left|w_{i \ell}\right|^{2}
\end{aligned}
$$

Hence, recalling (88), we get

$$
\begin{align*}
\left\|\partial_{t}^{h} w\right\|_{L^{2}, T, a, s}^{2} & =\tau^{2} \sum_{i \in \mathcal{I}^{c}} i^{2 s} e^{2 a i} \sum_{\ell \in \mathbb{Z}} \frac{|\ell|^{2 h}}{\tau^{2 h}} \frac{\left|\tilde{w}_{i \ell}\right|^{2}}{\left|\ell-\tilde{\Omega}_{i} \tau\right|^{2}} \\
& \leq \frac{\tau^{2}}{c_{5}^{2}} \sum_{i \in \mathcal{I}^{c}} i^{2(s+1)} e^{2 a i} \sum_{\ell \in \mathbb{Z}} \frac{|\ell|^{2 h}}{\tau^{2 h}}\left|\tilde{w}_{i \ell}\right|^{2}=\frac{\tau^{2}}{c_{5}^{2}}\left\|\partial_{t}^{h} \tilde{w}\right\|_{L^{2}, T, a, s+1}^{2} \tag{96}
\end{align*}
$$

by the crucial estimate (61). Moreover, we claim that by (61)

$$
\begin{equation*}
\frac{|\ell|}{\left|\ell-\tilde{\Omega}_{i} \tau\right|} \leq \frac{4 \tau i^{2}}{c_{5}} \tag{97}
\end{equation*}
$$

To prove (97) we distinguish two cases, $\ell \leq 2 \tilde{\Omega}_{i} \tau$ and $\ell>2 \tilde{\Omega}_{i} \tau$. In the first case we have by (61)

$$
\frac{|\ell|}{\left|\ell-\tilde{\Omega}_{i} \tau\right|} \leq \frac{|\ell| i}{c_{5}} \leq \frac{2 \tilde{\Omega}_{i} \tau i}{c_{5}} \leq \frac{4 \tau i^{2}}{c_{5}}
$$

since $\tilde{\Omega}_{i} \leq 2 i$. On the other hand, if $\ell>2 \tilde{\Omega}_{i} \tau$, we have $\left|\ell-\tilde{\Omega}_{i} \tau\right| \geq|\ell| / 2$, which implies

$$
\frac{|\ell|}{\left|\ell-\tilde{\Omega}_{i} \tau\right|} \leq 2 \leq \frac{4 \tau i^{2}}{c_{5}}
$$

and (97) follows. Using (97) we get

$$
\begin{align*}
\left\|\partial_{t}^{h} w\right\|_{L^{2}, T, a, s-1}^{2} & =\tau^{2} \sum_{i \in \mathcal{I}^{c}} i^{2(s-1)} e^{2 a i} \sum_{\ell \in \mathbb{Z}} \frac{|\ell|^{2 h}}{\tau^{2 h}} \frac{\left|\tilde{w}_{i \ell}\right|^{2}}{\left|\ell-\tilde{\Omega}_{i} \tau\right|^{2}} \\
& \leq \frac{16 \tau^{2}}{c_{5}^{2}} \sum_{i \in \mathcal{I}^{c}} i^{2(s+1)} e^{2 a i} \sum_{\ell \in \mathbb{Z}} \frac{|\ell|^{2(h-1)}}{\tau^{2(h-1)}}\left|\tilde{w}_{i \ell}\right|^{2} \\
& =\frac{16 \tau^{2}}{c_{5}^{2}}\left\|\partial_{t}^{h-1} \tilde{w}\right\|_{L^{2}, T, a, s+1}^{2} . \tag{98}
\end{align*}
$$

Therefore (89) follows from (92)-(96) and (98).
Finally we note that (90) directly follows from the definition of $\mathcal{L}$ given in (85)(88).

We also remark that the constant $c_{6}$ does not depend on $k, a, s$.
3.4. Lyapunov-Schmidt reduction. From the previous section it results that the kernel $\mathcal{K}$ and the range $\mathcal{R}$ of the linear operator $L$ are $\{\tilde{\psi} \equiv$ const $\}$ and $\left\{\int_{0}^{T} \tilde{\psi}=\right.$ $0\}$, respectively. For $\tilde{\zeta}=(\tilde{J}, \tilde{\psi}, \tilde{w})$ let us define the projections

$$
\Pi_{\mathcal{K}} \tilde{\zeta}:=(0,\langle\tilde{\psi}\rangle, 0), \quad \quad \Pi_{\mathcal{R}} \tilde{\zeta}:=(\tilde{J}, \tilde{\psi}-\langle\tilde{\psi}\rangle, \tilde{w})
$$

where $\langle\tilde{\psi}\rangle:=\int_{0}^{T} \tilde{\psi}$. In such a way the equation $L \zeta=N\left(\zeta ; \phi_{0}\right)$ decomposes into the equation on the kernel,

$$
\begin{equation*}
0=\Pi_{\mathcal{K}} N\left(\zeta ; \phi_{0}\right), \quad \text { namely }, \quad\left\langle N_{\phi}\left(\zeta, \phi_{0}\right)\right\rangle=0 \tag{99}
\end{equation*}
$$

and the one on the range,

$$
\begin{equation*}
L \zeta=\Pi_{\mathcal{R}} N\left(\zeta ; \phi_{0}\right) \tag{100}
\end{equation*}
$$

respectively. The idea is to solve first the range equation for any fixed $\phi_{0}$, finding a solution $\zeta(t)=\zeta_{\phi_{0}}(t)$ by the contraction mapping theorem, and thereafter the kernel equation (99) for $\zeta=\zeta_{\phi_{0}}$, namely the finite dimensional equation

$$
\begin{equation*}
\left\langle N_{\phi}\left(\zeta_{\phi_{0}} ; \phi_{0}\right)\right\rangle=0, \tag{101}
\end{equation*}
$$

determining $\phi_{0}$ by a variational argument.
3.5. Range equation. We rewrite the range equation (100) in a fixed-point form:

$$
\zeta=\Phi\left(\zeta ; \phi_{0}\right)
$$

with

$$
\Phi\left(\zeta ; \phi_{0}\right):=\mathcal{L} \Pi_{\mathcal{R}} N\left(\zeta ; \phi_{0}\right)
$$

By Proposition 3.6, the operator $\mathcal{L}$ "loses one derivative," but, by the smoothing property (84), the nonlinearity $N$ gains exactly one derivative. In particular, we have that, for any $\phi_{0} \in \mathbb{T}^{N}$ fixed,

$$
\begin{equation*}
\Phi\left(\cdot ; \phi_{0}\right) \in C^{\infty}\left(\bar{H}_{T, a, s}^{k}, \bar{H}_{T, a, s}^{k}\right) \quad \forall k \geq 1 \tag{102}
\end{equation*}
$$

In the following lemma we prove that $\Phi$ is a contraction on a suitable closed ball of $\bar{H}_{T, a, s}^{1}$.

Lemma 3.7. Suppose $\tau \in \mathcal{T}_{\mu}$ and $\mu$ small enough. For any $\phi_{0} \in \mathbb{T}^{N}$ the map $\Phi\left(\cdot ; \phi_{0}\right)$ is a contraction on the closed ball of radius $\rho:=c_{7}^{-1} \mu$ of $\bar{H}_{T, a, s}^{1}$.

Proof. Let $\zeta, \zeta^{\prime}, h \in \bar{H}_{T, a, s}^{1}$ and $\|\zeta\|_{H_{T, a, s}^{1}},\left\|\zeta^{\prime}\right\|_{H_{T, a, s}^{1}} \leq \rho$. From (82), (83), (84), and (32), and recalling Proposition 2.4 and Remark 3.5, we get the following estimates on the nonlinearity:

$$
\begin{align*}
\|N(\zeta)\|_{H_{T, a, s+1}^{1}} & \leq c_{8}^{-1}\left(\eta^{2} \rho^{2}+\frac{\eta^{4}}{\mu}\right)  \tag{103}\\
\|D N(\zeta)[h]\|_{H_{T, a, s+1}^{1}} & \leq c_{8}^{-1}\left(\eta^{2} \rho+\frac{\eta^{4}}{\mu}\right)\|h\|_{H_{T, a, s}^{1}} . \tag{104}
\end{align*}
$$

Using Proposition 3.6 and (103), we obtain

$$
\|\Phi(\zeta)\|_{H_{T, a, s}^{1}} \leq\left(c_{6} c_{8}\right)^{-1}\left(\rho^{2}+\frac{\eta^{2}}{\mu}\right)=\left(c_{6} c_{8}\right)^{-1} \rho^{2}+\frac{\rho}{2} \leq \rho
$$

taking $c_{7}:=c_{4} c_{6} c_{8} / 4$ and $\mu$ small enough. Hence $\Phi$ maps the ball in itself. Nothing remains but to show that $\Phi$ is a contraction. By (104) we get

$$
\left\|N(\zeta)-N\left(\zeta^{\prime}\right)\right\|_{H_{T, a, s+1}^{1}} \leq c_{8}^{-1}\left(\eta^{2} \rho+\frac{\eta^{4}}{\mu}\right)\left\|\zeta-\zeta^{\prime}\right\|_{H_{T, a, s}^{1}}
$$

and by Proposition 3.6 we have

$$
\left\|\Phi(\zeta)-\Phi\left(\zeta^{\prime}\right)\right\|_{H_{T, a, s}^{1}} \leq\left(c_{6} c_{8}\right)^{-1}\left(\rho+\frac{\eta^{2}}{\mu}\right)\left\|\zeta-\zeta^{\prime}\right\|_{H_{T, a, s}^{1}}
$$

Since, for $\mu$ small enough,

$$
\left(c_{6} c_{8}\right)^{-1}\left(\rho+\frac{\eta^{2}}{\mu}\right) \leq\left(\frac{1}{c_{6} c_{8}}+\frac{1}{2}\right) \frac{\mu}{c_{7}}<1
$$

$\Phi$ is a contraction.
By the contraction mapping theorem and noting that the dependence of the nonlinearity $N$, and therefore of $\Phi$, on the parameter $\phi_{0}$ is smooth, we conclude that there exists a smooth function $\mathbb{T}^{N} \ni \phi_{0} \mapsto \zeta_{\phi_{0}} \in \bar{H}_{T, a, s}^{1}$ solving $\zeta_{\phi_{0}}=\Phi\left(\zeta_{\phi_{0}} ; \phi_{0}\right)$. By (90), $\zeta_{\phi_{0}}$ also solves the range equation (100), as the following corollary states.

Corollary 3.8. Suppose $\tau \in \mathcal{T}_{\mu}$ and $\mu$ small enough. Then there exists a smooth function $\mathbb{T}^{N} \ni \phi_{0} \mapsto \zeta_{\phi_{0}} \in \bar{H}_{T, a, s}^{1}$ solving (100) and satisfying

$$
\left\|\zeta_{\phi_{0}}\right\|_{H_{T, a, s}^{1}} \leq \frac{\mu}{c_{7}}
$$

Remark 3.9. In $[\mathrm{BaB}]$, instead of (49) the authors imposed the weaker "diophantine-type" condition $\left|\ell-\tilde{\Omega}_{i} \tau\right| \geq$ const $i^{-\sigma}, \sigma>1$, on the small divisors. Then the operator $\mathcal{L}$ "loses $\sigma$ derivatives." If the nonlinearity $N$ is smoothing of order $d>1$, namely it "gains $d$ derivatives," taking $1<\sigma<d$, the contraction mapping theorem can still be used in solving the range equation for almost every rescaled period $\tau$. In particular, $d=2$ for the beam equation and $d>1$ for the NLS. Since we have exactly $d=1$ for the wave equation, in order to have a positive measure set of rescaled periods, a KAM analysis is necessary (see Remark 3.12).
3.6. Kernel equation. Once we have solved the range equation (100) by finding the smooth function

$$
\mathbb{T}^{N} \ni \phi_{0} \mapsto \zeta_{\phi_{0}}=:\left(J_{\phi_{0}}, \psi_{\phi_{0}}, w_{\phi_{0}}\right) \in \bar{H}_{T, a, s}^{1}
$$

we still have to solve the "reduced" kernel equation (101). As the solutions of the Hamiltonian equations (75) are critical points of the action functional $S$ defined in (76), so the solutions of the "reduced" kernel equation (101) are critical points of the reduced action functional

$$
\begin{equation*}
\mathcal{S}\left(\phi_{0}\right):=S\left(I_{\phi_{0}}, \phi_{\phi_{0}}, \hat{z}_{\phi_{0}}\right)=\int_{0}^{T}\left(I_{\phi_{0}} \dot{\phi}_{\phi_{0}}-\mathrm{i} \hat{z}_{\phi_{0}} \dot{\bar{z}}_{\phi_{0}}-\widetilde{\mathcal{H}}\left(\phi_{\phi_{0}}, I_{\phi_{0}}, \hat{z}_{\phi_{0}}, \overline{\hat{z}}_{\phi_{0}}\right)\right) d t \tag{105}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\phi_{0}}(t):=I_{0}+J_{\phi_{0}}(t), \quad \phi_{\phi_{0}}(t):=\phi_{0}+\tilde{\omega} t+\psi_{\phi_{0}}(t), \quad \hat{z}_{\phi_{0}}(t):=w_{\phi_{0}}(t) \tag{106}
\end{equation*}
$$

Actually we are claiming that

$$
\left\langle N_{\phi}\left(\zeta_{\phi_{0}} ; \phi_{0}\right)\right\rangle=0
$$

or equivalently

$$
\begin{equation*}
\partial_{\phi_{0}} \mathcal{S}\left(\phi_{0}\right)=0 \tag{107}
\end{equation*}
$$

Indeed, (107) is a corollary of (36), (83), and the following.
Lemma 3.10. The reduced action functional satisfies

$$
\partial_{\phi_{0}} \mathcal{S}\left(\phi_{0}\right)=-T\left\langle\partial_{\phi} \widetilde{\mathcal{H}}\left(I_{\phi_{0}}, \phi_{\phi_{0}}, \hat{z}_{\phi_{0}}, \overline{\hat{z}}_{\phi_{0}}\right)\right\rangle .
$$

Proof. We have

$$
\begin{aligned}
\partial_{\phi_{0}} \mathcal{S}\left(\phi_{0}\right)= & \int_{0}^{T}\left[\left(\dot{\phi}_{\phi_{0}}-\partial_{I} \widetilde{\mathcal{H}}\right) \partial_{\phi_{0}} I_{\phi_{0}}+I_{\phi_{0}} \partial_{\phi_{0}} \dot{\phi}_{\phi_{0}}-\partial_{\phi} \widetilde{\mathcal{H}} \partial_{\phi_{0}} \phi_{\phi_{0}}\right. \\
& \left.-\left(\mathrm{i} \dot{\bar{w}}_{\phi_{0}}+\partial_{\tilde{z}} \widetilde{\mathcal{H}}\right) \partial_{\phi_{0}} w_{\phi_{0}}-\mathrm{i} w_{\phi_{0}} \partial_{\phi_{0}} \dot{\bar{w}}_{\phi_{0}}-\partial_{\overline{\tilde{z}}} \widetilde{\mathcal{H}} \partial_{\phi_{0}} \bar{w}_{\phi_{0}}\right] d t \\
= & \left.I_{\phi_{0}} \partial_{\phi_{0}} \phi_{\phi_{0}}\right|_{0} ^{T}-\left.\mathrm{i} w_{\phi_{0}} \partial_{\phi_{0}} \bar{w}_{\phi_{0}}\right|_{0} ^{T}-\int_{0}^{T}\left\langle\partial_{\phi} \widetilde{\mathcal{H}}\right\rangle \partial_{\phi_{0}} \phi_{\phi_{0}} d t
\end{aligned}
$$

by an integration by parts and since $\zeta_{\phi_{0}}$ satisfies the range equation (100). Moreover, since $\zeta_{\phi_{0}}$ is periodic and $\int_{0}^{T} \psi_{\phi_{0}}=0$, we get

$$
\begin{aligned}
\left.I_{\phi_{0}} \partial_{\phi_{0}} \phi_{\phi_{0}}\right|_{0} ^{T} & =I_{\phi_{0}}(0) \partial_{\phi_{0}}\left(\phi_{\phi_{0}}(T)-\phi_{\phi_{0}}(0)\right)=I_{\phi_{0}} \partial_{\phi_{0}} \tilde{\omega} T=0 \\
\left.w_{\phi_{0}} \partial_{\phi_{0}} \bar{w}_{\phi_{0}}\right|_{0} ^{T} & =w_{\phi_{0}}(0) \partial_{\phi_{0}}\left(\bar{w}_{\phi_{0}}(T)-\bar{w}_{\phi_{0}}(0)\right)=0 \\
\int_{0}^{T} \phi_{\phi_{0}}(t) d t & =\int_{0}^{T}\left(\phi_{0}+\tilde{\omega} t\right) d t+\int_{0}^{T} \psi_{\phi_{0}}(t) d t=\phi_{0} T+\tilde{\omega} \frac{T^{2}}{2}
\end{aligned}
$$

Finally

$$
\partial_{\phi_{0}} \mathcal{S}\left(\phi_{0}\right)=-\int_{0}^{T}\left\langle\partial_{\phi} \widetilde{\mathcal{H}}\right\rangle \partial_{\phi_{0}} \phi_{\phi_{0}} d t=-\left\langle\partial_{\phi} \widetilde{\mathcal{H}}\right\rangle \partial_{\phi_{0}} \int_{0}^{T} \phi_{\phi_{0}}(t) d t=-\left\langle\partial_{\phi} \widetilde{\mathcal{H}}\right\rangle T
$$

3.7. Existence. By (107) every critical point $\phi_{0} \in \mathbb{T}^{N}$ of the reduced action functional $\mathcal{S}$ defined in (105) solves the "reduced" kernel equation (101) and, therefore, the curve $\left(I_{\phi_{0}}(t), \phi_{\phi_{0}}(t), \hat{z}_{\phi_{0}}(t)\right)$ defined in (106) is a solution of the Hamiltonian equations (75). In particular we expect the existence of at least $N$ geometrically distinct $T$-periodic solutions, namely solutions not obtained from each other simply by time translations.

Indeed, let us consider the restriction of $\mathcal{S}$ to the plane $E:=[\tilde{\omega}]^{\perp}$. The set $\mathbb{Z}^{N} \cap E$ is a lattice of $E$; hence $\mathcal{S}$ can be defined on the quotient space $\Gamma:=E /$ $\left(\mathbb{Z}^{N} \cap E\right) \sim \mathbb{T}^{N-1}$. Due to the invariance of $\mathcal{S}$ with respect to the time shift, any critical point of $\mathcal{S}_{\mid \Gamma}: \Gamma \rightarrow \mathbb{R}$ is also a critical point of $\mathcal{S}: \mathbb{T}^{N} \rightarrow \mathbb{R}$. By the LusternikSchnirelman category theory (see, for example, $[\mathrm{A}]$ ), since cat $\Gamma=\operatorname{cat} \mathbb{T}^{N-1}=N$, we can define the $N$ min-max critical values $c_{1} \leq \mathrm{c}_{2} \leq \cdots \leq \mathrm{c}_{N}$ for the reduced action functional $\mathcal{S}_{\mid \Gamma}$. If the critical levels $\mathrm{c}_{i}$ are all distinct, the corresponding $T$-periodic solutions are surely geometrically distinct, since their actions $c_{i}$ are different. On the other hand, if some min-max critical levels coincide, then $\mathcal{S}_{\mid \Gamma}$ possesses infinitely many critical points. Although not all the corresponding $T$-periodic solutions are necessarily geometrically distinct, since a periodic solution can cross $\Gamma$ at most a finite number of times, the existence of infinitely many geometrically distinct orbits follows (see [BBiV] for further details).

Proposition 3.11. Suppose $\tau \in \mathcal{T}_{\mu}$ and $\mu$ small enough. Then system (75) possesses (at least) $N$ geometrically distinct $T$-periodic solutions

$$
\begin{equation*}
\left(I_{\phi_{0}^{(j)}}(t), \phi_{\phi_{0}^{(j)}}(t), \hat{z}_{\phi_{0}^{(j)}}(t)\right)=\left(I_{0}(\tau), \phi_{0}^{(j)}+\tilde{\omega} t, 0\right)+\zeta_{\phi_{0}^{(j)}}(t), \quad \zeta_{\phi_{0}^{(j)}} \in \bar{H}_{T, a, s}^{1} \tag{108}
\end{equation*}
$$

parametrized by suitable $\phi_{0}^{(j)} \in \mathbb{T}^{N}, 1 \leq j \leq N$. Moreover,

$$
\begin{equation*}
\left\|\zeta_{\phi_{0}^{(j)}}\right\|_{H_{T, a, s}^{1}} \leq \frac{\mu}{c_{7}} \quad \forall 1 \leq j \leq N \tag{109}
\end{equation*}
$$

Remark 3.12. In (49) we have imposed a strong condition on the small divisors in order to use the standard contraction mapping theorem in solving the range equation. The other side of such a condition is that we are able to consider only a finite number of periods. The natural way to deal with the small divisors problem (49), in order to obtain a positive measure set of periods, should be via a KAM analysis. The range equation should be solved by a Nash-Moser implicit function theorem. Thereafter, one should prove that, for any fixed value of the perturbative parameter $\eta$, the bifurcation equation $0=\Pi_{\mathcal{K}} N\left(\zeta_{\phi_{0}} ; \phi_{0}\right)$ has a solution for $\phi_{0}$ belonging to a suitable $\eta$-dependent Cantor set $\mathcal{C}_{\eta}$ (see [BBo06] and [GMPr05], where the extension of Weinstein's theorem [We73] for completely resonant wave equation is considered). A standard way to proceed is to develop the reduced action functional in powers of the perturbative parameter and to prove that the first nontrivial term in the development has a nondegenerate critical point. Such nondegeneracy is used to show that, for any $\eta$ in a suitable positive measure set, there exists a critical point $\phi_{0}=\phi_{0}(\eta)$ of the whole reduced action functional, belonging to $\mathcal{C}_{\eta}$. However, in the present case, while the perturbative parameter $\eta$ goes to zero, the period $T$ goes to infinity. Then, in the computation of $\mathcal{S}$ in (105), one has to average over an infinite time. As a consequence, all the low order terms in the development of $\mathcal{S}$ vanish; the first nontrivial terms appear only at a very high order in $\eta$, and it is difficult to deal with them.
3.8. Regularity. The solutions $\left(I_{0}(\tau), \phi_{0}^{(j)}+\tilde{\omega} t, 0\right)+\zeta_{\phi_{0}^{(j)}}(t)$ of system (75) described in (108) belong to $H_{T, a, s}^{1}$ and verify estimate (109). With the same procedure, for any fixed $k \geq 1$, we can also find solutions in $H_{T, a, s}^{k}$ verifying

$$
\begin{equation*}
\left\|\zeta_{\phi_{0}^{(j)}}\right\|_{H_{T, a, s}^{k}} \leq \frac{\mu}{c_{7}} . \tag{110}
\end{equation*}
$$

Indeed, we can solve the range equation (100) in $\bar{H}_{T, a, s}^{k}$, adapting Lemma 3.7. However, in this case, the constant $c_{7}$ depends on $k$.

On the other hand, giving up the $H_{T, a, s}^{k}$-estimate in (110), it is possible to prove, by a bootstrap argument, that the solutions (108) of Proposition 3.11 actually belong to $H_{T, a, s}^{k}$ for any $k \geq 1$. In particular we show that $\zeta_{\phi_{0}}$ of Corollary 3.8 belongs to $\bar{H}_{T, a, s}^{k}$.

Indeed, $\zeta_{\phi_{0}} \in \bar{H}_{T, a, s}^{1}$ solves the fixed point equation $\zeta_{\phi_{0}}=\Phi\left(\zeta_{\phi_{0}} ; \phi_{0}\right)=\mathcal{L} \Pi_{\mathcal{R}} N$ $\left(\zeta_{\phi_{0}} ; \phi_{0}\right)$. Since $N\left(\zeta_{\phi_{0}} ; \phi_{0}\right) \in H_{T, a, s+1}^{1}$ by (84), then $\zeta_{\phi_{0}} \in \bar{H}_{T, a, s-1}^{2}$ by Proposition 3.6. Noting that $\bar{H}_{T, a, s-1}^{k} \subset \bar{H}_{T, \tilde{a}, s}^{k}$ for any $k \geq 1$ and $0<\tilde{a}<a$, we have $\zeta_{\phi_{0}} \in$ $\bar{H}_{T, \tilde{a}, s}^{2}$. Defining $a_{k}:=a\left(\frac{1}{2}+\frac{1}{2^{k}}\right)$, we prove that $\zeta_{\phi_{0}} \in \bar{H}_{T, a_{k}, s}^{k}$ for any $k \geq 1$ and finally, $\zeta_{\phi_{0}} \in \bar{H}_{T, a / 2, s}^{k}$ for any $k \geq 1$. However, in this fashion, the $H_{T, a, s}^{k}$-estimates deteriorate while $k$ increases.

Summarizing, by the Sobolev immersions we have that $\zeta_{\phi_{0}} \in C^{k}\left(\mathbb{R}, \mathcal{P}_{a / 2, s}\right)$ for any $k \geq 1$. We have shown the following.

Corollary 3.13. The solutions (108) of (75) belong to $C^{\infty}\left(\mathbb{R}, \mathcal{P}_{a / 2, s}\right)$.

### 3.9. Minimal period.

Lemma 3.14. Let $h, k \in \mathbb{N}^{+}, h<k$. We have

$$
\begin{equation*}
\left[\omega_{k} \tau-k \tau\right] \leq\left[\omega_{h} \tau-h \tau\right]<\frac{\mu \tau}{2 h} . \tag{111}
\end{equation*}
$$

Proof. We first proof that

$$
\begin{equation*}
\omega_{k}-k<\omega_{h}-h \tag{112}
\end{equation*}
$$

which implies $\omega_{k} \tau-k \tau<\omega_{h} \tau-h \tau$ and the first inequality in (111). Dividing by $k$, (112) is equivalent to

$$
f(x):=\sqrt{x^{2}+\mu / k^{2}}-x-\sqrt{1+\mu / k^{2}}+1>0 \quad \text { for } \quad 0<x<1
$$

where $x:=h / k$. Since $f(1)=0$ and $f^{\prime}(x)=x\left(x^{2}+\mu / k^{2}\right)^{-1 / 2}-1<0$ for $0<x<1$, we get $f(x)>0$, and (112) follows. Then the second inequality in (111) directly follows from (65).

Lemma 3.15. Let $T^{\min }$ be the minimal period of a $T$-periodic orbit (108) of Proposition 3.11. If $N \geq 2$, then

$$
\begin{equation*}
T^{\min } \geq \frac{c_{9}}{\mu} \tag{113}
\end{equation*}
$$

Proof. Let $(I(t), \phi(t), \hat{z}(t))$ be a $T$-periodic solution of Proposition 3.11. We know that $\phi(T)-\phi(0)=2 \pi k$ with $k \in \mathbb{Z}^{N}$ defined in (55). Denoting by $T_{\phi}^{\min } \leq T^{\text {min }}$ the minimal period of $\phi(t)$, we have that there exist $n \in \mathbb{N}^{+}$such that $n T_{\phi}^{\min }=T$ and $\tilde{k} \in \mathbb{Z}^{N}$ such that $\phi\left(T_{\phi}^{\min }\right)-\phi(0)=2 \pi \tilde{k}$, verifying $n \tilde{k}=k$. Hence we deduce that $n$ divides $g:=\operatorname{gcd}\left(k_{i_{1}}, \ldots, k_{i_{N}}\right)$, and we get that

$$
\begin{equation*}
T^{\min } \geq T_{\phi}^{\min }=\frac{T}{n} \geq \frac{T}{g} \tag{114}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\tilde{g}:=\operatorname{gcd}\left(k_{i_{1}}, k_{i_{2}}\right)<\frac{\mu \tau i_{2}}{i_{1}} \tag{115}
\end{equation*}
$$

Then the lemma follows by (114) and (115), noting that $\tilde{g} \geq g$ and recalling that $T=2 \pi \tau$ (with $c_{9}=2 \pi i_{1} / i_{2}$ ).

We now prove (115). Since $\tau \in \mathbb{N}$ we have $k_{i}=\left[\omega_{i} \tau\right]+\kappa_{i}=i \tau+\left[\omega_{i} \tau-i \tau\right]+\kappa_{i}$ for all $i \in \mathcal{I}$ and

$$
\begin{align*}
i_{2} k_{i_{1}}-i_{1} k_{i_{2}} & =i_{2}\left[\omega_{i_{1}} \tau-i_{1} \tau\right]-i_{1}\left[\omega_{i_{2}} \tau-i_{2} \tau\right]+i_{2} \kappa_{i_{1}}-i_{1} \kappa_{i_{2}} \\
& \geq\left(i_{2}-i_{1}\right)\left[\omega_{i_{1}} \tau-i_{1} \tau\right]+\left(\frac{i_{2}}{i_{1}}-\frac{i_{1}}{i_{2}}\right) \tilde{\kappa}>0 \tag{116}
\end{align*}
$$

by (111) and recalling (52). Moreover, since $\tilde{g}=\operatorname{gcd}\left(k_{i_{1}}, k_{i_{2}}\right)$ there exist $h_{1}, h_{2} \in \mathbb{N}$ such that $k_{i_{1}}=h_{1} \tilde{g}$ and $k_{i_{2}}=h_{2} \tilde{g}$. From (116) we have that $i_{2} k_{i_{1}}-i_{1} k_{i_{2}}>0$, and therefore

$$
\begin{equation*}
i_{2} k_{i_{1}}-i_{1} k_{i_{2}}=\left(i_{2} h_{1}-i_{1} h_{2}\right) \tilde{g} \geq \tilde{g} \tag{117}
\end{equation*}
$$

Finally, by (111)

$$
\begin{align*}
i_{2} k_{i_{1}}-i_{1} k_{i_{2}} & =i_{2}\left[\omega_{i_{1}} \tau-i_{1} \tau\right]-i_{1}\left[\omega_{i_{2}} \tau-i_{2} \tau\right]+i_{2} \kappa_{i_{1}}-i_{1} \kappa_{i_{2}} \\
& <i_{2}\left[\omega_{i_{1}} \tau-i_{1} \tau\right]+\frac{i_{2}}{i_{1}} \tilde{\kappa} \leq \frac{i_{2}}{i_{1}}\left(\frac{\mu \tau}{2}+\tilde{\kappa}\right) \leq \frac{i_{2} \mu \tau}{i_{1}} \tag{118}
\end{align*}
$$

for $\mu$ small enough. Then (115) follows from (117) and (118).
3.10. Distinct orbits. Take $\tau, \tau^{\prime} \in \mathcal{T}_{\mu}$. For $\mu$ small enough, $\tau, \tau^{\prime}$ satisfy the hypotheses of Proposition 3.11. Therefore, let

$$
\begin{aligned}
(I(t), \phi(t), \hat{z}(t)) & :=\left(I_{0}(\tau), \phi_{0}+\tilde{\omega} t, 0\right)+\zeta(t), \quad \phi_{0} \in \mathbb{T}^{N}, \zeta \in \bar{H}_{T, a, s}^{1}, T=2 \pi \tau \\
\left(I^{\prime}(t), \phi^{\prime}(t), \hat{z}^{\prime}(t)\right) & :=\left(I_{0}\left(\tau^{\prime}\right), \phi_{0}^{\prime}+\tilde{\omega} t, 0\right)+\zeta^{\prime}(t), \quad \phi_{0}^{\prime} \in \mathbb{T}^{N}, \zeta^{\prime} \in \bar{H}_{T^{\prime}, a, s}^{1}, T^{\prime}=2 \pi \tau^{\prime}
\end{aligned}
$$

be two solutions of (75) found in Proposition 3.11; we recall that by (109),

$$
\begin{equation*}
\|\zeta\|_{H_{T, a, s}^{1}} \leq \frac{\mu}{c_{7}}, \quad \quad\left\|\zeta^{\prime}\right\|_{H_{T^{\prime}, a, s}^{1}} \leq \frac{\mu}{c_{7}} \tag{119}
\end{equation*}
$$

Suppose that they are geometrically the same solution, namely, up to a time translation,

$$
\begin{equation*}
(I(t), \phi(t), \hat{z}(t))=\left(I^{\prime}(t), \phi^{\prime}(t), \hat{z}^{\prime}(t)\right) \quad \forall t \in \mathbb{R} . \tag{120}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left|I_{0}(\tau)-I_{0}\left(\tau^{\prime}\right)\right| \leq \frac{2 \mu}{c_{7}} \tag{121}
\end{equation*}
$$

Indeed, using $I(t)=I^{\prime}(t)$,

$$
\begin{aligned}
\left|I_{0}(\tau)-I_{0}\left(\tau^{\prime}\right)\right| & =\left|J(t)-J^{\prime}(t)\right| \leq|J(t)|+\left|J^{\prime}(t)\right| \\
& \leq\|\zeta(t)\|_{\mathcal{P}_{a, s}}+\left\|\zeta^{\prime}(t)\right\|_{\mathcal{P}_{a, s}} \leq\|\zeta\|_{H_{T, a, s}^{1}}+\left\|\zeta^{\prime}\right\|_{H_{T^{\prime}, a, s}^{1}} \leq \frac{2 \mu}{c_{7}}
\end{aligned}
$$

recalling (79) and (119).
Moreover, we claim that (120) implies also

$$
\begin{equation*}
\left\{\omega_{i_{1}}\left(\tau^{\prime}-\tau\right)\right\}<\frac{\mu}{c_{10}} \quad \text { or } \quad\left\{\omega_{i_{1}}\left(\tau-\tau^{\prime}\right)\right\}<\frac{\mu}{c_{10}} \tag{122}
\end{equation*}
$$

with $c_{10}:=c_{7} / 2\|A\|$. Indeed, since $\left|A^{-1} v\right| \geq\|A\|^{-1}|v|$ for any $v \in \mathbb{R}^{N}$, recalling (54) and choosing $v:=\left\{\omega \tau^{\prime}\right\}-\{\omega \tau\}$, we have $I_{0}(\tau)-I_{0}\left(\tau^{\prime}\right)=A^{-1} v$, and therefore

$$
\begin{equation*}
\left|I_{0}(\tau)-I_{0}\left(\tau^{\prime}\right)\right| \geq\|A\|^{-1}\left|\left\{\omega \tau^{\prime}\right\}-\{\omega \tau\}\right| \geq\|A\|^{-1}\left|\left\{\omega_{i_{1}} \tau^{\prime}\right\}-\left\{\omega_{i_{1}} \tau\right\}\right| \tag{123}
\end{equation*}
$$

Noting that ${ }^{6}$

$$
\left|\left\{\omega_{i_{1}} \tau^{\prime}\right\}-\left\{\omega_{i_{1}} \tau\right\}\right|=\left\{\omega_{i_{1}}\left(\tau^{\prime}-\tau\right)\right\} \quad \text { or } \quad\left|\left\{\omega_{i_{1}} \tau^{\prime}\right\}-\left\{\omega_{i_{1}} \tau\right\}\right|=\left\{\omega_{i_{1}}\left(\tau-\tau^{\prime}\right)\right\}
$$

(122) follows by (121) and (123).

Lemma 3.16. Let

$$
\begin{equation*}
\mathcal{M}:=\left\{n \in \mathbb{Z}, \quad|n| \leq \frac{c_{4}}{2 \mu^{2}} \quad \text { s.t. } \quad\left\{\omega_{i_{1}} n\right\} \leq \frac{\mu}{c_{10}}\right\} \tag{124}
\end{equation*}
$$

Then

$$
\sharp \mathcal{M} \leq \frac{10 c_{4}}{c_{10} \mu} .
$$

[^71]on the other hand, if $\{y\} \geq\{x\}$, then $|\{x\}-\{y\}|=\{y-x\}$.

Proof. We first note that, for $\mu$ small enough, we get

$$
\left[\frac{2 c_{4}}{i_{1} \mu}\right]\left[\frac{i_{1}}{\mu}\right] \geq\left(\frac{2 c_{4}}{i_{1} \mu}-1\right)\left(\frac{i_{1}}{\mu}-1\right) \geq \frac{c_{4}}{\mu^{2}}+1
$$

and therefore,

$$
\begin{equation*}
\left[-\frac{c_{4}}{2 \mu^{2}}, \frac{c_{4}}{2 \mu^{2}}\right] \subseteq \bigcup_{1 \leq m \leq\left[\frac{2 c_{4}}{i_{1} \mu}\right]}\left[\left[-\frac{c_{4}}{2 \mu^{2}}\right]+(m-1)\left[\frac{i_{1}}{\mu}\right],\left[-\frac{c_{4}}{2 \mu^{2}}\right]+m\left[\frac{i_{1}}{\mu}\right]\right) \tag{125}
\end{equation*}
$$

Now we claim that

$$
\begin{equation*}
\sharp\left(\mathcal{M} \cap\left[\bar{n}, \bar{n}+\left[\frac{i_{1}}{\mu}\right]\right]\right) \leq \frac{4 i_{1}}{c_{10}}+1 \quad \forall \bar{n} \in \mathbb{Z} . \tag{126}
\end{equation*}
$$

Then from (125) and (126) we have

$$
\sharp \mathcal{M} \leq\left(\frac{4 i_{1}}{c_{10}}+1\right)\left[\frac{2 c_{4}}{i_{1} \mu}\right] \leq \frac{5 i_{1}}{c_{10}} \frac{2 c_{4}}{i_{1} \mu} \leq \frac{10 c_{4}}{c_{10} \mu},
$$

and the lemma follows.
Nothing remains but to prove (126). If $\mathcal{M} \cap\left[\bar{n}, \bar{n}+\left[i_{1} / \mu\right]\right)=\emptyset$, then (126) is trivially true. Otherwise let

$$
n_{0}:=\min \left(\mathcal{M} \cap\left[\bar{n}, \bar{n}+\left[i_{1} / \mu\right]\right)\right)
$$

By definition, $n \notin \mathcal{M}$ for any $\bar{n} \leq n<n_{0}$. Moreover, by (65), (66) we have

$$
\begin{equation*}
\left\{\omega_{i_{1}} n\right\}=\left\{\delta_{i_{1}}^{(1)} n\right\} \quad \text { with } \quad \frac{\mu}{4 i_{1}}<\delta_{i_{1}}^{(1)}<\frac{\mu}{2 i_{1}} \tag{127}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
n \in \mathcal{M} \cap\left[\bar{n}, \bar{n}+\left[i_{1} / \mu\right]\right) \Longrightarrow n=n_{0}+n^{\prime}, \quad 0 \leq n^{\prime}<4 i_{1} / c_{10} \tag{128}
\end{equation*}
$$

from which (126) follows. By definition of $n_{0}$ it is obvious that $n^{\prime} \geq 0$. Let us consider $n^{\prime} \in \mathbb{N}$ such that

$$
4 i_{1} / c_{10} \leq n^{\prime}<\bar{n}-n_{0}+\left[i_{1} / \mu\right]
$$

For such $n^{\prime}$ we will show that $\left\{\omega_{i_{1}}\left(n_{0}+n^{\prime}\right)\right\}>\mu / c_{10}$. We have that

$$
\begin{equation*}
\left\{\omega_{i_{1}}\left(n_{0}+n^{\prime}\right)\right\}=\left\{\delta_{i_{1}}^{(1)} n_{0}+\delta_{i_{1}}^{(1)} n^{\prime}\right\}=\left\{\left\{\delta_{i_{1}}^{(1)} n_{0}\right\}+\delta_{i_{1}}^{(1)} n^{\prime}\right\} \tag{129}
\end{equation*}
$$

By (127)

$$
\begin{equation*}
\frac{\mu}{c_{10}}=\frac{\mu}{4 i_{1}} \frac{4 i_{1}}{c_{10}}<\left\{\delta_{i_{1}}^{(1)} n_{0}\right\}+\delta_{i_{1}}^{(1)} n^{\prime}<\left\{\omega_{i_{1}} n_{0}\right\}+\frac{\mu}{2 i_{1}} n^{\prime}<\frac{\mu}{c_{10}}+\frac{1}{2} \leq 1 \tag{130}
\end{equation*}
$$

Therefore

$$
\left\{\delta_{i_{1}}^{(1)} n_{0}\right\}+\delta_{i_{1}}^{(1)} n^{\prime}=\left\{\left\{\delta_{i_{1}}^{(1)} n_{0}\right\}+\delta_{i_{1}}^{(1)} n^{\prime}\right\}=\left\{\omega_{i_{1}}\left(n_{0}+n^{\prime}\right)\right\}
$$

from (129). Finally, by (130),

$$
\left\{\omega_{i_{1}}\left(n_{0}+n^{\prime}\right)\right\}>\frac{\mu}{c_{10}}
$$

Hence $n_{0}+n^{\prime} \notin \mathcal{M}$, and (128) follows.
Lemma 3.17. Fix $\tau \in \mathcal{T}_{\mu}$. For $\mu$ small enough

$$
\sharp\left\{\tau^{\prime} \in \mathcal{T}_{\mu} \quad \text { s.t. } \quad(120) \quad \text { holds }\right\} \leq \frac{10 c_{4}}{c_{10} \mu} .
$$

Proof. If (120) holds, then $\tau$ and $\tau^{\prime}$ verify (122). Hence $\tau-\tau^{\prime} \in \mathcal{M}$, defined in (124). We conclude by Lemma 3.16.

By Lemmas 3.4 and 3.17 we conclude that the number of geometrically distinct solutions found in Proposition 3.11 is greater than

$$
\frac{c_{4}}{6 \mu^{2}}\left(\frac{10 c_{4}}{c_{10} \mu}\right)^{-1}=\frac{c_{10}}{60 \mu}
$$

Actually, since in Proposition 3.11 N geometrically distinct orbits correspond to any $\tau$, then the total number of geometrically distinct solutions is greater than $c_{11} / \mu$ with $c_{11}:=c_{10} N / 60$.

Corollary 3.18. The total number of geometrically distinct solutions found in Proposition 3.11 is greater than $c_{11} / \mu$.
3.11. Proof of Theorem 1.1. Suppose that $\tau \in \mathcal{T}_{\mu}, \mu$ small enough, and consider a solution found in Proposition 3.11. Such a solution is of the form

$$
\begin{equation*}
(I(t), \phi(t), \hat{z}(t))=\left(I_{0}(\tau), \tilde{\omega} t+\phi_{0}, 0\right)+\zeta(t)=\left(I_{0}(\tau)+J(t), \tilde{\omega} t+\phi_{0}+\psi(t), w(t)\right) \tag{131}
\end{equation*}
$$

with

$$
\begin{equation*}
|J(t)|+|\psi(t)|+\|w(t)\|_{a, s} \leq \frac{\mu}{c_{7}} \quad \forall t \in \mathbb{R} \tag{132}
\end{equation*}
$$

by (109) and (79). We now want to rewrite such a solution in the $z$ variables defined in (30); by (33) and recalling that $\hat{z}_{i}=z_{i}$ for $i \in \mathcal{I}^{c}$ we get

$$
\begin{cases}z_{i}(t)=\sqrt{I_{i}(t)}\left(\cos \phi_{i}(t)-\mathrm{i} \sin \phi_{i}(t)\right) & \text { for } i \in \mathcal{I} \\ z_{i}(t)=w_{i}(t) & \text { for } i \in \mathcal{I}^{c}\end{cases}
$$

In the $z_{*}$ variables of Proposition 2.4 we have

$$
\begin{cases}\mathrm{z}_{* i}(t)=\eta \sqrt{I_{i}(t)}\left(\cos \phi_{i}(t)-\mathrm{i} \sin \phi_{i}(t)\right) & \text { for } i \in \mathcal{I}, \\ \mathrm{z}_{* i}(t)=\eta w_{i}(t) & \text { for } i \in \mathcal{I}^{c}\end{cases}
$$

by (30) and

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|\mathrm{z}_{*}(t)\right\|_{a, s}=O(\eta) \tag{133}
\end{equation*}
$$

We define $\check{z}:=\left(\check{z}_{i}\right)_{i \geq 1}$ by

$$
\check{z}_{i}(t):= \begin{cases}\sqrt{\left(I_{0}\right)_{i}}\left(\cos \left(\tilde{\omega} t+\left(\phi_{0}\right)_{i}\right)-\mathrm{i} \sin \left(\tilde{\omega} t+\left(\phi_{0}\right)_{i}\right)\right) & \text { for } i \in \mathcal{I}, \\ 0 & \text { for } i \in \mathcal{I}^{c} .\end{cases}
$$

By (132) we get

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|z_{*}(t)-\eta \check{z}(t)\right\|_{a, s}=O(\eta \mu) \tag{134}
\end{equation*}
$$

Concerning the z variables defined in (15) we have, recalling (18), (133), and (134),

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\|\mathrm{z}(t)-\eta \check{z}(t)\|_{a, s}=O\left(\eta \mu+\eta^{3}\right)=O(\eta \mu)=O\left(\mu^{2}\right) \tag{135}
\end{equation*}
$$

since

$$
\begin{equation*}
\eta^{2}=1 / \tau \leq 2 \mu^{2} / c_{4} \tag{136}
\end{equation*}
$$

recalling (53) and (59). Regarding the $q$ variables defined in (9) we have, recalling (15) and (135),

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\|q(t)-\eta \check{q}(t)\|_{a, s}=O\left(\mu^{2}\right) \tag{137}
\end{equation*}
$$

where $\check{q}:=\left(\check{q}_{i}\right)_{i \geq 1}$ and

$$
\check{q}_{i}(t):= \begin{cases}\sqrt{2\left(I_{0}\right)_{i}} \cos \left(\tilde{\omega} t+\left(\phi_{0}\right)_{i}\right) & \text { for } i \in \mathcal{I} \\ 0 & \text { for } i \in \mathcal{I}^{c}\end{cases}
$$

We note that, by Corollary 3.13 , the solution in (131) belongs to $C^{\infty}\left(\mathbb{R}, \mathcal{P}_{a / 2, s}\right)$, and therefore, $q \in C^{\infty}\left(\mathbb{R}, \ell^{a / 2, s}\right)$. Finally, by Lemma 2.1, we have that

$$
u(t, x):=\sum_{i \geq 1} q_{i}(t) \sqrt{\frac{2}{\pi \omega_{i}}} \sin i x
$$

belongs to $C^{\infty}(\mathbb{R} \times[0, \pi], \mathbb{R})$ and is a solution of (1). Defining

$$
\begin{equation*}
\tilde{u}(t, x):=\eta \sum_{i \in \mathcal{I}} 2 \sqrt{\frac{\left(I_{0}\right)_{i}}{\pi \omega_{i}}} \cos \left(\tilde{\omega} t+\left(\phi_{0}\right)_{i}\right) \sin i x \tag{138}
\end{equation*}
$$

we have, for any $t \in \mathbb{R}$ and $x \in[0, \pi]$,

$$
\begin{aligned}
|u(t, x)-\tilde{u}(t, x)| & =\left|\sum_{i \geq 1}\left(q_{i}(t)-\eta \check{q}_{i}(t)\right) \sqrt{\frac{2}{\pi \omega_{i}}} \sin i x\right| \\
& \leq \sum_{i \geq 1}\left|q_{i}(t)-\eta \check{q}_{i}(t)\right| \sqrt{\frac{2}{\pi \omega_{i}}} \\
& \leq c_{12}\|q(t)-\eta \check{q}(t)\|_{a, s}
\end{aligned}
$$

where, in the last line, we have used the Cauchy-Schwarz inequality. Therefore, by (137), we get

$$
\begin{equation*}
\sup _{t \in \mathbb{R}, x \in[0, \pi]}|u(t, x)-\tilde{u}(t, x)|=O\left(\mu^{2}\right) . \tag{139}
\end{equation*}
$$

Define, for $i \in \mathcal{I}$,

$$
\begin{equation*}
a_{i}:=2 \frac{\eta}{\mu} \sqrt{\frac{\left(I_{0}\right)_{i}}{\pi \omega_{i}}} . \tag{140}
\end{equation*}
$$

Since $\eta=1 / \sqrt{\tau} \geq \mu / \sqrt{c_{4}}$ (recall (53) and (59)), by Lemma 3.1 we get

$$
a_{i} \geq \frac{2}{\sqrt{c_{4}}}
$$

Defining $\varphi_{i}:=\left(\phi_{0}\right)_{i}$ for $i \in \mathcal{I}$, (6) follows by (138), (139), and (140).
Estimate (8) follows from Lemma 3.15, while (7) follows from (45) and (136). Finally, the statement about the total number of geometrically distinct solutions follows from Corollary 3.18.

Remark 3.19. We can improve estimate (6) or, equivalently, (139). Indeed, for any fixed $k \geq 1$ and $\zeta$ in (131), by (110), we have $\|\zeta\|_{H_{T, a, s}^{k}} \leq \operatorname{const}(k) \mu$, where const $(k)$ is a suitable large constant depending on $\mathcal{I}, a, s$, and $k$. Arguing as above and using the Sobolev immersion $H^{k} \subset C^{k-1}$, we get $\|q-\eta \check{q}\|_{C^{k-1}\left(\mathbb{R}, \ell^{a, s}\right)} \leq \operatorname{const}(k) \mu^{2}$. Therefore $\sup _{\mathbb{R} \times[0, \pi]}\left|\partial_{t}^{h}(u-\tilde{u})\right| \leq \operatorname{const}(k) \mu^{2}$ for any $h \leq k-1$. Since the estimates on the $x$-derivatives directly follows by the analyticity, we conclude that $\|u-\tilde{u}\|_{C^{k}(\mathbb{R} \times[0, \pi])}$ $\leq \operatorname{const}(k) \mu^{2}$. We remark that, if one needs the previous $C^{k}$-estimate, the constant $c$ in Theorem 1.1 must depend on $k$.

## Appendix.

Lemma A.1. Except a countable set of $\mu>0$ for any $\mathcal{I}=\left\{i_{1}<\cdots<i_{N}\right\} \subset \mathbb{N}^{+}$, $N \geq 1$, the vector $\omega=\left(\omega_{i_{1}}, \ldots, \omega_{i_{N}}\right), \omega_{i}=\sqrt{i^{2}+\mu}$, is rationally independent.

Proof. For any $n \in \mathbb{Z}^{N} \backslash\{0\}$ let us define $E_{n}:=\{\mu>0$ s.t. $\omega \cdot n=0\}$. We claim that $E_{n}$ is at the most countable. Indeed, for $\mu>-1$, let us consider the analytic function

$$
f_{n}(\mu):=\sum_{j=1}^{N} \sqrt{i_{j}^{2}+\mu} \cdot n_{j}=\omega \cdot n .
$$

It is enough to show that $f_{n}$ is not identically zero, so that the set of its zeros is at the most countable. Suppose, by contradiction, that $f_{n}(\mu) \equiv 0$ for any $\mu>-1$, then $d^{k} f_{n} / d \mu^{k}(0)=0$ for any $k \geq 1$, and therefore $\sum_{j=1}^{N} n_{j} i_{j}^{1-2 k}=0$ for any $k \geq 1$. Hence, multiplying for $i_{1}^{2 k-1}$, we have

$$
n_{1}+\sum_{j=2}^{N} n_{j}\left(\frac{i_{1}}{i_{j}}\right)^{2 k-1}=0 \quad \forall k \geq 1
$$

Noting that $i_{j}>i_{1}$ for any $j \geq 2$, and taking the limit for $k \rightarrow \infty$, we get $n_{1}=0$. In the same way one can prove that $n_{2}=0$ and, by induction, that $n_{1}=\cdots=n_{N}$ $=0$.

Proof of Lemma 2.1. We first prove that $u(t, x)$ is $C^{k}$. Moreover, for any fixed $t \in \mathbb{R}$, the function $x \mapsto \partial_{t}^{h} u(t, x), h<k+1$, is real analytic with an analytic extension in the complex strip $|\operatorname{Im} x|<a$. Since $q \in C^{k}\left(\mathbb{R}, \ell^{a, s}\right)$, we have that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\sum_{i \geq 1}\left|q_{i}(t)\right|^{2} i^{2 s} e^{2 a i}=\|q(t)\|_{a, s}^{2} \leq\|q\|_{C^{k}\left(\mathbb{R}, \ell^{a, s}\right)}^{2}<\infty \tag{141}
\end{equation*}
$$

For any fixed $\tilde{a}<a$ by (141), the Cauchy-Schwarz inequality, and

$$
\sup _{|\operatorname{Im} x| \leq \tilde{a}}\left|\chi_{i}(x)\right| \leq \sup _{|\operatorname{Im} x| \leq \tilde{a}}|\sin i x| \leq e^{\tilde{a} i}
$$

we get, for $i_{0} \geq 1$,

$$
\begin{aligned}
\sup _{|\operatorname{Im} x| \leq \tilde{a}}\left|\sum_{i \geq i_{0}} \frac{q_{i}(t)}{\sqrt{\omega_{i}}} \chi_{i}(x)\right|^{2} & \leq \sum_{i \geq i_{0}}\left|q_{i}(t)\right|^{2} i^{2 s} e^{2 a i} \sum_{i \geq i_{0}} \omega_{i}^{-1} i^{-2 s} e^{-2(a-\tilde{a}) i} \\
& \leq\|q\|_{C^{k}\left(\mathbb{R}, \ell^{a, s}\right)}^{2} \sum_{i \geq i_{0}} \omega_{i}^{-1} i^{-2 s} e^{-2(a-\tilde{a}) i} \xrightarrow{i_{0} \rightarrow \infty} 0
\end{aligned}
$$

from which we have that, for any $t \in \mathbb{R}$, the series in (13) uniformly converges to a $2 \pi$-periodic real analytic odd function with analytic extension on the complex strip $|\operatorname{Im} x|<a$. Moreover, again by the Cauchy-Schwarz inequality, we get

$$
\left|\partial_{x}^{h} u(t, x)\right| \leq\|q(t)\|_{a, s}^{2} \sum_{i \geq 1} \omega_{i}^{-1} i^{2(h-s)} e^{-2 a i} \quad \forall(t, x) \in \mathbb{R} \times[0, \pi], \quad h \in \mathbb{N},
$$

and, from (141), we have that

$$
\begin{equation*}
\forall h \in \mathbb{N} \exists c_{h, a, s}>0 \text { s.t. } \quad \sup _{(t, x) \in \mathbb{R} \times[0, \pi]}\left|\partial_{x}^{h} u(t, x)\right| \leq c_{h, a, s} \tag{142}
\end{equation*}
$$

By similar arguments one proves that for any $x \in[0, \pi]$, the function

$$
\mathbb{R} \ni t \mapsto u(t, x)=\sum_{i \geq 1} \frac{q_{i}(t)}{\sqrt{\omega_{i}}} \chi_{i}(x)
$$

is continuous since the series uniformly converges on $\mathbb{R}$ (and the functions $t \mapsto q_{i}(t)$ are continuous since $q \in C^{0}\left(\mathbb{R}, \ell^{a, s}\right)$ ). The continuity in both variables follows by (142) and the continuity in $t$ for $x_{0}$ fixed:

$$
\begin{aligned}
\left|u(t, x)-u\left(t_{0}, x_{0}\right)\right| & \leq\left|u(t, x)-u\left(t, x_{0}\right)\right|+\left|u\left(t, x_{0}\right)-u\left(t_{0}, x_{0}\right)\right| \\
& \leq c_{1, a, s}\left|x-x_{0}\right|+\left|u\left(t, x_{0}\right)-u\left(t_{0}, x_{0}\right)\right|
\end{aligned}
$$

Arguing as above one proves that, for any fixed $x \in[0, \pi]$, the series

$$
\sum_{i \geq 1} \frac{1}{\sqrt{\omega_{i}}} \partial_{t} q_{i}(t) \chi_{i}(x)
$$

uniformly converges for $t \in \mathbb{R}$; hence we can differentiate inside the summation in (13), obtaining

$$
\partial_{t} u(t, x)=\sum_{i \geq 1} \frac{1}{\sqrt{\omega_{i}}} \partial_{t} q_{i}(t) \chi_{i}(x)
$$

Carrying on the above arguments we finally have that $u \in C^{k}$ and that

$$
\begin{equation*}
\partial_{t}^{h} u(t, x)=\sum_{i \geq 1} \frac{1}{\sqrt{\omega_{i}}} \partial_{t}^{h} q_{i}(t) \chi_{i}(x), \quad h<k+1 \tag{143}
\end{equation*}
$$

is, for any fixed $t \in \mathbb{R}$, a $2 \pi$-periodic real analytic odd function with analytic extension on the complex strip $|\operatorname{Im} x|<a$.

We now prove that $u$, defined in (13), is a classical solution of (1). From (9) and (10),

$$
\begin{equation*}
\frac{\partial G}{\partial q_{i}}=\frac{1}{\sqrt{\omega_{i}}} \int_{0}^{\pi} f(u) \chi_{i} d x \tag{144}
\end{equation*}
$$

hence, we have, by (143) and (11),

$$
\begin{aligned}
u_{t t} & =\sum_{i \geq 1} \frac{\ddot{q}_{i}(t)}{\sqrt{\omega_{i}}} \chi_{i}(x) \\
& =\sum_{i \geq 1} \frac{1}{\sqrt{\omega_{i}}}\left(-\omega_{i}^{2} q_{i}-\omega_{i} \frac{\partial G}{\partial q_{i}}\right) \chi_{i} \\
& =-\sum_{i \geq 1} \frac{q_{i}(t)}{\sqrt{\omega_{i}}}\left(\mu-\partial_{x x}\right) \chi_{i}(x)-\sum_{i \geq 1} \chi_{i} \int_{0}^{\pi} f(u) \chi_{i} d x
\end{aligned}
$$

because $\omega_{i}^{2}$ are the eigenvalues of the operator $\mu-\partial_{x x}$. Moreover, as $\chi_{i}$ for $i \geq 1$ is a complete orthonormal basis for the $L^{2}$ functions on $[0, \pi]$, we obtain

$$
u_{t t}=-\left(\mu-\partial_{x x}\right) u-\sum_{i \geq 1} \chi_{i} \int_{0}^{\pi} f(u) \chi_{i} d x=-\left(\mu-\partial_{x x}\right) u-f(u)
$$
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# ON THE GLOBAL EXISTENCE OF WEAK SOLUTIONS FOR THE NAVIER-STOKES EQUATIONS OF COMPRESSIBLE FLUID FLOWS* 
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#### Abstract

We study the Cauchy problem for the two dimensional Navier-Stokes equations of compressible fluid flows with periodic initial data. We assume that the bulk viscosity coefficient depends on the density of the flow. The global existence of a weak solution with uniform lower and upper bounds on the density, as well as the decay of the solution to an equilibrium state, is proved when the initial datum, $\left(\rho_{0}, \mathbf{u}_{0}\right)$, does not contain vacuum and belongs to the space $L^{\infty}\left(\mathbb{T}^{2}\right) \times\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}$, where $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$.
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1. Introduction. In the mathematical model of the motion of a compressible, viscous, isentropic gas, the gas is described by its density (scalar), $\rho(t, x)$, and velocity (vector), $\mathbf{u}(t, x)$, both being functions of time $t$ and position in physical space $x \in \mathbb{R}^{3}$. If there are no external forces acting on the gas, the flow of the gas is plane-parallel and does not depend on the displacement in the transversal direction. The model is described by the following system of the two dimensional compressible Navier-Stokes equations:

$$
\begin{align*}
& \rho_{t}+\operatorname{div} \rho \mathbf{u}=0  \tag{1}\\
& (\rho \mathbf{u})_{t}+\operatorname{div} \rho \mathbf{u} \otimes \mathbf{u}=\operatorname{div} \mathbb{S}  \tag{2}\\
& (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{2}
\end{align*}
$$

where $\mathbf{u}=\left(u_{1}(t, x), u_{2}(t, x)\right), \mathbf{u} \otimes \mathbf{u}$ is a tensor with components $\{\mathbf{u} \otimes \mathbf{u}\}_{i j}=u_{i} u_{j}$, $i, j=1,2$, and the stress tensor, $\mathbb{S}$, is given by the Stokes formula:

$$
\begin{equation*}
\mathbb{S}=(-P+\zeta \operatorname{div} \mathbf{u}) \mathbb{I}+2 \mu\left(\mathbb{D}-\frac{1}{3} \operatorname{div} \mathbf{u} \mathbb{I}\right) \tag{3}
\end{equation*}
$$

In the above formula, $\mu>0$ and $\zeta \geq 0$ are the shear and the bulk viscosity coefficients, $P=a \rho^{\gamma}, \gamma>1, a>0$, is the pressure, $\mathbb{I}$ is the identity tensor, and $\mathbb{D}$ is the rate of strain tensor that has components $\mathbb{D}_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right), i, j=1,2$. We stress here that the condition on the flow to be isentropic holds only approximately, since the entropy is generated in the irreversible process set up in the flow by the friction; see [1, section 3.4]. Nevertheless, the full understanding of this model is essential in studying compressible flows and is not yet complete; see Feireisl [4], Hoff [7], Lions [11], [10], and Novotný and Straskraba [12] for detailed treatment of various models of motion of compressible flows.

The viscosity coefficients, in general, depend on the thermodynamic parameters. For example, for polyatomic gases it is expected that $\zeta, \mu$ are proportional to $\theta^{\beta}$,

[^72]$\beta>0$, where $\theta$ is the temperature; see [1, section 1.7]. Since for isentropic flows $\theta \sim \rho^{\gamma-1}$, we are led to the following hypothesis:
\[

$$
\begin{equation*}
\zeta=b \rho^{\beta}, \quad \mu=\text { const. }>0, \quad b>0, \beta>0 \tag{4}
\end{equation*}
$$

\]

The assumption on the shear viscosity being a constant is the technical restriction that reflects the fact that at present we do not have tools to treat a nontrivial dependence $\mu=\mu(\rho)$.

We consider the Cauchy problem with the given initial data $\rho_{0}$ and $u_{0}$, which are periodic with period 1 in each space direction $x_{i}, i=1$, 2 , i.e., functions defined on $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$. We require that

$$
\begin{equation*}
\mathbf{u}(0, x)=\mathbf{u}_{0}(x), \quad \rho(0, x)=\rho_{0}(x), \quad x \in \mathbb{T}^{2} \tag{5}
\end{equation*}
$$

There is a well-developed theory of weak solutions for the system of the multidimensional compressible Navier-Stokes equations with both viscosity coefficients, $\mu>0, \zeta \geq 0$, being constants. In Lions [11], the global in time existence of weak solutions of the multidimensional isentropic Navier-Stokes equations is proved for the large values of $\gamma$. Later, Feireisl, Novotný, and Petzeltová [5] proved the existence of weak solutions for the physical range of $\gamma$, i.e., $\gamma>1$ if $N=2$ and $\gamma>\frac{5}{3}$ if $N=3$. Weak solutions considered in those works have a minimal amount of regularity, and there are some important questions, such as formation of vacuum or blow up of uniform bounds on density, that are still unanswered.

A development in this direction was made in Desjardins [3], where the author proves that in dimensions $N=2,3$, with the assumption on the initial data, $\rho_{0} \in$ $L^{\infty}\left(\mathbb{T}^{N}\right), \mathbf{u}_{0} \in\left[W^{1,2}\left(\mathbb{T}^{N}\right)\right]^{N}$, there exists a weak solution such that the $L^{\infty}$ norm of the density does not blow up and no vacuum forms at small times $t \in\left[0, T_{0}[\right.$. A related result of Hoff [7] establishes the global in time existence of weak solutions that are small perturbations of an equilibrium state, measured in weak norms. The weak solution constructed in the later work has a fair amount of regularity, and in particular, the density is a $L^{\infty}$ function and no vacuum occurs at positive times.

In contrast, under the assumptions (4), which have a certain physical background behind them, the problem (1)-(5) admits a globally defined solution with no restrictions on the size of initial data, and its regularity is controlled by the regularity of initial data. This result was proved in Kazhikhov and Waigant [8] and is stated below. Some extensions of these theorems that take into account the presence of external forces are possible; see [8].

The existence of the classical solution is established in the following theorem.
Theorem A (see [8]). Let $\beta>3$ and $\gamma \geq 0$. Let $\rho_{0}(x), \mathbf{u}_{0}(x)$ be such that

$$
\begin{aligned}
& 0<m<\rho_{0}(x)<M<+\infty, \quad x \in \mathbb{T}^{2} \\
& \left(\rho_{0}, \mathbf{u}_{0}\right) \in C^{1+\omega}\left(\mathbb{T}^{2}\right) \times\left[C^{2+\omega}\left(\mathbb{T}^{2}\right)\right]^{2}, \quad 0<\omega<1
\end{aligned}
$$

for some $m, M$. Then, there exists the unique, classical solution of the problem (1)(5),

$$
\begin{gathered}
\rho \in C^{1+\omega / 2,1+\omega}\left([0,+\infty) \times \mathbb{T}^{2}\right) \\
\mathbf{u} \in\left[C^{1+\omega / 2,2+\omega}\left([0,+\infty) \times \mathbb{T}^{2}\right)\right]^{2}
\end{gathered}
$$

The solution exists for all times $t>0$, and the density is bounded away from vacuum.

The existence of a weak solution is established in the next theorem.
Theorem B (see [8]). Let $\beta>3$ and $\gamma \geq 0$. Let $\rho_{0}(x), \mathbf{u}_{0}(x)$ be such that

$$
\begin{aligned}
& 0<m<\rho_{0}(x)<M<+\infty, \quad x \in \mathbb{T}^{2} \\
& \left(\rho_{0}, \mathbf{u}_{0}\right) \in W^{1, q}\left(\mathbb{T}^{2}\right) \times\left[W^{2,2}\left(\mathbb{T}^{2}\right)\right]^{2}, \quad q>2
\end{aligned}
$$

for some $m, M$. Then, there exists a strong solution of the problem (1)-(5). The solution exists for all times $t>0$, and the density is an $L^{\infty}$ function and is bounded away from vacuum.

The existence of weak solutions for which the density is an element of $L^{p}, p>1$, spaces is proved in the next theorem.

Theorem C (see [8]). Let $\beta>3$ and $\gamma \geq 0$. Let $\rho_{0}(x), \mathbf{u}_{0}(x)$ such that

$$
\left(\rho_{0}, \mathbf{u}_{0}\right) \in L^{\infty}\left(\mathbb{T}^{2}\right) \times\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}
$$

Then, there exists a weak solution of the problem (1)-(5). The solution exists for all times $t>0$.

In Theorems A and B it is shown that the solution does not admit vacuum at positive times and the density of the flow is uniformly bounded. At the same time, the density at time $t=0$ must be differentiable, in the classical or weak sense, ruling out the solutions with jump discontinuities.

On the other hand, in Theorem C, there is only one assumption on the density, $\rho_{0} \in L^{\infty}$, but it is not known if the solution is bounded at positive times and/or there are vacuum zones appearing in the flow. This is the question we address in the present paper.

We derive new a priori estimates that provide the uniform bounds on the density form above and below.

We investigate, as well, the long time behavior and obtain a weak solution that converges in time to a constant state $\left(\int_{\mathbb{T}^{2}} \rho_{0}(\cdot), \mathbf{0}\right)$ in the norm $\|\cdot\|_{L^{\infty}} \times\|\cdot\|_{L^{p}}, p>1$, in the case that the bulk viscosity is comparable with the pressure $(\beta=\gamma)$. We prove the following theorem.

Theorem. Let $\beta>3$ and $\gamma>1$. Let

$$
\left(\rho_{0}, \mathbf{u}_{0}\right) \in L^{\infty}\left(\mathbb{T}^{2}\right) \times\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}
$$

and

$$
\begin{equation*}
0<m<\operatorname{infess}_{\mathbb{T}^{2}} \rho_{0}(\cdot) \leq \operatorname{supess}_{\mathbb{T}^{2}} \rho(\cdot)<M \tag{6}
\end{equation*}
$$

for some $m, M$. Then, there exists a global weak solution of the problem (1)-(5) with the following properties.

$$
(\rho, \mathbf{u}) \in C\left([0,+\infty) ; L^{2}\left(\mathbb{T}^{2}\right)\right) \times\left[C\left([0,+\infty) ; L_{w}^{2}\left(\mathbb{T}^{2}\right)\right)\right]^{2}
$$

and for any $T>0$ there are $\bar{M}=\bar{M}(T)$ and $\bar{m}=\bar{m}(T)>0$ such that

$$
\bar{m}<\rho(t, x)<\bar{M}, \quad t \in(0, T), x \text { a.e. } \mathbb{T}^{2} .
$$

If $\beta=\gamma$, then there exists a weak solution such that, for any $p>1$,

$$
\begin{equation*}
\left\|\rho(t, \cdot)-\int_{\mathbb{T}^{2}} \rho_{0}(s) d s\right\|_{L^{\infty}\left(\mathbb{T}^{2}\right)}+\|\mathbf{u}(t, \cdot)\|_{L^{p}\left(\mathbb{T}^{2}\right)} \rightarrow 0, \quad t \rightarrow+\infty \tag{7}
\end{equation*}
$$

REMARK 1. $L_{w}^{2}$ is the space of $L^{2}$ functions with $L^{2}$ weak topology. The additional regularity for velocity $\mathbf{u}$ is available. The complete list of properties of $\mathbf{u}$ can be found in section 6 .

The central point of the proof is contained in the analysis of the rate of production of the density given by the quantity

$$
-\rho \operatorname{div} \mathbf{u}=-\rho(4 / 3 \mu+\zeta)^{-1} B-\rho(4 / 3 \mu+\zeta)^{-1} P
$$

where $B=(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u}-P$, the effective viscous flux, solves the following Poisson equation:

$$
\Delta B=\partial_{t}(\operatorname{div} \rho \mathbf{u})+\operatorname{div} \operatorname{div} \rho \mathbf{u} \otimes \mathbf{u}
$$

Accordingly, we can write

$$
\begin{align*}
B+\frac{d}{d t}(-\Delta)^{-1}[\operatorname{div} \rho \mathbf{u}] & =\mathbf{u} \cdot(-\Delta)^{-\frac{1}{2}} \nabla(-\Delta)^{-\frac{1}{2}} \operatorname{div}[\rho \mathbf{u}]  \tag{8}\\
& -(-\Delta)^{-\frac{1}{2}} \operatorname{div}(-\Delta)^{-\frac{1}{2}} \operatorname{div}[\rho \mathbf{u} \otimes \mathbf{u}]
\end{align*}
$$

and the terms on the right-hand side can be written as a sum of commutators of Riesz transforms and the operators of multiplication by $u_{i}$. The framework of this analysis originates in the works of Hoff [7] and Lions [11]. Using the smoothing properties of the commutators we obtain an estimate on the $L^{\infty}$ norm of the commutators in terms of $L^{\infty}$ norm of $\rho$ and $\|\nabla \mathbf{u}\|_{L^{2}}$. This is a delicate point of the analysis, as we have to use Poincaré-Sobolev type estimates stated in terms of Orlicz norms determined by the convex functions $r^{2} \log ^{p}(2+r)$ to show that the right-hand side of (8) can be bounded by $\|\rho\|_{L^{\infty}} \log ^{\alpha}\left(2+\|\nabla \mathbf{u}\|_{L^{2}}\right), \alpha>2$.

On the other hand, using energy type estimates (at this point it is essential to work with function defined on $\mathbb{R}^{2}$ ) and dvi-curl lemma we show that $\log \left(2+\|\nabla \mathbf{u}\|_{L^{2}}\right)$ does not exceed a linear function of $\|\rho\|_{L^{\infty}}$. Both estimates lead to the a priori estimate on $\|\rho\|_{L^{\infty}}$ when $\beta>3$ and consequently on $\|\nabla \mathbf{u}\|_{L^{2}}$.

In the above argument $(\rho, \mathbf{u})$ is the classical solution which exists globally in time if initial data are smooth; see Theorem A. Naturally, the next step is the study of the compactness properties of the sequence of such solutions, $\left(\rho^{n}, \mathbf{u}^{n}\right)$, which correspond to the initial data approximating the given pair $\left(\rho_{0}, \mathbf{u}_{0}\right)$ from $L^{\infty} \times\left(W^{1,2}\right)^{2}$. Note that in the case when the viscosity coefficient depends on density, the argument of Lions [11] cannot be applied here since the effective viscous fluxes, $B^{n}$, incorporate the term $\zeta\left(\rho^{n}\right) \operatorname{div} \mathbf{u}^{n}$ that is not in general weakly continuous. This difficulty was resolved in Kazhikhov and Waigant [8] by utilizing a uniform boundedness of the norms $\left\|\nabla B^{n}\right\|_{L^{2}\left((0, T) \times \mathbb{T}^{2}\right)}, T>0$, which provides the strong compactness of $\left\{B^{n}\right\}$. For the purpose of completeness of the work we present the proof of strong compactness of the sequence of smooth solutions in the last section.

The work is organized as follows. Section 2 contains notations, the necessary mathematical apparatus, and the derivation of the complimentary system of equations. In section 3 we obtain estimates based on the first energy inequality. Section 4 deals with additional energy type estimates. Section 5 is devoted to the derivation of uniform upper and lower bounds on the density. In section 6 we establish the existence of a weak solution as limit of smooth solutions for which bounds from the previous sections apply.
2. Notations and preliminary lemmas. We use the following notation:

$$
\begin{cases}\partial_{i}=\frac{\partial}{\partial x_{i}}, i=1,2, & \nabla=\left(\partial_{1}, \partial_{2}\right) \\ \nabla^{\perp}=\left(\partial_{2},-\partial_{1}\right), & \frac{\mathrm{d}}{\mathrm{dt}}=\frac{\partial}{\partial t}+\mathbf{u} \cdot \nabla \\ \operatorname{div} \mathbf{u}=\nabla \cdot \mathbf{u}, & \operatorname{rot} \mathbf{u}=\nabla^{\perp} \cdot \mathbf{u} \\ \Pi=\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-\frac{1}{2}, \frac{1}{2}\right] \subset \mathbb{R}^{2}, & f_{\Pi}=\frac{1}{|\Pi|} \int_{\mathbb{T}^{2}} f(x) d x\end{cases}
$$

Let $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$ be a two dimensional torus. We identify functions defined on $\mathbb{T}^{2}$ with their periodic counterparts defined on $\mathbb{R}^{2}$. By $\|\cdot\|_{p}, 1 \leq p \leq+\infty$, we denote Lebesgue $L^{p}\left(\mathbb{T}^{2}\right)$ norms of a function. We use standard notation $W^{k, q}\left(\mathbb{T}^{2}\right), q \in[1,+\infty], k$ an integer, for Sobolev spaces of functions that possess weak derivative up to the $k$ th order, which belong to $L^{q}\left(\mathbb{T}^{2}\right)$. $W^{-k, \frac{q}{q-1}}\left(\mathbb{T}^{2}\right), q \in[1,+\infty)$ is the dual space of $W^{k, q}\left(\mathbb{T}^{2}\right)$. We use the same notation for norms of scalar and vector functions.

The material on Fourier series and integral operators presented below can be found, for example, in [14] and [15]. Let $f \in L^{1}\left(\mathbb{T}^{2}\right)$. The set of Fourier coefficients of $f,\left\{c_{n}\right\}_{n \in Z^{2}}$, where

$$
c_{n}=\int_{\Pi} f(y) e^{-2 \pi \mathbf{i}(n \cdot y)} d y
$$

is well defined, and we formally write $f \sim \sum_{n \in Z^{2}} c_{n} e^{2 \pi \mathbf{i}(n \cdot x)}$. For $i=1,2$, the $i$ th Riesz transform of $f$ is defined as a multiplier

$$
R_{i}(f) \sim \sum_{n \in Z^{2}, n \neq 0}-\mathbf{i} \frac{n_{i}}{|n|} c_{n} e^{2 \pi \mathbf{i}(n \cdot x)}
$$

It is well known that $R_{i}$ is a linear continuous operator from any $L^{p}\left(\mathbb{T}^{2}\right)$ to itself, for $1<p<+\infty$. We use this property in the following form.

Lemma 1. There is $C=C(p), p \in] 1,+\infty\left[\right.$, such that for any $\mathbf{f}=\left(f_{1}, f_{2}\right)$, a vector function with components in $L^{1}\left(\mathbb{T}^{2}\right)$ such that $\mathbf{F}=\left(F_{1}, F_{2}\right)=(\operatorname{div} \mathbf{f}, \operatorname{rot} \mathbf{f})$ belongs to $\left(L^{p}\left(\mathbb{T}^{2}\right)\right)^{2}$, it holds that

$$
\begin{equation*}
\|\nabla \mathbf{f}\|_{p} \leq C\|\mathbf{F}\|_{p} \tag{9}
\end{equation*}
$$

Proof. Indeed, for $i=1,2$ we can formally write

$$
\begin{aligned}
& -\partial_{i} f_{1}=R_{i} \circ\left(R_{1}\left(F_{1}\right)+R_{2}\left(F_{2}\right)\right) \\
& -\partial_{i} f_{2}=R_{i} \circ\left(R_{2}\left(F_{1}\right)-R_{1}\left(F_{2}\right)\right) .
\end{aligned}
$$

Therefore, $L^{p}$ estimates on singular integral operators apply, and using a suitable approximation argument we conclude.

Let $L_{0}^{1}$ be the space of integrable functions with zero mean. Define normed spaces

$$
\mathcal{H}^{1}=\left\{f \in L_{0}^{1}\left(\mathbb{T}^{2}\right):\|f\|_{\mathcal{H}^{1}} \triangleq\|f\|_{1}+\left\|R_{1}(f)\right\|_{1}+\left\|R_{2}(f)\right\|_{1}<+\infty\right\}
$$

where $R_{i}, i=1,2$, are Riesz transforms introduced above, and

$$
\mathcal{B M O}=\left\{f \in L_{l o c}^{1}\left(\mathbb{T}^{2}\right):\|f\|_{\mathcal{B M O}}<+\infty\right\}
$$

where $\|f\|_{\mathcal{B M O}}=\sup _{\{0<\epsilon<1, x \in \Pi\}} \frac{1}{\left|B_{\epsilon}(0)\right|} \int_{B_{\epsilon}(x)}\left|f(y)-f_{B_{\epsilon}(x)}\right| d y$. In the case of $\mathcal{B M O}$ space, functions are defined modulo additive constants.

We will use standard notation for operators $(\Delta)^{-1}: L_{0}^{p}\left(\mathbb{T}^{2}\right) \rightarrow W^{2, p}\left(\mathbb{T}^{2}\right)$, the inverse Laplace operator, and $(-\Delta)^{-1} \operatorname{div}: L^{p}\left(\mathbb{T}^{2}\right) \rightarrow W^{1, p}\left(\mathbb{T}^{2}\right)$, where $1<p<+\infty$ and $L_{0}^{p}$ is the space of $L^{p}$ integrable functions with zero mean. In terms of Fourier series these operators are defined as follows:

$$
\left\{\begin{aligned}
(-\Delta)^{-1}(f) & \sim \sum_{n \in Z^{2}, n \neq 0} \frac{1}{4 \pi^{2}|n|^{2}} c_{n} e^{2 \pi \mathbf{i}(n \cdot x)}, \\
(-\Delta)^{-1} \operatorname{div}(f) & \sim \sum_{n \in Z^{2}, n \neq 0}-\frac{\mathbf{i}}{2 \pi} \frac{n_{1}+n_{2}}{|n|^{2}} c_{n} e^{2 \pi \mathbf{i}(n \cdot x)}
\end{aligned}\right.
$$

Consider the composition of two Riesz transforms, $R_{i} \circ R_{j}, i, j=1,2$. There is a representation of this operator as a singular integral

$$
R_{i} \circ R_{j}(f)(x)=p \cdot v \cdot \int_{\mathbb{T}^{2}} K_{i j}(x-y) f(y) d y
$$

where the kernel $K_{i j}(x), i, j=1,2$, has a singularity of the second order at 0 and

$$
\left|K_{i j}(x)\right| \leq C|x|^{-2}, \quad x \in \mathbb{T}^{2}
$$

for some constant $C>0$. Given function $g$, define the linear operator

$$
\left[g, R_{i} R_{j}\right](f) \equiv g R_{i} \circ R_{j}(f)-R_{i} \circ R_{j}(g f), \quad i, j=1,2
$$

This operator can be written as a convolution with the singular kernel $K_{i j}$,

$$
\left[g, R_{i} R_{j}\right](f)(x)=p \cdot v \cdot \int_{\mathbb{T}^{2}} K_{i j}(x-y)(g(x)-g(y)) f(y) d y, \quad i, j=1,2
$$

The commutator possesses a number of remarkable properties. We will use the following result of Coifman et al. [2].

Lemma 2. Let $g, f \in C^{\infty}\left(\mathbb{T}^{2}\right)$, and $p>1$. Then, there is $C=C(p)$ such that

$$
\begin{equation*}
\left\|\left[g, R_{i} R_{j}\right](f)\right\|_{p} \leq C\|g\|_{\mathcal{B M O}}\|f\|_{p}, \quad i, j=1,2 \tag{10}
\end{equation*}
$$

We will use Orlicz norms of functions as they arise naturally from the type of methods we use, i.e., energy estimates for gradients of functions defined on $\mathbb{T}^{2}$. The extensive study of these spaces is contained in [9].

Definition 1. Convex, even function $\Phi: \mathbb{R} \rightarrow \mathbb{R}^{+}$is called a Young function if $\Phi(0)=0$ and $\lim _{r \rightarrow \infty} \Phi(r)=+\infty$.

Let $\Phi$ be a Young function.
Definition 2. The functional $N_{\Phi}: L^{1}\left(\mathbb{T}^{2}\right) \rightarrow \mathbb{R}^{+}$defined by

$$
\begin{equation*}
N_{\Phi}(f)=\inf \left\{\lambda>0: \int_{\mathbb{T}^{2}} \Phi\left(\frac{f}{\lambda}\right) d x \leq 1\right\} \tag{11}
\end{equation*}
$$

is called an Orlicz norm of function $f$.
$N_{\Phi}(\cdot)$ is a norm. There is an analogue of Hölder inequalities for Orlicz norms. It is contained in the next lemma. The proof is an easy consequence of the definition of $N_{\Phi}(\cdot)$ and the convexity of the defining function $\Phi$.

Lemma 3. Let $\Phi_{i}, i=1,2,3$, be left-continuous Young functions that satisfy the following inequality for all $x, y>0$ and some positive constants $C_{1}, C_{2}$ :

$$
\begin{equation*}
\Phi_{3}(x y) \leq C_{1} \Phi_{1}(x)+C_{2} \Phi_{2}(y) \tag{12}
\end{equation*}
$$

Then, for all $f_{1}, f_{2}, f_{3} \in L^{1}\left(\mathbb{T}^{2}\right)$, and some constant $C>0$,

$$
\begin{equation*}
N_{\Phi_{3}}\left(f_{1} f_{2}\right) \leq C N_{\Phi_{1}}\left(f_{1}\right) N_{\Phi_{2}}\left(f_{2}\right) \tag{13}
\end{equation*}
$$

The use of Lemma 3 will be limited to the Young functions appearing in the next lemma, the proof of which is omitted.

Lemma 4. There are constants $C_{i}, i=1, \ldots, 3$, such that for all $x, y \geq 0$ the following inequalities hold:

$$
\begin{gather*}
x y \leq C_{1}(p) x^{2}\left[\log \left(e^{2}+x\right)\right]^{p}+C_{1}(p) y^{2}\left[\log \left(e^{2}+y\right)\right]^{-p}, \quad p>0  \tag{14}\\
x y \leq C_{2}(p)\left[\exp \left(x^{p}\right)-1\right]+C_{2}(p) y\left[\log \left(e^{2}+y\right)\right]^{\frac{1}{p}}, \quad p>0  \tag{15}\\
(x y)^{2}\left[\log \left(e^{2}+x y\right)\right]^{p} \leq C_{3} \Psi_{s}(x)+C_{3} y^{2}\left[\log \left(e^{2}+y\right)\right]^{r} \tag{16}
\end{gather*}
$$

with $r>p>1, s>0$, and a Young function $\Psi_{s}$ such that

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{\exp \exp \left(2 x^{\frac{1}{s}}\right)}{\Psi_{s}(x)}=1 \tag{17}
\end{equation*}
$$

In what follows we use notation $\Phi_{p}(x)=x^{2}\left[\log \left(e^{2}+x\right)\right]^{p}$ and $\Upsilon_{p}(x)=e^{x^{p}}-1$, $p>1, x \geq 0$. We now derive Poincaré-Sobolev type inequalities.

Lemma 5. For any $p \in] 1,+\infty\left[\right.$ there are $C$ and $\epsilon_{0}$ such that for any $g \in C^{\infty}\left(\mathbb{T}^{2}\right)$ and $x \in \mathbb{T}^{2}$ it holds that

$$
|g(x+z)-g(x)| \leq C[-\log \epsilon]^{-\frac{p-1}{2}} N_{\Phi_{p}}\left(\nabla g: B_{3 \epsilon}(x)\right), \quad|z|<\epsilon<\epsilon_{0}
$$

Proof. Indeed, for all $y \in B_{\epsilon}(x)$, the integration by parts can be used to establish the inequality

$$
\left|g(y)-g_{B_{\epsilon}(x)}\right| \leq \frac{1}{\left|B_{\epsilon}(0)\right|} \int_{B_{3 \epsilon}(0)} \frac{|\nabla g|(y+z)}{|z|} d z
$$

where $g_{B_{\epsilon}(x)}$ is the average of $g(x)$ over the ball $B_{\epsilon}(x)=\{|y-x|<\epsilon\}$. We now apply Lemma 3 together with Lemma 4, where we set $f_{1}(z)=|z|^{-1}, f_{2}(z)=|\nabla g|(y+z)$ with $\Phi_{1}(r)=\Phi_{-p}(r), \Phi_{2}(r)=\Phi_{p}(r)$ and $\Phi_{3}(r)=r$. Let us compute $N_{\Phi_{1}}\left(|z|^{-1}: B_{3 \epsilon}(0)\right)$ :

$$
\begin{aligned}
N_{\Phi_{1}}\left(|z|^{-1}: B_{3 \epsilon}(0)\right) & \\
& =\inf \left\{\lambda>0: \int_{B_{3 \epsilon}(0)} \frac{1}{|z|^{2} \lambda^{2} \log ^{p}\left(e^{2}+(|z| \lambda)^{-1}\right)}<1\right\} \\
& \leq \inf \left\{0<\lambda<(3 \epsilon)^{-1}: 2 \pi \int_{0}^{3 \epsilon} \frac{1}{r \lambda^{2} \log ^{p}(r \lambda)^{-1}} d r<1\right\}
\end{aligned}
$$

Then, there is $C=C(p)$ such that

$$
N_{\Phi_{1}}\left(|z|^{-1}: B_{3 \epsilon}(0)\right) \leq C[-\log \epsilon]^{-\frac{p-1}{2}}
$$

when $\epsilon$ is sufficiently small (depending on $p$ ), and this concludes the proof.

With the help of the last lemma we establish the $L^{\infty}$ estimates on the commutators that have been introduced above.

Lemma 6. Let $g, f \in C^{\infty}\left(\mathbb{T}^{2}\right)$. Let $\Upsilon_{\omega}(r)=\exp \left(r^{\omega}\right)-1, \omega>0$. Then, if

$$
\frac{p-1}{2}-\frac{1}{\omega}>1
$$

there is $C>0$, independent of $f$ and $g$, with the property

$$
\sup _{\mathbb{T}^{2}}\left|\left[g, R_{i} R_{j}\right](f)(\cdot)\right| \leq C N_{\Upsilon_{\omega}}(f) N_{\Phi_{p}}(\nabla g) .
$$

Proof. The proof is a simple application of the Hölder inequality given by Lemma 3. Let us use the letter $C$ to denote the generic constant that is independent of functions $f$ and $g$. In formula (2) we split the integral in two: one taken over the set $|y-x|>\epsilon$ and the singular part $|y-x|<\epsilon$, for some $\epsilon>0$ :

$$
\begin{aligned}
{\left[g, R_{i} R_{j}\right](f)(x) } & =\int_{\mathbb{T}^{2} \cap\{|x-y|>\epsilon\}} K_{i j}(x-y)(g(x)-g(y)) f(y) d y \\
& + \text { p.v. } \int_{\mathbb{T}^{2} \cap\{|x-y|<\epsilon\}} K_{i j}(x-y)(g(x)-g(y)) f(y) d y
\end{aligned}
$$

By the fact that $K_{i j}(x)$ has a singularity of the second order at 0 , and using the estimate on $g(x)-g(y)$ from Lemma 5, we obtain

$$
\begin{aligned}
\left|\left[g, R_{i} R_{j}\right](f)(x)\right| & \leq C(\epsilon) N_{\Phi_{p}}(|\nabla g|) \int_{\mathbb{T}^{2}}|f(y)| \\
& +C N_{\Phi_{p}}\left(|\nabla g|: B_{3 \epsilon}(x)\right) \int_{B_{\epsilon}(0)}|z|^{-2}[-\log |z|]^{-\frac{p-1}{2}} f(x+z) .
\end{aligned}
$$

Young functions $\Upsilon_{\omega}(r)$ and $r \log ^{\frac{1}{\omega}}\left(e^{2}+r\right)$ satisfy conditions of Lemma 3 which we apply for the last integral. It is easy to see that there is $C>0$ for which

$$
N_{r \log \frac{1}{\omega}\left(e^{2}+r\right)}\left(|z|^{-2}[-\log |z|]^{-\frac{p-1}{2}}: B_{\epsilon}(0)\right)<C .
$$

This proves the lemma, since $\int_{\mathbb{T}^{2}}|f(x)| d x \leq C N_{\Upsilon_{\omega}}(f)$, for suitable constant $C$.
The next two lemmas are the well-known Poincaré-Sobolev inequalities. Proofs can be found, for example, in Ziemer [17].

Lemma 7. Let $2<p<+\infty$, and $\mathcal{A} \subset \mathbb{T}^{2}$ of a nonzero Lebesgue measure. There is a constant $C=C(p,|\mathcal{A}|)$ for which

$$
\left\|f-f_{\mathcal{A}}\right\|_{p} \leq C\|\nabla f\|_{\frac{2 p}{2+p}}
$$

holds for any $f \in C^{\infty}\left(\mathbb{T}^{2}\right)$. We use notation $f_{\mathcal{A}}=|\mathcal{A}|^{-1} \int_{\mathcal{A}} f(\cdot)$.
Lemma 8. For any $p>2$ there is a $C=C(p)>0$ such that

$$
\sup _{\mathbb{T}^{2}}|f| \leq\left|f_{\mathbb{T}}^{2}\right|+C\|\nabla f\|_{p}
$$

holds for any $f \in C^{\infty}\left(\mathbb{T}^{2}\right)$. Also, there are absolute constants $c_{1}, c_{2}>0$, such that for any cube $C$ it holds that

$$
\int_{C} \exp \left(\frac{\left|f(x)-f_{C}\right|^{2}}{c_{1}\|\nabla f\|_{2}^{2}}\right) d x \leq c_{2}|C|
$$

for any $f \in C^{\infty}\left(\mathbb{T}^{2}\right)$, provided $f \not \equiv$ const.
Remark 2. The last inequality in the previous lemma can be used to show that

$$
\begin{equation*}
N_{\Upsilon_{2}}(f) \leq C\|\nabla f\|_{2}+|\bar{f}|, \tag{18}
\end{equation*}
$$

with $\bar{f}=\int_{\mathbb{T}^{2}} f(\cdot)$ and some $C>0$ independent of $f$.
Lemma 1 can also be stated for Orlicz norms if the underlying Young functions are "comparable" with power functions. In particular, the next lemma holds.

LEMMA 9. Let $\mathbf{f}=\left(f_{1}, f_{2}\right) \in\left[C^{\infty}\left(\mathbb{T}^{2}\right)\right]^{2}$ and $\mathbf{F}=\left(F_{1}, F_{2}\right)=(\operatorname{div} \mathbf{f}, \operatorname{rot} \mathbf{f})$ Then, for $1 \leq p<+\infty$, there is a $C=(p)>0$ such that

$$
N_{\Phi_{p}}(\nabla \mathbf{f}) \leq C N_{\Phi_{p}}(\mathbf{F}) .
$$

Proof. We just have to notice that $\Phi_{p}(r)$ can be approximated by the linear combinations $\alpha r^{2}+\beta r^{3}, r>0$, and use Lemma 1 along with the definition of norm $N_{\Phi_{p}}(\cdot)$.

Let us now assume that $\rho_{0}$ and $\mathbf{u}_{0}$ are $C^{\infty}\left(\mathbb{T}^{2}\right)$ functions. Let $\bar{\rho}=\int_{\mathbb{T}^{2}} \rho_{0}(\cdot)$ and $\bar{P}=P(\bar{\rho})$. By Theorem A, there exists the unique, global in time, classical solution $(\rho, \mathbf{u})$ of the problem (1)-(5). From (1) and (2) we derive equations needed for studying higher regularity of the solution. Note that in $\mathbb{R}^{2}, \operatorname{div} \mathbb{D}=\nabla \operatorname{div} \mathbf{u}+\frac{1}{2} \nabla^{\perp} \operatorname{rot} \mathbf{u}$ and system (2) can be written in the following form:

$$
\begin{equation*}
\frac{d \mathbf{u}}{d t}+\frac{1}{\rho} \nabla(P-\bar{P}-(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u})-\frac{1}{\rho} \mu \nabla^{\perp} \operatorname{rot} \mathbf{u}=0 . \tag{19}
\end{equation*}
$$

Introducing the shorthand notation

$$
\left\{\begin{array}{l}
A=\operatorname{rot} \mathbf{u},  \tag{20}\\
B=(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u}-P+\bar{P}
\end{array}\right.
$$

and after applying differential operators rot and div to the above system, we obtain

$$
\begin{gather*}
\frac{d A}{d t}-\left(\partial_{1} \mathbf{u} \cdot \nabla\right) u_{2}+\left(\partial_{2} \mathbf{u} \cdot \nabla\right) u_{1}=\operatorname{rot} \frac{1}{\rho}\left(\nabla B+\mu \nabla^{\perp} A\right)  \tag{21}\\
\frac{d}{d t} \operatorname{div} \mathbf{u}+\left(\partial_{1} \mathbf{u} \cdot \nabla\right) u_{1}+\left(\partial_{2} \mathbf{u} \cdot \nabla\right) u_{2}=\operatorname{div} \frac{1}{\rho}\left(\nabla B+\mu \nabla^{\perp} A\right) . \tag{22}
\end{gather*}
$$

Consequently, (22) can be written as

$$
\begin{array}{r}
\frac{d}{d t}\left(\frac{B}{4 \mu / 3+\zeta}\right)+\left(\partial_{1} \mathbf{u} \cdot \nabla\right) u_{1}+\left(\partial_{2} \mathbf{u} \cdot \nabla\right) u_{2}-\frac{d}{d t} \frac{P-\bar{P}}{4 \mu / 3+\zeta} \\
=\operatorname{div} \frac{1}{\rho}\left(\nabla B+\mu \nabla^{\perp} A\right) \tag{23}
\end{array}
$$

The next equation is essential for the analysis of compressible, viscous flows and was studied in [7], [11], [13]. Let us apply operator $(-\Delta)^{-1}$ div to system (2). With the notation

$$
\begin{equation*}
\psi=(-\Delta)^{-1} \operatorname{div} \rho \mathbf{u}, \bar{B}=\int_{\mathbb{T}^{2}} B(t, \cdot) \tag{24}
\end{equation*}
$$

we have

$$
\begin{equation*}
(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u}=\bar{B}+P-\bar{P}-\frac{d}{d t} \psi+\sum_{i, j=1,2}\left[u_{i}, R_{i} R_{j}\right]\left(\rho u_{j}\right) \tag{25}
\end{equation*}
$$

where we used the fact that $\mathbf{u} \cdot \nabla \psi-(-\Delta)^{-1} \operatorname{div} \operatorname{div} \rho \mathbf{u} \otimes \mathbf{u}$ can be written as a sum of commutators: $\sum_{i, j}\left[u_{i}, R_{i} R_{j}\right]\left(\rho u_{j}\right)$. Using this in (1) we obtain

$$
\begin{equation*}
\frac{4 \mu / 3+\zeta}{\rho} \frac{d}{d t} \rho-\frac{d}{d t} \psi+P-\bar{P}=-\bar{B}+\sum_{i, j=1,2}\left[u_{i}, R_{i} R_{j}\right]\left(\rho u_{j}\right) \tag{26}
\end{equation*}
$$

Finally, by Calderón-Zygmund estimates of singular integral operators, for any $1<$ $p<+\infty$, there is $C=C(p)>0$ such that

$$
\begin{equation*}
\|\nabla \psi(t, \cdot)\|_{p} \leq C\|\rho(t, \cdot) \mathbf{u}(t, \cdot)\|_{p} \tag{27}
\end{equation*}
$$

and consequently, there is $C=C(p)$ such that

$$
\begin{equation*}
\|\nabla \psi(t, \cdot)\|_{\Phi_{p}} \leq C\|\rho(t, \cdot) \mathbf{u}(t, \cdot)\|_{\Phi_{p}} \tag{28}
\end{equation*}
$$

In analyzing the system of equations, we encounter the problem of obtaining a "good" estimate for the term $\int_{\mathbb{T}^{2}} B \nabla u_{1} \cdot \nabla^{\perp} u_{2} d x$. One sees directly that it is bounded by $\|B\|_{\infty}\|\nabla \mathbf{u}\|_{2}^{2}$. Unfortunately, $\|B\|_{\infty}$ is not controlled by the $\|\nabla B\|_{2}$, the quantity naturally arising in energy estimates. This leads us to a more subtle estimate that takes into account the structure of the product term $\nabla u_{1} \cdot \nabla^{\perp} u_{2}$. The estimate is obtained by using the duality between Hardy $\mathcal{H}^{1}$ and $\mathcal{B M O}$ spaces. In [6], Fefferman proved that $\mathcal{B M O}$ is the dual space of $\mathcal{H}^{1}$. In particular, there is an absolute constant $C$ such that

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{2}} B \nabla u_{1} \cdot \nabla^{\perp} u_{2} d x\right| \leq C\|B\|_{\mathcal{B} \mathcal{M O}}\left\|\nabla u_{1} \cdot \nabla^{\perp} u_{2}\right\|_{\mathcal{H}^{1}} \tag{29}
\end{equation*}
$$

One readily notices that $\operatorname{rot} \nabla u_{1}=\operatorname{div} \nabla^{\perp} u_{2}=0$ and one can use the so-called "div-curl" lemma of compensated compactness; see [2, Theorem II.1]. It yields the following estimate with the suitable choice of an absolute constant $C$ :

$$
\left\|\nabla u_{1} \cdot \nabla^{\perp} u_{2}\right\|_{\mathcal{H}^{1}} \leq C\left\|\nabla u_{1}\right\|_{2}\left\|\nabla^{\perp} u_{2}\right\|_{2}
$$

Finally, from Lemma 8 and definition of $\|\cdot\|_{\mathcal{B M O}}$ it follows that there is a constant $C>0$ such that

$$
\|B\|_{\mathcal{B M O}} \leq C\|\nabla B\|_{2}
$$

Combining the last two estimates in (29) we obtain

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{2}} B \nabla u_{1} \cdot \nabla^{\perp} u_{2} d x\right| \leq C| | \nabla B\left\|_{2}\right\| \nabla \mathbf{u} \|_{2}^{2} \tag{30}
\end{equation*}
$$

3. The first energy inequality. It follows from the equation of conservation of mass that $\rho(t, x) \geq 0$ and $\int_{\mathbb{T}^{2}} \rho(t, \cdot) d x=\int_{\mathbb{T}^{2}} \rho_{0}(\cdot) d x=\bar{\rho}$. By multiplying (2) by $\mathbf{u}$, integrating over the domain $\Pi$, and using periodicity of the flow we obtain

$$
\frac{d}{d t} \int_{\mathbb{T}^{2}} \rho \frac{|\mathbf{u}|^{2}}{2} d x+\int_{\mathbb{T}^{2}}(-P+(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u}) \operatorname{div} \mathbf{u}+\mu(\operatorname{rot} \mathbf{u})^{2} d x=0
$$

Since $P=a \rho^{\gamma}, \gamma>1$ we deduce from (1) that $-(\gamma-1) P \operatorname{div} \mathbf{u}=(P)_{t}+\operatorname{div}(P \mathbf{u})$. Substituting this in the last equation we get

$$
\begin{aligned}
& \sup _{t \in[0,+\infty)} \int_{\mathbb{T}^{2}} \rho(t, \cdot) \frac{|\mathbf{u}(t, \cdot)|^{2}}{2}+\frac{P(t, \cdot)}{\gamma-1} d x \\
&+\iint_{(0,+\infty) \times \mathbb{T}^{2}}(4 \mu / 3+\zeta)(\operatorname{div} \mathbf{u})^{2}+\mu(\operatorname{rot} \mathbf{u})^{2} d x d t \\
& \leq C \int_{\mathbb{T}^{2}} \rho_{0}(\cdot) \frac{\left|\mathbf{u}_{0}(\cdot)\right|^{2}}{2}+\frac{P\left(\rho_{0}(\cdot)\right)}{\gamma-1} d x
\end{aligned}
$$

Let $E(t)=\int_{\mathbb{T}^{2}} \rho(t, \cdot) \frac{|\mathbf{u}(t, \cdot)|^{2}}{2}+\frac{P(t, \cdot)}{\gamma-1} d x$ denote the total energy of the gas and $E_{0}=$ $E(0)$. We will refer to the next inequality as the first energy inequality,

$$
\begin{equation*}
\sup _{t \in[0,+\infty)} E(t)+\iint_{(0,+\infty) \times \mathbb{T}^{2}}(4 \mu / 3+\zeta)(\operatorname{div} \mathbf{u})^{2}+\mu(\operatorname{rot} \mathbf{u})^{2} d x d t \leq E_{0} \tag{31}
\end{equation*}
$$

For the purpose of studying long time behavior of the solutions we will need a variant of the first energy inequality. Following [7] we introduce $G(\rho)=P(\rho)-P(\bar{\rho})-$ $P^{\prime}(\bar{\rho})(\rho-\bar{\rho})$. Then, using the same arguments that lead to (31) we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\mathbb{T}^{2}} \rho(t, x) \frac{|\mathbf{u}|(t, x)^{2}}{2}+G(\rho(t, x)) d x  \tag{32}\\
& \quad+\int_{\mathbb{T}^{2}}(4 \mu / 3+\zeta(\rho(t, x)))|\operatorname{div} \mathbf{u}|^{2}(t, x)+\mu(\operatorname{rot} \mathbf{u})^{2}(t, x) d x=0
\end{align*}
$$

For the purpose of using imbedding theorems we will need bounds on averages of various functions. They are obtained in the following way. First,

$$
\begin{aligned}
\left|\int_{\mathbb{T}^{2}}(\mathbf{u}-\overline{\mathbf{u}}) \rho d x\right| & \leq\|\rho\|_{\gamma}\|\mathbf{u}-\overline{\mathbf{u}}\|_{\gamma /(\gamma-1)} \\
& \leq C\|\nabla \mathbf{u}\|_{2}, \\
\left|\int_{\mathbb{T}^{2}}(\mathbf{u}-\overline{\mathbf{u}}) \rho d x\right| & \geq|\overline{\mathbf{u}}| \int_{\mathbb{T}^{2}} \rho_{0} d x-\left|\int_{\mathbb{T}^{2}} \rho \mathbf{u} d x\right| \\
& =|\overline{\mathbf{u}}| \int_{\mathbb{T}^{2}} \rho_{0} d x-\left|\int_{\mathbb{T}^{2}} \rho_{0} \mathbf{u}_{0} d x\right|,
\end{aligned}
$$

where we used the fact that the momentum is conserved; $\frac{d}{d t} \int_{\mathbb{T}^{2}} \rho \mathbf{u} d x=0$. Assume that $\int_{\mathbb{T}^{2}} \rho_{0} \mathbf{u}_{0} d x=0$. This is a harmless assumption since system (1)-(2) is invariant under Galilean transformations, and it is satisfied in the reference frame (coordinate system) that moves with the constant velocity $\frac{\int_{\mathbb{T}^{2}} \rho_{0} \mathbf{u}_{0} d x}{\int_{\mathbb{T}^{2}} \rho_{0} d x}$ relative to the initially chosen frame. Then, since $\int_{\mathbb{T}^{2}} \rho(t) d x$ is positive and independent of time, we conclude that

$$
\begin{equation*}
|\overline{\mathbf{u}}| \leq C\|\nabla \mathbf{u}\|_{2} \tag{33}
\end{equation*}
$$

By the definition of function $A$ and periodicity of the flow,

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} A(t, \cdot)=0 \tag{34}
\end{equation*}
$$

## 4. The second energy inequality.

REmARK 3. We will prove the theorem only for the case $\beta \geq \gamma$. The case $\beta>3, \gamma>1$ is a straightforward adaptation of the proof if one takes into account the following estimate proved in [8]:

$$
\sup _{s \in(0, T)}\|\rho(s, \cdot)\|_{p} \leq C(T, p), \quad 1 \leq p<+\infty
$$

In this case all estimates become time dependent.
Let

$$
\left.\begin{array}{rl}
Y^{2}(t) & =\int_{\mathbb{T}^{2}} A^{2}(t, \cdot)+\frac{B^{2}(t, \cdot)}{\frac{4 \mu}{3}+\zeta(t, \cdot)}, \\
X^{2}(t) & =\int_{\mathbb{T}^{2}} \frac{\left(\nabla B(t, \cdot)+\mu \nabla^{\perp} A(t, \cdot)\right)^{2}}{\rho(t, \cdot)},  \tag{35}\\
D^{2}(t) & =\int_{\mathbb{T}^{2}}\left(\frac{4 \mu}{3}+\zeta(t, \cdot)\right)|\operatorname{div} \mathbf{u}(t, \cdot)|^{2}+\mu|\operatorname{rot} \mathbf{u}(t, \cdot)|^{2}
\end{array}\right\}
$$

and $|\rho|(t)=1+\|\rho(t, \cdot)\|_{\infty}$.
Lemma 10. For any $\omega \in] 0,1\left[\right.$ there is $C=C\left(\omega, \mu, \beta, \gamma, b, E_{0}\right)$ such that

$$
\begin{align*}
\frac{d}{d t} Y^{2}(t)+X^{2}(t) \leq C_{\omega} & \left(Y(t) D(t)+Y^{2}(t) D(t)\right. \\
& \left.+D(t)(Y(t)+D(t)) X(t)|\rho|(t)^{\frac{1+\beta \omega}{2}}\right) \tag{36}
\end{align*}
$$

Proof. Multiplying (21) by $2 A$ and using the fact that $-\left(\partial_{1} \mathbf{u} \cdot \nabla\right) u_{2}+\left(\partial_{2} \mathbf{u} \cdot \nabla\right) u_{1}=$ $A \operatorname{div} \mathbf{u}$, we get

$$
\begin{equation*}
\frac{d A^{2}}{d t}+2 A^{2} \operatorname{div} \mathbf{u}=2 A \operatorname{rot} \frac{1}{\rho}\left(\nabla B+\mu \nabla^{\perp} A\right) \tag{37}
\end{equation*}
$$

Multiplying (23) by $2 B$, using the fact that

$$
\left(\partial_{1} \mathbf{u} \cdot \nabla\right) u_{1}+\left(\partial_{2} \mathbf{u} \cdot \nabla\right) u_{2}=(\operatorname{div} \mathbf{u})^{2}-2 \nabla u_{1} \cdot \nabla^{\perp} u_{2}
$$

and using the equation of mass conservation (1), we get
(38) $\frac{d}{d t}\left(\frac{B^{2}}{4 \mu / 3+\zeta}\right)+\frac{B^{2}}{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u}$

$$
\begin{aligned}
& -\frac{B^{2}}{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u}+B^{2} \frac{d}{d t} \frac{1}{4 \mu / 3+\zeta}-2 B \frac{d}{d t} \frac{P-\bar{P}}{4 \mu / 3+\zeta} \\
& +2 B(\operatorname{div} \mathbf{u})^{2}-4 B \nabla u_{1} \cdot \nabla^{\perp} u_{2}=2 B \operatorname{div} \frac{1}{\rho}\left(\nabla B+\mu \nabla^{\perp} A\right)
\end{aligned}
$$

Using identity (55) in (39) and adding (37) and (39), after the integration of the result
over $\mathbb{T}^{2}$, we get

$$
\begin{align*}
& \frac{d}{d t}\left[\int_{\mathbb{T}^{2}} A^{2}+\frac{B^{2}}{4 \mu / 3+\zeta} d x\right]+2 \int_{\mathbb{T}^{2}} \frac{\left(\nabla B+\mu \nabla^{\perp} A\right)^{2}}{\rho} d x  \tag{39}\\
& \quad=-\int_{\mathbb{T}^{2}} A^{2} \operatorname{div} \mathbf{u} d x+\int_{\mathbb{T}^{2}}-2 B(\operatorname{div} \mathbf{u})^{2}+4 B \nabla u_{1} \cdot \nabla^{\perp} u_{2} \\
& \quad-\int_{\mathbb{T}^{2}} \frac{(\beta-1) \zeta-4 \mu / 3}{(4 \mu / 3+\zeta)^{2}} B^{2} \operatorname{div} \mathbf{u} d x+\int_{\mathbb{T}^{2}}(P-\bar{P}) \frac{2 \beta \zeta}{(4 \mu / 3+\zeta)^{2}} B \operatorname{div} \mathbf{u} \\
& \quad-\frac{2 \gamma P}{4 \mu / 3+\zeta} B \operatorname{div} \mathbf{u} d x+\int_{\mathbb{T}^{2}}(P-\bar{P}) \operatorname{div} \mathbf{u} \int_{\mathbb{T}^{2}} \frac{2(\gamma-1) B}{4 \mu / 3+\zeta} d x .
\end{align*}
$$

By the Young inequality there is $C>0$ such that for all $t>0$

$$
\begin{equation*}
Y^{2}(t) \leq C D^{2}(t)+C \int_{\mathbb{T}^{2}} \frac{(P-\bar{P})^{2}}{4 \mu / 3+\zeta} \tag{40}
\end{equation*}
$$

Also, from the energy inequality (31) and $\beta \geq \gamma$ it follows that there is $C>0$, independent of $t>0$, that verifies the inequality

$$
\begin{equation*}
Y^{2}-C \leq 2 D^{2}(t) \leq 4 Y^{2}(t)+C \tag{41}
\end{equation*}
$$

Our goal will be to find the optimal estimate of the right-hand side of (39) in terms of $Y, X$, and $\|\rho\|_{\infty}$.

We will use the following result, based on Lemma 1, applied to the function $\mathbf{f}=(B, \mu A)$, and $\mathbf{F}=(\operatorname{div} \mathbf{f}, \operatorname{rot} \mathbf{f})=\nabla B+\mu \nabla^{\perp} A$. The next estimate holds:

$$
\begin{equation*}
\|\nabla A\|_{2}+\|\nabla B\|_{2} \leq C\left\|\nabla B+\mu \nabla^{\perp} A\right\|_{2} \tag{42}
\end{equation*}
$$

Consider terms in (39). Using the estimate (31) and notation (20) we get

$$
\begin{align*}
& \left|\int_{\mathbb{T}^{2}} \frac{B}{4 \mu / 3+\zeta} d x\right|\left|\int_{\mathbb{T}^{2}} P \operatorname{div} \mathbf{u} d x\right|  \tag{43}\\
& \quad \leq C\left\|\frac{B}{\sqrt{4 \mu / 3+\zeta}}\right\|_{2}\|\sqrt{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u}\|_{2} \leq C Y(t) D(t)
\end{align*}
$$

The set of the following estimates is obtained by using the appropriate Young inequalities and the definition of $B,(20)$ :

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \frac{B^{2} \zeta}{(4 \mu / 3+\zeta)^{2}}|\operatorname{div} \mathbf{u}| d x \leq C\left\|\frac{B^{2}}{4 \mu / 3+\zeta}\right\|_{2} D(t) \tag{45}
\end{equation*}
$$

$$
\begin{align*}
\int_{\mathbb{T}^{2}}|B|(\operatorname{div} \mathbf{u})^{2} d x & =\int_{\mathbb{T}^{2}}|B|\left|\frac{B+P-\bar{P}}{4 \mu / 3+\zeta}\right||\operatorname{div} \mathbf{u}| d x  \tag{44}\\
& \leq C\left\|\frac{B^{2}}{4 \mu / 3+\zeta}\right\|_{2} D(t)+C Y(t) D(t)
\end{align*}
$$

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \frac{|B(P-\bar{P}) \operatorname{div} \mathbf{u}| \zeta}{(4 \mu / 3+\zeta)^{2}} d x \leq C Y(t) D(t) \tag{46}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \frac{|B P \operatorname{div} \mathbf{u}|}{4 \mu / 3+\zeta} d x \leq C Y(t) D(t) \tag{47}
\end{equation*}
$$

Let us take $0<\omega<1$ and use the Hölder inequality to estimate the term

$$
\begin{equation*}
\left\|\frac{B^{2}}{4 \mu / 3+\zeta}\right\|_{2} \leq C\left\|\frac{B}{4 \mu / 3+\zeta}\right\|_{2}^{1-\omega}\left\||B|^{1+\omega}\right\|_{\frac{2}{\omega}} \tag{48}
\end{equation*}
$$

Then, by Lemma 7, the Hölder inequality, and the estimate (42), we get with a number $K>0$,

$$
\begin{align*}
\left\||B|^{1+\omega}\right\|_{\frac{2}{\omega}} & \leq\left|\overline{|B|^{1+\omega} \chi_{\{\rho(t, \cdot)<K\}}}\right|+\left\||B|^{1+\omega}-\overline{|B|^{1+\omega} \chi_{\{\rho(t, \cdot)<K\}}}\right\|_{\frac{2}{\omega}}  \tag{49}\\
& \leq\left|\overline{|B|^{1+\omega} \chi_{\{\rho(t, \cdot)<K\}}}\right|+C\left\||B|^{\omega} \nabla B\right\|_{\frac{2}{1+\omega}} \\
& \leq C Y^{1+\omega}+C\|B\|_{2}^{\omega}\|\nabla B\|_{2} \leq C Y^{1+\omega}+C Y^{\omega} X|\rho|^{\frac{1+\beta \omega}{2}}
\end{align*}
$$

where we used the fact that $|\{\rho(t, \cdot)<K\}|>\frac{1}{2}$ when $K>2 \int_{\mathbb{T}^{2}} \rho(t, \cdot)=2 \int_{\mathbb{T}^{2}} \rho_{0}(\cdot)$. Substituting the last inequality in (48) we get

$$
\begin{equation*}
\left\|\frac{B^{2}}{4 \mu / 3+\zeta}\right\|_{2} \leq C Y^{2}+C Y X|\rho|^{\frac{1+\beta \omega}{2}} \tag{50}
\end{equation*}
$$

where $C>0$ depends upon $\omega \in(0,1)$ among other parameters.
Consider now the term $\int_{\mathbb{T}^{2}}|A|^{2}$ div $\mathbf{u}$. By the same type of arguments that were used in derivation of the last estimates we obtain that

$$
\begin{align*}
\left|\int_{\mathbb{T}^{2}} A^{2} \operatorname{div} \mathbf{u}\right| & \leq\left\|A^{2}\right\|_{2} D(t) \\
& \leq C Y^{2}(t) D(t)+Y(t) D(t) X(t)|\rho|(t)^{\frac{1+\beta \omega}{2}} \tag{51}
\end{align*}
$$

with $\omega \in] 0,1\left[\right.$ and some $C>0$. The term $\int_{\mathbb{T}^{2}} B \nabla u_{1} \cdot \nabla^{\perp} u_{2} d x$ is estimated by using the duality between $\mathcal{B M O}$ and Hardy $\mathcal{H}^{1}$ space, followed by "div-curl" lemma as it is explained in section 2 ,

$$
\begin{equation*}
\int_{\mathbb{T}^{2}}\left|B \nabla u_{1} \cdot \nabla^{\perp} u_{2}\right| d x \leq C\|\nabla B\|_{2}\|\nabla u\|^{2} \leq C D^{2}(t) X(t)|\rho|^{\frac{1}{2}}(t) \tag{52}
\end{equation*}
$$

Using estimate (43) in (45) and (45) and combining (43)-(47), (51), and (52) in (39) we get the inequality (36).

We will use the estimate obtained in the following lemma.
Lemma 11. Let $\beta=\gamma$. There are $C=C\left(\mu, \beta, \gamma, b, E_{0}\right)>0$ such that for all $t>0$, it holds that (modulo a constant)

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \frac{|P(t, \cdot)-\bar{P}|^{2}}{4 \mu / 3+\zeta(t, \cdot)} \lesssim D^{2}(t)+\frac{d}{d t} \Psi(t) \tag{53}
\end{equation*}
$$

where $|\Psi(t)| \leq C$.
Proof. Equation (25) multiplied by $(P-\bar{P})(4 \mu / 3+\zeta)^{-1}$ can be written as

$$
\begin{align*}
\frac{(P-\bar{P})^{2}}{4 \mu / 3+\zeta} & =-\bar{B} \frac{P-\bar{P}}{4 \mu / 3+\zeta}-\psi \frac{d}{d t} \frac{P-\bar{P}}{4 \mu / 3+\zeta} \\
& +\partial_{t} \frac{\psi(P-\bar{P})}{4 \mu / 3+\zeta}+\operatorname{div}\left(\frac{\psi(P-\bar{P})}{4 \mu / 3+\zeta} \mathbf{u}\right) \\
& -\frac{\psi(P-\bar{P})}{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u}+[\mathbf{u}, R R](\rho \mathbf{u}) \frac{P-\bar{P}}{4 \mu / 3+\zeta} \tag{54}
\end{align*}
$$

where we used the shorthand notation $[\mathbf{u}, R R](\rho \mathbf{u})$ to mean $\sum_{i, j}\left[u_{i}, R_{i} R_{j}\right]\left(\rho u_{j}\right)$. Using the equation of mass conservation (1), we can write

$$
\begin{align*}
\psi \frac{d}{d t} \frac{P-\bar{P}}{4 \mu / 3+\zeta} & =\psi(P-\bar{P}) \frac{\beta \zeta}{(4 \mu / 3+\zeta)^{2}} \operatorname{div} \mathbf{u}-\psi \frac{\gamma P}{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u} \\
& +\psi \frac{(\gamma-1)}{4 \mu / 3+\zeta} \int_{\mathbb{T}^{2}}(P-\bar{P}) \operatorname{div} \mathbf{u} d x \tag{55}
\end{align*}
$$

Then, by the repeated use of Hölder inequalities, Lemma 7, the estimate (27), and (33) we derive the following inequalities:
(56) $\left|\int_{\mathbb{T}^{2}} \psi \frac{(P-\bar{P}) \beta \zeta}{(4 \mu / 3+\zeta)^{2}} \operatorname{div} \mathbf{u} d x\right| \leq C \int_{\mathbb{T}^{2}}|\psi \operatorname{div} \mathbf{u}| d x \leq C\|\psi\|_{2}\|\operatorname{div} \mathbf{u}\|_{2}$

$$
\begin{aligned}
& \leq C\|\nabla \psi\|_{1+\frac{\gamma-1}{2}}\|\operatorname{div} \mathbf{u}\|_{2} \leq C\|\rho \mathbf{u}\|_{1+\frac{\gamma-1}{2}}\|\operatorname{div} \mathbf{u}\|_{2} \\
& \leq C\|\rho\|_{\gamma}\|\mathbf{u}\|_{\frac{\gamma(\gamma+1)}{\gamma-1}}\|\operatorname{div} \mathbf{u}\|_{2} \leq C\|\nabla \mathbf{u}\|_{2}^{2}
\end{aligned}
$$

Similarly,

$$
\left|\int_{\mathbb{T}^{2}} \psi \frac{\gamma P}{4 \mu / 3+\zeta} \operatorname{div} \mathbf{u} d x\right| \leq C\|\nabla \mathbf{u}\|_{2}^{2}
$$

Collecting the above estimates in (55) we obtain

$$
\left|\int_{\mathbb{T}^{2}} \psi \frac{d}{d t} \frac{P-\bar{P}}{4 \mu / 3+\zeta}\right| \leq \frac{1}{8} \int_{\mathbb{T}^{2}} \frac{(P-\bar{P})^{2}}{4 \mu / 3+\zeta}+C D^{2}(t)
$$

Since, by Hölder inequalities, Lemma 7, and the estimate (31),

$$
\|\psi\|_{1} \leq C\|\nabla \psi\|_{\frac{2 \gamma}{\gamma+1}} \leq C\|\rho \mathbf{u}\|_{\frac{2 \gamma}{\gamma+1}} \leq C\|\sqrt{\rho} \mathbf{u}\|_{2}\|\rho\|_{\gamma}^{\frac{1}{2}} \leq C\left(E_{0}\right)
$$

we get that for $t \geq 0$,

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{2}} \psi \frac{P(t, \cdot)-\bar{P}}{4 \mu / 3+\zeta(t, \cdot)} d x\right| \leq C\|\psi(t, \cdot)\|_{1} \leq C \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{2}} \psi \frac{P(t, \cdot)-\bar{P}}{4 \mu / 3+\zeta(t, \cdot)} \operatorname{div} \mathbf{u} d x\right| \leq C D^{2}(t) \tag{58}
\end{equation*}
$$

We denote $\Psi(t)=\int_{\mathbb{T}^{2}} \psi \frac{P(t, \cdot)-\bar{P}}{4 \mu / 3+\zeta(t, \cdot)} d x$.
By Lemmas 2 and 7 we obtain that

$$
\begin{aligned}
\|[\mathbf{u}, R R](\rho \mathbf{u})\|_{1} & \leq C\|[\mathbf{u}, R R](\rho \mathbf{u})\|_{\frac{2 \gamma}{\gamma+1}} \leq C\|\nabla \mathbf{u}\|_{2}\|\rho \mathbf{u}\|_{\frac{2 \gamma}{\gamma+1}} \\
& \leq C\|\nabla \mathbf{u}\|_{2}\|\mathbf{u}\|_{\frac{2 \gamma}{\gamma-1}}\|\rho\|_{\gamma} \leq C\|\nabla \mathbf{u}\|_{2}^{2}\|\rho\|_{\gamma}
\end{aligned}
$$

In this way we obtain

$$
\begin{equation*}
\int_{\mathbb{T}^{2}}|[\mathbf{u}, R R](\rho \mathbf{u})| \frac{|P-\bar{P}|}{4 \mu / 3+\zeta} \leq C D^{2} \tag{59}
\end{equation*}
$$

Finally, with Young's inequality we deduce that

$$
\begin{equation*}
\left|\int_{\mathbb{T}^{2}}-\bar{B}(t) \frac{P(t, \cdot)-\bar{P}}{4 \mu / 3+\zeta(t, \cdot)}\right| \leq C D^{2}(t)+\frac{1}{8} \int_{\mathbb{T}^{2}} \frac{|P(t, \cdot)-\bar{P}|^{2}}{4 / 3 \mu+\zeta(t, \cdot)} \tag{60}
\end{equation*}
$$

Collecting estimates (??)-(60) we conclude the proof.
Corollary 1. If $\rho(t, x)$ is uniformly bounded in space and time, using the fact that $G(\rho) \lesssim|P-\bar{P}|^{2}$, we obtain the following estimate:

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{\mathbb{T}^{2}} G(\rho(\cdot, \cdot)) \lesssim 1+\int_{0}^{+\infty} D^{2}(\cdot) \tag{61}
\end{equation*}
$$

Corollary 2. After dividing the inequality (36) by $e^{2}+Y^{2}(t)$ and integrating over time interval $] 0, T$, we deduce, using (31), (40), (41), and (53), that for $\omega \in] 0,1[$ there is $C_{\omega}>0$ independent of $T$ and such that

$$
\begin{align*}
\log \left(e^{2}+Y^{2}(T)\right) & +\int_{0}^{T} \frac{X^{2}(s)}{e^{2}+Y^{2}(s)} \leq \log \left(e^{2}+Y^{2}(0)\right)  \tag{62}\\
& +C_{\omega}\left(1+\sup _{[0, T]}|\rho| \int_{0}^{T} D^{2}(\cdot)+\int_{0}^{T} D^{2}(\cdot)|\rho|^{1+\omega \beta}(\cdot)\right)
\end{align*}
$$

Note that from the first energy inequality (31) and (62) it follows that if $\rho(t, x)$ is bounded uniformly in space and time, then $Y(t)$ and consequently $D(t)$, the rate of energy dissipation, are bounded uniformly in time.
5. Uniform bounds on density. We use (26) to get pointwise bounds on $\rho(t, x)$. Let us fix time $t \in] 0,+\infty\left[\right.$ and estimate the $L^{\infty}\left(\mathbb{T}^{2}\right)$ norm of the terms on the right-hand side of this equation.

Consider the first term on the right-hand side of (26). We have

$$
\begin{align*}
|\bar{B}(t)| & =|\overline{(4 \mu / 3+\zeta) \operatorname{div} \mathbf{u}}| \\
& \leq \delta+C_{\delta} D(t)^{2} \tag{63}
\end{align*}
$$

for any $\delta>0$ and some $C_{\delta}>0$. Lemma 6 and Remark 2 are used to get estimates on the commutator $[\mathbf{u}, R R](\rho \mathbf{u})$. Specifically, in Lemma 6 we set $g(\cdot)=\mathbf{u}(t, \cdot), f(\cdot)=$ $\rho \mathbf{u}(t, \cdot), p>4$, and $\omega=2$. Then, there is $C=C(p)$ such that

$$
\begin{align*}
\|[\mathbf{u}, R R](\rho \mathbf{u})\|_{\infty} & \leq C N_{\Phi_{p}}(|\nabla \mathbf{u}|) N_{\Upsilon_{2}}(\rho \mathbf{u})  \tag{64}\\
& \leq C|\rho|_{\infty} N_{\Phi_{p}}(|\nabla \mathbf{u}|) N_{\Upsilon_{2}}(\mathbf{u}) \leq C|\rho|_{\infty} N_{\Phi_{p}}(|\nabla \mathbf{u}|) D
\end{align*}
$$

Next, consider the term $N_{\Phi_{p}}(|\nabla \mathbf{u}|)$. By the estimate (28) we have

$$
\begin{align*}
N_{\Phi_{p}}(|\nabla \mathbf{u}|) & \leq C N_{\Phi_{p}}(|\operatorname{div} \mathbf{u}|)+C N_{\Phi_{p}}(|\operatorname{rot} \mathbf{u}|)  \tag{65}\\
& =C N_{\Phi_{p}}(A)+C N_{\Phi_{p}}\left(\frac{B+P-\bar{P}}{4 \mu / 3+\zeta}\right) \leq C N_{\Phi_{p}}(A) \\
& +C N_{\Phi_{p}}\left(\frac{B}{4 \mu / 3+\zeta}\right)+C N_{\Phi_{p}}\left(\frac{P-\bar{P}}{4 \mu / 3+\zeta}\right) .
\end{align*}
$$

From the first energy estimate (31) and condition $\beta \geq \gamma$ it follows that there is $C>0$ independent of time with the property

$$
\begin{equation*}
N_{\Phi_{p}}\left(\frac{P(t, \cdot)-\bar{P}}{4 \mu / 3+\zeta(t, \cdot)}\right) \leq C \tag{66}
\end{equation*}
$$

The $N_{\Phi_{p}}$ norms of functions appearing in the above inequalities can be interpolated between the norms of $L^{2}$ and $N_{\Psi_{s}}$, where $\Psi_{s}(x)$ is defined in Lemma 4. Indeed, using Lemmas 3 and 4 with $r>p>4$ and $2 s>r$ we have

$$
\begin{align*}
N_{\Phi_{p}}(A) & =N_{\Phi_{p}}\left(\frac{A}{\log ^{s}\left(e^{2}+|A|\right)} \log ^{s}\left(e^{2}+|A|\right)\right) \\
& \leq N_{\Phi_{r}}\left(\frac{A}{\log ^{s}\left(e^{2}+|A|\right)}\right) N_{\Psi_{s}}\left(\log ^{s}\left(e^{2}+|A|\right)\right) \tag{67}
\end{align*}
$$

Both norms appearing in the last inequality are estimated in the next lemma.
Lemma 12. Let $p, r, s$ be chosen such that $4<r<2 s<r+4$. There is $C=C(r, s, \mu)$ such that

$$
\begin{gathered}
N_{\Phi_{r}}\left(\frac{A}{\log ^{s}\left(e^{2}+|A|\right)}\right) \leq C\left(1+\frac{\|A\|_{2}}{\left[\log \left(e^{2}+\|A\|_{2}\right)\right]^{s-r / 2}}\right) \\
N_{\Psi_{s}}\left(\log ^{s}\left(e^{2}+|A|\right)\right) \leq C \log ^{s}\left(e^{2}+\|\nabla A\|_{2}\right)
\end{gathered}
$$

Proof. By definition of $N_{\Phi_{r}}$,

$$
N_{\Phi_{r}}\left(\frac{A}{\log ^{s}\left(e^{2}+|A|\right)}\right)=\inf \left\{\lambda>0: \int_{\mathbb{T}^{2}} \frac{A^{2}}{\lambda^{2} \log ^{2 s}\left(e^{2}+|A|\right)} \log ^{r}\left(e^{2}+\frac{|A|}{\lambda \log ^{s}\left(e^{2}+|A|\right)}\right) \leq 1\right\}
$$

For any $\lambda>1$,

$$
\begin{aligned}
& \int_{\mathbb{T}^{2}} \frac{A^{2}}{\lambda^{2} \log ^{2 s}\left(e^{2}+|A|\right)} \log ^{r}\left(e^{2}+\frac{|A|}{\lambda \log ^{s}\left(e^{2}+|A|\right)}\right) d x \\
& \leq \int_{\mathbb{T}^{2}} \frac{A^{2}}{\lambda^{2} \log ^{2 s-r}\left(e^{2}+|A|\right)} d x \leq 2^{2 s-r} \int_{\mathbb{T}^{2}} \frac{A^{2}}{\lambda^{2} \log ^{2 s-r}\left(e^{2}+|A|^{2}\right)} d x \\
& \leq 2^{2 s-r} \frac{1}{\lambda^{2}} \frac{y}{\log ^{2 s-r}\left(e^{2}+y\right)} \circ \int_{\mathbb{T}^{2}} A^{2} d x,
\end{aligned}
$$

where the last inequality is Jensen's inequality. Note that function

$$
y \log ^{-2 s+r}\left(e^{2}+y\right)
$$

for $y>0$ and $2 s<r+4$ is concave and meas $\left(\mathbb{T}^{2}\right)=1$. Thus, there is $C>0$ such that

$$
N_{\Phi_{r}}\left(\frac{A}{\log ^{s}\left(e^{2}+|A|\right)}\right) \leq 1+C \frac{\left(\int_{\mathbb{T}^{2}} A^{2}\right)^{\frac{1}{2}}}{\log ^{s-r / 2}\left(e^{2}+\int_{\mathbb{T}^{2}} A^{2}\right)}
$$

Next, we have

$$
N_{\Psi_{s}}\left(\log ^{s}\left(e^{2}+|A|\right)\right)=\inf \left\{\lambda>0: \int_{\mathbb{T}^{2}}\left(\exp \exp \left(2 \frac{\log \left(e^{2}+|A|\right)}{\lambda^{\frac{1}{s}}}\right)-e\right) d x \leq 1\right\}
$$

Let $c_{1}$ be the constant from Lemma 8. Let

$$
\lambda=2^{s} N^{s} \log ^{s}\left(e^{2}+\sqrt{c_{1}} N\|\nabla A(t, \cdot)\|_{2}\right)
$$

where $N>1$ will be chosen later and

$$
\mathcal{A}=\left\{x \in \mathbb{T}^{2}:|A(t, x)|<\sqrt{c_{1}} N\|\nabla A(t, \cdot)\|_{2}\right\}
$$

Chebyshev's inequality and Lemma 8 are used to obtain the next bound,

$$
\begin{equation*}
\left|\mathbb{T}^{2} \backslash \mathcal{A}\right| \leq \frac{\|A\|_{1}}{\sqrt{c_{1}} N\|\nabla A\|_{2}} \leq \frac{C}{N} \tag{68}
\end{equation*}
$$

for some $C>0$ independent of $A$. Then, for $x \in \mathbb{T}^{2} \backslash \mathcal{A}$, it holds that

$$
\begin{equation*}
\frac{\log \left(e^{2}+|A(t, x)|\right)}{\lambda^{\frac{1}{s}}} \leq \log \left(\frac{|A(t, x)|}{\sqrt{c_{1}} N\|\nabla A(t, \cdot)\|_{2}}\right) \tag{69}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \exp \exp \left(2 \frac{\log \left(e^{2}+|A|\right)}{\lambda^{\frac{1}{s}}}\right) \leq \int_{\mathcal{A}} e^{e^{N^{-1}}}+\int_{\mathbb{T}^{2} \backslash \mathcal{A}} \exp \left(\frac{A^{2}}{c_{1} N^{2}\|\nabla A\|_{2}^{2}}\right) \tag{70}
\end{equation*}
$$

Jensen's inequality and Lemma 7 can be used to show that (note that $\bar{A}=0,\left|\mathbb{T}^{2}\right|=1$ )

$$
\begin{aligned}
\int_{\mathbb{T}^{2} \backslash \mathcal{A}} \exp \left(\frac{A^{2}}{c_{1} N^{2}\|\nabla A\|_{2}^{2}}\right) \leq\left|\mathbb{T}^{2} \backslash \mathcal{A}\right|^{1-N^{-2}}\left(\int_{\mathbb{T}^{2}} \exp ( \right. & \left.\left.\frac{A^{2}}{c_{1}\|\nabla A\|_{2}^{2}}\right)\right)^{N^{-2}} \\
& \leq\left|\mathbb{T}^{2} \backslash \mathcal{A}\right|^{1-N^{-2}}\left(c_{2}\right)^{N^{-2}}
\end{aligned}
$$

From this inequality, (70), and (68), it follows that

$$
\int_{\mathbb{T}^{2}} \exp \exp \left(2 \frac{\log \left(e^{2}+|A|\right)}{\lambda^{\frac{1}{s}}}\right)-e d x \leq e^{e^{N^{-1}}}+\left(\frac{C}{N}\right)^{1-N^{-2}}\left(c_{2}\right)^{N^{-2}}-e
$$

The right-hand side of the above inequality is smaller than 1 for $N$ big enough (independently of $A$ ). With this choice of $N$ we conclude that

$$
N_{\Psi_{s}}\left(\log ^{s}\left(e^{2}+|A|\right)\right) \leq \lambda(N)
$$

This finishes the proof of the lemma. $\quad \square$
We apply this lemma to (67). For $(p, r, s)$, such that $r+4>2 s>r>p>4$, and a suitable $C=C(p, r, s, \mu)>0$, it holds that

$$
\begin{equation*}
N_{\Phi_{p}}(A) \leq C\left(1+\frac{\|A\|_{2}}{\log ^{s-\frac{r}{2}}\left(e^{2}+\|\nabla A\|_{2}\right)}\right) \log ^{s}\left(e^{2}+\|\nabla A\|_{2}^{2}\right) \tag{71}
\end{equation*}
$$

The estimates for $B$ are just slightly more involved because of the fact that $B$ may not have a zero average over $\mathbb{T}^{2}$. With the same choice of $(p, r, s)$ the following inequality holds:

$$
\begin{align*}
& N_{\Phi_{p}}\left(\frac{B}{4 \mu / 3+\zeta}\right)= N_{\Phi_{p}}  \tag{72}\\
&\left(\frac{B}{(4 \mu / 3+\zeta) \log ^{s}\left(e^{2}+|B|\right)} \log ^{s}\left(e^{2}+|B|\right)\right) \\
& \leq N_{\Phi_{r}}\left(\frac{B}{(4 \mu / 3+\zeta) \log ^{s}\left(e^{2}+|B|\right)}\right) \\
& \times\left(N_{\Psi_{s}}\left(\log ^{s}\left(e^{2}+|B-\bar{B}|\right)\right)+C \log ^{s}\left(e^{2}+|\bar{B}|\right)\right)
\end{align*}
$$

By arguments almost identical to those from the last lemma we get

$$
\begin{align*}
N_{\Phi_{p}}\left(\frac{B}{4 \mu / 3+\zeta}\right) & \leq C\left(1+\frac{\|B / \sqrt{(4 \mu / 3+\zeta)}\|_{2}}{\log ^{s-\frac{r}{2}}\left(e^{2}+\| B / \sqrt{(4 \mu / 3+\zeta) \|_{2}}\right)}\right) \\
& \times C\left(\log ^{s}\left(e^{2}+\|\nabla B\|_{2}^{2}\right)+C \log ^{s}\left(e^{2}+|\bar{B}|\right)\right) \tag{73}
\end{align*}
$$

By using notation (35) and estimates (42) we derive

$$
\left.\begin{array}{rl}
\|A\|_{2} \leq Y, & \|B / \sqrt{(4 \mu / 3+\zeta)}\| \leq Y \\
& \\
\log ^{s}\left(e^{2}+\|\nabla A\|_{2}^{2}\right) & \leq C \log ^{s}\left(e^{2}+\frac{X^{2}}{\left(e^{2}+Y^{4}\right)\left(e^{2}+\|\rho\|_{\infty}\right)}\right) \\
+ & 12^{s} \log ^{s}\left(e^{2}+Y^{2}\right) \\
& +6^{s} \log ^{s}\left(e^{2}+|\rho|_{\infty}^{\frac{1}{2}}\right), \\
& \\
\log ^{s}\left(e^{2}+\|\nabla B\|_{2}^{2}\right) & \leq C \log ^{s}\left(e^{2}+\frac{X^{2}}{\left(e^{2}+Y^{4}\right)\left(e^{2}+\|\rho\|_{\infty}\right)}\right) \\
& +12^{s} \log ^{s}\left(e^{2}+Y^{2}\right) \\
& +6^{s} \log ^{s}\left(e^{2}+|\rho|_{\infty}^{\frac{1}{2}}\right) .
\end{array}\right\}
$$

Systematic use of the set of the above inequalities and a Young inequality $x y \leq$ $C e^{x^{s^{-1}}}+C y \log ^{s}\left(e^{2}+y\right), x, y>0$, which is contained in Lemma 4, in (71) and (73) results in the following:

$$
\begin{align*}
N_{\Phi_{p}}(A)+N_{\Phi_{p}}\left(\frac{B}{4 \mu / 3+\zeta}\right) & \lesssim 1+|\bar{B}|+|\rho|_{\infty}^{\frac{1}{2}}+Y \log ^{\frac{r}{2}}\left(e^{2}+Y^{2}\right) \\
& +\frac{X^{2}}{\left(e^{2}+Y^{4}\right)\left(e^{2}+|\rho|_{\infty}\right)} \tag{74}
\end{align*}
$$

where by $\lesssim$ we mean that the inequality holds modulo some positive, multiplicative constant $C$ that depends on $\left(p, r, \mu, \gamma, b, \beta, E_{0}\right)$, but not time $t$ (from now on we fix $s$ in the interval $] r, r+4[$ ). Then, using the last inequality and (66) in (66), we get

$$
\begin{aligned}
N_{\Phi_{p}}(|\nabla \mathbf{u}|) \lesssim 1+|\bar{B}|+|\rho|_{\infty}^{\frac{1}{2}} & +Y \log ^{\frac{r}{2}}\left(e^{2}+Y^{2}\right) \\
& +\frac{X^{2}}{\left(e^{2}+Y^{4}\right)\left(e^{2}+|\rho|_{\infty}\right)}
\end{aligned}
$$

with $r>p>4$. Now we can continue estimate (65) by making use of the last inequality, the inequality $x y \leq \delta x^{2}+y^{2} /(4 \delta), \delta>0$, and (??). We derive

$$
\begin{align*}
\|[\mathbf{u}, R R](\rho \mathbf{u})\|_{\infty}-\delta \lesssim & D^{2}|\rho|_{\infty}+D^{2}|\rho|_{\infty}^{2}+D^{2}|\rho|^{\frac{9}{4}}  \tag{75}\\
& +D^{2}|\rho|^{\frac{\beta-\gamma+2}{2}}+D Y \log ^{\frac{r}{2}}\left(e^{2}+Y^{2}\right)|\rho|_{\infty}+\frac{X^{2}}{e^{2}+Y^{2}}
\end{align*}
$$

The inequality holds modulo some positive multiplicative constant

$$
C=C\left(\delta, p, r, \mu, \gamma, b, \beta, E_{0}\right)
$$

( $\delta, p, r$ ) will be set later. Upon using inequality (41) and the fact that $\beta>3$, we can write

$$
\begin{align*}
\|[\mathbf{u}, R R](\rho \mathbf{u})\|_{\infty}-\delta \lesssim D^{2}|\rho|^{\beta} & +D^{2} \log ^{\frac{r}{2}}\left(e^{2}+Y^{2}\right)|\rho|  \tag{76}\\
& +\frac{X^{2}}{e^{2}+Y^{2}}
\end{align*}
$$

Summarizing the result, we can write (26) and the estimates (63), (66), and (76) as

$$
\begin{align*}
& \frac{(4 \mu / 3+\zeta)}{\rho} \frac{d \rho}{d t}-\frac{d \psi}{d t}+P-\bar{P}=F \\
& \sup _{\mathbb{T}^{2}}|F(t, \cdot)| \leq \delta+C\left(D^{2}(t)|\rho|^{\beta}(t)+\frac{X^{2}(t)}{e^{2}+Y^{2}(t)}\right.  \tag{77}\\
& \left.\quad+D^{2}(t) \log ^{\frac{r}{2}}\left(e^{2}+Y^{2}(t)\right)|\rho|(t)\right) \\
& t>0, x \in \mathbb{T}^{2}, \quad C=C\left(\delta, p, r, \mu, \gamma, b, \beta, E_{0}\right)
\end{align*}
$$

Consider the function $\psi(t, \cdot)=(-\Delta)^{-1} \operatorname{div} \rho(t, \cdot) \mathbf{u}(t, \cdot)$ that appears in (26). The elliptic estimate (28) that involves the Orlicz norm defined by the function $\Phi_{k}(x)=$ $x^{2} \log ^{k}\left(e^{2}+x\right), k>1$, asserts that

$$
\begin{equation*}
N_{\Phi_{k}}(\nabla \psi(t, \cdot)) \leq C N_{\Phi_{k}}(\rho(t, \cdot) \mathbf{u}(t, \cdot)) \tag{78}
\end{equation*}
$$

 $\overline{\psi(t, \cdot)}=0):$

$$
\sup _{\mathbb{T}^{2}}|\psi(t, \cdot)| \leq C N_{\Phi_{k}}(\nabla \psi(t, \cdot)) \leq C N_{\Phi_{k}}(\rho(t, \cdot) \mathbf{u}(t, \cdot))
$$

For some $2 l>m>k$ we write

$$
\begin{align*}
N_{\Phi_{k}}(\rho(t, \cdot) \mathbf{u}(t, \cdot)) & \leq|\rho|^{\frac{1}{2}} N_{\Phi_{k}}\left(\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\log ^{l}\left(e^{2}+|\mathbf{u}|\right)} \log ^{l}\left(e^{2}+|\mathbf{u}|\right)\right) \\
& \leq|\rho|^{\frac{1}{2}} N_{\Phi_{m}}\left(\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\log ^{l}\left(e^{2}+|\mathbf{u}|\right)}\right) N_{\Psi_{l}}\left(\log ^{l}\left(e^{2}+|\mathbf{u}|\right)\right) \tag{79}
\end{align*}
$$

where $\Psi_{l}$ was defined in Lemma 4. Proceeding with the same arguments as in the proof of Lemma 12 and using the first energy estimate (31) we obtain the following bounds for $2 l>m>k$ :

$$
\begin{aligned}
& N_{\Phi_{m}}\left(\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\log ^{l}\left(e^{2}+|\mathbf{u}|\right)}\right) \\
& =\inf \left\{\lambda>0: \int_{\mathbb{T}^{2}} \frac{\rho|\mathbf{|}|^{2}}{\lambda^{2} \log ^{2 l}\left(e^{2}+|\mathbf{u}|\right)} \log ^{m}\left(e^{2}+\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\lambda \log ^{l}\left(e^{2}+|\mathbf{u}|\right)}\right) d x \leq 1\right\} .
\end{aligned}
$$

For any $\lambda>1$,

$$
\begin{aligned}
& \int_{\mathbb{T}^{2}} \frac{\rho|\mathbf{u}|^{2}}{\lambda^{2} \log ^{2 l}\left(e^{2}+|\mathbf{u}|\right)} \log ^{m}\left(e^{2}+\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\lambda \log ^{l}\left(e^{2}+|\mathbf{u}|\right)}\right) d x \\
& \leq \int_{\mathbb{T}^{2}} \frac{\rho|\mathbf{u}|^{2}}{\lambda^{2} \log ^{2 l-m}\left(e^{2}+|\mathbf{u}|\right)} d x+\frac{\log ^{m}\left(e^{2}+\|\rho\| \|_{\infty}^{\frac{1}{2}}\right)}{\lambda^{2}} \int_{\mathbb{T}^{2}} \rho|\mathbf{u}|^{2} d x \\
& \leq C \lambda^{-2} E_{0}|\rho|^{\frac{1}{2}} .
\end{aligned}
$$

Thus, there is a constant $C\left(m, l, E_{0}\right)$ such that

$$
\begin{equation*}
N_{\Phi_{m}}\left(\frac{\rho^{\frac{1}{2}}|\mathbf{u}|}{\log ^{l}\left(e^{2}+|\mathbf{u}|\right)}\right) \leq C|\rho|^{\frac{1}{4}} \tag{80}
\end{equation*}
$$

Also, using the same arguments as in the proof of the second estimate of Lemma 12 and estimate (33) we obtain that

$$
\begin{aligned}
N_{\Psi_{l}}\left(\log ^{l}\left(e^{2}+\left|\mathbf{u}-\mathbf{u}_{\mathbb{T}^{2}}\right|\right)\right) & \leq N_{\Psi_{l}}\left(\log ^{l}\left(e^{2}+|\mathbf{u}|\right)\right)+C \log ^{l}\left(e^{2}+\left|\mathbf{u}_{\mathbb{T}^{2}}\right|\right) \\
& \leq C\left(\log ^{l}\left(e^{2}+\left|\mathbf{u}_{\mathbb{T}^{2}}\right|\right)+\log ^{l}\left(e^{2}+\|\nabla \mathbf{u}\|_{2}\right)\right) \\
& \leq C \log ^{l}\left(e^{2}+\|\nabla \mathbf{u}\|_{2}\right)
\end{aligned}
$$

We now apply Lemma 1 with $\mathbf{f}=\mathbf{u}$ and use definition of $A$ and $B$ to get

$$
\begin{aligned}
\|\nabla \mathbf{u}\|_{2} & \leq C\left(\|\operatorname{div} \mathbf{u}\|_{2}+\|\operatorname{rot} \mathbf{u}\|_{2}\right) \leq C\left\|\frac{B}{4 \mu / 3+\zeta}\right\|_{2}+C\|A\|_{2} \\
& +C\left\|\frac{P-\bar{P}}{4 \mu / 3+\zeta}\right\|_{2} \leq C(1+Y)
\end{aligned}
$$

And thus,

$$
\begin{equation*}
N_{\Psi_{l}}\left(\log ^{l}\left(e^{2}+|\mathbf{u}|\right)\right) \leq C \log ^{l}\left(e^{2}+Y^{2}\right) \tag{81}
\end{equation*}
$$

In the view of (80) and (81) the estimate (79) can be written as

$$
\sup _{\mathbb{T}^{2}}|\psi(t, \cdot)| \leq C|\rho|(t) \log ^{l}\left(e^{2}+Y^{2}(t)\right),
$$

and consequently, using the fact that $\beta>3$ we obtain

$$
\begin{equation*}
\sup _{\mathbb{T}^{2}}|\psi(t, \cdot)| \leq \epsilon|\rho|^{\beta}(t)+C_{\epsilon} \log ^{2 l}\left(e^{2}+Y^{2}\right), \quad 2 l>1, \tag{82}
\end{equation*}
$$

where $C_{\epsilon}$ depends on $l, \epsilon$, and other parameters, but not time.
Let us go back to (26). Let $\theta=\theta(\rho)$ be the solution of the Cauchy problem

$$
\frac{d \theta}{d \rho}=\left(\frac{4 \mu}{3}+\zeta(\rho)\right) \rho^{-1}, \quad \theta(1)=1
$$

$\theta(\rho)$ is uniquely defined and smooth for $\rho \in(0,+\infty)$. In fact,

$$
\begin{equation*}
\theta=4 \mu / 3 \log \rho+b \beta^{-1} \rho^{\beta}+1-b \beta^{-1} . \tag{83}
\end{equation*}
$$

Let $\bar{\theta}=\theta \circ\left(a^{-2} \bar{P}\right)^{\frac{1}{\gamma}}$. Let $X_{t}\left(x_{0}\right)$ be a trajectory of the flow generated by $\mathbf{u}$, i.e.,

$$
\frac{d}{d t} X_{t}\left(x_{0}\right)=\mathbf{u}\left(t, X_{t}\left(x_{0}\right)\right), \quad X_{t}\left(x_{0}\right)=x_{0}, \quad t=0, x_{0} \in \mathbb{T}^{2}, t>0
$$

and consider (26) at points $(t, x)=\left(t, X_{t}\left(x_{0}\right)\right)$. Let $w(t)=\theta \circ \rho\left(t, X_{t}\left(x_{0}\right)\right)-\bar{\theta}$. Then $P(\rho(t, x))-\bar{P}=\frac{a^{2} \gamma \rho_{1}^{\gamma}}{4 \mu / 3+\zeta\left(\rho_{1}\right)} w(t)$, where $\rho_{1}$ is a value in the interval with endpoints $\left(a^{-2} \bar{P}\right)^{\frac{1}{\gamma}}$ and $\rho\left(t, X_{t}\left(x_{0}\right)\right)$. Let $S=\{t \mid w(t)>0\}$. Note that $\bar{P}=a^{2} \bar{\rho}^{\gamma}$, where $\bar{\rho}$ is the total mass of the gas, and so the inequality $w(t)>0$ implies $\rho\left(t, X_{t}\left(x_{0}\right)\right) \geq \bar{\rho}$. For $t \in S$, factor $e^{-1}(t) \equiv \frac{4 \mu / 3+\zeta\left(\rho_{1}\right)}{a \gamma \rho_{1}^{\gamma}}$ is bounded by $c|\rho|^{\beta-\gamma}(t)$ with some constant $c$. Set $S$ is open and consists of a countable disjoint union of intervals. Let $\left(\alpha, \alpha_{1}\right)$ be one
of those intervals. After multiplying the equation in (77) by $\exp \int_{\alpha}^{t} e(t) d \tau$ we get

$$
\begin{aligned}
\left(w(t) \exp \int_{\alpha}^{t} e(\tau) d \tau\right)^{\prime} & \leq \frac{d}{d t}\left[(\psi-\bar{\theta}) \exp \int_{\alpha}^{t} e(\tau) d \tau\right] \\
& -(\psi-\bar{\theta}) \frac{d}{d t} \exp \int_{\alpha}^{t} e(\tau) d \tau \\
& +\delta \exp \int_{\alpha}^{t} e(\tau) d \tau+\left(\sup _{\mathbb{T}^{2}}|F(t, \cdot)|-\delta\right) \exp \int_{\alpha}^{t} e(\tau) d \tau
\end{aligned}
$$

where $\delta>0$ will be chosen later. Integrate above inequality over $(\alpha, t), t<\alpha_{1}$ to get

$$
\begin{align*}
w(t) \leq C(\delta)|\rho|^{\beta-\gamma}(t) & +4 \sup _{(0, t) \times \mathbb{T}^{2}}|\psi(\cdot, \cdot)|+4|\bar{\theta}|  \tag{84}\\
& +\int_{\alpha}^{t} \max \{|F(\tau)|-\delta, 0\} d \tau
\end{align*}
$$

Note that the right-hand side does not depend on $x_{0}$. Using the estimate (82) in (84) we can write for $t>0$

$$
\begin{align*}
|\rho|^{\beta}(t) \leq C(1 & +\sup _{(0, t)} \log ^{2 l}\left(e^{2}+Y^{2}(\cdot)\right)  \tag{85}\\
& \left.+\int_{0}^{t} \max \{|F(\tau)|-\delta, 0\} d \tau\right), 2 l>1
\end{align*}
$$

We use the estimates for $|F|$ obtained in (77) with $\delta=1$ and the bounds for $\log \left(e^{2}+\right.$ $Y^{2}$ ) and $\int_{0}^{t} \frac{X^{2}}{e^{2}+Y^{2}}$ contained in the second energy inequality (62). Choose $r$ and $\omega$ such that $4<r<2(\beta-1)$ and $0<r \beta \omega<2(\beta-1)-r$. This is possible only when $\beta>3$. Then, we can derive the following estimate for $t>0$, using the fact that $\int_{0}^{+\infty} D^{2}(\cdot) \leq E_{0}$ :

$$
\begin{align*}
\int_{0}^{t} \max \{|F(t)|-1,0\} d t & \leq C \sup _{[0, t]}|\rho|^{1+\frac{r}{2}}  \tag{86}\\
& +C \int_{0}^{t} D^{2}(s) \sup _{[0, s]}|\rho|^{\beta}(s) d s .
\end{align*}
$$

Returning to (85) we have

$$
\begin{aligned}
|\rho|^{\beta}(t) \leq & C \sup _{[0, t]}|\rho|^{1+\frac{r}{2}}+C \int_{0}^{t} D^{2} \sup _{[0, s]}|\rho|^{\beta} \\
& +C\left[\int_{0}^{t} D^{2}\left(\sup _{[0, s]}|\rho|^{\frac{\beta-1}{2}}+\sup _{[0, s]}|\rho|^{\beta-\gamma}\right)\right]^{2 l},
\end{aligned}
$$

where $\int_{0}^{+\infty} D^{2} \leq E_{0}$. Finally, let us choose $l$ that satisfies conditions $1<2 l<\frac{\beta}{\beta-\gamma}$ and $l(\beta-\gamma)<\beta$. Then, using Gronwall type estimates we obtain the global in time upper bound for density,

$$
\begin{equation*}
\|\rho(t, \cdot)\|_{\infty} \leq \bar{M}, \quad t>0 \tag{87}
\end{equation*}
$$

Now we revisit the second energy estimate (62) to derive global in time bounds on $\int_{\mathbb{T}^{2}}|\nabla \mathbf{u}|^{2}(t, \cdot)$. It follows from (62) and (87) that

$$
\begin{equation*}
Y^{2}(t)+\int_{0}^{t} X^{2}(s) d s \leq C, \quad t>0, \tag{88}
\end{equation*}
$$

with some $C>0$ independent of time.
Let us now derive the lower bound on density. The equation of evolution of density (77) can be used to obtain the inequality

$$
\begin{equation*}
\frac{d}{d t} \theta \geq \frac{d}{d t} \psi+a^{2}(\bar{M})^{\gamma}-|F|, \tag{89}
\end{equation*}
$$

where $\theta$ is defined by (83). Inequality (82) together with estimates (87) and (88) imply that

$$
\begin{equation*}
\sup _{] 0,+\infty\left[\times \mathbb{T}^{2}\right.}|\psi(\cdot, \cdot)| \leq C . \tag{90}
\end{equation*}
$$

The estimate for $|F|$ is contained in (77), where we set $\delta=a^{2}(\bar{M})^{\gamma}$. We integrate inequality (89) along a trajectory, and after using estimates (87) and (88) we obtain that

$$
\begin{equation*}
\theta\left(\rho\left(t, X_{t}\left(x_{0}\right)\right) \geq \theta\left(\rho_{0}\left(x_{0}\right)\right)-C, \quad t \in\right] 0,+\infty\left[, \quad x_{0} \in \mathbb{T}^{2},\right. \tag{91}
\end{equation*}
$$

with $C>0$ independent of $\left(t, x_{0}\right)$. Since $\theta(\rho)$ behaves like a $\log \rho$ for small $\rho>0$ and $\rho_{0}\left(x_{0}\right)>m>0$ we conclude the existence of $\bar{m}>0$ such that

$$
\begin{equation*}
\rho(t, x) \geq \bar{m}, \quad(t, x) \in] 0,+\infty\left[\times \mathbb{T}^{2} .\right. \tag{92}
\end{equation*}
$$

Let us prove the decay estimate (7). First, we prove that the kinetic energy $\int_{\mathbb{T}^{2}} \rho(t, \cdot)|\mathbf{u}|^{2}(t, \cdot)$ decays to 0 with time. Indeed, by Lemma 7 and estimates (33) and (87) we can write

$$
C \int_{\mathbb{T}^{2}} \rho(t, \cdot)|u|^{2}(t, \cdot) \leq D^{2}(t), \quad t>0
$$

for some $C>0$ independent of time. We use the last inequality in (32) to get

$$
\frac{d}{d t} \int_{\mathbb{T}^{2}} \rho(t, \cdot) \frac{|\mathbf{u}|^{2}(t, \cdot)}{2}+C \int_{\mathbb{T}^{2}} \rho \frac{|\mathbf{u}|^{2}(t, \cdot)}{2} \leq-\frac{d}{d t} \int_{\mathbb{T}^{2}} G(\rho(t, \cdot)), \quad t>0 .
$$

Integrating this inequality we get

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \rho\left(t_{2}, \cdot\right) \frac{|\mathbf{u}|^{2}\left(t_{2}, \cdot\right)}{2} & \leq e^{-C\left(t_{2}-t_{1}\right)} E_{0}  \tag{93}\\
& +C \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}^{2}} G(\cdot, \cdot), t_{2}>t_{1}>0 .
\end{align*}
$$

Consider the equation in (77). With notation $w=\theta(\rho)-\theta(\bar{\rho})$, we get some $\rho_{1} \in$ ( $\bar{m}, \bar{M}$ ), such that

$$
P(\rho)-\bar{P}=\frac{a^{2} \gamma\left(\rho_{1}\right)^{\gamma}}{4 \mu / 3+\zeta\left(\rho_{1}\right)} w \triangleq m\left(t, x_{0}\right) w .
$$

In view of uniform bounds (87) and (92) there exist $C, c>0$ independent of time $t$ and position $x_{0}$ such that

$$
c \leq m\left(t, x_{0}\right) \leq C
$$

The equation in (77) can be integrated to yield

$$
\begin{align*}
w\left(t_{2}, x_{0}\right) & =e^{-\int_{t_{1}}^{t_{2}} m(\cdot), x_{0}}\left(w\left(t_{1}, x_{0}\right)-\psi\left(t_{1}, x_{0}\right)\right)+\psi\left(t_{2}, X_{t_{2}}\left(x_{0}\right)\right)  \tag{94}\\
& +\int_{t_{1}}^{t_{2}} \psi\left(s, X_{s}\left(x_{0}\right)\right) m\left(s, x_{0}\right) e^{-\int_{s}^{t_{2}} m\left(\cdot, x_{0}\right)} d s \\
& +\int_{t_{1}}^{t_{2}} F\left(s, X_{s}\left(x_{0}\right)\right) e^{-\int_{s}^{t_{2}} m\left(\cdot, x_{0}\right)} d s
\end{align*}
$$

In the view of uniform bounds on $m\left(t, x_{0}\right)$ stated above and bounds on $\rho$ we derive

$$
\begin{align*}
\left|w\left(t_{2}, x_{0}\right)\right| \leq e^{-c\left(t_{2}-t_{1}\right)} w\left|\left(t_{1}, x_{0}\right)\right| & +C \delta+C \sup _{s \in\left(t_{1}, t_{2}\right)}\|\psi(s, \cdot)\|_{\infty}  \tag{95}\\
& +\int_{t_{1}}^{t_{2}} \max \left\{\left|F\left(s, X_{s}\left(x_{0}\right)\right)\right|-\delta, 0\right\} \mid
\end{align*}
$$

The estimate for $\max \{|F|-\delta, 0\} \mid$ is given by (77). Employing bounds (87), (88) we derive

$$
\int_{t_{1}}^{t_{2}} \max \{|F|-\delta, 0\} \mid \leq C_{\delta} \int_{t_{1}}^{t_{2}} D^{2}(\cdot)+X^{2}(\cdot)
$$

Using Lemma 7, estimate (27), the Hölder inequality, and uniform in time bounds (87), (88) we can write

$$
\begin{aligned}
\|\psi(t, \cdot)\|_{\infty} \leq C\|\nabla \psi(t, \cdot)\|_{4} & \leq C\|\rho(t, \cdot) \mathbf{u}(t, \cdot)\|_{4} \\
& \leq C\|\sqrt{\rho(t, \cdot)} \mathbf{u}(t, \cdot)\|_{2}^{\frac{1}{3}}\|\mathbf{u}(t, \cdot)\|_{4}^{\frac{2}{3}} \leq C\|\sqrt{\rho(t, \cdot)} \mathbf{u}(t, \cdot)\|_{2}^{\frac{1}{3}},
\end{aligned}
$$

with $C$ independent of $t$. Collecting the last two estimates in (95) we get

$$
\begin{align*}
\left\|w\left(t_{2}, \cdot\right)\right\|_{\infty} & \leq e^{-c\left(t_{2}-t_{1}\right)}\left\|w\left(t_{1}, \cdot\right)\right\|_{\infty}+C \delta \\
& +C \sup _{s \in\left(t_{1}, t_{2}\right)}\|\sqrt{\rho}(s, \cdot) \mathbf{u}(s, \cdot)\|_{2}^{\frac{1}{3}}+C_{\delta} \int_{t_{1}}^{t_{2}} D^{2}(\cdot)+X^{2}(\cdot) \tag{96}
\end{align*}
$$

The last inequality and (93) were derived for the approximate smooth solution ( $\rho, \mathbf{u}$ ), but in the view of the convergence results that will be established in the next chapter these inequalities are also true for the weak solution itself. Moreover, for a weak solution, as it follows from (31), (61), and (62), it holds that

$$
D^{2}, X^{2}, \int_{\mathbb{T}^{2}} G(\rho(\cdot, x)) d x \in L^{1}(] 0,+\infty[)
$$

and consequently (93) and (96) imply that

$$
\|\theta(\rho(t, \cdot))-\theta(\bar{\rho})\|_{\infty}+\|\sqrt{\rho}(t, \cdot) \mathbf{u}(t, \cdot)\|_{2} \rightarrow 0, \quad t \rightarrow+\infty
$$

which in turn implies (7) since $\rho$ is bounded from below and above as well as $\|\nabla \mathbf{u}(t, \cdot)\|_{2}$.
6. Convergence of approximate solutions. In this section we consider the limit of classical solutions, for which bounds derived in the last section hold. These solutions solve the problem with smooth initial datum $\left(\rho_{0}^{n}, \mathbf{u}_{0}^{n}\right), n>0$, that converges strongly to $\left(\rho_{0}, \mathbf{u}_{0}\right)$.

$$
\left.\begin{array}{l}
\text { Let }\left(\rho_{0}^{n}, \mathbf{u}_{0}^{n}\right) \in C^{\infty}\left(\mathbb{T}^{2}\right) \times\left[C^{\infty}\left(\mathbb{T}^{2}\right)\right]^{2}
\end{array}\right) \text { be such that }, ~ \begin{aligned}
m<\rho_{0}^{n}(x)<M, & x \in \mathbb{T}^{2}, \\
\rho_{0}^{n} \rightarrow \rho_{0} & \text { in } L^{2}\left(\mathbb{T}^{2}\right), \\
\mathbf{u}_{0}^{n} \rightarrow \mathbf{u} & \text { in }\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}, \\
& n \rightarrow+\infty .
\end{aligned}
$$

Let $\left(\rho^{n}, \mathbf{u}^{n}\right)$ be the classical solution of the problem with $\left(\rho_{0}^{n}, \mathbf{u}_{0}^{n}\right)$ as the initial datum that exists by Theorem A. The bounds obtained in the previous section apply for these solutions so that

$$
\begin{gathered}
\mathbf{u}^{n} \text { is bounded in } L^{\infty} \cap L^{2}\left((0, T) ;\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}\right), \\
A^{n}, B^{n} \text { is bounded in } L^{2}\left((0, T) ; W^{1,2}\left(\mathbb{T}^{2}\right)\right), \\
\quad \text { bounded in } L^{\infty}\left((0, T) ; L^{2}\left(\mathbb{T}^{2}\right)\right), \\
\bar{m}<\rho^{n}(t, x)<\bar{M}, \quad(t, x) \in(0, T) \times \mathbb{T}^{2}, \\
\\
\end{gathered}
$$

for some $\bar{m}, \bar{M}$ that are independent of $T$ in the case $\beta \geq \gamma$. Here $A^{n}=\operatorname{rot} \mathbf{u}^{n}$, $B^{n}=\left(4 \mu / 3+\zeta\left(\rho^{n}\right)\right) \operatorname{div} \mathbf{u}^{n}$. Moreover, using the system of equations (19), (21), (23) and Lemma 8 we deduce

$$
\begin{gathered}
\partial_{t} \rho^{n} \text { is bounded in } L^{2}\left((0, T) ; W^{-1,2}\left(\mathbb{T}^{2}\right)\right), \\
\partial_{t} \mathbf{u}^{n} \text { is bounded in } L^{2}\left((0, T) ;\left[W^{-1,2}\left(\mathbb{T}^{2}\right)\right]^{2}\right), \\
\partial_{t} A^{n}, \partial_{t} B^{n} \text { is bounded in } L^{2}\left((0, T) ; W^{-1, \frac{4}{3}}\left(\mathbb{T}^{2}\right)\right), \\
T>0 .
\end{gathered}
$$

The embedding $W^{1,2}\left(\mathbb{T}^{2}\right) \subset L^{2}\left(\mathbb{T}^{2}\right)$ is compact and $L^{2}\left(\mathbb{T}^{2}\right) \subset W^{-1, \frac{4}{3}}\left(\mathbb{T}^{2}\right)$ (or $W^{-1,2}\left(\mathbb{T}^{2}\right)$ ) is continuous. Aubin's lemma can be used; see [16, Theorem 2.1, Chapter III] to conclude that there are

$$
\begin{array}{r}
\mathbf{u} \in L^{\infty} \cap L^{2}\left((0, T) ;\left[W^{1,2}\left(\mathbb{T}^{2}\right)\right]^{2}\right), \\
A, B \in L^{2}\left((0, T) ; W^{1,2}\left(\mathbb{T}^{2}\right)\right) \cap L^{\infty}\left((0, T) ; L^{2}\left(\mathbb{T}^{2}\right)\right),
\end{array}
$$

such that

$$
\begin{cases}\mathbf{u}^{n} \rightarrow \mathbf{u} & \text { in } L^{2}\left((0, T) ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right)  \tag{97}\\ A^{n} \rightarrow A & \text { in } L^{2}\left((0, T) ; L^{2}\left(\mathbb{T}^{2}\right)\right) \\ B^{n} \rightarrow B & \text { in } L^{2}\left((0, T) ; L^{2}\left(\mathbb{T}^{2}\right)\right)\end{cases}
$$

From the uniform boundedness of $\rho^{n}$ we conclude that there is $\rho(t, x)$ such that

$$
\begin{align*}
& \bar{m} \leq \rho(t, x) \leq \bar{M},(t, x) \in(0, T) \times \mathbb{T}^{2} \\
& \quad \rho^{n} \rightarrow \rho,^{*} \text { - weakly in } L^{\infty}\left((0, T) \times \mathbb{T}^{2}\right) \tag{98}
\end{align*}
$$

This information is sufficient for passing to the limit in (1). We obtain

$$
\begin{cases}\partial_{t} \rho+\operatorname{div} \rho \mathbf{u}=0 & \text { in } \mathcal{D}^{\prime}\left((0,+\infty) \times \mathbb{T}^{2}\right)  \tag{99}\\ \rho(0, x)=\rho_{0}(x) & \text { a.e. } x \in \mathbb{T}^{2}\end{cases}
$$

Also, since $\rho \in L^{\infty}, \rho$ is a renormalized solution of (2), i.e., for any $b=b(z) \in C^{\infty}(\mathbb{R})$ it holds that

$$
\begin{cases}\partial_{t} b(\rho)+\operatorname{div} b(\rho) \mathbf{u}+\left(\rho b^{\prime}(\rho)-b(\rho)\right) \operatorname{div} \mathbf{u}=0, & \mathcal{D}^{\prime}\left((0,+\infty) \times \mathbb{T}^{2}\right)  \tag{100}\\ b(\rho(0, x))=b\left(\rho_{0}(x)\right) & \text { a.e. } x \in \mathbb{T}^{2}\end{cases}
$$

where $b^{\prime}(z)$ is the derivative of $b$. Also,

$$
\rho \in C\left([0,+\infty) ; L^{p}\left(\mathbb{T}^{2}\right)\right), \quad 1<p<+\infty
$$

(see the proof of Theorem 2.4 in [10]).
Due to the presence of nonlinear terms $\zeta(\rho) \operatorname{div} \mathbf{u}$ and $P(\rho)$, convergence results established in (97) and (98) are not enough to conclude that $(\rho, \mathbf{u})$ solves (2) in the weak sense. The missing ingredient is a.e. convergence of $\rho_{n}$. If we assume for a moment that, additionally to (97) and (98),

$$
\begin{equation*}
\rho^{n} \rightarrow \rho \text { a.e. in }(0,+\infty) \times \mathbb{T}^{2}, \quad n \rightarrow+\infty \tag{101}
\end{equation*}
$$

holds, then it is easy to see that

$$
\begin{aligned}
\zeta\left(\rho^{n}\right) \operatorname{div} \mathbf{u}^{n} \rightarrow \zeta(\rho) \operatorname{div} \mathbf{u} & \text { weakly in } L^{2}\left((0, T) \times \mathbb{T}^{2}\right) \\
P\left(\rho^{n}\right) \rightarrow P(\rho) & \text { in } L^{2}\left((0, T) \times \mathbb{T}^{2}\right), \quad T>0
\end{aligned}
$$

and $(\rho, u)$ is a weak solution of (1)-(5).
Let us prove (101). Let $b(z)$ be as above. The sequence $b\left(\rho^{n}\right)$ is uniformly bounded and so there is $\bar{b} \in L^{\infty}\left((0, T) \times \mathbb{T}^{2}\right), T>0$ such that $b\left(\rho^{n}\right) \rightarrow \bar{b}^{*}$ - weakly in this space. Also we can write

$$
\operatorname{div} \mathbf{u}^{n}=\frac{B^{n}+P\left(\rho^{n}\right)_{\mathbb{T}^{2}}}{4 \mu / 3+\zeta\left(\rho^{n}\right)}-\frac{P\left(\rho^{n}\right)}{4 \mu / 3+\zeta\left(\rho^{n}\right)}
$$

and thus

$$
\begin{equation*}
\operatorname{div} \mathbf{u}=\left(B+\bar{P}_{\mathbb{T}^{2}}\right) \overline{\left(\frac{1}{4 \mu / 3+\zeta(\rho)}\right)}-\overline{\left(\frac{P(\rho)}{4 \mu / 3+\zeta(\rho)}\right)} \tag{102}
\end{equation*}
$$

where - stays for the ${ }^{*}$ - weak limit of the functions and the equality holds a.e. in space and time. Let $b(z)=z^{2}$ and $\nu=(4 \mu / 3+\zeta(\rho))^{-1}$. The pair $\left(\rho^{n}, \mathbf{u}^{n}\right)$ satisfies (1) in the classical sense and so it holds that

$$
\left\{\begin{array}{l}
\partial_{t}\left(\rho^{n}\right)^{2}+\operatorname{div}\left(\rho^{n}\right)^{2} \mathbf{u}^{n}  \tag{103}\\
\quad=-\left(\rho^{n}\right)^{2} \operatorname{div} \mathbf{u}^{n} \\
\quad=-\frac{\left(B^{n}+P\left(\rho^{n}\right)_{\mathbb{T}^{2}}\right)\left(\rho^{n}\right)^{2}}{4 \mu / 3+\zeta\left(\rho^{n}\right)}+\frac{\left(\rho^{n}\right)^{2} P\left(\rho^{n}\right)}{4 \mu / 3+\zeta\left(\rho^{n}\right)} \\
\quad\left(\rho^{n}\right)^{2}(0, x)=\left(\rho_{0}^{n}\right)^{2}(x), \quad x \in \mathbb{T}^{2}
\end{array}\right.
$$

Taking the limit in the above equation, in the view of (97) and (98), we obtain (note that initial datum converges strongly)

$$
\begin{cases}\partial_{t} \overline{\rho^{2}}+\operatorname{div} \overline{\rho^{2}} \mathbf{u}= & -\left(B+\bar{P}_{\mathbb{T}^{2}}\right) \overline{\rho^{2} \nu}+\overline{\rho^{2} P(\rho) \nu}  \tag{104}\\ & \text { in } \mathcal{D}^{\prime}\left((0,+\infty) \times \mathbb{T}^{2}\right), \\ \overline{\rho^{2}}(0, x)=\rho_{0}^{2}(x) \quad & \text { a.e. } x \in \mathbb{T}^{2} .\end{cases}
$$

Also, from (100) and (102) it follows that

$$
\left\{\begin{align*}
\partial_{t} \rho^{2}+\operatorname{div} \rho^{2} \mathbf{u}= & -\left(B+\bar{P}_{\mathbb{T}^{2}}\right) \rho^{2} \bar{\nu}+\rho^{2} \overline{P(\rho) \nu}  \tag{105}\\
& \text { in } \mathcal{D}^{\prime}\left((0,+\infty) \times \mathbb{T}^{2}\right), \\
\rho^{2}(0, x)=\rho_{0}^{2}(x) \quad & \text { a.e. } x \in \mathbb{T}^{2} .
\end{align*}\right.
$$

Setting $\psi=\overline{\rho^{2}}-\rho^{2} \geq 0$, and subtracting the last two equations we obtain

$$
\left\{\begin{align*}
\partial_{t} \psi+\operatorname{div} \psi \mathbf{u}= & \left(B+\bar{P}_{\mathbb{T}^{2}}\right)\left(\rho^{2} \bar{\nu}-\overline{\rho^{2} \nu}\right)-\left(\rho^{2} \overline{P \nu}-\overline{\rho^{2} P \nu}\right)  \tag{106}\\
& \text { in } \mathcal{D}^{\prime}\left((0,+\infty) \times \mathbb{T}^{2}\right), \\
\psi(0, x)=0 \quad & \text { a.e. } x \in \mathbb{T}^{2} .
\end{align*}\right.
$$

By writing $\left(\rho^{n}\right)^{2}-\rho^{2}=2 \rho\left(\rho^{n}-\rho\right)+\left(\rho^{n}-\rho\right)^{2}$, we see that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{T}^{2}} \phi(\cdot)\left(\rho^{n}(t, \cdot)-\rho(t, \cdot)\right)^{2} d x=\int_{\mathbb{T}^{2}} \phi(\cdot) \psi(t, \cdot)
$$

$t>0$, for any test function $\phi$. Also, for $b$-a smooth function-we have

$$
\begin{aligned}
\left(\rho^{n}\right)^{2} b\left(\rho^{n}\right)-\rho^{2} b\left(\rho^{n}\right) & =\left(\rho^{n}\right)^{2} b\left(\rho^{n}\right)-\rho^{2} b(\rho)-\rho^{2}\left(b\left(\rho^{n}\right)-b(\rho)\right) \\
& =\left.\left(\rho^{2} b(\rho)\right)^{\prime}\right|_{\rho(t, x)}\left(\rho^{n}-\rho\right)+\left.\left(\rho^{2} b(\rho) / 2\right)^{\prime \prime}\right|_{\tilde{\rho}^{n}}\left(\rho^{n}-\rho\right)^{2} \\
& -\rho^{2}\left(\left.b(\rho)^{\prime}\right|_{\rho(t, x)}\left(\rho^{n}-\rho\right)+\left.(b(\rho) / 2)^{\prime \prime}\right|_{\hat{\rho}^{n}}\left(\rho^{n}-\rho\right)^{2}\right)
\end{aligned}
$$

for some $\tilde{\rho}^{n}$ and $\hat{\rho}^{n}$ in between $\rho^{n}$ and $\rho$. Multiplying the above equality by $B+$ $\bar{P}_{\mathbb{T}^{2}}$, integrating over domain $\mathbb{T}^{2}$, taking the limit $n \rightarrow+\infty$, and using the uniform boundedness of $\rho^{n}$ we obtain

$$
\begin{aligned}
&\left|\int_{\mathbb{T}^{2}}\left(B(t, \cdot)+\bar{P}_{\mathbb{T}^{2}}(t)\right)\left(\rho^{2} \bar{\nu}(t, \cdot)-\overline{\rho^{2} \nu}(t, \cdot)\right)\right| \\
& \leq C\left|\bar{P}_{\mathbb{T}^{2}}(t)+\bar{B}(t)\right| \int_{\mathbb{T}^{2}} \psi(t, \cdot)+C \int_{\mathbb{T}^{2}}|B-\bar{B}|(t, \cdot) \psi(t, \cdot)
\end{aligned}
$$

for some constant $C>0$. By estimating the second term on the right-hand side in (106) in similar fashion and integrating the equation in (106) over $\mathbb{T}^{2}$ we derive the inequality

$$
\left\{\begin{array}{l}
\frac{d}{d t} \int_{\mathbb{T}^{2}} \psi(t, \cdot) \leq C\left(1+|\bar{B}|(t) \int_{\mathbb{T}^{2}} \psi(t, \cdot)+\int_{\mathbb{T}^{2}}|B-\bar{B}|(t, \cdot) \psi(t, \cdot)\right) \\
\quad \text { in } \mathcal{D}^{\prime}((0,+\infty)) \\
\int_{\mathbb{T}^{2}} \psi(0, x)=0
\end{array}\right.
$$

We use the Hölder inequality for Orlicz spaces defined by functions $\exp \left(x^{2}\right)-1$ and $x \log ^{\frac{1}{2}}\left(e^{2}+x\right)$ followed by Remark 2 to get the estimate

$$
\begin{aligned}
\int_{\mathbb{T}^{2}}|B-\bar{B}| \psi & \leq N_{e^{x^{2}-1}}(B-\bar{B}) N_{x \log ^{\frac{1}{2}}\left(e^{2}+x\right)}(\psi) \\
& \leq C\|\nabla B\|_{2} \Gamma\left(\int_{\mathbb{T}^{2}} \psi\right),
\end{aligned}
$$

where $\Gamma(r), r \geq 0$ is the inverse function of $\frac{r}{\log ^{1 / 2}\left(e^{2}+c / r\right)}$, with some $c>0$ that bounds $\int_{\mathbb{T}^{2}} \psi(t, \cdot)$ for all $t>0$. Note that $\|\nabla B(t, \cdot)\|_{2},|\bar{B}|(t)$ belong to $L^{1}((0, T))$ for any $T>0$. Also,

$$
\int_{0+} \frac{1}{\Gamma(r)} d r=+\infty
$$

Thus, it follows that $\psi(t, x)=\overline{\rho^{2}}-\rho^{2}=0$ a.e. $(0,+\infty) \times \mathbb{T}^{2}$, and consequently (101). The proof of Theorem is now complete.
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# ON A HELE-SHAW TYPE DOMAIN EVOLUTION WITH CONVECTED SURFACE ENERGY DENSITY: THE THIRD-ORDER PROBLEM* 
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#### Abstract

We investigate a moving boundary problem with a gradient flow structure which generalizes Hele-Shaw flow driven solely by surface tension to the case of nonconstant surface tension coefficient taken along with the liquid particles at boundary. The resulting evolution problem is first order in time, contains a third-order nonlinear pseudodifferential operator and is degenerate parabolic. Well-posedness of this problem in Sobolev scales is proved. The main tool is the construction of a variable symmetric bilinear form so that the third-order operator is semibounded with respect to it. Moreover, we show global existence and convergence to an equilibrium for solutions near trivial equilibria (balls with constant surface tension coefficient). Finally, numerical examples in 2D and 3D are given.
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1. Introduction. It is the aim of the present paper to consider the generalization of the well-investigated Hele-Shaw flow problem to the case of nonconstant surface tension coefficient (or surface energy density). While experiments on such situations have been reported in the literature (e.g., [3, 12]), theoretical investigations of this seem to be lacking. A first step in this direction has been made in [10] where shorttime solvability was proved for a Hele-Shaw problem with nonconstant surface tension coefficient and so-called kinetic undercooling. Here we discuss the problem without this regularization, using again the simple assumption that the surface energy density is convectively transported along the moving boundary.

This leads to the following moving boundary problem: For a given bounded domain $\Omega(0) \subset \mathbb{R}^{m}$ and a given nonnegative function $\gamma_{0}$ defined on $\partial \Omega(0)$ one looks for a family of $C^{2}$-domains $\Omega(t) \subseteq \mathbb{R}^{m}, t>0$ and functions $\varphi(\cdot, t) \in C^{2}(\overline{\Omega(t)})$, $\psi(\cdot, t) \in C^{2}(\overline{\Omega(t)}), \gamma_{t} \in C^{2}(\Gamma(t))$ such that

$$
\begin{align*}
\Delta \varphi(\cdot, t) & =0 & & \text { in } \Omega(t), \\
\Delta \psi(\cdot, t) & =0 & & \text { in } \Omega(t), \\
\partial_{n} \psi(\cdot, t) & =\Delta_{\Gamma(t)} \gamma_{t} & & \text { on } \Gamma(t),  \tag{1.1}\\
\varphi(\cdot, t) & =\gamma_{t} \kappa(t)-\psi(\cdot, t) & & \text { on } \Gamma(t), \\
V_{n} & =\partial_{n} \varphi(\cdot, t) & & \text { on } \Gamma(t) .
\end{align*}
$$

Here $\gamma_{t}$ represents the variable surface tension coefficient (local surface energy density) on $\Gamma(t), \varphi(\cdot, t)$ is the velocity potential inside the flow domain $\Omega(t)$, and $\psi$ is an auxiliary function describing the nonlocal influence of the spatial variation of $\gamma_{t}$.

[^73]Furthermore, $\kappa(t)$ is the $(m-1)$-fold mean curvature of $\Gamma(t)$, with the sign taken such that $\kappa$ is negative for convex domains, $\partial_{n}$ is the outer normal derivative, and $V_{n}(t)$ is the (outer) normal velocity of $\Gamma(t)$, determining its time evolution. Note that by setting $\Phi=\varphi+\psi,(1.1)$ simplifies to

$$
\left.\begin{array}{rlrl}
\Delta \Phi(\cdot, t) & =0 & & \text { in } \Omega(t) \\
\Phi(\cdot, t) & =\gamma_{t} \kappa(t) & & \text { on } \Gamma(t)  \tag{1.2}\\
V_{n} & =\partial_{n} \Phi(\cdot, t)-\Delta_{\Gamma(t)} \gamma_{t} & & \text { on } \Gamma(t) .
\end{array}\right\}
$$

This problem generalizes the well-known Hele-Shaw flow with surface tension regularization in the following way: Any solution represents a gradient flow with respect to the usual energy functional

$$
E(\gamma, \Gamma):=\int_{\Gamma} \gamma d \Gamma
$$

where $\gamma>0$ is now variable on $\Gamma$, and to the Riemannian metric $g_{\Gamma}$ on the infinitedimensional manifold $\mathcal{M}$ of surfaces $\Gamma$ enclosing a fixed volume given by

$$
\begin{equation*}
g_{\Gamma}\left(v_{1}, v_{2}\right):=\int_{\Omega} \nabla \varphi_{1} \nabla \varphi_{2} d x \tag{1.3}
\end{equation*}
$$

where the $\varphi_{i}, i=1,2$ are (weak) solutions of the Neumann problems

$$
\Delta \varphi_{i}=0 \text { in } \Omega, \quad \partial_{n} \varphi_{i}=v_{i} \text { on } \Gamma .
$$

The functions $v_{i}$ can be identified with tangent vectors of $\mathcal{M}$; note that the conservation of volume implies $\int_{\Gamma} v_{i}=0 d \Gamma$. For more details and references, see [1, 7, 10]. Kinetic undercooling regularization corresponds to adding in (1.3) a boundary integral term $\beta \int_{\Gamma} v_{1} v_{2} d \Gamma$ with $\beta>0$, this case is discussed in [10].

As mentioned already, we assume that the values of the function $\Gamma$ are transported with the liquid particles: Introducing Lagrangian coordinates $x=x(\xi, t), \xi \in \Gamma(0)$ corresponding to the velocity field via

$$
\begin{equation*}
\partial_{t} x(\xi, t)=\nabla \varphi(x(\xi, t), t) \text { for } t \geq 0, \quad x(\xi, 0)=\xi \tag{1.4}
\end{equation*}
$$

we obtain that $x=x(\cdot, t)$ is a diffeomorphism from $\Gamma(0)$ onto $\Gamma(t)$, and the transport law for $\gamma_{t}$ takes the form

$$
\begin{equation*}
\gamma_{t}(x(\xi, t))=\gamma_{0}(\xi), \quad \xi \in \Gamma(0), t \geq 0 \tag{1.5}
\end{equation*}
$$

This assumption is reasonable, for example, when $\gamma$ depends on temperature and heat diffusion is negligible compared to convection. While it certainly oversimplifies the physical situation in the case when, for example, surfactants play a role, it seems that the mathematical character of the problem is essentially the same there as in our case. Note, however, that the situation here is qualitatively different from other models like anisotropic Hele-Shaw flow (cf. [6]) because in our case the evolution is not determined solely by the shape of the evolving domain but there is a coupling with a transport problem in the moving boundary.

Our approach is based on reformulating (1.1) as a vector-valued evolution equation for a diffeomorphism mapping a fixed reference manifold to the moving boundary, i.e., we work with "Lagrangian cordinates" for the boundary. This approach which
might appear unnatural at first glance has two advantages: The transport problem for $\gamma$ is simply solved by prescribing a fixed smooth positive function on this reference manifold and pushing it forward to the moving boundary. Moreover, the invariance of the problem with respect to reparametrizations of the boundary can be used to derive nonlocal analogues of Leibniz' rule of differentiation (3.10) which we will use in the course of our estimates. On the other hand, however, our approach implies that the resulting vector valued evolution equation (2.2), cannot be strictly parabolic, even for strictly positive $\gamma$. Instead, the (linearized) problem is degenerate in tangential directions, and although we have a third-order parabolic operator in normal direction, straightforward coercivity estimates for the vector valued problem are not available. Therefore we work with energy estimates with respect to a variable inner product (4.26) which is specifically constructed for this purpose. (This is similar to the usual treatment of symmetrizable hyperbolic systems.)

The paper is organized as follows.
After announcing our main results on short-time existence in section 2, we start the proofs in section 3 by investigating mapping properties of the occurring nonlocal operators in Sobolev scales. In particular, we derive flexible multilinear estimates for their Fréchet derivatives in low norms and extend them to higher norms by a generalized chain rule based on invariance properties. For related considerations concerning the analytic dependence of the Dirichlet-Neumann operator on the domain we refer to [5] and the references given there. Section 4 is devoted to the proof of the crucial estimate providing the semiboundedness of the evolution operator with respect to our variable inner product.

Technically, we use the natural decomposition of the right-hand side into a secondorder operator mapping vectors to scalars and a first-order operator mapping scalars to vectors. Furthermore, we use the fact that the right-hand side is - in a sense to be made precise later-coercive with respect to the normal component. The semiboundedness enables us to invoke an abstract existence result based on Galerkin approximations and Rothe's method. This is done in section 5. In this way, we prove our main result (Theorems 2.1 and 2.2) on short-time wellposedness of the moving boundary problem (1.1), (1.4), (1.5). We will omit certain details as they are parallel to the discussion in [10]. However, the right-hand side of the evolution problem obtained there is of order two. As we are concerned here with an evolution equation whose right-hand side is of order three, we have to refine the construction of our variable inner product from [10] by including certain lower-order terms. Differing from the situation there, here we have to demand strict positivity of $\gamma$ because its inverse $\gamma^{-1}$ enters one of these terms.

Finally, in section 6 we investigate the evolution near the equilibrium solutions given by balls with constant $\gamma$. In this situation, Theorem 6.8 gives global existence in time and the evolving domain approaches a nontrivial equilibrium configuration depending on the given (nonconstant) $\gamma$ and the initial domain. In contrast to the classical case of constant $\gamma$ where the equilibria are given only by balls, any shape near a ball occurs as an equilibrium configuration for a certain function $\gamma$ near the constant. Due to the degeneracy of our problem, the proof of long-time existence is more involved compared to the known proofs for the case of constant $\gamma$, cf. [4, 8, 13].
2. Statement of the local existence results. We begin by listing some notation. $C, C_{1}, \ldots$ etc. denote generic constants; their dependencies on other quantities is only indicated if not obvious from the context. Let $E \subseteq \mathbb{R}^{m}, m \geq 2$ be a bounded domain with smooth boundary $S:=\partial E$ and $\nu$ the outer unit normal on $S$. For
$M=S$ or $M=E$, we make constant use of the usual $L^{2}$-based Sobolev spaces $H^{s}(S), H^{s}\left(S, \mathbb{R}^{m}\right)$ of order $s$ with values in $\mathbb{R}$ and $\mathbb{R}^{m}$, respectively. The norms of these spaces will be denoted by $\|\cdot\|_{s}^{M}$; for $M=S$ the upper index $M$ is dropped in most cases. When Fréchet derivatives of operator-valued mappings are considered, the additional arguments describing the variations are written in accolades (\{\}).

Now, as already mentioned in the introduction, we reformulate the moving boundary problem (1.1)—(1.5) by describing $\Gamma(t)$ as an embedding $u(\cdot, t): S \rightarrow \mathbb{R}^{m}$ such that the curves $t \mapsto u(y, t)$ for fixed $y \in S$ are trajectories belonging to the velocity field and $\gamma_{t}$ is constant along these curves. This approach enables us to consider $\gamma_{t}$ as a known function during the evolution at the cost of describing the moving boundary by $m$ functions. To do so, let

$$
\begin{equation*}
U:=\left\{u: S \rightarrow \mathbb{R}^{m}|u=w|_{S} \text { with } w \in \operatorname{Diff}\left(\bar{E}, \Omega_{u} \cup \Gamma_{u}\right)\right\} \tag{2.1}
\end{equation*}
$$

where

$$
\Omega_{u}=w(E) \quad \text { and } \quad \Gamma_{u}=\partial \Omega_{u}=u(S)
$$

Throughout this paper, we use the abbreviation

$$
U_{s}:=U \cap H^{s}\left(S, \mathbb{R}^{m}\right)
$$

Now, (1.1)—(1.5) is reduced to the following Cauchy problem, which will be investigated afterwards. For a given $u_{0} \in U_{s}, s$ sufficiently large, we look for $T>0$ and a mapping $[0, T] \ni t \mapsto u(t) \in U_{s}$, such that

$$
\begin{align*}
u^{\prime}(t) & =\mathcal{F}(u(t)), \quad t \in[0, T]  \tag{2.2}\\
u(0) & =u_{0} \tag{2.3}
\end{align*}
$$

Thereby, for $u \in U$, we have set

$$
\begin{equation*}
\mathcal{F}(u):=F(u) \mathcal{G}(u) \quad \text { with } \quad \mathcal{G}(u):=H(u)+G(u), \tag{2.4}
\end{equation*}
$$

where, for any given function $f$ on $S$,

$$
\begin{equation*}
F(u) f:=\nabla \varphi(u, f) \circ u \tag{2.5}
\end{equation*}
$$

and $\varphi=\varphi(u, f)$ denotes the solution of the Dirichlet problem

$$
\begin{equation*}
\Delta \varphi=0 \text { in } \Omega_{u}, \quad \varphi=f \circ u^{-1} \text { on } \Gamma_{u} \tag{2.6}
\end{equation*}
$$

Further, $H(u), G(u)$ are given by

$$
\begin{equation*}
H(u):=\gamma\left(\kappa_{\Gamma_{u}} \circ u\right), \quad G(u):=-A(u) \Delta(u) \gamma \tag{2.7}
\end{equation*}
$$

Here $\gamma \in C^{\infty}(S)$ is a fixed and given positive function, $\kappa_{\Gamma_{u}}$ denotes the mean curvature of $\Gamma_{u}$ with sign and scaling conventions as above, and

$$
\begin{equation*}
\Delta(u) w:=\Delta_{\Gamma_{u}}\left(w \circ u^{-1}\right) \circ u \tag{2.8}
\end{equation*}
$$

is the pullback to $S$ of the Laplace-Beltrami operator $\Delta_{\Gamma_{u}}$ on $\Gamma_{u}$ and

$$
\begin{equation*}
A(u) f:=\varphi_{N}(u, f) \circ u \tag{2.9}
\end{equation*}
$$

is the Neumann-Dirichlet operator, i.e., $\varphi_{N}=\varphi_{N}(u, f)$ solves the Neumann problem

$$
\begin{equation*}
\Delta \varphi_{N}=0 \text { in } \Omega_{u}, \quad \partial_{n} \varphi_{N}=c+f \circ u^{-1} \quad \text { on } \Gamma_{u}, \quad \int_{\Gamma_{u}} \varphi_{N} d x=0 \tag{2.10}
\end{equation*}
$$

The constant $c=c(u, f) \in \mathbb{R}$ in (2.10) is determined by the solvability condition

$$
\begin{equation*}
\int_{\Gamma_{u}}(f \circ u+c) d \Gamma_{u}=0 \tag{2.11}
\end{equation*}
$$

clearly $c(u, f)=0$ for $f=\Delta(u) \gamma$. For fixed smooth $\gamma$ on $S$, the mapping $u \mapsto$ $H(u)$ constitutes a quasilinear second order differential operator on $S$. Moreover, the solutions of the boundary value problems (2.6), (2.10) depend smoothly on the domain $\Omega_{u}$, i.e., on $u \in H^{s}, s>(m+1) / 2$ and $f \mapsto F(u) f, f \mapsto A(u) f$ represent pseudodifferential operators of order one and minus one, respectively. In particular, $G$ is a pseudodifferential operator of lower order than $H$ and may be considered as a correction term to ensure the gradient flow structure of the evolution problem. We will show later that

$$
\begin{equation*}
[u \mapsto \mathcal{F}(u)] \in C^{\infty}\left(U_{s}, H^{s-3}\left(S, \mathbb{R}^{m}\right)\right) \tag{2.12}
\end{equation*}
$$

for $s>(m+3) / 2, s \geq 3$. Now we are in position to formulate our main results.
Theorem 2.1 (short-time existence and uniqueness). Fix an even integer $s_{0}>$ $(m+7) / 2, s_{0} \geq 6$ and assume $\gamma \in C^{\infty}(S)$ strictly positive on $S$. Let $s \geq s_{0}$ be an even integer and $u_{0} \in U_{s}$. Then there exist $T>0$ and a unique solution

$$
\begin{equation*}
u \in C\left([0, T], U_{s}\right) \cap C^{1}\left([0, T], H^{s-3}\left(S, \mathbb{R}^{m}\right)\right) \tag{2.13}
\end{equation*}
$$

of the initial value problem (2.2), (2.3). Additionally, any given $\bar{u}_{0} \in U_{s_{0}}$ has a suitable $H^{s_{0}}$-neighborhood $K$, such that for initial values $u_{0}$ varying in $K \cap H^{s}$, there are $T>0$ and $C$ independent of $u_{0}$ such that

$$
\begin{equation*}
\|u(t)\|_{s} \leq C\left(1+\|u(0)\|_{s}\right) \text { for all } t \in[0, T] \tag{2.14}
\end{equation*}
$$

ThEOREM 2.2 (regularity and continuous dependence on initial values). Under the assumptions of Theorem 2.1 let $u$ be a any solution to (2.2) in the class (2.13) with some $T>0$. Then there holds the following:
(i) $u(0) \in H^{s+1}\left(S, \mathbb{R}^{m}\right)$ implies $u(t) \in H^{s+1}\left(S, \mathbb{R}^{m}\right)$ for all $t \in[0, T]$.
(ii) Assume $u_{0}^{n} \rightarrow u_{0}$ in $H^{s}\left(S, \mathbb{R}^{m}\right)$ for $n \rightarrow \infty$. Then, for $n$ sufficiently large, there exist solutions $u_{n}$ of (2.2) in the class (2.13) with initial values $u_{n}(0)=u_{0}^{n}$ and there holds $u_{n} \rightarrow u$ in $C\left([0, T], H^{s}\left(S, \mathbb{R}^{m}\right)\right)$.

The proof of both theorems is given in section 5 .
Remark 2.3. The restriction to even integers $s$ is due purely to the construction of our bilinear form involving integer powers of a generalized Laplacian. This restriction can be lifted afterwards by using the nonlinear interpolation result given in [2, Proposition A. 1 and Remark A.2]. The dimension independent restriction $s_{0} \geq 6$ is needed as we use dual estimates for elliptic boundary value problems in norms with negative index.
3. Smooth domain dependence of the nonlocal operators. We start by gathering some properties of the nonlocal operators $F, A$, and $\mathcal{G}$ defined by (2.4)(2.11). The multilinear estimates for the Fréchet derivatives can be seen as counterparts to the product estimate

$$
\left\|u_{1} \ldots u_{k}\right\|_{t} \leq C\left\|u_{1}\right\|_{s_{1}} \ldots\left\|u_{k}\right\|_{s_{k}}
$$

holding if $0 \leq t \leq s_{i} \leq \sigma, \sigma>(m-1) / 2, \sum_{i=1}^{k} s_{i} \geq t+(k-1) \sigma$. Here, however, we have to deal with nonlocal operators of various orders involving differentiations and the solution of elliptic BVP.

The statements and their proofs are essentially parallel to Corollary 4.4 and Lemma 4.5 in [10], therefore proofs will be omitted. Note, however, that $f \mapsto F(u) f$ is an operator of order one here as (2.6) is a Dirichlet problem. In fact, the normal component of $F$ is given by the Dirichlet-Neumann operator while the tangential component is given by the tangential gradient of $f$.

Due to the variability in the choice of the $s_{i}$, the estimates will be flexible enough to control various lower order terms that will occur in what follows.

Lemma 3.1. (i) Let $s>(m+1) / 2$ and $t \in[1, s]$ be given. Then

$$
\begin{aligned}
& F \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t}(S), H^{t-1}\left(S, \mathbb{R}^{m}\right)\right)\right) \\
& A \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t-1}(S), H^{t}\left(S, \mathbb{R}^{m}\right)\right)\right)
\end{aligned}
$$

and for any $u \in U_{s}$ and any choice of $s_{1}, \ldots s_{k+1} \in[t, s]$ with $s_{1}+\cdots+s_{k+1} \geq t+k s$ there exists a constant $C>0$ such that for all $f \in H^{s}(S)$ and all $u_{1}, \ldots, u_{k} \in$ $H^{s}\left(S, \mathbb{R}^{m}\right)$ there holds

$$
\begin{array}{r}
\left\|F^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t-1} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}}\|f\|_{s_{k+1}}, \\
\left\|A^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}}\|f\|_{s_{k+1}-1} . \tag{3.2}
\end{array}
$$

(ii) Let $s>(m+3) / 2$ and $t \in[2, s]$ be given. Then

$$
\mathcal{G} \in C^{\infty}\left(U_{s}, H^{s-2}(S)\right)
$$

and for any $u \in U_{s}$ and any choice of $s_{1}, \ldots s_{k} \in[t, s]$ with $s_{1}+\cdots+s_{k+1} \geq t+k s$ there exists a constant $C>0$ such that for all $u_{1}, \ldots, u_{k} \in H^{s}\left(S, \mathbb{R}^{m}\right)$ there holds

$$
\begin{equation*}
\left\|\mathcal{G}^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\}\right\|_{t-1} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}} . \tag{3.3}
\end{equation*}
$$

The constants may be chosen independently of $u$ as $u$ varies in bounded and weakly closed subsets of $U_{s}$.

Remark 3.2. Note that a bounded subset of $H^{s}(S)$ is weakly closed if and only if it is closed in $H^{t}(S)$ for some $t<s$. Then it is compact in all $H^{t}(S)$ with $t<s$.

Remark 3.3. The estimate (3.3) is not optimal as we do not use the quasilinear character of $\mathcal{G}$. For our purposes, however, it will be sufficient.

Note that Lemma 3.1 implies the smoothness assertion (2.12).
Next, we prove some related estimates in norms with negative index. The use of such norms implies a loss of flexibility. Essentially, these estimates are parallel to product estimates of the type

$$
\left\|u_{1} \ldots u_{k}\right\|_{t} \leq C\left\|u_{1}\right\|_{s} \ldots\left\|u_{k-1}\right\|_{s}\left\|u_{k}\right\|_{t}
$$

$t \in[-s, s], s>(m-1) / 2$, which can be proved by duality arguments if $t<0$.
Lemma 3.4. Assume $s>(m+1) / 2, s \geq 4, t \in[-3, s-1]$. Then

$$
\begin{aligned}
& F \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t+1}(S), H^{t}(S)\right)\right), \\
& A \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t-1}(S), H^{t}(S)\right)\right),
\end{aligned}
$$

and for $u \in U_{s}$

$$
\begin{align*}
\left\|F^{\prime}(u) u_{1}\right\|_{t} & \leq C\left\|u_{1}\right\|_{s}\|f\|_{t+1},  \tag{3.4}\\
\|A(u) f\|_{t} & \leq C\|f\|_{t-1},  \tag{3.5}\\
\left\|A^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t} & \leq C\left\|u_{1}\right\|_{s} \ldots\left\|u_{k}\right\|_{s}\|f\|_{t-1},  \tag{3.6}\\
\left\|A^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t} & \leq C\left\|u_{1}\right\|_{s} \ldots\left\|u_{k-1}\right\|_{s}\left\|u_{k}\right\|_{t}\|f\|_{s}, \tag{3.7}
\end{align*}
$$

$u_{1}, \ldots, u_{k} \in H^{s}\left(S, \mathbb{R}^{m}\right), k \in \mathbb{N}$. The constants $C$ can be chosen independently of $u$ as $u$ varies in bounded, weakly closed subsets of $U_{s}$.

Proof. We will restrict ourselves to the assertions concerning $A$. Fix $s_{0} \in((m+$ 1) $/ 2, s)$ and an extension operator $\mathcal{E} \in \mathcal{L}\left(H^{t}(S), H^{t+1 / 2}(E)\right), t>0$. Pick $v \in U_{s}$ and choose an $H^{s_{0}}$-neighborhood $V_{s_{0}} \subset U_{s}$ and $u_{0} \in C^{\infty}\left(\bar{E}, \mathbb{R}^{m}\right)$ such that

$$
\widetilde{u}:=u_{0}+\mathcal{E}\left(u-u_{0}\right) \in \operatorname{Diff}\left(\bar{E}, \bar{\Omega}_{u}\right) .
$$

This is possible by Lemma 4.1 in [10].
For $u \in V_{s_{0}}$, let the transformed operators $L(u)$ and $\mathcal{B}(u)$ be defined by

$$
L(u) \psi:=\partial_{i}\left(\sqrt{g} g^{i j} \partial_{j} \psi\right), \quad \mathcal{B}(u) \psi:=\nu_{i} \sqrt{g} g^{i j} \partial_{j} \psi,
$$

where $\sqrt{g}, g^{i j}$ are the volume element and the (inverse) coefficients of the metric on $E$ induced by $\widetilde{u}$, respectively, and $\nu$ is the outer unit normal on $S$. We consider the transformed boundary value problem

$$
\begin{equation*}
L(u) \psi=\Phi_{1}, \quad \mathcal{B}(u) \psi=\omega(u)\left(\Phi_{2}+c\right), \quad \int_{s} \omega(u)\left(\Phi_{2}+c\right) d S=\int_{E} \sqrt{g} \Phi_{1} d x \tag{3.8}
\end{equation*}
$$

$c=c\left(u, \Phi_{1}, \Phi_{2}\right) \in \mathbb{R}$. Here $\omega(u)=d \Gamma_{u} / d S$ is the surface element belonging to the transformation induced by $u$ which is given by a nonlinear first-order differential operator in $\widetilde{u}$.

For $\tau>0$ and $v \in L^{2}(E)$ define

$$
\|v\|_{\tau}:=\sup _{z \in H^{\tau}(E),\|z\|_{\tau}=1}\left|\int v z d x\right| .
$$

(This differs from the usual norm in $H^{-\tau}(E):=\left(H_{0}^{\tau}(E)\right)^{\prime}$.) The BVP (3.8) is uniquely solvable and $\psi$ satisfies an estimate

$$
\begin{equation*}
\|\psi\|_{t}+\|\psi\|_{t+1 / 2}^{E} \leq C\left(\left\|\Phi_{1}\right\|_{t-3 / 2}^{E}+\left\|\Phi_{2}\right\|_{t-1}\right) \tag{3.9}
\end{equation*}
$$

(cf. [9, Lemma 3.1]).
As $A(u) f$ is the trace of the solution $\psi$ of (3.8) with $\Phi_{1}=0, \Phi_{2}=f$, we get (3.5) immediately from (3.9).

Note that $A^{\prime}(u)\left\{u_{1}\right\} f$ is given as the solution $\psi^{\prime}$ of

$$
\begin{aligned}
& L(u) \psi^{\prime}=-L^{\prime}(u)\left\{u_{1}\right\} \psi \\
& \mathcal{B}(u) \psi^{\prime}=-\mathcal{B}^{\prime}(u)\left\{u_{1}\right\} \psi+\omega^{\prime}(u)\left\{u_{1}\right\}(f+c(u, 0, f))+\omega(u) \partial_{u} c(u, 0, f)\left\{u_{1}\right\}
\end{aligned}
$$

As $f \mapsto c(u, 0, f)$ and $v \mapsto \partial_{u} c(u, 0, f)\{v\}$ are given by smoothing operators, to obtain (3.6) and (3.7) it is sufficient to use (3.9) and estimate either

$$
\left\|L^{\prime}(u)\left\{u_{1}\right\} \psi\right\|_{t-3 / 2}^{\Omega} \leq C\left(\left\|\mathcal{E} u_{1}\right\|_{t+1 / 2}^{\Omega}+\left\|u_{1}\right\|_{t}\right)\|\psi\|_{s+1} \leq C\left\|u_{1}\right\|_{t}\|f\|_{s}
$$

or

$$
\left\|L^{\prime}(u)\left\{u_{1}\right\} \psi\right\|_{t-3 / 2}^{\Omega} \leq C\left(\|\psi\|_{t+\frac{1}{2}}^{\Omega}+\|\psi\|_{t}\right)\left\|u_{1}\right\|_{s} \leq C\left\|u_{1}\right\|_{s}\|f\|_{t-1},
$$

together with analogous estimates for $\left\|\mathcal{B}^{\prime}(u) \psi\right\|_{t-1}$ and $\left\|\omega^{\prime}(u)\left\{u_{1}\right\} f\right\|_{t-1}$. The general case now follows by induction over $k$, cf. [10, Lemma 4.5].

The estimate (3.4) can be obtained in a similar fashion, discussing a Dirichlet problem instead of (3.8).

Finally, the uniformity of the estimates follows from the fact that bounded, weakly closed subsets of $U_{s}$ are compact in $H^{s_{0}}(S)$.

We choose $m$ smooth vector fields $D_{1}, \ldots, D_{m}$ on $S$ such that

$$
\operatorname{Span}\left\{D_{1}, \ldots, D_{m}\right\}=T_{x} \text { for all } x \in S
$$

and use the multi-index notation $D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{m}^{\alpha_{m}}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ for higher order derivatives; for simplicity we assume that $\left(D_{1}, \ldots, D_{m}\right)$ coincides with the tangential gradient on $S$. Note that, for any integer $s \geq 0$, we can use

$$
(u, v)_{s}=\sum_{|\alpha| \leq s}\left(D^{\alpha} u, D^{\alpha} v\right)_{L^{2}(S)}
$$

as a scalar product generating the norm in $H^{s}(S)$. Moreover, as an immediate consequence of the invariance properties

$$
(F(u) f) \circ \tau=F(u \circ \tau)(f \circ \tau)
$$

for any diffeomorphism $\tau$ on $S$, we have a differentiation rule which resembles Leibniz' rule at an abstract level, cf. [10]: For any multi-index $\alpha$ and $u \in U_{s}, f \in H^{s}(S)$, $s>|\alpha|+(m+1) / 2$ there holds

$$
\begin{equation*}
D^{\alpha} F(u) f=\sum c_{\beta_{1}, \ldots, \beta_{k+1}} F^{(k)}(u)\left\{D^{\beta_{1}} u, \ldots, D^{\beta_{k}} u\right\} D^{\beta_{k+1}} f, \tag{3.10}
\end{equation*}
$$

where the sum has to be extended over all integers $k$ and systems of nonnegative multi-indices $\beta_{1}, \ldots, \beta_{k+1}$ with

$$
\begin{equation*}
0 \leq k \leq|\alpha|, \quad 1 \leq\left|\beta_{1}\right|, \ldots,\left|\beta_{k}\right|, \quad \beta_{1}+\cdots+\beta_{k+1}=\alpha . \tag{3.11}
\end{equation*}
$$

The coefficients are nonnegative integers, in particular $c_{\alpha}=c_{\alpha, 0}=1$.
Combining the differentiation rule for $F$ with the estimate of the derivatives in lower norms we obtain the following proposition.

Proposition 3.5. (i) Let $s \geq s_{0}>(m+1) / 2$, $s$ integer, $u \in U_{s}$. Then

$$
\begin{equation*}
\|F(u) f\|_{s-1} \leq C\left(\|u\|_{s}\|f\|_{s_{0}}+\|f\|_{s}\right) \tag{3.12}
\end{equation*}
$$

with a uniform constant as long as $u$ varies in $H^{s_{0}}$-bounded and weakly $H^{s_{0}}$-closed subsets of $U_{s}$.
(ii) Assume additionally that $s \geq s_{0}+2$ and let $\alpha$ be any multi-index with $|\alpha|=s$. Writing $D^{\alpha}=D^{\alpha_{1}} \cdots D^{\alpha_{s}}$ with $\left|\alpha_{1}\right|=\cdots=\left|\alpha_{s}\right|=1$, we have

$$
\begin{equation*}
D^{\alpha} F(u) f=F(u) D^{\alpha} f+F^{\prime}(u)\left\{D^{\alpha} u\right\} f+\sum_{i=1}^{s} F^{\prime}(u)\left\{D^{\alpha_{i}} u\right\} D^{\beta_{i}} f+R_{\alpha}(u) f, \tag{3.13}
\end{equation*}
$$

where $\alpha=\alpha_{i}+\beta_{i}$ and the remainder term allows the estimate

$$
\left\|R_{\alpha}(u) f\right\|_{0} \leq C\left(\|u\|_{s}\|f\|_{s_{0}+1}+\|f\|_{s-1}\right)
$$

The constant can be chosen uniformly as $u$ varies in $H^{s_{0}+2}$-bounded, weakly $H^{s_{0}+2}$ closed subsets of $U_{s}$.

Proof. We consider the more complicated situation (ii) only. According to (3.10), the remainder term has a representation as a sum of terms

$$
I_{\beta}=F^{(k)}(u)\left\{D^{\beta_{1}} u, \ldots, D^{\beta_{k}} u\right\} D^{\beta_{k+1}} f
$$

where the multi-indices satisfy (3.11) and additionally

$$
\left|\beta_{1}\right|, \ldots,\left|\beta_{k}\right| \leq s-1, \quad\left|\beta_{k+1}\right| \leq s-2
$$

Hence $k \geq 1$. For each of the terms $I_{\beta}$, we will choose numbers $\theta_{1}, \ldots, \theta_{k+1} \in[0,1]$ such that $\theta_{1}+\cdots+\theta_{k+1}=1$ and set

$$
s_{i}:=\left(1-\theta_{i}\right) s_{0}+\theta_{i} .
$$

If $k=1$ we choose $\theta_{1}, \theta_{2}$ such that $\theta_{1}+\theta_{2}=1$ and $\left|\beta_{2}\right|=\theta_{1}+\theta_{2}(s-2)$. If $k=2$ and $\left|\beta_{3}\right|=0$ we choose $\theta_{i}:=\left(\left|\beta_{i}\right|-1\right) /(s-2)$ for $i=1,2$ and $\theta_{3}:=0$. If $k=2$ and $\left|\beta_{3}\right| \geq 1$ or $k \geq 3$ we choose

$$
\theta_{i}:=\left(\left|\beta_{i}\right|-1\right) /(s-3) \text { for } i=1,2,3, \quad \theta_{i}:=\left|\beta_{i}\right| /(s-3) \text { for } i \geq 4
$$

In all cases, we have

$$
\left.\begin{array}{rlr}
\left|\beta_{i}\right|+s_{i} & \leq\left(1-\theta_{i}\right)\left(s_{0}+2\right)+\theta_{i} s, & i=1, \ldots, k  \tag{3.14}\\
\left|\beta_{k+1}\right|+s_{k+1} & \leq\left(1-\theta_{k+1}\right)\left(s_{0}+1\right)+\theta_{k+1}(s-1)
\end{array}\right\}
$$

Set $\lambda:=\theta_{1}+\cdots+\theta_{k}$. Using (3.1) with $t=1, s=s_{0}$, (3.14), norm convexity, and Young's inequality we get

$$
\begin{aligned}
\left\|I_{\beta}\right\|_{0} & \leq C\|u\|_{\left|\beta_{1}\right|+s_{1}} \ldots\|u\|_{\left|\beta_{1}\right|+s_{k}}\|f\|_{\left|\beta_{k+1}\right|+s_{k+1}} \\
& \leq C\|u\|_{s_{0}+2}^{k-1}\left(\|u\|_{s_{0}+2}\|f\|_{s-1}\right)^{1-\lambda}\left(\|u\|_{s}\|f\|_{s_{0}+1}\right)^{\lambda} \\
& \leq C\|u\|_{s_{0}+2}^{k-1}\left(\|u\|_{s_{0}+2}\|f\|_{s-1}+\|u\|_{s}\|f\|_{s_{0}+1}\right)
\end{aligned}
$$

and the result follows. $\quad \square$
The following lemma provides an explicit characterization for the linearization of $F$, namely up to terms of order zero in $v$,

$$
F^{\prime}(u) f \approx-F(u)(v \cdot F(u) f)
$$

This structure will be important later. It can be verified in an informal way by performing the variation on $\Omega_{u}$ itself instead of transforming the problem to the reference domain.

Lemma 3.6. Let $s>(m+3) / 2$. Then for $u \in U_{s}, v \in H^{s}\left(S, \mathbb{R}^{m}\right)$, and $f \in H^{s}(S)$ there holds

$$
\left\|F^{\prime}(u)\{v\} f+F(u)(v \cdot F(u) f)\right\|_{0} \leq C\|f\|_{s}\|v\|_{0}
$$

Proof. From (2.5) we get

$$
F_{i}^{\prime}(u)\{v\} f=\partial_{i} \phi^{\prime} \circ u+v_{j} \partial_{i} \partial_{j} \phi \circ u
$$

with $\phi=\phi(u, f)$ from (2.6) and $\phi^{\prime}=\phi^{\prime}(u, f)\{v\}$ given by

$$
\phi^{\prime}(u, f)\{v\}(x)=\left.\partial_{\varepsilon}(\phi(u+\varepsilon v, f)(x))\right|_{\varepsilon=0}, \quad x \in \Omega_{u} .
$$

The function $\phi^{\prime}$ satisfies

$$
\begin{equation*}
\Delta \phi^{\prime}=0 \text { in } \Omega_{u}, \quad \phi^{\prime}=-\nabla \phi \cdot v \text { on } \Gamma_{u} \tag{3.15}
\end{equation*}
$$

therefore $\partial_{i} \phi^{\prime} \circ u=-F_{i}(u)(v \cdot F(u) f)$.
Parallel to the proof of Lemma 5.1 in [10] one obtains

$$
\left\|v_{j} \partial_{i} \partial_{j} \phi \circ u\right\|_{0} \leq C\|v\|_{0}\|\phi(u, f)\|_{C^{2}\left(\bar{\Omega}_{u}\right)} \leq C\|f\|_{s}\|v\|_{0} .
$$

This proves the assertion.
4. The main estimate. In this section we prove a priori estimates in $H^{s}$ for the nonlinear operator $\mathcal{F}$ w.r.t. variable bilinear forms which we define in what follows. As already mentioned in the introduction, these estimates are the main ingredient in the existence proof.

To begin with, for $u \in U_{s}, s>(m+1) / 2$ we define

$$
\begin{gather*}
P(u) v:=v \cdot(n(u) \circ u), \quad N(u) w:=w(n(u) \circ u),  \tag{4.1}\\
\Lambda(u) w:=\nabla_{\Gamma_{u}}\left(w \circ u^{-1}\right) \circ u \tag{4.2}
\end{gather*}
$$

as the Euclidean scalar product and multiplication with outer normal $n(u)$ of $\Gamma_{u}$ and pullback of tangential gradient $\nabla_{\Gamma_{u}}$ along $\Gamma_{u}$, respectively. Considered as operators in $v$ and $w$, the coefficients of $P(u), N(u)$ and $\Lambda(u)$ are smooth functions of $u$ and its first derivatives. Thus,

$$
\begin{gather*}
P(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t}(S)\right), \quad N(u) \in \mathcal{L}\left(H^{t}(S), H^{t}\left(S, \mathbb{R}^{m}\right)\right)  \tag{4.3}\\
\Lambda(u) \in \mathcal{L}\left(H^{t}(S), H^{t-1}\left(S, \mathbb{R}^{m}\right)\right) \tag{4.4}
\end{gather*}
$$

depend smoothly on $u \in U_{s}$ for $|t| \leq s-1$ and $|t-1| \leq s-1$, respectively. Clearly, the operators $P, N, \Lambda$ satisfy invariance properties as stated for $F$ in [10]. As a consequence, the differentiation rule (3.10) is also true for $P, N, \Lambda$; we make use of that without explicit mention. Further more, recall that the pullback $\Delta(u) w$ of the LaplaceBeltrami operator $\Delta_{\Gamma_{u}}$ on $\Gamma_{u}$ according to (2.8) and the operator $H(u)$ according to (2.7) may be expressed as

$$
\begin{equation*}
\Delta(u) w=\Lambda_{i}(u)\left(\Lambda_{i}(u) w\right), \quad H(u)=-\gamma \Lambda_{i}(u)\left(n_{i}(u) \circ u\right) \tag{4.5}
\end{equation*}
$$

respectively.
In the further considerations of this section we fix $s_{0}$ to be the smallest integer such that $s_{0} \geq 6$ and $s_{0}>(m+7) / 2$ and set

$$
\widetilde{U}_{s}:=U_{s} \cap K \text { for all } s \geq s_{0}
$$

with a fixed $H^{s_{0}}$-bounded and weakly $H^{s_{0}}$-closed subset $K \subseteq U_{s_{0}}$. Note that

$$
1 \leq C\|u\|_{s_{0}} \leq C^{\prime}\|u\|_{s}, \quad\|u\|_{C^{3}(S)} \leq C
$$

for all $u \in \widetilde{U}_{s}, s \geq s_{0}$.

Furthermore, we have the estimates

$$
\|\mathcal{G}(u)\|_{s-2},\|\mathcal{F}(u)\|_{s-3} \leq C\|u\|_{s} \text { for all } u \in \widetilde{U}_{s}, s \geq s_{0}
$$

and the operators defined in (4.3), (4.4) are bounded uniformly with respect to $u \in \tilde{U}_{s}$.
Due to our choice of the differential operators $D_{i}$, the Laplace-Beltrami operator on the compact reference manifold $S$ is given by $\Delta_{0}:=D_{i} D_{i}$. It has an approximate inverse, i.e., there is an operator $\Delta_{0}^{+} \in \mathcal{L}\left(H^{\tau}(S), H^{\tau+2}(S)\right), \tau \in \mathbb{R}$, such that

$$
\Delta_{0} \Delta_{0}^{+}=\Delta_{0}^{+} \Delta_{0}=\mathrm{id}+Q_{0}
$$

with a smoothing operator $Q_{0}$ simply given by orthogonal projection in $L^{2}(S)$ onto the subspace of functions which are constant on each connectivity component of $S$; in particular, $Q_{0} \in \mathcal{L}\left(H^{\tau}(S), H^{\sigma}(S)\right)$ for any $\sigma, \tau \in \mathbb{R}$. In the same manner, we define the approximate inverse $\Delta^{+}(u)$ for $\Delta(u)$. In this case we have

$$
\left[u \mapsto \Delta^{+}(u)\right] \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t}(S), H^{t+2}(S)\right)\right), \quad t \in[0, s-2]
$$

and

$$
\begin{equation*}
\Delta(u) \Delta(u)^{+}=\Delta(u)^{+} \Delta(u)=\operatorname{id}+Q(u) \tag{4.6}
\end{equation*}
$$

where $Q(u) \in \mathcal{L}\left(H^{\tau}(S), H^{\sigma}(S)\right)$ for any $\sigma \in \mathbb{R}, \tau \geq 1-s$, and the corresponding norms are bounded independently of $u \in \tilde{U}_{s}$.

Lemma 4.1. Let $s \geq s_{0}$ with $s=2 k, k \in \mathbb{N}$, and $u \in U_{s}$. Then we have

$$
\begin{equation*}
\Delta_{0}^{k} \mathcal{F}(u)=\tilde{F}(u)\left(\tilde{G}(u)\left(\Delta_{0}^{k} u\right)\right)+F(u)\left(R_{a}(u)\right)+R_{b}(u) \tag{4.7}
\end{equation*}
$$

where the abbreviations

$$
\tilde{F}(u) f:=F(u) f+F_{0}(u) f, \quad \tilde{G}(u) v:=\gamma \Delta(u)(P(u) v)+G_{1}(u) v
$$

have been used. Here $f \mapsto F_{0}(u) f$ and $v \mapsto G_{1}(u) v$ are operators of order zero and one, respectively,

$$
\begin{equation*}
F_{0}(u) \in \mathcal{L}\left(H^{t}(S), H^{t}\left(S, \mathbb{R}^{m}\right)\right), \quad G_{1}(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t-1}(S)\right) \tag{4.8}
\end{equation*}
$$

$t \in[-1, s-1]$ and $t \in[-2, s-3]$, respectively, and the remainder terms $R_{a}, R_{b}$ satisfy

$$
\begin{align*}
\left\|R_{a}(u)\right\|_{0} & \leq C\|u\|_{s-1}  \tag{4.9}\\
\left\|R_{b}(u)\right\|_{0} & \leq C\left(\left\|\tilde{G}(u)\left(\Delta_{0}^{k} u\right)\right\|_{-1}+\|\mathcal{F}(u)\|_{s_{0}-3}\|u\|_{s}+\|u\|_{s-1}\right) \tag{4.10}
\end{align*}
$$

The constants are independent of $u$ and the operator norms of $F_{0}(u)$ and $G_{1}(u)$ are bounded independently of $u$ as long as $u$ varies in a set $\tilde{U}_{s}$.

Proof. The operator $F(u)$ vanishes on constants and, by elliptic regularity,

$$
\begin{equation*}
\|f\|_{s_{0}-2} \leq C\|F(u) f\|_{s_{0}-3}, \quad u \in \tilde{U}_{s} \tag{4.11}
\end{equation*}
$$

if $f$ has zero mean value over $S$. We define

$$
\begin{equation*}
\tilde{\mathcal{G}}(u):=\mathcal{G}(u)-\frac{1}{|S|} \int_{S} \mathcal{G}(u) d S \tag{4.12}
\end{equation*}
$$

Using Proposition 3.5 (ii), we write $\Delta_{0}^{k} \mathcal{F}(u)=\Delta_{0}^{k} F(u) \tilde{\mathcal{G}}(u)$ in the form

$$
\begin{aligned}
& F(u)\left(\Delta_{0}^{k} \tilde{\mathcal{G}}(u)\right)+F^{\prime}(u)\left\{\Delta_{0}^{k} u\right\} \tilde{\mathcal{G}}(u)+2 \sum_{j=0}^{k-1} F^{\prime}(u)\left\{D_{i} u\right\} \Delta_{0}^{j} D_{i} \Delta_{0}^{k-1-j} \tilde{\mathcal{G}}(u)+R_{1}(u) \\
& =F(u)\left(\Delta_{0}^{k} \mathcal{G}(u)\right)+F^{\prime}(u)\left\{\Delta_{0}^{k} u\right\} \tilde{\mathcal{G}}(u)+2 k F^{\prime}(u)\left\{D_{i} u\right\} D_{i} \Delta_{0}^{k-1} \mathcal{G}(u) \\
& \quad+R_{1}(u)+R_{2}(u) .
\end{aligned}
$$

According to this proposition and (4.11), $R_{1}(u)$ allows the estimate

$$
\left\|R_{1}(u)\right\|_{0} \leq C\left(\|u\|_{s}\|\tilde{\mathcal{G}}(u)\|_{s_{0}-2}+\|\tilde{\mathcal{G}}(u)\|_{s-1}\right) \leq C\left(\|u\|_{s}\|\mathcal{F}(u)\|_{s_{0}-3}+\|\mathcal{G}(u)\|_{s-1}\right) .
$$

For $R_{2}(u)$ we find from Lemma 3.1 (with $t=1$ ) that

$$
\begin{aligned}
\left\|R_{2}(u)\right\|_{0} & \leq 2 \sum_{j=0}^{k-1}\left\|F^{\prime}(u)\left\{D_{i} u,\left[\Delta_{0}^{j}, D_{i}\right] \Delta_{0}^{k-1-j} \mathcal{G}(u)\right\}\right\|_{0} \\
& \leq C \sum_{i, j}\left\|\left[\Delta_{0}^{j}, D_{i}\right] \Delta_{0}^{k-1-j} \mathcal{G}(u)\right\|_{1} \leq C\|\mathcal{G}(u)\|_{s-1} .
\end{aligned}
$$

Further, by Lemma 3.6 we have

$$
F^{\prime}(u)\left\{\Delta_{0}^{k} u\right\} \tilde{\mathcal{G}}(u)=-F(u)\left(\Delta_{0}^{k} u \cdot \mathcal{F}(u)\right)+R_{3}(u)
$$

with

$$
\left\|R_{3}(u)\right\|_{0} \leq C\left\|\Delta_{0}^{k} u\right\|_{0}\|\tilde{\mathcal{G}}(u)\|_{s_{0}-2} \leq C\|u\|_{s}\|\mathcal{F}(u)\|_{s_{0}-3} .
$$

Defining $F_{0}(u)$ by

$$
F_{0}(u) v:=2 k F^{\prime}(u)\left\{D_{i} u\right\} D_{i} \Delta_{0}^{+} v,
$$

we get

$$
\Delta_{0}^{k} \mathcal{F}(u)=\left(F(u)+F_{0}(u)\right)\left(\Delta_{0}^{k} \mathcal{G}(u)-\Delta_{0}^{k} u \cdot \mathcal{F}(u)\right)+R_{4}(u)
$$

with a remainder term

$$
R_{4}(u)=F_{0}(u)\left(\Delta_{0}^{k} u \cdot \mathcal{F}(u)\right)+R_{1}(u)+R_{2}(u)+R_{3}(u)-2 k F^{\prime}(u)\left\{D_{i} u\right\} D_{i} Q_{0} \Delta_{0}^{k-1} \widetilde{\mathcal{G}}(u) .
$$

Hence, using

$$
\left\|F_{0}(u)\left(\Delta_{0}^{k} u \cdot \mathcal{F}(u)\right)\right\|_{0} \leq C\|u\|_{s}\|\mathcal{F}(u)\|_{s_{0}-3}
$$

and the above estimates for $R_{1}, R_{2}, R_{3}$, we obtain

$$
\begin{equation*}
\left\|R_{4}(u)\right\|_{0} \leq C\left(\|\mathcal{G}(u)\|_{s-1}+\|u\|_{s}\|\mathcal{F}(u)\|_{s_{0}-3}\right) \tag{4.13}
\end{equation*}
$$

Recall that $\mathcal{G}(u)$ depends linearly on $\gamma$. Slightly abusing notation, we write $\mathcal{G}(u) \gamma$ etc. in the remaining part of this proof (see (6.6)). Note that in analogy to (3.10), we get, for sufficiently smooth $u$,

$$
D^{\alpha} \mathcal{G}(u) \gamma=\sum c_{\beta_{1}, \ldots, \beta_{k+1}} \mathcal{G}^{(k)}(u)\left\{D^{\beta_{1}} u, \ldots, D^{\beta_{k}} u\right\} D^{\beta_{k+1}} \gamma
$$

with (3.11) holding for $k$ and the multi-indices $\beta_{1}, \ldots, \beta_{k+1}$. Applying this differentiation rule, we get

$$
\Delta_{0}^{k} \mathcal{G}(u) \gamma=\mathcal{G}^{\prime}(u)\left\{\Delta_{0}^{k} u\right\} \gamma+\mathcal{G}_{1}(u) \gamma+R_{5}(u)
$$

where $\mathcal{G}_{1}(u)$ contains all terms where derivatives of $u$ of order $s-1$ and $s-2$ occur. Consequently, it is a sum of terms of the forms

$$
\mathcal{G}^{\prime}(u)\left\{\Delta_{0}^{j} D_{i} \Delta_{0}^{k-1-j} u\right\} D_{i} \gamma, \quad \mathcal{G}^{\prime \prime}(u)\left\{D_{i} u, \Delta_{0}^{j} D_{i} \Delta_{0}^{k-1-j} u\right\} \gamma,
$$

with $j \in\{0, \ldots, k-1\}$, and

$$
\mathcal{G}^{\prime}(u)\{z\} D_{i} D_{l} \gamma, \quad \mathcal{G}^{\prime \prime}(u)\left\{D_{i} u, z\right\} D_{l} \gamma, \quad \mathcal{G}^{\prime \prime}(u)\left\{D_{i} D_{l} u, z\right\} \gamma, \quad \mathcal{G}^{\prime \prime \prime}(u)\left\{D_{i} u, D_{l} u, z\right\} \gamma,
$$

with $z:=\Delta_{0}^{j} D_{i} \Delta_{0}^{\mu} D_{l} \Delta_{0}^{k-2-j-\mu} u$ and $j, \mu \in\{0, \ldots, k-2\}, j+\mu \leq k-2$. Using the estimates (3.3) and the assumption $s \geq s_{0}>(m+7) / 2$, one obtains from analogous arguments as in the proof of Proposition 3.5 (ii) that

$$
\begin{equation*}
\left\|R_{5}(u)\right\|_{0} \leq C\|u\|_{s-1} \tag{4.14}
\end{equation*}
$$

Writing in the above terms,

$$
\begin{equation*}
\Delta_{0}^{k-1-j} u \approx\left(\Delta_{0}^{+}\right)^{j+1} \Delta_{0}^{k} u, \quad \Delta_{0}^{k-2-j-\mu} u \approx\left(\Delta_{0}^{+}\right)^{j+\mu+2} \Delta_{0}^{k} u \tag{4.15}
\end{equation*}
$$

up to smoothing remainder terms, we get

$$
\begin{equation*}
\Delta_{0}^{k} \mathcal{G}(u) \gamma=\mathcal{G}^{\prime}(u)\left\{\Delta_{0}^{k} u\right\} \gamma+\mathcal{G}_{2}(u)\left\{\Delta_{0}^{k} u\right\} \gamma+R_{6}(u) \tag{4.16}
\end{equation*}
$$

with a first-order operator $v \mapsto \mathcal{G}_{2}(u)\{v\} \gamma$ and a remainder term $R_{6}(u)$ satisfying the estimate (4.14) again. Hence, using that the linearization of the mean curvature $H(u)$ has $\Delta(u)(P(u) v)$ as its main part, i.e.,

$$
\begin{equation*}
\mathcal{G}^{\prime}(u)\{v\} \gamma=\gamma \Delta(u) P(u) v+\mathcal{G}_{3}(u)\{v\} \gamma \tag{4.17}
\end{equation*}
$$

with a first-order operator $v \mapsto \mathcal{G}_{3}(u)\{v\} \gamma$, we get the representation (4.7) with

$$
G_{1}(u) v:=\mathcal{G}_{2}(u)\{v\} \gamma+\mathcal{G}_{3}(u)\{v\} \gamma-v \cdot \mathcal{F}(u)
$$

and with the remainder terms

$$
R_{a}(u):=R_{6}(u), \quad R_{b}(u):=R_{4}(u)+F_{0}(u)\left(R_{6}(u)\right) .
$$

Now the estimate (4.9) of $R_{a}$ coincides with (4.14), whereas the estimate (4.10) of $R_{b}$ follows from

$$
\begin{aligned}
\left\|R_{b}(u)\right\|_{0} & \leq C\left(\left\|R_{4}(u)\right\|_{0}+\left\|R_{6}(u)\right\|_{0}\right) \\
& \leq C\left(\|\mathcal{G}(u)\|_{s-1}+\|u\|_{s}\|\mathcal{F}(u)\|_{s_{0}-3}+\|u\|_{s-1}\right)
\end{aligned}
$$

by (4.13), (4.14) and

$$
\begin{aligned}
\|\mathcal{G}(u)\|_{s-1} & \leq C\left(\left\|\Delta_{0}^{k} \mathcal{G}(u)\right\|_{-1}+\|\mathcal{G}(u)\|_{0}\right) \\
& =C\left(\left\|\tilde{G}(u)\left(\Delta_{0}^{k} u\right)+R_{6}(u)\right\|_{-1}+\|\mathcal{G}(u)\|_{0}\right) \\
& \leq C\left(\left\|\tilde{G}(u)\left(\Delta_{0}^{k} u\right)\right\|_{-1}+\|u\|_{s-1}\right)
\end{aligned}
$$

The statements (4.8) are consequences of Lemma 3.4 and (3.4). This becomes clear if $G_{1}$ is written out explicitly in terms of differential operators and Fréchet derivatives of $A$.

Now fix $s \geq s_{0}$ with $s=2 k, k \in \mathbb{N}$. Taking $F_{0}$ and $G_{1}$ as in Lemma 4.1 we set for $u \in U_{s}$ that

$$
\tilde{\mathcal{F}}(u) v:=\left(F(u)+F_{0}(u)\right) \tilde{G}(u) v
$$

We are now ready to define the variable inner product for which we will prove the semiboundedness of $\mathcal{F}$. For $u \in U_{s}$ let $M(u)$ be the operator defined by

$$
\begin{equation*}
M(u) v:=M_{0}(u) v+\tilde{M}_{0}(u) v, \quad \tilde{M}_{0}(u) v=M_{1}(u) P(u) v+N(u) M_{2}(u) v \tag{4.18}
\end{equation*}
$$

Here, the main part $M_{0}$ of $M$ is given by

$$
\begin{equation*}
M_{0}(u) v:=v-\Lambda(u) A(u) P(u) v \tag{4.19}
\end{equation*}
$$

with $A$ from (2.9) (cf. [10]), whereas the lower order terms are given by

$$
\begin{align*}
M_{1}(u) w & :=-M_{0}(u) F_{0}(u) A(u) w  \tag{4.20}\\
M_{2}(u) v & :=\Delta(u)^{+}\left(\gamma^{-1} G_{1}(u) v\right) \tag{4.21}
\end{align*}
$$

From (3.5) and (4.8) we get

$$
\begin{aligned}
& M_{0}(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t}\left(S, \mathbb{R}^{m}\right)\right), \quad-4 \leq t \leq s-2 \\
& M_{1}(u) \in \mathcal{L}\left(H^{t}(S), H^{t+1}\left(S, \mathbb{R}^{m}\right)\right), \quad-2 \leq t \leq s-3 \\
& M_{2}(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t+1}(S)\right), \quad-2 \leq t \leq s-3
\end{aligned}
$$

The operators depend smoothly on $u \in U_{s}$ and have uniformly bounded norms as $u$ varies in $\widetilde{U}_{s}$.

Because of $P(u) \Lambda(u)=0$, the operator $M_{0}(u)$ constitutes an isomorphism in $L^{2}\left(S, \mathbb{R}^{m}\right)$ with inverse

$$
\begin{equation*}
M_{0}(u)^{-1} v=v+\Lambda(u) A(u) P(u) v \tag{4.22}
\end{equation*}
$$

In particular, we have

$$
\begin{gather*}
c\|v\|_{0} \leq\left\|M_{0}(u) v\right\|_{0} \leq C\|v\|_{0}  \tag{4.23}\\
c\|v\|_{0}-C\|v\|_{-1} \leq\|M(u) v\|_{0} \leq C\|v\|_{0} \tag{4.24}
\end{gather*}
$$

with suitable positive constants $c, C$ independent of $u \in \tilde{U}_{s}$ and $v \in L^{2}$.
The main motivation for our choice of $M_{0}$ is the easily checked identity

$$
\begin{equation*}
\left(M_{0}(u) F(u) f, M_{0}(u) v\right)_{0}=(B(u) f, P(u) v)_{0} \tag{4.25}
\end{equation*}
$$

where $f \mapsto B(u) f:=P(u)(F(u) f)$ is the Dirichlet-Neumann operator. Note that on the left we have an inner product for a vector-valued function while there is an inner product for scalar functions on the right; this will enable us to make use of the coercivity in the normal direction. The choice of $M_{1}$ and $M_{2}$ results from the need to control certain lower order terms that will appear in our estimates, in particular, (4.34).

For the sake of completeness, we gather some properties of $B$ which we will need in what follows. We will use the commutator notation $\left[Q_{1}, Q_{2}\right]:=Q_{1} Q_{2}-Q_{2} Q_{1}$ for operators, in particular, if $f$ is a function we will write $[f, Q] w:=f Q w-Q(f w)$. Note that property (b) is in fact the $L^{2}$-symmetry of $B(u)$ with respect to the measure induced from $\Gamma_{u}$.

Lemma 4.2. Assume $u \in \tilde{U}_{s}, f \in C^{1}(S), w \in H^{2}(S), v \in H^{1}(S)$. Then:
(i) If $f \geq \alpha>0$, then

$$
\int_{S} f w B(u) w d S \geq c\|w\|_{1 / 2}^{2}-C\|w\|_{0}^{2}
$$

with $c=c(\alpha)>0, C=C\left(\|f\|_{C^{1}}\right)$. Moreover,
(ii)

$$
\int_{S} w B(u) v d S=\int_{S} \omega(u) v B(u)\left(\omega(u)^{-1} w\right) d S
$$

(iii)

$$
\|B(u) w\|_{-2} \leq C\|w\|_{-1},
$$

(iv)

$$
\|[f, B(u)] w\|_{0} \leq C\|w\|_{0}
$$

with $C=C\left(\|f\|_{C^{1}}\right)$,
(v)

$$
\left\|\left[\Lambda_{i}(u), B(u)\right] w\right\|_{0} \leq C\|w\|_{1} .
$$

All constants are independent of $u \in \tilde{U}_{s}$.
Proof. (i) As in the proof of Lemma 3.4 we extend $u$ to a diffeomorphism from $E$ to $\Omega_{u}$ and denote the coefficients of the corresponding induced metric by $g^{i j}$ and the corresponding volume element by $\sqrt{g}$. Let $\nu$ denote the outer unit normal on $S$ and let $\mathcal{E}$ denote the harmonic extension from $S$ into $E$. Let $\phi$ be the solution of the Dirichlet problem

$$
L(u) \phi:=\partial_{i}\left(\sqrt{g} g^{i j} \partial_{j} \phi\right)=0 \text { in } E,\left.\quad \phi\right|_{S}=w .
$$

Then

$$
B(u) w=\omega(u)^{-1} \nu_{i} \sqrt{g} g^{i j} \partial_{j} \phi,
$$

and by integration by parts

$$
\begin{aligned}
& \int_{S} f w B(u) w d S \\
= & \int_{S} f \phi \omega(u)^{-1} \nu_{i} \sqrt{g} g^{i j} \partial_{j} \phi d S=\int_{E} \partial_{i}\left(\mathcal{E}\left(f \omega(u)^{-1}\right) \phi \sqrt{g} g^{i j} \partial_{j} \phi\right) d x \\
= & \int_{E} \mathcal{E}\left(f \omega(u)^{-1}\right) \sqrt{g} g^{i j} \partial_{i} \phi \partial_{j} \phi d x+\int_{E} \partial_{i}\left(\mathcal{E}\left(f \omega(u)^{-1}\right) \sqrt{g} g^{i j}\right) \phi \partial_{j} \phi d x \\
\geq & c\|\phi\|_{1}^{E^{2}}-C\|\phi\|_{1}^{E}\|\phi\|_{0}^{E} \geq c\|\phi\|_{1}^{E^{2}}-C\|\phi\|_{0}^{E^{2}} \geq c\|w\|_{1 / 2}^{2}-C\|w\|_{0}^{2} .
\end{aligned}
$$

The uniformity of these estimates with respect to $u \in \tilde{U}_{s}$ follows by a compactness argument as in [10].
(ii) The assertion follows from transforming the integral to $\Gamma_{u}$, applying Green's formula and transforming back.
(iii) Using (ii), the assertion follows from a standard duality argument and the fact that $B(u) \in \mathcal{L}\left(H^{2}(S), H^{1}(S)\right)$.
(iv) Maintaining the notation from the proof of (i), we have

$$
[f, B(u)] w=\omega(u)^{-1} \nu_{i} \sqrt{g} g^{i j}\left(f \partial_{j} \phi-\partial_{j} \psi\right)
$$

where $\psi$ satisfies

$$
L(u) \psi=0 \text { in } E,\left.\quad \psi\right|_{S}=f w=\left.f \phi\right|_{S}
$$

Therefore, by estimates parallel to Lemma 4.3 in [10],

$$
\begin{aligned}
& \|[f, B(u)] w\|_{1 / 2} \leq\left\|\omega(u)^{-1} \nu_{i} \sqrt{g} g^{i j} \partial_{j}(\phi \mathcal{E} f-\psi)\right\|_{1 / 2}+C\|\phi\|_{1 / 2} \\
\leq & C\left(\|L(u)(\phi \mathcal{E} f)\|_{0}^{E}+\|\phi\|_{1 / 2}\right) \leq C\left(\|\phi\|_{1}^{E}+\|\phi\|_{1 / 2}\right) \leq C\|w\|_{1 / 2}
\end{aligned}
$$

As both multiplication by $f$ and $B(u)$ are symmetric with respect to the $L^{2}$-inner product induced from $\Gamma_{u}$, we get by duality that

$$
\|[f, B(u)] w\|_{-1 / 2} \leq C\|w\|_{-1 / 2}
$$

and the result follows by interpolation.
(v) We have, by the chain rule for the operators $D_{k}$,

$$
\begin{aligned}
{\left[\Lambda_{i}(u), B(u)\right] } & =\left[\alpha_{k}^{i}(u) D_{k}, B(u)\right]=\left[\alpha_{k}^{i}(u), B(u)\right] D_{k}+\alpha_{k}^{i}(u)\left[D_{k}, B(u)\right] \\
& =\left[\alpha_{k}^{i}(u), B(u)\right] D_{k}+\alpha_{k}^{i}(u) B^{\prime}(u)\left\{D_{k} u\right\}
\end{aligned}
$$

The result now follows from (ii) and the estimate

$$
\left\|B^{\prime}(u)\left\{D_{k} u\right\} w\right\|_{0} \leq C\|w\|_{1}
$$

which is a simple consequence of (3.1).
The next lemma will be crucial in the proof of the main estimate as it will provide coercivity for the normal component.

Lemma 4.3. There are positive constants $c, C$ such that

$$
\left(\Delta(u)^{+}\left(\gamma^{-1} w\right), B(u) w\right)_{0} \leq-c\|w\|_{-1 / 2}^{2}+C\|w\|_{-2}^{2}
$$

for all $u \in \tilde{U}_{s}, w \in H^{1}(S)$.
Proof. Set $z:=\Delta(u)^{+}\left(\gamma^{-1} w\right)$. Then $w=\gamma \Delta(u) z+\gamma Q(u)\left(\gamma^{-1} z\right)$; see (4.6). By Lemma 4.2 (ii),

$$
\begin{aligned}
I & :=\left(\Delta(u)^{+}\left(\gamma^{-1} w\right), B(u) w\right)_{0} \leq(z, B(u) \gamma \Delta(u) z)_{0}+\|z\|_{1}\left\|B(u)\left(\gamma Q(u)\left(\gamma^{-1} z\right)\right)\right\|_{-1} \\
& \leq\left(\omega(u) \gamma \Delta(u) z, B(u)\left(\omega(u)^{-1} z\right)\right)_{0}+C\|w\|_{-1}^{2}
\end{aligned}
$$

Setting $\tilde{z}:=\omega(u)^{-1} z, \tilde{\gamma}:=\omega(u)^{2} \gamma$ and using (4.5) we get

$$
\begin{aligned}
I & \leq(\tilde{\gamma} \Delta(u) \tilde{z}, B(u) \tilde{z})_{0}+(\omega(u) \gamma[\omega(u), \Delta(u)] \tilde{z}, B(u) \tilde{z})_{0}+C\|w\|_{-1}^{2} \\
& \leq\left(\tilde{\gamma} \Lambda_{i}(u) \Lambda_{i}(u) \tilde{z}, B(u) \tilde{z}\right)_{0}+C\|z\|_{1}^{2}+C\|w\|_{-1}^{2}
\end{aligned}
$$

By integration by parts, one obtains an estimate

$$
\left|\int_{S} \Lambda_{i}(u) f d S\right| \leq C \int_{S}|f| d S
$$

cf. $[10,(5.5)]$. This yields

$$
\begin{aligned}
I & \leq-\left(\Lambda_{i}(u) \tilde{z}, \Lambda_{i}(u) \tilde{\gamma} B(u) \tilde{z}\right)_{0}+C\|z\|_{1}^{2}+C\|w\|_{-1}^{2} \\
& \leq-\left(\Lambda_{i}(u) \tilde{z}, \tilde{\gamma} \Lambda_{i}(u) B(u) \tilde{z}\right)_{0}+C\|z\|_{1} \sum_{i}\left\|\left[\Lambda_{i}(u), \gamma\right] B(u) \tilde{z}\right\|_{0}+C\|w\|_{-1}^{2} \\
& \leq-\left(\Lambda_{i}(u) \tilde{z}, \tilde{\gamma} B(u) \Lambda_{i}(u) \tilde{z}\right)_{0}+C\|z\|_{1} \sum_{i}\left\|\left[B(u), \Lambda_{i}(u)\right] \tilde{z}\right\|_{0}+C\|w\|_{-1}^{2} \\
& \leq-c\left\|\Lambda_{i}(u) \tilde{z}\right\|_{1 / 2}^{2}+C\|z\|_{1}^{2}+C\|w\|_{-1}^{2} \\
& \leq-c\|\tilde{z}\|_{3 / 2}^{2}+C\|w\|_{-1}^{2} \leq-c\|w\|_{-1 / 2}^{2}+C\|w\|_{-2}^{2}
\end{aligned}
$$

where parts (i) and (v) of Lemma 4.2 have been used together with interpolation in the scale $H^{t}(S)$.

In view of (4.23), (4.24) for every fixed $u \in U_{s}, s \geq s_{0}, s=2 k, k \in \mathbb{N}$, and $\lambda$ sufficiently large (independent of $u \in \widetilde{U}_{s}$ ),

$$
\begin{equation*}
(v, w)_{s, u}:=\lambda\left(M_{0}(u) v, M_{0}(u) w\right)_{0}+\left(M(u) \Delta_{0}^{k} v, M(u) \Delta_{0}^{k} w\right)_{0} \tag{4.26}
\end{equation*}
$$

defines a scalar product on $H^{s}\left(S, \mathbb{R}^{m}\right)$ which is equivalent to the usual one.
The next two lemmas provide properties of the inner product $(\cdot, \cdot)_{s, u}$, which will be used when we apply the abstract existence result of Theorem 5.2 to our situation. They are parallel to Lemmas 5.3 and 5.4 in [10], therefore the proofs are omitted here. Note the uniformity of all estimates with respect to $u \in \tilde{U}_{s}$.

Lemma 4.4. Assume $s \geq s_{0}$.
(i) There exists a $C>0$ such that for all $v \in H^{s+3}\left(S, \mathbb{R}^{m}\right)$, $w \in H^{s}(S, \mathbb{R})$, $u \in \tilde{U}_{s}$

$$
(v, w)_{s, u} \leq C\|v\|_{s+3}\|w\|_{s-3} .
$$

(ii) There exist $\lambda_{0}, c_{0}>0$ such that for all $v \in H^{s+6}\left(S, \mathbb{R}^{m}\right), \lambda \geq \lambda_{0}$

$$
\left(v,\left(-\Delta_{0}^{3}+\lambda\right) v\right)_{s, u} \geq c_{0}\|v\|_{s+3}^{2} .
$$

As an immediate consequence of Lemma 4.4 (i) we get the existence of a continuous bilinear form $\langle\cdot, \cdot\rangle_{s, u}$ on $H^{s+3}\left(S, \mathbb{R}^{m}\right) \times H^{s-3}\left(S, \mathbb{R}^{m}\right)$ compatible with $(\cdot, \cdot)_{s, u}$, i.e., there holds $\langle v, w\rangle_{s, u}=(v, w)_{s, u}$ for all $v, w \in H^{s+3}\left(S, \mathbb{R}^{m}\right)$. Further, we put for $\varepsilon \in(0,1]$

$$
\begin{equation*}
\langle v, w\rangle_{s, u}^{\varepsilon}:=\langle v, w\rangle_{s_{0}, u}+\varepsilon^{2}\langle v, w\rangle_{s, u} . \tag{4.27}
\end{equation*}
$$

Lemma 4.5. We assume as above that $s \geq s_{0}, \varepsilon \in(0,1]$.
(i) For fixed $u \in U_{s}$, the mapping $\langle\cdot, \cdot\rangle_{s, u}^{\varepsilon}: H^{s+3}\left(S, \mathbb{R}^{m}\right) \times H^{s-3}\left(S, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ constitutes a continuous, nondegenerate bilinear form whose restriction to $H^{s+3}\left(S, \mathbb{R}^{m}\right) \times$ $H^{s+3}\left(S, \mathbb{R}^{m}\right)$ is symmetric.
(ii) With constants $C>0$ independent of $\varepsilon, u, v, w$, one has for $u, w \in \tilde{U}_{s}$ and $v \in H^{s+3}\left(S, \mathbb{R}^{m}\right)$ :

$$
\begin{gather*}
C^{-1}\left(\|v\|_{s_{0}}^{2}+\varepsilon^{2}\|v\|_{s}^{2}\right) \leq\langle v, v\rangle_{s, u}^{\varepsilon} \leq C\left(\|v\|_{s_{0}}^{2}+\varepsilon^{2}\|v\|_{s}^{2}\right)  \tag{4.28}\\
\langle v, v\rangle_{s, u}^{\varepsilon} \leq\langle v, v\rangle_{s, w}^{\varepsilon}\left(1+C\|u-w\|_{s_{0}-3}\right) \tag{4.29}
\end{gather*}
$$

(iii) Weak convergences $u_{n} \rightharpoonup u$ in $H^{s}, w_{n} \rightharpoonup w$ in $H^{s-3}$ imply

$$
\left\langle v, w_{n}\right\rangle_{s, u_{n}}^{\varepsilon} \rightarrow\langle v, w\rangle_{s, u}^{\varepsilon}
$$

for all $v \in H^{s+3}$.
Now we are prepared to formulate and prove the following a priori estimates for $\mathcal{F}$ w.r.t. the bilinear forms $(\cdot, \cdot)_{s, u}$.

Proposition 4.6. Let $s \geq s_{0}$ be an even integer. Then

$$
\begin{equation*}
(u, \mathcal{F}(u))_{s, u} \leq C\|u\|_{s}^{2} \tag{4.30}
\end{equation*}
$$

for all $u \in \widetilde{U}_{s} \cap C^{\infty}\left(S, \mathbb{R}^{m}\right)$ with a constant $C$ independent of $u$.
Proof. For later use, we prove the estimate in the following stronger form: For every $\varepsilon>0$ there exists a constant $C(\varepsilon)$ such that

$$
\begin{equation*}
(u, \mathcal{F}(u))_{s, u} \leq C\|u\|_{s}\left(\left(\varepsilon+\|\mathcal{F}(u)\|_{s_{0}-3}\right)\|u\|_{s}+C(\varepsilon)\|u\|_{s-1}\right) \tag{4.31}
\end{equation*}
$$

Setting $v:=\Delta_{0}^{k} u$ and using the notations of Lemma 4.1 we have

$$
\left(M(u) \Delta_{0}^{k} u, M(u) \Delta_{0}^{k} \mathcal{F}(u)\right)_{0}=I(u) v^{2}+J(u)+\left(M(u) v, M(u) R_{b}(u)\right)_{0}
$$

with

$$
I(u) v^{2}:=(M(u) v, M(u) \tilde{\mathcal{F}}(u) v)_{0} \quad J(u):=\left(M(u) v, M(u) F(u) R_{a}(u)\right)_{0}
$$

From (4.10) we obtain

$$
\left(M(u) v, M(u) R_{b}(u)\right)_{0} \leq C\|u\|_{s}\left(\|\tilde{G}(u) v\|_{-1}+\|\mathcal{F}(u)\|_{s_{0}-3}\|u\|_{s}+\|u\|_{s-1}\right)
$$

To estimate $J(u)$, we write this term as $J_{1}(u)+\cdots+J_{4}(u)$ with

$$
\begin{array}{ll}
J_{1}(u)=\left(M_{0}(u) v, M_{0}(u) F(u) R_{a}(u)\right)_{0}, & J_{2}(u)=\left(\tilde{M}_{0}(u) v, M_{0}(u) F(u) R_{a}(u)\right)_{0} \\
J_{3}(u)=\left(M_{0}(u) v, \tilde{M}_{0}(u) F(u) R_{a}(u)\right)_{0}, & J_{4}(u)=\left(\tilde{M}_{0}(u) v, \tilde{M}_{0}(u) F(u) R_{a}(u)\right)_{0}
\end{array}
$$

Using (4.25) and (4.9), we obtain for $J_{1}$

$$
J_{1}(u)=\left(B(u) R_{a}(u), P(u) v\right)_{0} \leq C\left\|R_{a}(u)\right\|_{0}\|P(u) v\|_{1} \leq C\|u\|_{s-1}\|P(u) v\|_{1}
$$

As

$$
\begin{equation*}
P(u) v=\Delta(u)^{+}\left(\gamma^{-1}\left(\tilde{G}(u) v-G_{1}(u) v\right)\right)-Q(u)(P(u) v) \tag{4.32}
\end{equation*}
$$

we see from (4.8) that

$$
\begin{equation*}
\|P(u) v\|_{1} \leq C\left(\|\tilde{G}(u) v\|_{-1}+\|v\|_{0}\right) \tag{4.33}
\end{equation*}
$$

and consequently

$$
J_{1}(u) \leq C\|u\|_{s-1}\left(\|\tilde{G}(u) v\|_{-1}+\|u\|_{s}\right)
$$

For $J_{2}$ we have

$$
J_{2}(u) \leq C\left\|\tilde{M}_{0}(u) v\right\|_{1}\left\|M_{0}(u) F(u) R_{a}(u)\right\|_{-1} \leq C\|v\|_{0}\left\|R_{a}(u)\right\|_{0} \leq C\|u\|_{s}\|u\|_{s-1}
$$

and the same estimates are valid for $J_{3}, J_{4}$, thus

$$
J(u) \leq C\|u\|_{s-1}\left(\|\tilde{G}(u) v\|_{-1}+\|u\|_{s}\right) .
$$

Further, we decompose $I$ according to $I(u) v^{2}=I_{1}(u) v^{2}+\cdots+I_{4}(u) v^{2}$ in the same manner as $J$, i.e.,

$$
\begin{array}{ll}
I_{1}(u) v^{2}=\left(M_{0}(u) v, M_{0}(u) \tilde{\mathcal{F}}(u) v\right)_{0}, & I_{2}(u) v^{2}=\left(\tilde{M}_{0}(u) v, M_{0}(u) \tilde{\mathcal{F}}(u) v\right)_{0}, \\
I_{3}(u) v^{2}=\left(M_{0}(u) v, \tilde{M}_{0}(u) \tilde{\mathcal{F}}(u) v\right)_{0}, & I_{4}(u) v^{2}=\left(\tilde{M}_{0}(u) v, \tilde{M}_{0}(u) \tilde{\mathcal{F}}(u) v\right)_{0}
\end{array}
$$

and each term is estimated separately. We start with the leading order term $I_{1}(u) v^{2}$. Using (4.25) again, it can be written as

$$
\begin{aligned}
I_{1}(u) v^{2} & =\left(M_{0}(u) v, M_{0}(u) F(u) \tilde{G}(u) v\right)_{0}+\left(M_{0}(u) v, M_{0}(u) F_{0}(u) \tilde{G}(u) v\right)_{0} \\
& =(P(u) v, B(u) \tilde{G}(u) v)_{0}+\left(M_{0}(u) v, M_{0}(u) F_{0}(u) \tilde{G}(u) v\right)_{0} .
\end{aligned}
$$

In the first summand we insert (4.32) and use

$$
\left|(Q(u) P(u) v, B(u) \tilde{G}(u) v)_{0}\right| \leq C\|v\|_{0}\|\tilde{G}(u) v\|_{-1},
$$

and by Lemma 4.3

$$
\left(\Delta(u)^{+}\left(\gamma^{-1} \tilde{G}(u) v\right), B(u) \tilde{G}(u) v\right)_{0} \leq-c_{0}\|\tilde{G}(u) v\|_{-1 / 2}^{2}+C\|\tilde{G}(u) v\|_{-1}^{2} .
$$

Remembering the definitions (4.20), (4.21) of $M_{1}$ and $M_{2}$, we have

$$
\begin{gathered}
\left(M_{0}(u) v, M_{0}(u) F_{0}(u) \tilde{G}(u) v\right)_{0}=-\left(M_{0}(u) v, M_{1}(u) B(u) \tilde{G}(u) v\right)_{0}, \\
\quad\left(\Delta(u)^{+}\left(\gamma^{-1} G_{1}(u) v\right), B(u) \tilde{G}(u) v\right)_{0}=\left(M_{2}(u) v, B(u) \tilde{G}(u) v\right)_{0},
\end{gathered}
$$

and consequently we arrive at

$$
\begin{align*}
I_{1}(u)^{2} v \leq & -\left(M_{2}(u) v, B(u) \tilde{G}(u) v\right)_{0}-\left(M_{0}(u) v, M_{1}(u) B(u) \tilde{G}(u) v\right)_{0} \\
& -c_{0}\|\tilde{G}(u) v\|_{-1 / 2}^{2}+C\left(\|v\|_{0}+\|\tilde{G}(u) v\|_{-1}\right)\|\tilde{G}(u) v\|_{-1} . \tag{4.34}
\end{align*}
$$

This coercive estimate of $I_{1}(u) v^{2}$ with respect to $\tilde{G}(u) v$ is the crucial "leading order estimate" here and will be used below to control the lower order terms.

From Lemma 4.2 (iii) we get $F \in \mathcal{L}\left(H^{-1}(S), H^{-2}\left(S, \mathbb{R}^{m}\right)\right)$ and therefore for $I_{4}$ we have the estimate

$$
\begin{align*}
\left|I_{4}(u) v^{2}\right| & \leq C\left\|\tilde{M}_{0}(u) v\right\|_{1}\left\|\tilde{M}_{0}(u) \tilde{\mathcal{F}}(u) v\right\|_{-1} \\
& \leq C\|v\|_{0}\left\|\left(F(u)+F_{0}(u)\right) \tilde{G}(u) v\right\|_{-2} \leq C\|v\|_{0}\|\tilde{G}(u) v\|_{-1}, \tag{4.35}
\end{align*}
$$

where (4.8) has been applied again. Further, concerning $I_{3}$ we have

$$
I_{3}(u) v^{2}=\left(M_{0}(u) v, \tilde{M}_{0} F(u) \tilde{G}(u) v\right)_{0}+\left(M_{0}(u) v, \tilde{M}_{0} F_{0}(u) \tilde{G}(u) v\right)_{0},
$$

where the last summand allows the estimate

$$
\left|\left(M_{0}(u) v, \tilde{M}_{0}(u) F_{0}(u) \tilde{G}(u) v\right)_{0}\right| \leq C\|v\|_{0}\| \| \tilde{G}(u) v \|_{-1} .
$$

Remembering $\tilde{M}_{0}(u)=M_{1}(u) P(u)+N(u) M_{2}(u)$, the first summand is written

$$
\begin{aligned}
& \left(M_{0}(u) v, \tilde{M}_{0}(u) F(u) \tilde{G}(u) v\right)_{0} \\
& \quad=\left(M_{0}(u) v, M_{1}(u) B(u) \tilde{G}(u) v\right)_{0}+\left(P(u) v, M_{2}(u) F(u) \tilde{G}(u) v\right)_{0} .
\end{aligned}
$$

Using (4.33) we get

$$
\begin{aligned}
\left|\left(P(u) v, M_{2}(u) F(u) \tilde{G}(u) v\right)_{0}\right| & \leq C\|P(u) v\|_{1}\|\tilde{G}(u) v\|_{-1} \\
& \leq C\left(\|v\|_{0}+\|\tilde{G}(u) v\|_{-1}\right)\|\tilde{G}(u) v\|_{-1}
\end{aligned}
$$

and consequently

$$
\begin{equation*}
I_{3}(u) v^{2} \leq\left(M_{0}(u) v, M_{1}(u) B(u) \tilde{G}(u) v\right)_{0}+C\left(\|v\|_{0}+\|\tilde{G}(u) v\|_{-1}\right)\|\tilde{G}(u) v\|_{-1} \tag{4.36}
\end{equation*}
$$

Arguing along the same lines for $I_{2}$ we obtain

$$
I_{2}(u) v^{2}=\left(\tilde{M}_{0}(u) v, M_{0}(u) F(u) \tilde{G}(u) v\right)_{0}+\left(\tilde{M}_{0}(u) v, M_{0}(u) F_{0}(u) \tilde{G}(u) v\right)_{0}
$$

where again

$$
\left|\left(\tilde{M}_{0}(u) v, M_{0} F_{0}(u) \tilde{G}(u) v\right)_{0}\right| \leq C\|v\|_{0}\|\tilde{G}(u) v\|_{-1}
$$

and

$$
\begin{aligned}
\left(\tilde{M}_{0}(u) v\right. & \left.M_{0}(u) F(u) \tilde{G}(u) v\right)_{0} \\
\quad= & \left(M_{2}(u) v, B(u) \tilde{G}(u) v\right)_{0}+\left(M_{1}(u) P(u) v, M_{0}(u) F(u) \tilde{G}(u) v\right)_{0}
\end{aligned}
$$

with

$$
\begin{aligned}
& \left|\left(M_{1}(u) P(u) v, M_{0}(u) F(u) \tilde{G}(u) v\right)_{0}\right| \\
& \quad \leq\left\|M_{1}(u) P(u) v\right\|_{2}\left\|M_{0}(u) F(u) \tilde{G}(u) v\right\|_{-2} \leq C\|P(u) v\|_{1}\|\tilde{G}(u) v\|_{-1} \\
& \quad \leq C\left(\|v\|_{0}+\|\tilde{G}(u) v\|_{-1}\right)\|\tilde{G}(u) v\|_{-1}
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
I_{2}(u) v^{2} \leq\left(M_{2}(u) v, B(u) \tilde{G}(u) v\right)_{0}+C\left(\|v\|_{0}+\|\tilde{G}(u) v\|_{-1}\right)\|\tilde{G}(u) v\|_{-1} \tag{4.37}
\end{equation*}
$$

Summarizing, we get

$$
\begin{aligned}
(u, \mathcal{F}(u))_{s, u} \leq & -c_{1}\|\tilde{G}(u) v\|_{-1 / 2}^{2}+C_{1}\left(\|\tilde{G}(u) v\|_{-1}^{2}+\|u\|_{s}\left(\|\tilde{G}(u) v\|_{-1}\right.\right. \\
& \left.\left.+\|\mathcal{F}(u)\|_{s_{0}-3}\|u\|_{s}+\|u\|_{s-1}\right)\right)
\end{aligned}
$$

and, estimating further,

$$
\begin{aligned}
\|u\|_{s}\|\tilde{G}(u) v\|_{-1} & \leq \frac{\varepsilon}{C_{1}}\|u\|_{s}^{2}+C_{2}(\varepsilon)\|\tilde{G}(u) v\|_{-1}^{2} \\
\|\tilde{G}(u) v\|_{-1}^{2} & \leq \frac{c_{1}}{C_{1}\left(1+C_{2}(\varepsilon)\right)}\|\tilde{G}(u) v\|_{-1 / 2}^{2}+C(\varepsilon)\|\tilde{G}(u) v\|_{-3}^{2} \\
\|\tilde{G}(u) v\|_{-3}^{2} & \leq C\|u\|_{s-1}^{2}
\end{aligned}
$$

we obtain (4.31).
Remark 4.7. Reinspecting the estimates in the previous proofs it is straightforward to check that for fixed $s \geq s_{0}$ the occurring constants, in particular in (4.30), (4.31), are independent of $\gamma$ as long as $\gamma$ varies in some fixed set

$$
\begin{equation*}
\left\{\gamma \in C^{\infty}(S) \mid \gamma \geq \gamma^{*}>0,\|\gamma\|_{s_{1}} \leq M\right\} \tag{4.38}
\end{equation*}
$$

with some sufficiently large $s_{1}=s_{1}(s)$.

Using Lemma 3.6, we write for $u \in \tilde{U}_{s}, v \in H^{s}, s \geq s_{0}$

$$
\begin{equation*}
\mathcal{F}^{\prime}(u) v=F(u)\left(\gamma \Delta(u)(P(u) v)+G_{2}(u) v\right)+R(u) v \tag{4.39}
\end{equation*}
$$

where $v \mapsto G_{2}(u) v:=\mathcal{G}_{3}(u) v-\mathcal{F}(u) \cdot v$ and $v \mapsto R(u) \underset{\sim}{v}$ are operators of order one and zero, respectively. Note that $\mathcal{F}^{\prime}(u)$ coincides with $\tilde{\mathcal{F}}(u)$ if $G_{1}$ is replaced by $G_{2}$ and $F_{0}$ is replaced by 0 . Hence, by defining (cf. (4.18)-(4.21))

$$
M_{3}(u):=\Delta(u)^{+}\left(\gamma^{-1} G_{2}(u) v\right), \quad \tilde{M}(u):=M_{0}(u)+M_{3}(u)
$$

we find that $\tilde{M}$ has the same properties as $M$ above, and we obtain, parallel to (4.31), the following estimate which will be used in the uniqueness proof.

Lemma 4.8. Let $s \geq s_{0}$. Then there exists a constant $C$ such that for all $u \in \tilde{U}_{s}$, $v \in H^{s}$ we have

$$
\left(\tilde{M}(u) \mathcal{F}^{\prime}(u) v, \tilde{M}(u) v\right)_{0} \leq C\|v\|_{0}^{2}
$$

5. Proof of short time existence and uniqueness. We are now ready to prove our main results as announced in Theorems 2.1 and 2.2. As the existence proof is in some respects analogous to the corresponding considerations in [10], we restrict ourselves to an outline and refer to that paper for details.

Fix an even integer $s_{0}>(m+7) / 2, s_{0} \geq 6$, and let $s \geq s_{0}$ be an even integer as well. Let $\tilde{U}_{s}$ be defined as above. The notations $C_{w}([0, T], X)$ and $C_{w}^{1}([0, T], X)$ will denote the spaces of weakly continuous and weakly continuously differentiable functions, respectively, with values in some subset $X$ of a normed space.

At first an estimate which provides uniqueness and Lipschitz continuous dependence on the initial value in the $L^{2}$-norm is given.

Proposition 5.1. Let $u, v \in C_{w}\left([0, T], \tilde{U}_{s_{0}}\right) \cap C_{w}^{1}\left([0, T], H^{s_{0}-3}\left(S, \mathbb{R}^{m}\right)\right)$ be two solutions of (2.2). Then

$$
\begin{equation*}
\|v(t)-u(t)\|_{0} \leq C\|v(0)-u(0)\|_{0} \tag{5.1}
\end{equation*}
$$

with $C$ depending only on $\tilde{U}_{s_{0}}$ and on $T$.
Proof. Set $w(t):=v(t)-u(t)$ and note that

$$
w(t) \in C\left([0, T], H^{\sigma}\left(S, \mathbb{R}^{m}\right)\right) \cap C^{1}\left([0, T], H^{\sigma-3}\left(S, \mathbb{R}^{m}\right)\right)
$$

for $\sigma<s_{0}$. In particular, the map

$$
t \mapsto g(t):=\|\tilde{M}(u(t)) w(t)\|_{0}^{2}
$$

is differentiable and has the derivative

$$
\begin{aligned}
g^{\prime}(t)= & 2\left(\tilde{M}^{\prime}(u(t))\left\{u^{\prime}(t)\right\} w(t), \tilde{M}(u(t)) w(t)\right)_{0} \\
& +2(\tilde{M}(u(t))(\mathcal{F}(v(t))-\mathcal{F}(u(t))), \tilde{M}(u(t)) w(t))_{0}
\end{aligned}
$$

To estimate the first term we note that, parallel to the estimates in Lemma 3.1,

$$
\begin{aligned}
\left\|\tilde{M}^{\prime}(u(t))\left\{u^{\prime}(t)\right\} w(t)\right\|_{0} & \leq C\left\|u^{\prime}(t)\right\|_{s_{0}-3}\|w(t)\|_{0} \\
& \leq C\|\mathcal{F}(u(t))\|_{s_{0}-3}\|w(t)\|_{0} \leq C\|w(t)\|_{0}
\end{aligned}
$$

The second term can be estimated by using

$$
\mathcal{F}(v(t))-\mathcal{F}(u(t))=\mathcal{F}^{\prime}(u(t)) w(t)+R
$$

where

$$
R:=\int_{0}^{1} \int_{0}^{\tau} \mathcal{F}^{\prime \prime}(\theta v(t)+(1-\theta) u(t))\{w(t), w(t)\} d \theta d \tau
$$

allows an estimate

$$
\|R\|_{0} \leq C\|w(t)\|_{3}\|w(t)\|_{s_{0}-3} \leq C\|w(t)\|_{s_{0}}\|w(t)\|_{0} \leq C\|w(t)\|_{0}
$$

where estimates on $\mathcal{F}^{\prime \prime}$ parallel to Lemma 3.1 and norm convexity have been used. Thus, by Lemma 4.8,

$$
\begin{aligned}
g^{\prime}(t) & \leq 2\left(\tilde{M}(u(t)) \mathcal{F}^{\prime}(u(t)) w(t), \tilde{M}(u(t)) w(t)\right)_{0}+C\|w(t)\|_{0}^{2} \\
& \leq\|w(t)\|_{0}^{2} \leq C g(t)
\end{aligned}
$$

Therefore, by Gronwall's inequality,

$$
\|v(t)-u(t)\|_{0}^{2} \leq C g(t) \leq C g(0) \leq C\|v(0)-u(0)\|_{0}^{2}
$$

To prove existence, we will rely on an abstract existence theorem whose proof has been given in [10]. It generalizes an existence theorem concerning evolution equations with semibounded operators by Kato and Lai [11] to the case of variable bilinear forms. The setting is the following:

Let $X \subseteq Y \subseteq Z$ be real and separable Banach spaces with dense and continuous embeddings and $\mathcal{U} \subseteq Y$ be open. For every $u \in \mathcal{U}$, let $\langle\cdot, \cdot\rangle_{u}: X \times Z \rightarrow \mathbb{R}$ be a continuous and nondegenerate bilinear form, such that with fixed constants $C \geq 1, M \geq 0$ :
(H1) $\langle v, w\rangle_{u}=\langle w, v\rangle_{u}$ for all $v, w \in X ;$
(H2) $C^{-1}\|v\|_{Y}^{2} \leq\langle v, v\rangle_{u} \leq C\|v\|_{Y}^{2}$ for all $v \in X, u \in \mathcal{U}$;
(H3) $\langle v, v\rangle_{u} \leq\langle v, v\rangle_{w}\left(1+M\|u-w\|_{Z}\right)$ for all $v \in X, u, w \in \mathcal{U}$;
(H4) weak convergences $u_{n} \rightharpoonup u$ in $Y, u_{n}, u \in \mathcal{U}$, and $w_{n} \rightharpoonup w$ in $Z$ imply $\left\langle v, w_{n}\right\rangle_{u_{n}} \rightarrow\langle v, w\rangle_{u}$ for all $v \in X$.
Assuming (H) holds, by the dense embedding $X \subseteq Y$ and

$$
\left|\langle v, w\rangle_{u}\right|^{2} \leq\langle v, v\rangle_{u}\langle w, w\rangle_{u} \leq C^{2}\|v\|_{Y}^{2}\|w\|_{Y}^{2} \text { for } v, w \in X
$$

there exists to each $u \in \mathcal{U}$ a scalar product $(\cdot, \cdot)_{u}$ on $Y$, which is compatible with $\langle\cdot, \cdot\rangle_{u}$, i.e., we have

$$
(v, w)_{u}=\langle v, w\rangle_{u} \text { for } v \in X, w \in Y
$$

Moreover, for $u_{n}, u \in \mathcal{U}, u_{n} \rightharpoonup u, w_{n} \rightharpoonup w$ in $Y$ implies

$$
\left(v, w_{n}\right)_{u_{n}} \rightarrow(v, w)_{u} \text { for all } v \in X
$$

For the sake of brevity we put

$$
\|v\|_{u}=(v, v)_{u}^{1 / 2}, \quad\|u\| \|=(u, u)_{u}^{1 / 2}
$$

Theorem 5.2. Assume (H) is satisfied with some ball

$$
\mathcal{U}=B:=\left\{u \in Y \mid\|u\|_{Y}<R\right\}, \quad R>0
$$

and $\mathcal{F}: B \rightarrow Z$ is a weakly sequentially continuous mapping such that

$$
\begin{equation*}
2\langle u, \mathcal{F}(u)\rangle_{u}+M\|\mathcal{F}(u)\|_{z}\|u u\| \leq \beta\left(\| \| u \|^{2}\right) \text { for all } u \in X \cap B \tag{5.2}
\end{equation*}
$$

with a $C^{1}$-function $\beta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}=[0, \infty)$. Let $u_{0} \in B$,

$$
\left\|\left\|u_{0}\right\| \mid<r:=R /\left(2 C^{3}\right)^{1 / 2}\right.
$$

and $T>0$ such that the solution $\rho$ of the scalar Cauchy problem

$$
\begin{equation*}
d \rho / d t=\beta(\rho(t)), \quad \rho(0)=\| \| u_{0} \|^{2} \tag{5.3}
\end{equation*}
$$

exists on $[0, T]$ and satisfies $\rho(t)<r^{2}$ there. Then the Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=\mathcal{F}(u(t)), \quad u(0)=u_{0} \tag{5.4}
\end{equation*}
$$

possesses a solution $u \in C_{w}([0, T], \mathcal{U}) \cap C_{w}^{1}([0, T], Z)$ for which additionally

$$
\begin{gathered}
\|u(t)\|^{2} \leq \rho(t) \text { for all } t \in[0, T] \\
u(t) \rightarrow u_{0} \text { in } Y \text { for } t \rightarrow+0
\end{gathered}
$$

Proof of Theorems 2.1, 2.2 (outline): Instead of (2.2), (2.3) we consider the Cauchy problem

$$
\left.\begin{array}{rl}
v^{\prime}(t) & =\hat{\mathcal{F}}(v):=\mathcal{F}\left(v+w_{0}\right),  \tag{5.5}\\
v(0) & =u_{0}-w_{0},
\end{array}\right\}
$$

where $w_{0}$ is smooth and near $u_{0}$.
To apply Theorem 5.2 , we set for $\varepsilon \in(0,1]$

$$
\begin{array}{ll}
X:=H^{s+3}\left(S, \mathbb{R}^{m}\right), & \|\cdot\|_{X}:=\|\cdot\|_{s_{0}+3}+\varepsilon\|\cdot\|_{s+3}, \\
Y:=H^{s}\left(S, \mathbb{R}^{m}\right), & \|\cdot\|_{X}:=\|\cdot\|_{s_{0}}+\varepsilon\|\cdot\|_{s}, \\
Z:=H^{s-3}\left(S, \mathbb{R}^{m}\right), & \|\cdot\|_{X}:=\|\cdot\|_{s_{0}-3}+\varepsilon\|\cdot\|_{s-3} .
\end{array}
$$

For $u \in \tilde{U}_{s_{0}}$, let $\langle\cdot, \cdot\rangle_{u}^{\varepsilon}$ be the bilinear form compatible to the inner product on $Y$ given by

$$
(v, w)_{u}^{\varepsilon}:=(v, w)_{s_{0}, u}+\varepsilon^{2}(v, w)_{s, u}
$$

with $(v, w)_{s_{0}, u},(v, w)_{s, u}$ given by (4.26). Lemma 4.5 ensures that this bilinear form satisfies the assumptions (H), with constants independent of $\varepsilon$. Thus Theorem 5.2 yields existence of a solution

$$
u \in C_{w}\left([0, T], \tilde{U}_{s}\right) \cap C_{w}^{1}\left([0, T], H^{s-3}\left(S, \mathbb{R}^{m}\right)\right)
$$

and an estimate

$$
\begin{equation*}
\|u(t)\|_{s} \leq C\left(1+\left\|u_{0}\right\|_{s}\right) \tag{5.6}
\end{equation*}
$$

with $C$ independent of $u_{0}$ and $t$.

The uniqueness result from Proposition 5.1 enables us to define an evolution operator $T_{t}$ by setting $T_{t} u_{0}:=u(t)$. By a nonlinear interpolation result given in $[2$, Proposition A. 1 and Remark A.2], the estimates (5.1) and (5.6) imply $H^{\tau}$-continuity of $T_{t}$ for $\tau \in[0, s)$, uniformly in $t \in[0, T]$. Approximation of the initial value $u_{0}$ by $u_{0}^{n} \in H^{s+1}$ and of the solution $u$ by the corresponding solutions $u_{0}^{n} \in C\left([0, T], \tilde{U}_{s}\right) \cap$ $C^{1}\left([0, T], H^{s-3}\left(S, \mathbb{R}^{m}\right)\right)$ then yields

$$
u \in C\left([0, T], \tilde{U}_{s}\right) \cap C^{1}\left([0, T], H^{s-3}\left(S, \mathbb{R}^{m}\right)\right)
$$

by uniform convergence. Finally, the existence time $T$ can be shown to be independent of $s$ by standard continuation arguments. For further details we refer to [10].
6. Nontrivial equilibria and long-time existence. In this section we will investigate the existence of equilibrium points and the long-time dynamic of the evolution problem (2.2). Our considerations are restricted to situations near trivial equilibria; i.e., we will assume that the domain is near a ball and $\gamma$ is near a constant. Therefore in the following we specialize the reference domain to

$$
E:=\left\{x \in \mathbb{R}^{m}| | x \mid<1\right\}, \quad S:=\partial E=\left\{x \in \mathbb{R}^{m}| | x \mid=1\right\}
$$

First we show that for any given domain $\Omega_{u}$ near a ball there exists a corresponding $\gamma$ such that $(u, \gamma)$ yields an equilibrium point for (2.2). Of course, the opposite question is more interesting for our evolution: Given a surface energy density, find a corresponding class of equilibrium shapes, and for given initial shape show global existence of the solution in time and convergence to some member of this class. Our proof of this is organized as follows. Using the refined semiboundedness estimate of Proposition 4.6 we obtain weak exponential growth of a solution in higher Sobolev norms provided the solution remains near the trivial equilibrium with respect to some lower norms. This enables us to show that the scalar function $f(t)$, which is defined by (6.11) below, controls the evolution. Then a simple discussion of the spectral properties of the evolution equation for $f$ yields global existence.

We start by stating some simple integral identities needed later on; in particular, assertion (ii) of the following lemma together with volume conservation implies that the center of gravity remains fixed during evolutions under consideration.

Lemma 6.1. (i) We have

$$
\begin{equation*}
\int_{S} \omega(u) N_{i}(u) u_{j} d S=\delta_{i j}\left|\Omega_{u}\right| \tag{6.1}
\end{equation*}
$$

where $\delta_{i j}$ denotes the Kronecker symbol, and

$$
\begin{equation*}
\int_{S} \omega(u) N(u)(\mathcal{G}(u) \gamma) d S=0 \tag{6.2}
\end{equation*}
$$

(ii) For any solution $u=u(t)$ of (2.2) the vector of first moments

$$
\begin{equation*}
M(t):=\int_{\Omega_{u(t)}} x d x \tag{6.3}
\end{equation*}
$$

is independent of $t$.

Proof. (i) After retransformation onto $\Gamma_{u}$ with outer normal $n$, (6.1) follows from

$$
\int_{\Gamma_{u}} n_{i} x_{j} d \Gamma_{u}=\int_{\Omega_{u}} \partial_{i} x_{j} d x=\delta_{i j}\left|\Omega_{u}\right|,
$$

whereas (6.2) reads

$$
\int_{\Gamma_{u}} n(\gamma \kappa-\psi) d \Gamma_{u}=0
$$

where $\psi$ is harmonic in $\Omega_{u}$ with Neumann boundary condition $\partial_{n} \psi=\Delta_{\Gamma_{u}} \gamma$ on $\Gamma_{u}$. By Green's formula we get

$$
\int_{\Gamma_{u}} n \psi d \Gamma_{u}=\int_{\Gamma_{u}} x \partial_{n} \psi d \Gamma_{u}
$$

hence, writing $n \kappa=\Delta_{\Gamma_{u}} x$ on $\Gamma_{u}$ we obtain

$$
\begin{equation*}
\int_{\Gamma_{u}} n(\gamma \kappa-\psi) d \Gamma_{u}=\int_{\Gamma_{u}}\left(\gamma \Delta_{\Gamma_{u}} x-x \Delta_{\Gamma_{u}} \gamma\right) d \Gamma_{u}=0 \tag{6.4}
\end{equation*}
$$

by an integration by parts.
(ii) Consider the solution to (1.1) corresponding to $u$. We have, using Green's formula and (6.4),

$$
\begin{aligned}
\dot{M}(t) & =\int_{\Gamma(t)} x V_{n} d \Gamma(t)=\int_{\Gamma(t)} x \partial_{n} \phi d \Gamma(t) \\
& =\int_{\Gamma(t)} \partial_{n} x \phi d \Gamma(t)=\int_{\Gamma(t)} n(\gamma \kappa-\psi) d \Gamma(t)=0
\end{aligned}
$$

which is the assertion.
Remark 6.2. Note that the presence of the correction term $G$ is crucial not only for the generalized gradient flow property but also for the validity of Lemma 6.1.

In further considerations we assume $s \geq s_{0}$ with $s_{0} \in \mathbb{N}$ fixed as in section 4 , set

$$
\begin{equation*}
\tilde{U}_{s}:=\left\{u \in H^{s}\left(S, \mathbb{R}^{m}\right) \mid\left\|u-w_{0}\right\|_{s_{0}} \leq \delta_{0}\right\}, \quad w_{0}(x):=x \text { for } x \in S \tag{6.5}
\end{equation*}
$$

and assume $\delta_{0}>0$ sufficiently small, whenever necessary. Moreover, to stress the dependency on $\gamma$, we consider now $\mathcal{F}(u)$ and $\mathcal{G}(u)$ as linear operators defined by

$$
\begin{equation*}
\mathcal{F}(u) v:=F(u)(\mathcal{G}(u) v), \quad \mathcal{G}(u) v:=-v \Lambda_{i}(u)\left(n_{i}(u) \circ u\right)-A(u) \Delta(u) v \tag{6.6}
\end{equation*}
$$

for $s \geq s_{0}$ und $2 \leq t \leq s$ the operators

$$
\begin{equation*}
\mathcal{G}(u) \in \mathcal{L}\left(H^{t}(S), H^{t-1}(S)\right), \quad \mathcal{F}(u) \in \mathcal{L}\left(H^{t}(S), H^{t-2}(S)\right) \tag{6.7}
\end{equation*}
$$

depend smoothly on $u \in \tilde{U}_{s}$. For a given surface energy density $\gamma \in C^{\infty}(S)$ and $u_{0} \in \tilde{U}_{s}$ the Cauchy problem (2.2), (2.3) reappears as

$$
\begin{equation*}
\dot{u}=\mathcal{F}(u) \gamma, \quad u(0)=u_{0} \tag{6.8}
\end{equation*}
$$

We call a function $\gamma$ on $S$ an equilibrium surface energy density for a given $u \in \tilde{U}_{s}$ if and only if

$$
\begin{equation*}
\mathcal{F}(u) \gamma=0 \text { on } S \quad \text { or equivalently } \mathcal{G}(u) \gamma=\text { const. on } S \tag{6.9}
\end{equation*}
$$

The latter condition yields a nonlocal first-order elliptic equation for the determination of an equilibrium surface energy density $\gamma$. By straightforward perturbation arguments and expansion into spherical harmonics in case of $u=w_{0}$, the next lemma ensures the existence of a solution of this equation, uniquely determined up to a scaling factor and a linear combination of $m$ functions.

Lemma 6.3. Assume $\delta_{0}>0$ sufficiently small. Then for any given $u \in \tilde{U}_{s}, s \geq s_{0}$ there exists a uniquely determined positive function $\gamma(u) \in H^{s-1}(S)$ such that

$$
\mathcal{G}(u) \gamma(u)=-1 \text { on } S, \quad \int_{S} N(u) \gamma(u) d S=0
$$

 $u \in \tilde{U}_{s}$, and $\gamma \in H^{s-1}(S)$ such that

$$
\mathcal{G}(u) \gamma=-1+a \cdot u \text { on } S,
$$

then (6.2) implies

$$
\int_{S} \omega(u) N(u)(a \cdot u) d S=0
$$

and further $a_{1}=\cdots=a_{m}=0$ by (6.1). Hence it suffices to show the invertibility of the operator

$$
[(\gamma, a) \mapsto L(u)(\gamma, a)] \in \mathcal{L}\left(H^{s-1}(S) \times \mathbb{R}^{m}, H^{s-2}(S) \times \mathbb{R}^{m}\right)
$$

given by

$$
L(u)(\gamma, a):=(\mathcal{G}(u) \gamma-a \cdot u, c), \quad c:=\int_{S} N(u) \gamma d S
$$

As $L(u)$ depends smoothly on $u \in \tilde{U}_{s}$ it remains to show the existence of

$$
\begin{equation*}
L\left(w_{0}\right)^{-1} \in \mathcal{L}\left(H^{s-2}(S) \times \mathbb{R}^{m}, H^{s-1}(S) \times \mathbb{R}^{m}\right) \tag{6.10}
\end{equation*}
$$

In this case we have

$$
\mathcal{G}\left(w_{0}\right) \gamma=-(m-1) \gamma-A_{S} \Delta_{S} \gamma
$$

where $A_{S}$ and $\Delta_{S}$ denote the Neumann-Dirichlet operator and the Laplace-Beltrami operator on the unit sphere $S$, respectively. Hence, if we expand

$$
\gamma=\sum_{l=0}^{\infty} \gamma_{l}, \quad \gamma_{1}=b \cdot x
$$

where $\gamma_{l}$ is a spherical harmonic of degree $l$ and $b \in \mathbb{R}^{m}$, it follows from

$$
\Delta_{S} \gamma_{l}=-l(l+m-2) \gamma_{l}, \quad A_{S} \gamma_{l}=l^{-1} \gamma_{l} \quad(l>0)
$$

that

$$
L\left(w_{0}\right)(\gamma, a)=\left(-(m-1) \gamma_{0}-a \cdot x+\sum_{l=2}^{\infty}(l-1) \gamma_{l}, \frac{|S|}{m} b\right)
$$

This immediately gives (6.10). Clearly, the equilibrium surface energy density belonging to $w_{0}$ is the constant function

$$
\bar{\gamma}:=\gamma\left(w_{0}\right)=L\left(w_{0}\right)^{-1}(-1,0)=-1 / \kappa_{0} \text { on } S
$$

with the curvature $\kappa_{0}=-(m-1)$ on $S$. The proof is complete.
In the following considerations, to derive a priori estimates independent of the existence interval $[0, T]$, let

$$
u \in C^{0}\left([0, T], \tilde{U}_{s_{0}+4}\right) \cap C^{1}\left([0, T], H^{s_{0}+1}\left(S, \mathbb{R}^{m}\right)\right)
$$

be any solution of (6.8). Thereby, without explicit mentioning, we always assume that

$$
\left\|u_{0}\right\|_{s_{0}+4}=\|u(0)\|_{s_{0}+4} \leq M
$$

and $\gamma$ is taken from some set of the form (4.38) with fixed positive constants $\gamma^{*}, M$ and with a sufficiently large $s_{1} \in \mathbb{N}$, such that, in view of Remark 4.7, the constants in the estimates of section 4 are independent of $\gamma$ for $s \leq s_{0}+4$. Further, we define (cf. (4.12))

$$
\begin{equation*}
f(t):=\tilde{\mathcal{G}}(u(t)) \gamma=\mathcal{G}(u(t)) \gamma-\frac{1}{|S|} \int_{S} \mathcal{G}(u(t)) \gamma d S \tag{6.11}
\end{equation*}
$$

Note that $F(u(t)) v \equiv 0$ for $v \equiv$ const implies

$$
\begin{equation*}
\dot{u}(t)=\mathcal{F}(u(t)) \gamma=F(u(t)) f(t) . \tag{6.12}
\end{equation*}
$$

Lemmas 6.4 and 6.5 show in which sense the evolution of $u$ can be controlled by $f(t), t \in[0, T]$ with constants independent of the existence time $T$. As the main step, we find from the improved semiboundedness estimate (4.31) that $\|u(t)\|$ has only slow exponential growth; more precisely, we have the following lemma.

Lemma 6.4. Let $\varepsilon>0, a>0, c>0$ be given. There are constants $C=C(a, c, \varepsilon)$, $\delta=\delta(\varepsilon)>0$ such that each of the assumptions
(i) $\|f(t)\|_{s_{0}-2} \leq \delta, t \in[0, T]$, or
(ii) $\|f(t)\|_{s_{0}-2} \leq c e^{-a t}, t \in[0, T]$,
implies

$$
\begin{equation*}
\|u(t)\|_{s_{0}+4} \leq C e^{\varepsilon t} \text { for all } t \in[0, T] \tag{6.13}
\end{equation*}
$$

The constants $C$ and $\delta$ may be chosen independently of $u$ and $T$.
Proof. In view of Theorem 2.2 it is sufficient to prove (6.13) for any sufficiently regular solution $u=u(t)$ of (6.8). In particular, the mapping $t \mapsto g(t):=(u(t), u(t))_{s, u(t)}$ with $s:=s_{0}+4$ may be assumed to be differentiable. From Proposition 4.6, estimate (4.31) we get for any given $\varepsilon>0$,

$$
(u(t), \mathcal{F}(u(t)) \gamma)_{s, u(t)} \leq\left(C\|\mathcal{F}(u(t)) \gamma\|_{s_{0}-3}+\frac{\varepsilon}{2}\right) g(t)+C(\varepsilon)
$$

and, using $D(u)\{w\} v^{2}$ as abbreviation for the derivative of the mapping $u \mapsto(v, v)_{s, u}$,

$$
\left|D(u(t))\{\mathcal{F}(u(t)) \gamma\} u(t)^{2}\right| \leq C\|\mathcal{F}(u(t)) \gamma\|_{s_{0}-3}\|u(t)\|_{s}^{2} .
$$

Consequently, by differentiating $g$, we have

$$
\begin{aligned}
g^{\prime}(t) & =2(u(t), \dot{u}(t))_{s, u(t)}+D(u(t))\{\dot{u}(t)\} u(t)^{2} \\
& \leq\left(C\|\mathcal{F}(u(t)) \gamma\|_{s_{0}-3}+\frac{\varepsilon}{2}\right) g(t)+C(\varepsilon) \leq\left(C_{1}\|f(t)\|_{s_{0}-2}+\frac{\varepsilon}{2}\right) g(t)+C(\varepsilon)
\end{aligned}
$$

Defining

$$
\alpha(t):=\frac{\varepsilon}{2} t+C_{1} \int_{0}^{t}\|f(s)\|_{s_{0}-2} d s
$$

and noting that under the assumptions (i) or (ii) we have

$$
0 \leq \alpha(t) \leq \varepsilon t+C(a, c)
$$

and we get from Gronwall's inequality that

$$
\begin{aligned}
\|u(t)\|_{s}^{2} & \leq C g(t) \leq C e^{\alpha t}\left(g(0)+C(\varepsilon) \int_{0}^{t} e^{-\alpha(s)} d s\right) \\
& \leq C(\varepsilon) e^{\varepsilon t}(g(0)+t) \leq C(\varepsilon) e^{2 \varepsilon t}(g(0)+1) \leq C(\varepsilon)\left(M^{2}+1\right) e^{2 \varepsilon t}
\end{aligned}
$$

This implies the assertion.
Lemma 6.5. Let $\varepsilon>0$ and $a>0$ be given. Then there exists $\delta>0$ such that

$$
\begin{equation*}
\left\|u(0)-w_{0}\right\|_{s_{0}} \leq \delta, \quad\|f(t)\|_{s_{0}+1} \leq \delta e^{-a t} \text { for all } t \in[0, T] \tag{6.14}
\end{equation*}
$$

imply

$$
\left\|u(t)-w_{0}\right\|_{s_{0}} \leq \varepsilon \text { for all } t \in[0, T]
$$

The constant $\delta$ may be chosen independently of $T$ and $u$.
Proof. We assume according to Lemma 6.4 that

$$
\|u(t)\|_{s_{0}+1} \leq C e^{a t / 2} \text { for } t \in[0, T]
$$

Define $g(t):=\left\|u(t)-w_{0}\right\|_{s_{0}}^{2}$. Then

$$
\begin{aligned}
g^{\prime}(t)=2\left(\mathcal{F}(u(t)) \gamma, u(t)-w_{0}\right)_{s_{0}} & \leq C\|\mathcal{F}(u(t)) \gamma\|_{s_{0}} \\
= & C\|F(u(t)) f(t)\|_{s_{0}}
\end{aligned}
$$

and, consequently,

$$
g^{\prime}(t) \leq C\|u(t)\|_{s_{0}+1}\|f(t)\|_{s_{0}+1} \leq C^{\prime} \delta e^{a t / 2} e^{-a t}
$$

Hence, for $\delta$ sufficiently small,

$$
g^{\prime}(t) \leq \frac{1}{4} a \varepsilon^{2} e^{-a t / 2} \quad \text { and } \quad g(0) \leq \frac{1}{2} \varepsilon^{2}
$$

This implies

$$
g(t) \leq \frac{1}{2} \varepsilon^{2}\left(2-e^{-a t / 2}\right) \leq \varepsilon^{2}
$$

which is the assertion.

Now, to obtain estimates of $f(t)$ we derive the evolution equation satisfied by $f$. Differentiation of (6.11) with respect to $t$ gives

$$
\dot{f}(t)=\mathcal{G}(u(t))\{\dot{u}(t)\} \gamma-\frac{1}{|S|} \int_{S} \mathcal{G}(u(t))\{\dot{u}(t)\} \gamma d S,
$$

hence inserting (6.12) we obtain

$$
\begin{equation*}
\dot{f}(t)=\mathcal{H}(u(t), \gamma) f(t) \tag{6.15}
\end{equation*}
$$

where the operator $\mathcal{H}$ is given by

$$
\begin{equation*}
\mathcal{H}(u, \gamma) w:=\mathcal{G}^{\prime}(u)\{F(u) w\} \gamma-\frac{1}{|S|} \int_{S} \mathcal{G}^{\prime}(u)\{F(u) w\} \gamma d S . \tag{6.16}
\end{equation*}
$$

The operator $\mathcal{H}$ is negative semibounded in $L^{2}$ in the following sense.
LEMMA 6.6. For $\left\|u-w_{0}\right\|_{s_{0}}$ and $\|\gamma-\bar{\gamma}\|_{s_{0}}$ sufficiently small we have with a positive constant $c$ independent of $u$ and $\gamma$ :

$$
\begin{equation*}
(\mathcal{H}(u, \gamma) w, w)_{0} \leq-c\|w\|_{3 / 2}^{2} \tag{6.17}
\end{equation*}
$$

for all $w \in C^{\infty}(S)$ with

$$
\int_{S} w d S=0, \quad \int_{S} \omega(u) N_{i}(u) w d S=0 .
$$

Proof. Instead of (6.17) we prove the estimate in the form

$$
\begin{equation*}
(\mathcal{H}(u, \gamma) w, w)_{0} \leq-c_{1}\|w\|_{3 / 2}^{2}+c_{2} R(u, w) \tag{6.18}
\end{equation*}
$$

for all $w \in C^{\infty}(S)$ with some constants $c_{1}, c_{2}>0$, where

$$
R(u, w):=\left(\int_{S} w d S\right)^{2}+\sum_{i=1}^{m}\left(\int_{S} \omega(u) N_{i}(u) w d S\right)^{2}
$$

Further, by perturbation arguments using

$$
\left\|\mathcal{H}(u, \gamma) w-\mathcal{H}\left(w_{0}, \bar{\gamma}\right) w\right\|_{-3 / 2} \leq C\|w\|_{3 / 2}\left(\left\|u-w_{0}\right\|_{s_{0}}+\|\gamma-\bar{\gamma}\|_{s_{0}}\right)
$$

it suffices to show (6.18) for $u=w_{0}, \gamma=\bar{\gamma}$. For $\gamma=\bar{\gamma}$ we have

$$
\mathcal{G}(u) \bar{\gamma}=\bar{\gamma} H(u),
$$

therefore the linearization of the mean curvature at a sphere yields

$$
\mathcal{G}^{\prime}\left(w_{0}\right)\{v\} \bar{\gamma}=\bar{\gamma}\left((m-1)(x \cdot v)+\Delta_{S}(x \cdot v)\right)
$$

As $\left[w \mapsto x \cdot F\left(w_{0}\right) w\right]=B_{S}$ is the Dirichlet-Neumann operator on the unit sphere $S$, this implies (6.18).

Lemma 6.7. There exists $a>0$ with the property that for any $\varepsilon>0$ there exists $\delta>0$ such that $\left\|u(0)-w_{0}\right\|_{s_{0}} \leq \delta$ and $\|\gamma-\bar{\gamma}\|_{s_{0}} \leq \delta$ imply

$$
\|f(t)\|_{s_{0}+1} \leq \varepsilon e^{-a t} \text { for all } t \in[0, T] .
$$

$\delta$ may be chosen independently of $u$ and $T>0$.

Proof. First, note that by definition of $f(t)$ and Lemma 6.1 (i) we have

$$
\int_{S} f(t) d S=0, \quad \int_{S} \omega(u(t)) N_{i}(u(t)) f(t) d S=0
$$

Consequently (6.15) and Lemma 6.6 imply

$$
\frac{d}{d t}\left(\|f(t)\|_{0}^{2}\right)=2(\mathcal{H}(u(t), \gamma) f(t), f(t))_{0} \leq-c\|f(t)\|_{0}^{2}
$$

with some $c>0$, hence

$$
\|f(t)\|_{0} \leq e^{-c t}\|f(0)\|_{0}
$$

Further, as

$$
\|f(t)\|_{s_{0}-2} \leq C\left(\left\|u(t)-w_{0}\right\|_{s_{0}}+\|\gamma-\bar{\gamma}\|_{s_{0}}\right) \leq C\left(\delta_{0}+\delta\right)
$$

we get from Lemma 6.4 (i) by assuming $\delta$ and the constant $\delta_{0}$ in the definition (6.5) of $\tilde{U}_{s}$ sufficiently small,

$$
\|u(t)\|_{s_{0}+4} \leq C e^{\mu t}, \quad \mu:=c /\left(2\left(s_{0}+1\right)\right)
$$

and, moreover, using the estimate (2.14),

$$
\|f(t)\|_{s_{0}+2}=\|\mathcal{G}(u(t)) \gamma\|_{s_{0}+2} \leq C\|u(t)\|_{s_{0}+4} \leq C^{\prime} e^{\mu t}
$$

Now we have by interpolation

$$
\|f(t)\|_{s_{0}+1} \leq C\left(e^{\mu t}\right)^{\frac{s_{0}+1}{s_{0}+2}}\left(e^{-c t}\|f(0)\|_{0}\right)^{\frac{1}{s_{0}+2}}=C\|f(0)\|_{0}^{\frac{1}{s_{0}+2}} e^{-a t}
$$

with $a=c /\left(2\left(s_{0}+2\right)\right)$. This implies the assertion.
Now we are in position to formulate our main result about the long-time existence and convergence to an equilibrium configuration for $t \rightarrow \infty$.

Theorem 6.8. Let $M>0$ be given. Then there exists an $\varepsilon>0$ such that for $\gamma \in C^{\infty}(S)$ with $\|\gamma\|_{s_{1}} \leq M,\|\gamma-\bar{\gamma}\|_{s_{0}} \leq \varepsilon$ and for any initial value $u_{0} \in H^{s_{0}+4}$ with $\left\|u_{0}\right\|_{s_{0}+4} \leq M,\left\|u_{0}-w_{0}\right\|_{s_{0}} \leq \varepsilon$ the solution of the Cauchy problem (6.8) exists for all $t>0$. Moreover, $u(t)$ converges exponentially to some $u^{\star}=u^{\star}\left(u_{0}, \gamma\right)$ in $H^{s}$, $s<s_{0}+4$ for $t \rightarrow \infty$, i.e.,

$$
\begin{equation*}
\left\|u(t)-u^{\star}\right\|_{s} \leq C e^{-a t} \tag{6.19}
\end{equation*}
$$

with suitable $C, a>0$ (depending on $s<s_{0}+4$ ). Finally, we have $\mathcal{G}\left(u^{\star}\right) \gamma=\mathrm{const}$ on $S$, i.e., $\gamma$ is an equilibrium surface energy density for $u^{\star}$.

Proof. First, choose $\delta \in\left(0, \delta_{0}\right)$ and $T>0$ such that, by our local existence theorems, initial values $u_{0} \in H^{s_{0}+4}$ with $\left\|u_{0}-w_{0}\right\|_{s_{0}} \leq \delta$ guarantees the (unique) solvability of (6.8) on the time interval $[0, T]$ with $u(t) \in \tilde{U}_{s_{0}+4}, t \in[0, T]$. Then, for $\varepsilon>0$ sufficiently small, Lemmas 6.5 and 6.7 ensure $\left\|u(T)-w_{0}\right\|_{s_{0}} \leq \delta$, hence the solution can be continued to the interval $[T, 2 T]$ with $u(t) \in \tilde{U}_{s_{0}+4}, t \in[0,2 T]$. Applying now Lemma 6.5 and 6.7 to the time interval $[0,2 T]$ (note the independence of the constants in these lemmas of the time interval length), we obtain $\left\|u(2 T)-w_{0}\right\|_{s_{0}} \leq$
$\delta_{0}$ again and the solution can be continued to the interval $[2 T, 3 T]$. Repeating these arguments yields global existence of the solution. Moreover, Lemma 6.7 implies

$$
\|f(t)\|_{s_{0}+1} \leq C e^{-a t} \text { for all } t \geq 0
$$

with $a>0$. Consequently, for any $\varepsilon>0$ there exists a constant $C(\varepsilon)$ such that

$$
\begin{equation*}
\|u(t)\|_{s_{0}+4} \leq C(\varepsilon) e^{\varepsilon t} \text { for all } t \geq 0 \tag{6.20}
\end{equation*}
$$

by Lemma 6.4 (ii). Further, for $0 \leq t \leq \theta<\infty$,

$$
\|u(t)-u(\theta)\|_{0} \leq \int_{t}^{\theta}\|F(u(\tau)) f(\tau)\|_{0} d \tau \leq C \int_{t}^{\theta}\|f(\tau)\|_{s_{0}+1} d \tau \leq C e^{-a t}
$$

and by interpolation using (6.20) with $\varepsilon$ sufficiently small,

$$
\|u(t)-u(\theta)\|_{s} \leq C_{s} e^{-a_{s} t} \text { for } s<s_{0}+4
$$

with suitable constants $C_{s}, a_{s}>0$. This implies convergence of $u(t)$ to some $u^{\star}$ in $H^{s}(S), s<s_{0}+4$ as $t \rightarrow \infty$ and the estimate (6.19). The final statement follows from letting $t \rightarrow \infty$ in (6.11).

Remark 6.9. It is not hard to see the following regularity property of $u^{\star}$ : if the initial value $u_{0}$ belongs additionally to $H^{s}$ with some $s>s_{0}+4$, then $u^{\star}\left(u_{0}, \gamma\right) \in H^{s^{\prime}}$ for $s^{\prime}<s$ (recall that we have always assumed $\gamma \in C^{\infty}$ ). The question whether or not $u^{\star}$ belongs to $H^{s}$ remains open and requires more sophisticated estimates.

To illustrate possible equilibrium shapes $\Gamma_{u^{\star}}$ according to Theorem 6.8 we have performed several numerical test calculations for $m=2,3$. In a 2 D situation, starting from a circle $S=\Gamma_{w_{0}}$ and a surface energy density of form

$$
\gamma(x)=1+0.8 \cos (6 \varphi), \quad x=(\cos \varphi, \sin \varphi) \in S, 0 \leq \varphi<2 \pi
$$

we obtain an equilibrium shape $\Gamma_{u^{\star}}$ as pictured by the solid line in Figure 1. In contrast, if the correction term $G(u)$, which ensures the gradient flow structure of the evolution problem, is dropped in the definition (2.4), then the resulting shape $\Gamma_{u^{\star}}$ is given by the dotted line in Figure 1. Clearly, in the latter situation the center of gravity remains fixed due to the symmetries of the chosen initial values and every equilibrium configuration $(u, \gamma)$ is characterized by $\gamma \kappa=$ const on $\Gamma_{u}$, hence $\Gamma_{u}$ must be convex. (This is similar to a Hele-Shaw evolution where the values of $\gamma$ are transported only in normal direction to the moving boundary, as this also leads to a dropping of the term $G(u)$.) As Figure 1 shows, this convexity is not true for the full problem. The second example concerns an axisymmetric situation in 3D. Here the evolution starts from the unit sphere $S=\Gamma_{w_{0}}$ with the surface energy density

$$
\gamma(x)=1.0+0.8 x_{1}\left(4.0 x_{1}^{2}-3.0\right), \quad x=\left(x_{1}, x_{2}, x_{3}\right) \in S
$$

and results in a equilibrium shape as shown in Figure 2. To indicate the length scale we have added grid lines with distance 0.25 in each direction.


Fig. 1. $2 D$ examples.
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1. Introduction. For a fluid with density $\varrho$, velocity $v$, pressure $P$, temperature $T$, internal energy $e$, Lamé coefficients $\zeta, \eta$, and coefficient of thermal conductivity $k$, the full Navier-Stokes equations, written in a nondimensional way, are

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\operatorname{div}(\rho v)=0  \tag{1.1}\\
\partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)+\frac{\nabla P}{\varepsilon^{2}}=\mu(2 \operatorname{div}(\zeta D v)+\nabla(\eta \operatorname{div} v)) \\
\partial_{t}(\rho e)+\operatorname{div}(\rho v e)+P \operatorname{div} v=\kappa \operatorname{div}(k \nabla T)+Q
\end{array}\right.
$$

where $\varepsilon \in(0,1],(\mu, \kappa) \in[0,1]^{2}$, and $Q$ is a given source term (see $\left.[11,16,18]\right)$. In order to be closed, the system is supplemented with a thermodynamic closure law, so that $\rho, P, e, T$ are completely determined by only two of these variables. Also, it is assumed that $\zeta, \eta$, and $k$ are smooth functions of the temperature.

This paper is devoted to the asymptotic limit where the Mach number $\varepsilon$ tends to 0 . We are interested in proving results independent of the Reynolds number $1 / \mu$ and the Péclet number $1 / \kappa$. Our main result asserts that the classical solutions of (1.1) exist and are uniformly bounded on a time interval independent of $\varepsilon, \mu$, and $\kappa$.

This is a continuation of our previous work [1], where the study was restricted to perfect gases and small source terms $Q$ of size $O(\varepsilon)$. We refer to the introduction of [1] for references and a short historical survey of the background of these problems (see also the survey papers of Danchin [9], Desjardins and Lin [10], Gallagher [13], Schochet [24], and Villani [26]).

The case of perfect gases is interesting in its own: first, perfect gases are widely studied in the physical literature; and second, it contains the important analysis of the singular terms. Yet, modeling real gases requires general equations of state (see [4, 19]). Moreover, we shall see that it is interesting to consider large source terms $Q$ for it allows us to answer a question addressed by Majda in [18] concerning the combustion equations.

[^74]1.1. The equations. To be more precise, we begin by rewriting the equations under the form $L\left(u, \partial_{t}, \partial_{x}\right) u+\varepsilon^{-1} S\left(u, \partial_{x}\right) u=0$, which is the classical framework of a singular limit problem.

Before we proceed, three observations are in order. First, for the low Mach number limit problem, the point is not so much to use the conservative form of the equations, but instead to balance the acoustics components. This is one reason it is interesting to work with the unknowns $P, v, T$ (see [18]). Second, the general case must allow for large density and temperature variations as well as very large acceleration of order of the inverse of the Mach number (see section 5 in [16]). Since $\partial_{t} v$ is of order $\varepsilon^{-2} \nabla P$, this suggests that we seek $P$ under the form $P=$ const $+O(\varepsilon)$. As in [20], since $P$ and $T$ are positive functions, it is pleasant to set

$$
\begin{equation*}
P=\underline{P} e^{\varepsilon p}, \quad T=\underline{T} e^{\theta} \tag{1.2}
\end{equation*}
$$

where $\underline{P}$ and $\underline{T}$ are given positive constants, say the reference states at spatial infinity. Finally, the details of the following computations are given in the appendix.

From now on, the unknown is $(p, v, \theta)$ with values in $\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}$. We are interested in the general case where $p$ and $\theta$ are uniformly bounded in $\varepsilon$ (so that $\nabla T=O(1)$ and $\partial_{t} v=O\left(\varepsilon^{-1}\right)$ ).

By assuming that $\rho$ and $e$ are given smooth functions of $(P, T)$, it is found that, for smooth solutions of $(1.1),(P, v, T)$ satisfies a system of the form

$$
\left\{\begin{array}{l}
\alpha\left(\partial_{t} P+v \cdot \nabla P\right)+\operatorname{div} v=\kappa \beta \operatorname{div}(k \nabla T)+\beta Q  \tag{1.3}\\
\rho\left(\partial_{t} v+v \cdot \nabla v\right)+\frac{\nabla P}{\varepsilon^{2}}=\mu(2 \operatorname{div}(\zeta D v)+\nabla(\eta \operatorname{div} v)) \\
\gamma\left(\partial_{t} T+v \cdot \nabla T\right)+\operatorname{div} v=\kappa \delta \operatorname{div}(k \nabla T)+\delta Q
\end{array}\right.
$$

where the coefficients $\alpha, \beta, \gamma$, and $\delta$ are smooth functions of $(P, T)$. Then, by writing $\partial_{t, x} P=\varepsilon P \partial_{t, x} p, \partial_{t, x} T=T \partial_{t, x} \theta$ and redefining the functions $k, \zeta$, and $\eta$, it is found that $(p, v, \theta)$ satisfies a system of the form

$$
\left\{\begin{array}{l}
g_{1}(\phi)\left(\partial_{t} p+v \cdot \nabla p\right)+\frac{1}{\varepsilon} \operatorname{div} v=\frac{\kappa}{\varepsilon} \chi_{1}(\phi) \operatorname{div}(k(\theta) \nabla \theta)+\frac{1}{\varepsilon} \chi_{1}(\phi) Q  \tag{1.4}\\
g_{2}(\phi)\left(\partial_{t} v+v \cdot \nabla v\right)+\frac{1}{\varepsilon} \nabla p=\mu B_{2}\left(\phi, \partial_{x}\right) v \\
g_{3}(\phi)\left(\partial_{t} \theta+v \cdot \nabla \theta\right)+\operatorname{div} v=\kappa \chi_{3}(\phi) \operatorname{div}(k(\theta) \nabla \theta)+\chi_{3}(\phi) Q
\end{array}\right.
$$

where $\phi:=(\theta, \varepsilon p)$ and $B_{2}\left(\phi, \partial_{x}\right)=\chi_{2}(\phi) \operatorname{div}(\zeta(\theta) D \cdot)+\chi_{2}(\phi) \nabla(\eta(\theta) \operatorname{div} \cdot)$.
We are now in position to explain the main differences between ideal gases and general gases. First, we note that the source term $Q$ introduces an arbitrary unsigned large term of order $1 / \varepsilon$ in the equations. Second, to emphasize the role of the thermodynamics, we suppose now that $Q=0$ and mention that, for perfect gases, the coefficient $\chi_{1}(\phi)$ is a function of $\varepsilon p$ alone (see Proposition A.8). Hence, for perfect gases, the limit constraint is linear in the sense that it reads div $v_{e}=0$ with $v_{e}=v-\kappa \chi_{1}(0) k(\theta) \nabla \theta$. By contrast, for general equations of state, the limit constraint is nonlinear.
1.2. Assumptions. To avoid confusion, we denote by $(\vartheta, \wp) \in \mathbb{R}^{2}$ the place holder of the unknown $(\theta, \varepsilon p)$. Hereafter, it is assumed that:
(H1) The functions $\zeta, \eta$, and $k$ are $C^{\infty}$ functions of $\vartheta \in \mathbb{R}$, satisfying $k>0, \zeta>0$, and $\eta+2 \zeta>0$.
(H2) The functions $g_{i}$ and $\chi_{i}(i=1,2,3)$ are $C^{\infty}$ positive functions of $(\vartheta, \wp) \in \mathbb{R}^{2}$. Moreover,

$$
\chi_{1}<\chi_{3}
$$

and there exist $F, G$ such that $(\vartheta, \wp) \mapsto(F(\vartheta, \wp), \wp)$ and $(\vartheta, \wp) \mapsto(\vartheta, G(\vartheta, \wp))$ are $C^{\infty}$ diffeomorphisms from $\mathbb{R}^{2}$ onto $\mathbb{R}^{2}, F(0,0)=G(0,0)=0$, and

$$
g_{1} \frac{\partial F}{\partial \vartheta}=-g_{3} \frac{\partial F}{\partial \wp}>0, \quad g_{1} \chi_{3} \frac{\partial G}{\partial \vartheta}=-g_{3} \chi_{1} \frac{\partial G}{\partial \wp}<0
$$

Remark 1.1. Assumption (H2) is used to prove various energy estimates. The main hypothesis is the inequality $\chi_{1}<\chi_{3}$. In the appendix, it is proved that the inequality $\chi_{1}<\chi_{3}$ holds whenever the density $\rho$ and the energy $e$ are $C^{\infty}$ functions of $(P, T) \in(0,+\infty)^{2}$, such that $\rho>0$ and

$$
\begin{equation*}
P \frac{\partial \rho}{\partial P}+T \frac{\partial \rho}{\partial T}=\rho^{2} \frac{\partial e}{\partial P}, \quad \frac{\partial \rho}{\partial P}>0, \quad \frac{\partial \rho}{\partial T}<0, \quad \frac{\partial e}{\partial T} \frac{\partial \rho}{\partial P}>\frac{\partial e}{\partial P} \frac{\partial \rho}{\partial T} \tag{1.5}
\end{equation*}
$$

1.3. Main result. We are interested in the case without smallness assumption and consider general initial data, general equations of state, and large source terms $Q$. To get around the above mentioned nonlinear features of the penalization operator, we establish a few new qualitative properties. These properties are enclosed in various uniform stability results, which assert that the classical solutions of (1.4) exist and are uniformly bounded for a time independent of $\varepsilon, \mu$, and $\kappa$. We concentrate below on the whole space problem or the periodic case and work in the Sobolev spaces $H^{\sigma}$ endowed with the norms $\|u\|_{H^{\sigma}}:=\left\|(I-\Delta)^{\sigma / 2} u\right\|_{L^{2}}$.

The following result is the core of all our other uniform stability results. On the technical side, it contains the idea that one can prove uniform estimates without uniform control of the $L_{x}^{2}$ norm of the velocity $v$.

ThEOREM 1.2. Let $d=1$ or $d \geqslant 3$ and $\mathbb{N} \ni s>1+d / 2$. For all source term $Q=Q(t, x) \in C_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{d}\right)$ and all $M_{0}>0$, there exist $T>0$ and $M>0$ such that for all $(\varepsilon, \mu, \kappa) \in(0,1] \times[0,1] \times[0,1]$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s+1}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\begin{equation*}
\left\|\left(\nabla p_{0}, \nabla v_{0}\right)\right\|_{H^{s-1}}+\left\|\left(\theta_{0}, \varepsilon p_{0}, \varepsilon v_{0}\right)\right\|_{H^{s+1}} \leqslant M_{0} \tag{1.6}
\end{equation*}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta)$ in $C^{0}\left([0, T] ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\|(\nabla p(t), \nabla v(t))\|_{H^{s-1}}+\|(\theta(t), \varepsilon p(t), \varepsilon v(t))\|_{H^{s}} \leqslant M \tag{1.7}
\end{equation*}
$$

A refined statement is proved in section 3.
A notable corollary of Theorem 1.2 is Theorem 4.1, which is the requested result for application to the low Mach number limit. Detailed discussions of the periodic case and the combustion equations are included in sections 5 and 6 . The assumption $d \neq 2$ is explained in Remark 2.6.
2. Preliminaries. In order not to interrupt the proofs later on, we collect here some estimates. The main result of this section is Proposition 2.4, which complements the Friedrichs'-type estimate

$$
\begin{equation*}
\|\nabla v\|_{H^{s}} \leqslant\|\operatorname{div} v\|_{H^{s}}+\|\operatorname{curl} v\|_{H^{s}} \tag{2.1}
\end{equation*}
$$

which is immediate using Fourier transform. We prove a variant where $\operatorname{div} v$ is replaced by $\operatorname{div}(\rho v)$ where $\rho$ is a positive weight.

Notation. The symbol $\lesssim$ stands for $\leqslant$ up to a positive, multiplicative constant, which depends only on parameters that are considered fixed.
2.1. Nonlinear estimates. Throughout the paper, we will make intensive and often implicit uses of the following estimates.

For all $\sigma \geqslant 0$, there exists $K$ such that, for all $u, v \in L^{\infty} \cap H^{\sigma}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|u v\|_{H^{\sigma}} \leqslant K\|u\|_{L^{\infty}}\|v\|_{H^{\sigma}}+K\|u\|_{H^{\sigma}}\|v\|_{L^{\infty}} \tag{2.2}
\end{equation*}
$$

For all $s>d / 2, \sigma_{1} \geqslant 0, \sigma_{2} \geqslant 0$ such that $\sigma_{1}+\sigma_{2} \leqslant 2 s$, there exists a constant $K$ such that, for all $u \in H^{s-\sigma_{1}}\left(\mathbb{R}^{d}\right)$ and $v \in H^{s-\sigma_{2}}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|u v\|_{H^{s-\sigma_{1}-\sigma_{2}}} \leqslant K\|u\|_{H^{s-\sigma_{1}}}\|v\|_{H^{s-\sigma_{2}}} \tag{2.3}
\end{equation*}
$$

For all $s>d / 2$ and for all $C^{\infty}$ function $F$ vanishing at the origin, there exists a smooth function $C_{F}$ such that, for all $u \in H^{s}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|F(u)\|_{H^{s}} \leqslant C_{F}\left(\|u\|_{L^{\infty}}\right)\|u\|_{H^{s}} \tag{2.4}
\end{equation*}
$$

2.2. Estimates in $\mathbb{R}^{3}$. Consider the Fourier multiplier $\nabla \Delta^{-1}$ with symbol $-i \xi /|\xi|^{2}$. This operator is, at least formally, a right inverse for the divergence operator. The only thing we will use below is that $\nabla \Delta^{-1} u$ is well defined whenever $u=u_{1} u_{2}$ with $u_{1}, u_{2} \in L^{\infty} \cap H^{\sigma}\left(\mathbb{R}^{d}\right)$ for some $\sigma \geqslant 0$.

Proposition 2.1. Given $d \geqslant 3$ and $\sigma \in \mathbb{R}$, the Fourier multiplier $\nabla \Delta^{-1}$ is well defined on $L^{1}\left(\mathbb{R}^{d}\right) \cap H^{\sigma}\left(\mathbb{R}^{d}\right)$ with values in $H^{\sigma+1}\left(\mathbb{R}^{d}\right)$. Moreover, there exists a constant $K$ such that, for all $u \in L^{1}\left(\mathbb{R}^{d}\right) \cap H^{\sigma}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left\|\nabla \Delta^{-1} u\right\|_{H^{\sigma+1}} \leqslant K\|u\|_{L^{1}}+K\|u\|_{H^{\sigma}} \tag{2.5}
\end{equation*}
$$

Proof. Set $\langle\xi\rangle:=\left(1+|\xi|^{2}\right)^{1 / 2}$. It is enough to check that the $L^{2}$-norm of $\left(\langle\xi\rangle^{\sigma+1} /|\xi|\right)|\widehat{u}(\xi)|$ is estimated by the right-hand side of (2.5). To do that we write

$$
\int_{|\xi| \leqslant 1} \frac{\langle\xi\rangle^{2 \sigma+2}}{|\xi|^{2}}|\widehat{u}(\xi)|^{2} d \xi \lesssim\|u\|_{L^{1}}^{2}, \quad \int_{|\xi| \geqslant 1} \frac{\langle\xi\rangle^{2 \sigma+2}}{|\xi|^{2}}|\widehat{u}(\xi)|^{2} d \xi \lesssim\|u\|_{H^{\sigma}}^{2}
$$

where we used $1 /|\xi|^{2} \in L^{1}(\{|\xi| \leqslant 1\})$ for all $d \geqslant 3$.
The next proposition is well known. Its corollary is a special case of a general estimate established in [5].

Proposition 2.2. Given $d \geqslant 3$ and $s>d / 2$, there exists a constant $K$ such that, for all $u \in H^{s}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|u\|_{L^{\infty}} \leqslant K\|\nabla u\|_{H^{s-1}} \tag{2.6}
\end{equation*}
$$

Proof. Since $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$, it suffices to prove the result for $u$ in the Schwartz class $\mathcal{S}\left(\mathbb{R}^{d}\right)$. Now, starting from the Fourier inversion theorem, the CauchySchwarz inequality yields the desired estimate:

$$
\|u\|_{L^{\infty}} \leqslant\left(\int \frac{d \xi}{|\xi|^{2}\langle\xi\rangle^{2(s-1)}}\right)^{1 / 2}\left(\int\langle\xi\rangle^{2(s-1)}|\xi \widehat{u}(\xi)|^{2} d \xi\right)^{1 / 2} \lesssim\|\nabla u\|_{H^{s-1}}
$$

Corollary 2.3. Given $d \geqslant 3$ and $\mathbb{N} \ni s>d / 2$, there exists a constant $K$ such that, for all $u_{1}, u_{2} \in H^{s}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left\|u_{1} u_{2}\right\|_{H^{s}} \leqslant K\left\|\nabla u_{1}\right\|_{H^{s-1}}\left\|u_{2}\right\|_{H^{s}} \tag{2.7}
\end{equation*}
$$

Proof. One has to estimate the $L^{2}$-norm of $\partial_{x}^{\alpha}\left(u_{1} u_{2}\right)$, where $\alpha \in \mathbb{N}^{d}$ satisfies $|\alpha| \leqslant s$. Rewrite this term as $u_{1} \partial_{x}^{\alpha} u_{2}+\left[\partial_{x}^{\alpha}, u_{1}\right] u_{2}$. Since the commutator is a sum of terms of the form $\partial_{x}^{\beta} u_{1} \partial_{x}^{\gamma} u_{2}$ with $\beta>0$, the product rule (2.3) implies that

$$
\begin{equation*}
\left\|\left[\partial_{x}^{\alpha}, u_{1}\right] u_{2}\right\|_{L^{2}} \lesssim\left\|\nabla u_{1}\right\|_{H^{s-1}}\left\|u_{2}\right\|_{H^{s}} . \tag{2.8}
\end{equation*}
$$

Moving to the estimate of the first term, we write

$$
\left\|u_{1} \partial_{x}^{\alpha} u_{2}\right\|_{L^{2}} \leqslant\left\|u_{1}\right\|_{L^{\infty}}\left\|u_{2}\right\|_{H^{s}} \lesssim\left\|\nabla u_{1}\right\|_{H^{s-1}}\left\|u_{2}\right\|_{H^{s}}
$$

2.3. Friedrichs' lemma. With these preliminaries established, we are prepared to prove the following.

Proposition 2.4. Let $d \geqslant 3$ and $\mathbb{N} \ni s>d / 2$. There exists a function $\mathcal{C}$ such that, for all $\varphi \in H^{s+1}\left(\mathbb{R}^{d}\right)$ and all vector field $v \in H^{s+1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|\nabla v\|_{H^{s}} \leqslant C\left\|\operatorname{div}\left(e^{\varphi} v\right)\right\|_{H^{s}}+C\|\operatorname{curl} v\|_{H^{s}}, \tag{2.9}
\end{equation*}
$$

where $C:=\left(1+\|\varphi\|_{H^{s+1}}\right) \mathcal{C}\left(\|\varphi\|_{H^{s}},\|\nabla \varphi\|_{L^{\infty}}\right)$.
Proof. For this proof, we use the notation

$$
R=\left\|\operatorname{div}\left(e^{\varphi} v\right)\right\|_{H^{s}}+\|\operatorname{curl} v\|_{H^{s}},
$$

and we denote by $C_{\varphi}$ various constants depending only on $\|\varphi\|_{H^{s}}+\|\nabla \varphi\|_{L^{\infty}}$.
All the computations given below are meaningful since it is sufficient to prove (2.9) for $C^{\infty}$ functions with compact supports. We begin by setting

$$
\widetilde{v}=v+\nabla \Delta^{-1}(\nabla \varphi \cdot v) .
$$

The reason to introduce $\widetilde{v}$ is that

$$
e^{\varphi} \operatorname{div} \widetilde{v}=\operatorname{div}\left(e^{\varphi} v\right), \quad \operatorname{curl} \tilde{v}=\operatorname{curl} v .
$$

Hence, by using (2.1), we have

$$
\begin{equation*}
\|\nabla \widetilde{v}\|_{H^{s}} \leqslant\left\|e^{-\varphi} \operatorname{div}\left(e^{\varphi} v\right)\right\|_{H^{s}}+\|\operatorname{curl} v\|_{H^{s}} \leqslant C_{\varphi} R . \tag{2.10}
\end{equation*}
$$

The proof of (2.9) thus reduces to estimating $v_{1}:=v-\widetilde{v}$, which satisfies

$$
\operatorname{div}\left(e^{\varphi} v_{1}\right)=-e^{\varphi} \nabla \varphi \cdot \widetilde{v}, \quad \operatorname{curl} v_{1}=0
$$

Again, to estimate $v_{1}$ we introduce $\widetilde{v}_{1}:=v_{1}+\nabla \Delta^{-1}\left(\nabla \varphi \cdot v_{1}\right)$, which solves

$$
\operatorname{div} \widetilde{v}_{1}=-\nabla \varphi \cdot \widetilde{v}, \quad \operatorname{curl} \widetilde{v}_{1}=0 .
$$

The estimate (2.1) implies that $\left\|\nabla \widetilde{v}_{1}\right\|_{H^{s}} \leqslant\|\nabla \varphi \cdot \widetilde{v}\|_{H^{s}}$. By using (2.10) and the product rule (2.7), applied with $u_{1}=\widetilde{v}$ and $u_{2}=\nabla \varphi$, we find that

$$
\begin{equation*}
\left\|\nabla \widetilde{v}_{1}\right\|_{H^{s}} \leqslant\|\nabla \varphi \cdot \widetilde{v}\|_{H^{s}} \lesssim\|\varphi\|_{H^{s+1}}\|\nabla \widetilde{v}\|_{H^{s-1}} \leqslant\|\varphi\|_{H^{s+1}} C_{\varphi} R . \tag{2.11}
\end{equation*}
$$

Hence, it remains only to estimate $v_{2}=v_{1}-\widetilde{v}_{1}$, which satisfies

$$
\operatorname{div}\left(e^{\varphi} v_{2}\right)=-e^{\varphi} \nabla \varphi \cdot \widetilde{v_{1}} \quad \text { and } \quad \operatorname{curl} v_{2}=0
$$

To estimate $v_{2}$ the key point is the estimate

$$
\begin{equation*}
\left\|\nabla \varphi \cdot \widetilde{v}_{1}\right\|_{L^{d^{\star}}} \leqslant C_{\varphi} R \quad \text { with } d^{\star}=2 d /(d+2) \tag{2.12}
\end{equation*}
$$

Let us assume (2.12) for a moment and continue the proof.
The constraint curl $v_{2}=0$ implies that $v_{2}=\nabla \Psi$, for some $\Psi$ satisfying

$$
\operatorname{div}\left(e^{\varphi} \nabla \Psi\right)=-e^{\varphi} \nabla \varphi \cdot \widetilde{v_{1}}
$$

This allows us to estimate $\nabla \Psi$ by a duality argument. We denote by $\langle\cdot, \cdot\rangle$ the scalar product in $L^{2}$ and write

$$
\left\langle e^{\varphi} \nabla \Psi, \nabla \Psi\right\rangle=\left\langle e^{\varphi} \nabla \varphi \cdot \widetilde{v}_{1}, \Psi\right\rangle
$$

Denote by $\bar{d}$ the conjugate exponent of $d^{\star}, \bar{d}=d^{\star} /\left(d^{\star}-1\right)=2 d /(d-2)$. The Hölder's inequality yields

$$
\left\langle e^{\varphi} \nabla \Psi, \nabla \Psi\right\rangle \leqslant\left\|e^{\varphi} \nabla \varphi \cdot \widetilde{v}_{1}\right\|_{L^{d^{\star}}}\|\Psi\|_{L^{\bar{d}}}
$$

The first factor is estimated by means of the claim (2.12). In view of the Sobolev's inequality $\|\Psi\|_{L^{\bar{d}}} \lesssim\|\nabla \Psi\|_{L^{2}}$, we obtain

$$
\left\langle e^{\varphi} \nabla \Psi, \nabla \Psi\right\rangle \leqslant C_{\varphi} R\|\nabla \Psi\|_{L^{2}}
$$

By using the elementary estimate $\|\nabla \Psi\|_{L^{2}}^{2} \leqslant\left\|e^{-\varphi}\right\|_{L^{\infty}}\left\langle e^{\varphi} \nabla \Psi, \nabla \Psi\right\rangle$, we get

$$
\begin{equation*}
\left\|v_{2}\right\|_{L^{2}}=\|\nabla \Psi\|_{L^{2}} \leqslant C_{\varphi} R \tag{2.13}
\end{equation*}
$$

The end of the proof is straightforward. We write

$$
\Delta \Psi=e^{-\varphi} \operatorname{div}\left(e^{\varphi} \nabla \Psi\right)-\nabla \varphi \cdot \nabla \Psi=-\nabla \varphi \cdot \widetilde{v}_{1}-\nabla \varphi \cdot \nabla \Psi
$$

to obtain, for all $\sigma \in[0, s-1]$,

$$
\|\nabla \Psi\|_{H^{\sigma+1}} \lesssim\|\nabla \Psi\|_{L^{2}}+\|\Delta \Psi\|_{H^{\sigma}} \lesssim\left\|\nabla \varphi \cdot \widetilde{v}_{1}\right\|_{H^{\sigma}}+\left(1+\|\varphi\|_{H^{s}}\right)\|\nabla \Psi\|_{H^{\sigma}}
$$

To estimate the first term on the right-hand side, we verify that the analysis establishing (2.7) also yields

$$
\left\|\nabla \varphi \cdot \widetilde{v}_{1}\right\|_{H^{s-1}} \lesssim\|\varphi\|_{H^{s}}\left\|\nabla \widetilde{v}_{1}\right\|_{H^{s-1}} \leqslant C_{\varphi} R
$$

hence, by induction on $\sigma$,

$$
\|\nabla \Psi\|_{H^{s}} \leqslant C_{\varphi} R+C_{\varphi}\|\nabla \Psi\|_{L^{2}} .
$$

Exactly as above, one has

$$
\begin{aligned}
\|\nabla \Psi\|_{H^{s+1}} & \lesssim\|\nabla \Psi\|_{L^{2}}+\|\Delta \Psi\|_{H^{s}} \lesssim\left\|\nabla \varphi \cdot \widetilde{v}_{1}\right\|_{H^{s}}+\left(1+\|\varphi\|_{H^{s+1}}\right)\|\nabla \Psi\|_{H^{s}} \\
\left\|\nabla \varphi \cdot \widetilde{v}_{1}\right\|_{H^{s}} & \lesssim\|\varphi\|_{H^{s+1}}\left\|\nabla \widetilde{v}_{1}\right\|_{H^{s-1}}
\end{aligned}
$$

As a consequence, we end up with

$$
\|\nabla \Psi\|_{H^{s+1}} \leqslant\|\varphi\|_{H^{s+1}}\left(C_{\varphi} R+C_{\varphi}\|\nabla \Psi\|_{L^{2}}\right)
$$

Therefore, the $L^{2}$ estimate (2.13) implies that

$$
\left\|v_{2}\right\|_{H^{s+1}}=\|\nabla \Psi\|_{H^{s+1}} \leqslant\|\varphi\|_{H^{s+1}} C_{\varphi} R .
$$

By combining this estimate with (2.11), we find that

$$
\left\|\nabla v_{1}\right\|_{H^{s}} \leqslant\|\varphi\|_{H^{s+1}} C_{\varphi} R .
$$

From the definition of $v_{1}$ and (2.10), we obtain the desired bound (2.9).
We now have to establish the claim (2.12).
With $\bar{d}=2 d /(d-2)$ as above, the Sobolev's inequality and (2.10) imply that

$$
\|\widetilde{v}\|_{L^{\bar{d}}} \lesssim\|\nabla \widetilde{v}\|_{L^{2}} \leqslant C_{\varphi} R .
$$

On the other hand, the Hölder's inequality yields

$$
\|\nabla \varphi \cdot \widetilde{v}\|_{L^{\delta}} \lesssim\|\nabla \varphi\|_{L^{2}}\|\widetilde{v}\|_{L^{\bar{d}}} \quad \text { with } \delta=\frac{2 \bar{d}}{2+\bar{d}}=\frac{d}{d-1}
$$

By interpolating this estimate with $\|\nabla \varphi \cdot \widetilde{v}\|_{L^{\bar{d}}} \lesssim\|\nabla \varphi\|_{L^{\infty}}\|\widetilde{v}\|_{L^{\bar{d}}}$, we obtain

$$
\forall p \in[\delta, \bar{d}], \quad\|\nabla \varphi \cdot \widetilde{v}\|_{L^{p}} \lesssim\|\nabla \varphi\|_{L^{2} \cap L^{\infty}}\|\widetilde{v}\|_{L^{\bar{d}}} \leqslant C_{\varphi} R .
$$

Because curl $v_{1}=0$, one can write $v_{1}=\nabla \Psi_{1}$ for some function $\Psi_{1}$ satisfying $\Delta \Psi_{1}=-\nabla \varphi \cdot \widetilde{v}$. Hence, the Calderon-Zygmund inequality and the previous estimate imply that

$$
\left\|\nabla v_{1}\right\|_{L^{\delta}}=\left\|\nabla^{2} \Psi_{1}\right\|_{L^{\delta}} \lesssim\left\|\Delta \Psi_{1}\right\|_{L^{\delta}} \leqslant C_{\varphi} R
$$

Therefore, the Sobolev's inequality yields

$$
\left\|v_{1}\right\|_{L^{D}} \leqslant C_{\varphi} R \quad \text { with } D=\frac{\delta d}{d-\delta}=\frac{d}{d-2}
$$

hence, exactly as above, the Hölder's inequality gives

$$
\begin{equation*}
\forall p \in[\underline{d}, \bar{d}], \quad\left\|e^{\varphi} \nabla \varphi \cdot \widetilde{v}_{1}\right\|_{L^{p}} \leqslant C_{\varphi} R \quad \text { with } \underline{d}=\frac{2 D}{2+D}=\frac{2 d}{3 d-4} \tag{2.14}
\end{equation*}
$$

The key estimate (2.12) is now a consequence of the previous one. Indeed, the estimate (2.14) applies with $p=d^{\star}=2 d /(d+2)$ since

$$
\forall d \geqslant 3, \quad \underline{d}=\frac{2 d}{3 d-4} \leqslant \frac{2 d}{d+2} \leqslant \frac{2 d}{d-2}=\bar{d} .
$$

This completes the proof of (2.9).
For later references, we will need the following version of (2.9).
Corollary 2.5. Let $d=1$ or $d \geqslant 3$ and $\mathbb{N} \ni s>d / 2$. There exists a function $\mathcal{C}$ such that, for all $\varphi \in H^{s+1}\left(\mathbb{R}^{d}\right)$ and all vector field $v \in H^{s+1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\|\nabla v\|_{H^{s}} \leqslant \mathcal{C}\left(\|\varphi\|_{H^{s+1}}\right)\left(\|\operatorname{div} v\|_{H^{s}}+\left\|\operatorname{curl}\left(e^{\varphi} v\right)\right\|_{H^{s}}\right) \tag{2.15}
\end{equation*}
$$

Proof. The case $d=1$ is obvious. If $d \geqslant 3$, Proposition 2.4 (applied with $(\varphi, v)$ replaced with $\left.\left(-\varphi, e^{\varphi} v\right)\right)$ yields

$$
\left\|\nabla\left(e^{\varphi} v\right)\right\|_{H^{s}} \leqslant \mathcal{C}\left(\|\varphi\|_{H^{s+1}}\right)\left(\|\operatorname{div} v\|_{H^{s}}+\left\|\operatorname{curl}\left(e^{\varphi} v\right)\right\|_{H^{s}}\right)
$$

Hence, to prove (2.15) we need only prove that

$$
\begin{equation*}
\|\nabla v\|_{H^{s}} \leqslant \mathcal{C}\left(\|\varphi\|_{H^{s+1}}\right)\left\|\nabla\left(e^{\varphi} v\right)\right\|_{H^{s}} \tag{2.16}
\end{equation*}
$$

To do that we write $\partial_{i} v=e^{-\varphi} \partial_{i}\left(e^{\varphi} v\right)-\left(e^{-\varphi} \partial_{i} \varphi\right)\left(e^{\varphi} v\right)$. The usual product rule (2.3) implies that the $H^{s}$ norm of the first term is estimated by the right-hand side of (2.16). Moving to the second term, we use the product rule (2.7) to obtain $\left\|\left(e^{-\varphi} \partial_{i} \varphi\right)\left(e^{\varphi} v\right)\right\|_{H^{s}} \lesssim\left(1+\|\varphi\|_{H^{s}}\right)\left\|\partial_{i} \varphi\right\|_{H^{s}}\left\|\nabla\left(e^{\varphi} v\right)\right\|_{H^{s-1}}$. This proves the desired bound (2.16).

Remark 2.6. The fact that Theorem 1.2 precludes the case $d=2$ is a consequence of the fact that we do not know if (2.15) holds for $d=2$.
3. Uniform stability. In this section, we prove Theorem 1.2. We follow closely the approach given in [1] and recall the scheme of the analysis and indicate the points at which the argument must be adapted.

Hereafter, we use the notations

$$
\begin{gathered}
a:=(\varepsilon, \mu, \kappa) \in A:=(0,1] \times[0,1] \times[0,1], \quad \nu:=\sqrt{\mu+\kappa}, \\
\|u\|_{H_{\alpha}^{\sigma+1}}:=\|u\|_{H^{\sigma}}+\alpha\|u\|_{H^{\sigma+1}} \quad(\alpha \geqslant 0, \sigma \in \mathbb{R})
\end{gathered}
$$

Step 1: A refined statement. We first give our main result a refined form where the solutions satisfy the same estimates as the initial data. Also, to prove estimates independent of $\mu$ and $\kappa$, an important point is to seek the solutions in spaces which take into account an extra damping effect for the penalized terms.

Definition 3.1. Let $T>0, a=(\varepsilon, \mu, \kappa) \in[0,1]^{3}$ and set $\nu=\sqrt{\mu+\kappa}$. The space $\mathcal{X}_{a}^{s}(T)$ consists of these $(p, v, \theta) \in C^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\nu(p, v, \theta) \in C^{0}\left([0, T] ; H^{s+1}\left(\mathbb{R}^{d}\right)\right), \quad(\mu v, \kappa \theta) \in L^{2}\left(0, T ; H^{s+2}\left(\mathbb{R}^{d}\right)\right)
$$

The space $\mathcal{X}_{a}^{s}(T)$ is given the norm

$$
\begin{aligned}
\|(p, v, \theta)\|_{\mathcal{X}_{a}^{s}(T)}: & \|(\nabla p, \nabla v)\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\|(\theta, \varepsilon p, \varepsilon v)\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)} \\
& +\sqrt{\mu}\|\nabla v\|_{L_{T}^{2}\left(H_{\varepsilon \nu}^{s+1}\right)}+\sqrt{\kappa}\|\nabla \theta\|_{L_{T}^{2}\left(H_{\nu}^{s+1}\right)} \\
& +\sqrt{\mu+\kappa}\|\nabla p\|_{L_{T}^{2}\left(H^{s}\right)}+\sqrt{\kappa}\|\operatorname{div} v\|_{L_{T}^{2}\left(H^{s}\right)}
\end{aligned}
$$

with $\|\cdot\|_{L_{T}^{p}(X)}$ denoting the norm in $L^{p}(0, T ; X)$.
For the study of nonlinear problems, it is important to relax the assumption that $Q \in C_{0}^{\infty}$. We will consider source terms $Q$ in the following spaces.

Definition 3.2. The space $F^{s}$ consists of the function $Q$ such that, for all $\mathbb{N} \ni m \leqslant s, \partial_{t}^{m} Q \in C_{b}^{0}\left(\mathbb{R} ; H^{s+1-2 m}\left(\mathbb{R}^{d}\right)\right)$, where $C_{b}^{0}$ stands for $C^{0} \cap L^{\infty}$.

Given a normed space $X$, we set $B(X ; M)=\{x \in X:\|x\| \leqslant M\}$.
Theorem 3.3. Assume that $d=1$ or $d \geqslant 3$ and let $\mathbb{N} \ni s>1+d / 2$. Given $M_{0}>0$ and $Q \in F^{s}$, there exist $T>0$ and $M>0$ such that, for all $a=(\varepsilon, \mu, \kappa) \in A$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s+1}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\begin{equation*}
\left\|\left(\nabla p_{0}, \nabla v_{0}\right)\right\|_{H^{s-1}}+\left\|\left(\theta_{0}, \varepsilon p_{0}, \varepsilon v_{0}\right)\right\|_{H^{s+1}} \leqslant M_{0} \tag{3.1}
\end{equation*}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta) \in B\left(\mathcal{X}_{a}^{s}(T) ; M\right)$.
This theorem implies Theorem 1.2.
Remark 3.4. (i) The hybrid norm $\|\cdot\|_{H_{\varepsilon \nu}^{s+1}}$ was already used by Danchin in [8].
(ii) A close inspection of the proof indicates that Theorem 3.3 remains valid with (3.1) replaced by

$$
\left\|\left(p_{0}, v_{0}, \theta_{0}\right)\right\|_{\mathcal{X}^{s}(0)}:=\left\|\left(\nabla p_{0}, \nabla v_{0}\right)\right\|_{H^{s-1}}+\left\|\left(\theta_{0}, \varepsilon p_{0}, \varepsilon v_{0}\right)\right\|_{H_{\nu}^{s+1}} \leqslant M_{0} .
$$

Step 2: Local well posedness. We explain here how to reduce matters to proving uniform bounds. To do so, our first task is to establish the local well posedness of the Cauchy problem for fixed $a=(\varepsilon, \mu, \kappa) \in A$.

Lemma 3.5. Let $d \geqslant 1, s>1+d / 2$, and $a \in A$. For all initial data $U_{0}=$ $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)$, there exists a positive time $T$ such that the Cauchy problem for (1.4) has a unique solution $U=(p, v, \theta) \in C^{0}\left([0, T] ; H^{s}\right)$ such that $U(0)=U_{0}$. Moreover, the interval $\left[0, T^{\star}\right)$, with $T^{\star}<+\infty$, is a maximal interval of $H^{s}$ existence if and only if $\lim \sup _{t \rightarrow T^{*}}\|U(t)\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)}=+\infty$.

Lemma 3.5 is a special case of Proposition 4.5 established in section 4.
As in $[1,20]$, on account of the previous local existence result for fixed $a \in A$, Theorem 1.2 is a consequence of the following uniform estimates.

Proposition 3.6. Let $d=1$ or $d \geqslant 3, \mathbb{N} \ni s>1+d / 2$, and $M_{0}>0$. Set $H^{\infty}\left(\mathbb{R}^{d}\right):=\cap_{\sigma \geqslant 0} H^{\sigma}\left(\mathbb{R}^{d}\right)$. There exist a constant $C_{0}$ and a nonnegative function $C(\cdot)$ such that, for all $T \in(0,1]$ and all $a \in A$, if $(p, v, \theta) \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{d}\right)\right)$ is a solution of (1.4) with initial data satisfying (3.1), then the norm $\Omega_{a}(T):=\|U\|_{\mathcal{X}_{a}^{s}(T)}$ satisfies

$$
\begin{equation*}
\Omega_{a}(T) \leqslant C_{0} \exp \left((\sqrt{T}+\varepsilon) C\left(\Omega_{a}(T)\right)\right) . \tag{3.2}
\end{equation*}
$$

To prove Proposition 3.6, as usual, a key step is to study the linearized system. This is the purpose of Theorem 3.10. With this result in hand, to establish the desired nonlinear estimates (3.2), the analysis is divided into four steps. This happens for two reasons. First, on the technical side, most of the work concerns the separation of the estimates into high and low frequency components, where the division occurs at frequencies of order of the inverse of $\varepsilon$ (since the second-derivative terms with $O(1)$ coefficients and the first-derivative terms with $O\left(\varepsilon^{-1}\right)$ coefficients balance there). Second, there is a division into terms whose evolution is estimated directly by eliminating large terms of size $O\left(\varepsilon^{-1}\right)$ (see Lemmas 3.18 and 3.19), and terms whose size is estimated by means of Theorem 3.10 and the special structure of the equations (see Lemma 3.16).

This scheme of estimates has two useful properties. First, it avoids estimating the $L^{2}$ norm of $p$ and $v$ (to obtain a closed set of estimates, we will use the preliminary estimates from section 2). Second, it allows us to overcome the factor $1 / \varepsilon$ in front of the source term $Q$. Indeed, the linear estimate in Theorem 3.10 is applied only to high-frequencies and weighted time derivatives $\left(\varepsilon \partial_{t}\right)^{m}$. Hence, the fact that the source term is assumed to be neither of high frequency nor have rapid time oscillations allows us to recover the lost factor of $\varepsilon$ in the nonlinear estimates. Note that, in the combustion case, the assumptions on the source term $Q$ may be verified directly from the equations. Also, we mention that the $L^{2}$ norm of $(p, v)$ will later be estimated in section 4 under an additional hypothesis.

Notation 3.7. From now on, we consider an integer $s>1+d / 2$, a fixed time $0<T \leqslant 1$, a fixed triple of parameters $a=(\varepsilon, \mu, \kappa) \in A$, a bound $M_{0}$, a fixed smooth
solution $U=(p, v, \theta) \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{d}\right)\right)$ of (1.4) with initial data satisfying (3.1), and we set

$$
\Omega:=\|U\|_{\mathcal{X}_{a}^{s}(T)}
$$

With these notations, Proposition 3.6 can be formulated concisely as follows: if $d \neq 2$, there exist constants $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$ such that

$$
\Omega \leqslant C_{0} e^{(\sqrt{T}+\varepsilon) C}
$$

Hereafter, we use the notations $\phi:=(\theta, \varepsilon p)$ and $\nu:=\sqrt{\mu+\kappa}$.
Notation 3.8. For later application to the nonlinear case when $Q=F(Y)$ for some unknown function $Y$, we also give precise estimates in terms of norms of $Q$. For our purposes, the requested norm is the following:

$$
\begin{equation*}
\Sigma:=\sum_{0 \leqslant m \leqslant s}\left\|\left(I-(\varepsilon \nu)^{2} \Delta\right)^{-m / 2}\left(\varepsilon\left(\partial_{t}+v \cdot \nabla\right)\right)^{m} Q\right\|_{L^{\infty}\left(0, T ; H_{\nu}^{s+1-m}\right)} \tag{3.3}
\end{equation*}
$$

Remark 3.9. To use nonlinear estimates, it is easier to work in Banach algebras. If $d \geqslant 3$, Proposition 2.2 shows that we can supplement the $\mathcal{X}_{a}^{s}$ estimates with $L^{\infty}$ estimates for the velocity: it suffices to prove (3.2) with $C\left(\Omega_{a}(T)\right)$ replaced by $C\left(\Omega_{a}^{+}(T)\right)$, where $\Omega_{a}^{+}(T):=\Omega_{a}(T)+\|v\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}$. Similarly, if $d \geqslant 3$, all the estimates involving the source term $Q$ remain valid with $\Sigma$ replaced by

$$
\sum_{0 \leqslant m \leqslant s}\left\|\left(I-(\varepsilon \nu)^{2} \Delta\right)^{-m / 2}\left(\varepsilon \partial_{t}\right)^{m} Q\right\|_{L^{\infty}\left(0, T ; H_{\nu}^{s+1-m}\right)} .
$$

Step 3: An energy estimate for linearized equations. A key step in the analysis is to estimate the solution $(\widetilde{p}, \widetilde{v}, \widetilde{\theta})$ of linearized equations. As alluded to above, a notable fact is that we can see unsigned large terms $\varepsilon^{-1} f^{\varepsilon}(t, x)$ in the equations for $p$ and $v$ as source terms provided that: (1) they do not convey fast oscillations in time $\partial_{t} f^{\varepsilon}=O(1) ;(2)$ it does not imply a loss of derivatives. To be more precise, in the nonlinear estimates, we will see the term $\varepsilon^{-1} \chi_{1}(\phi) Q$ as a source term. Similarly, we can see terms of the form $\varepsilon^{-1} F(\varepsilon p, \theta, \sqrt{\kappa} \nabla \theta)$ as source terms. As a result, it is sufficient to consider the following linearized system:

$$
\left\{\begin{array}{l}
g_{1}(\phi)\left(\partial_{t} \widetilde{p}+v \cdot \nabla \widetilde{p}\right)+\frac{1}{\varepsilon} \operatorname{div} \widetilde{v}-\frac{\kappa}{\varepsilon} \operatorname{div}\left(k_{1}(\phi) \nabla \widetilde{\theta}\right)=F_{1}  \tag{3.4}\\
g_{2}(\phi)\left(\partial_{t} \widetilde{v}+v \cdot \nabla \widetilde{v}\right)+\frac{1}{\varepsilon} \nabla \widetilde{p}-\mu B_{2}\left(\phi, \partial_{x}\right) \widetilde{v}=F_{2} \\
g_{3}(\phi)\left(\partial_{t} \widetilde{\theta}+v \cdot \nabla \widetilde{\theta}\right)+G(\phi, \nabla \phi) \cdot \widetilde{v}+\operatorname{div} \widetilde{v}-\kappa \chi_{3}(\phi) \operatorname{div}(k(\phi) \nabla \widetilde{\theta})=F_{3}
\end{array}\right.
$$

where the unknown $(\widetilde{p}, \widetilde{v}, \widetilde{\theta})$ is a smooth function of $(t, x) \in[0, T] \times \mathbb{R}^{d}$.
The following result establishes estimates on

$$
\begin{align*}
\|(\widetilde{p}, \widetilde{v}, \widetilde{\theta})\|_{a, T}:= & \|(\widetilde{p}, \widetilde{v})\|_{L_{T}^{\infty}\left(H_{\varepsilon \nu}^{1}\right)}+\|\widetilde{\theta}\|_{L_{T}^{\infty}\left(H_{\nu}^{1}\right)} \\
& +\sqrt{\kappa}\|\nabla \widetilde{\theta}\|_{L_{T}^{2}\left(H_{\nu}^{1}\right)}+\sqrt{\mu}\|\nabla \widetilde{v}\|_{L_{T}^{2}\left(H_{\varepsilon \nu}^{1}\right)}  \tag{3.5}\\
& +\sqrt{\mu+\kappa}\|\nabla \widetilde{p}\|_{L_{T}^{2}\left(L^{2}\right)}+\sqrt{\kappa}\|\operatorname{div} \widetilde{v}\|_{L_{T}^{2}\left(L^{2}\right)}
\end{align*}
$$

in terms of the norm $\|(\widetilde{p}, \widetilde{v}, \widetilde{\theta})\|_{a, 0}:=\|(\widetilde{p}, \widetilde{v})(0)\|_{H_{\varepsilon \nu}^{1}}+\|\widetilde{\theta}(0)\|_{H_{\nu}^{1}}$ of the data.

Theorem 3.10. Let $d \geqslant 1$ and assume that $G, k_{1}$, and $k_{3}$ are $C^{\infty}$ functions such that, for all $(\vartheta, \wp) \in \mathbb{R}^{2}, 0<k_{1}(\vartheta, \wp)<\chi_{3}(\vartheta, \wp) k(\vartheta)$. Set

$$
R_{0}:=\|\phi(0)\|_{H^{s-1}}, \quad R:=\sup _{t \in[0, T]}\left\|\left(\phi, \partial_{t} \phi+v \cdot \nabla \phi, \nabla \phi, \nu \nabla^{2} \phi, \nabla v\right)(t)\right\|_{H^{s-1}}
$$

There exist constants $C_{0}$ depending only on $R_{0}$ and $C$ depending only on $R$ such that,

$$
\|(\widetilde{p}, \widetilde{v}, \widetilde{\theta})\|_{a, T} \leqslant C_{0} e^{T C}\left\|\left(\widetilde{p}_{0}, \widetilde{v}_{0}, \widetilde{\theta}_{0}\right)\right\|_{a, 0}+C \int_{0}^{T}\left\|\left(F_{1}, F_{2}\right)\right\|_{H_{\varepsilon \nu}^{1}}+\left\|F_{3}\right\|_{H_{\nu}^{1}} d t
$$

In [1] we established the previous theorem with $R_{0}$ and $R$ replaced by

$$
R_{0}^{\prime}=\|\phi(0)\|_{L^{\infty}}, \quad R^{\prime}=\sup _{t \in[0, T]}\left\|\left(\phi, \partial_{t} \phi, v, \nabla \phi, \nu \nabla^{2} \phi, \nabla v\right)(t)\right\|_{L^{\infty}}
$$

To prove the above variant, we need only check two facts. First, in the proof of Theorem 4.3 in [1], the terms $\partial_{t} \phi$ and $v$ always come together within terms involving the convective derivative $\partial_{t} \phi+v \cdot \nabla \phi$.

Second, we have to verify that the $L_{t, x}^{\infty}$ norms of the coefficients $\left(g_{i}(\phi), \ldots\right)$ are estimated by constants of the form $C_{0} e^{T C}$. In [1] we used the estimate

$$
\sup _{t \in[0, T]}\|F(\phi(t))\|_{L^{\infty}} \leqslant\|F(\phi(0))\|_{L^{\infty}}+T \sup _{t \in[0, T]}\left\|\partial_{t} F(\phi(t))\right\|_{L^{\infty}} \leqslant C_{0}^{\prime}+T C^{\prime}
$$

for some constants depending only on $R_{0}^{\prime}$ and $R^{\prime}$. Here, based on an usual estimate for hyperbolic equations, we can prove a similar bound.

Lemma 3.11. Let $F \in C^{\infty}\left(\mathbb{R}^{2}\right)$ be such that $F(0)=0$. There exist constants $C_{0}$ depending only on $R_{0}$ and $C$ depending only on $R$ such that, for all $t \in[0, T]$, $\|F(\phi(t))\|_{H^{s-1}} \leqslant C_{0} e^{T C}$.

Proof. Since $s-1>d / 2$, the Moser's estimates (2.2) and (2.4) imply that there exists a function $\mathcal{C}$ depending only on the function $F$ such that

$$
\begin{aligned}
\left\|\left(\partial_{t}+v \cdot \nabla\right) F(\phi)\right\|_{H^{s-1}} & \leqslant\left(1+\left\|F^{\prime}(\phi)-F^{\prime}(0)\right\|_{H^{s-1}}\right)\left\|\left(\partial_{t}+v \cdot \nabla\right) \phi(t)\right\|_{H^{s-1}} \\
& \leqslant \mathcal{C}\left(\left\|\left(\phi, \partial_{t} \phi+v \cdot \nabla \phi\right)\right\|_{H^{s-1}}\right) \leqslant \mathcal{C}(R)
\end{aligned}
$$

and $\|F(\phi(0))\|_{H^{s-1}} \leqslant \mathcal{C}\left(\|\phi(0)\|_{H^{s-1}}\right)$.
Hence, the desired estimate follows from the following estimate: there exists a constant $V$ depending only on $\|\nabla v\|_{L_{T}^{\infty} H^{s-1}}$ such that

$$
\sup _{t \in[0, T]}\|F(\phi(t))\|_{H^{s-1}} \leqslant\|F(\phi(0))\|_{H^{s-1}}+T V \sup _{t \in[0, T]}\left\|\left(\partial_{t}+v \cdot \nabla\right) F(\phi(t))\right\|_{H^{s-1}} .
$$

To prove this result we set $\widetilde{u}:=\partial_{x}^{\alpha} F(\phi)$, where $\alpha \in \mathbb{N}^{d}$ is such that $|\alpha| \leqslant s-1$. Then $\widetilde{u}$ solves

$$
\partial_{t} u+v \cdot \nabla u=f:=\partial_{x}^{\alpha}\left(\left(\partial_{t}+v \cdot \nabla\right) F(\phi)\right)+\left[v, \partial_{x}^{\alpha}\right] \cdot \nabla F(\phi)
$$

Since $s-1>d / 2$, the product rule (2.3) implies that

$$
\begin{aligned}
\left\|\left[v, \partial_{x}^{\alpha}\right] \cdot \nabla F(\phi)\right\|_{L^{2}} & \lesssim \sum_{\beta+\gamma=\alpha, \beta>0}\left\|\partial_{x}^{\beta} v \partial_{x}^{\gamma} \nabla F(\phi)\right\|_{L^{2}} \\
& \lesssim \sum_{\beta+\gamma=\alpha, \beta>0}\left\|\partial_{x}^{\beta} v\right\|_{H^{s-1-(|\beta|-1)}}\left\|\partial_{x}^{\gamma} \nabla F\right\|_{H^{s-1-(|\gamma|+1)}}
\end{aligned}
$$

hence, $\|f\|_{L^{2}} \lesssim\left\|\left(\partial_{t}+v \cdot \nabla\right) F(\phi)\right\|_{H^{s-1}}+\|\nabla v\|_{H^{s-1}}\|F(\phi)\|_{H^{s-1}}$.

We next use an integration by parts argument yielding

$$
\frac{d}{d t}\|\widetilde{u}\|_{L^{2}}^{2} \leqslant\left(1+\|\operatorname{div} v\|_{L^{\infty}}\right)\|\widetilde{u}\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}
$$

Gronwall's lemma concludes the proof.
Step 4: High frequency estimates. We begin by estimating the high frequency component

$$
\Omega^{\mathrm{HF}}:=\left\|\left(I-J_{\varepsilon \nu}\right) U\right\|_{\mathcal{X}_{a}^{s}(T)}
$$

where $\left\{J_{h} \mid h \in[0,1]\right\}$ is a Friedrichs' mollifier: $J_{h}=\jmath\left(h D_{x}\right)$ is the Fourier multiplier with symbol $\jmath(h \xi)$, where $\jmath$ is a $C^{\infty}$ function of $\xi \in \mathbb{R}^{d}$ satisfying

$$
0 \leqslant \jmath \leqslant 1, \quad \jmath(\xi)=1 \text { for }|\xi| \leqslant 1, \quad \jmath(\xi)=0 \text { for }|\xi| \geqslant 2, \quad \jmath(\xi)=\jmath(-\xi)
$$

Proposition 3.12. Let $d \geqslant 1$. There exist constants $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$, such that

$$
\begin{equation*}
\Omega^{\mathrm{HF}} \leqslant C_{0} e^{\sqrt{T} C}+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)} \tag{3.6}
\end{equation*}
$$

Proof. Introduce $P:=\left(I-J_{\varepsilon \nu}\right) \Lambda^{s}$ and $\widetilde{U}:=(P p, P v, P \theta)$. Then, $\widetilde{U}$ satisfies system (3.4) with

$$
k_{1}(\phi):=\chi_{1}(\phi) k(\theta), \quad G(\phi, \nabla \phi):=g_{3}(\phi) \nabla \theta
$$

and $F=\left(F_{1}, F_{2}, F_{3}\right)^{T}:=f_{\mathrm{HF}}+f_{Q}+f_{\chi}$, where

$$
f_{Q}:=\left(\begin{array}{c}
\varepsilon^{-1} P\left(\chi_{1}(\phi) Q\right) \\
0 \\
P\left(\chi_{3}(\phi) Q\right)
\end{array}\right), \quad f_{\chi}:=\left(\begin{array}{c}
-\kappa \varepsilon^{-1} \nabla \chi_{1}(\phi) \cdot(k(\theta) \nabla \widetilde{\theta}) \\
0 \\
0
\end{array}\right)
$$

and $f_{\mathrm{HF}}$ is given by

$$
\begin{aligned}
f_{1, \mathrm{HF}} & =\left[g_{1}(\phi), P\right]\left(\partial_{t}+v \cdot \nabla\right) p+g_{1}(\phi)[v, P] \cdot \nabla p-\frac{\kappa}{\varepsilon}\left[B_{1}\left(\phi, \partial_{x}\right), P\right] \theta \\
f_{2, \mathrm{HF}} & =\left[g_{2}(\phi), P\right]\left(\partial_{t}+v \cdot \nabla\right) v+g_{2}(\phi)[v, P] \cdot \nabla v-\mu\left[B_{2}\left(\phi, \partial_{x}\right), P\right] v \\
f_{3, \mathrm{HF}} & =\left[g_{3}(\phi), P\right]\left(\partial_{t}+v \cdot \nabla\right) \theta+g_{3}(\phi)\{v ; P\} \cdot \nabla \theta-\kappa\left[B_{3}\left(\phi, \partial_{x}\right), P\right] \theta
\end{aligned}
$$

where $B_{i}\left(\phi, \partial_{x}\right)=\chi_{i}(\phi) \operatorname{div}(k(\theta) \nabla \cdot)(i=1,3),[A, B]=A B-B A$, and

$$
\{v ; P\} \cdot \nabla \theta:=v \cdot \nabla P \theta+(P v) \cdot \nabla \theta-P(v \cdot \nabla \theta)
$$

Estimate for $f_{\mathrm{HF}}$. We use the following analogue of Lemma 5.3 in [1]: there exists a constant $K=K(d, s)$ such that

$$
\begin{aligned}
\|[f, P] u\|_{H_{\varepsilon \nu}^{1}} & \leqslant \varepsilon \nu K\|\nabla f\|_{L^{\infty}}\|u\|_{H^{s}}+\varepsilon \nu K\|\nabla f\|_{H^{s}}\|u\|_{L^{\infty}} \\
\|[f, P] u\|_{H_{\nu}^{1}} & \lesssim \nu K\|\nabla f\|_{L^{\infty}}\|u\|_{H^{s}}+\nu K\|\nabla f\|_{H^{s}}\|u\|_{L^{\infty}}
\end{aligned}
$$

The fact that the right-hand side only involves $\nabla f$ follows from the most simple of all the sharp commutator estimates established in [17]: for all $s>1+d / 2$ and all Fourier
multiplier $A\left(D_{x}\right) \in \mathrm{Op} S_{1,0}^{s}$, there exists a constant $K$ such that, for all $f \in H^{s}\left(\mathbb{R}^{d}\right)$ and all $u \in H^{s}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left\|\left[f, A\left(D_{x}\right)\right] u\right\|_{L^{2}} \leqslant K\|\nabla f\|_{L^{\infty}}\|u\|_{H^{s-1}}+K\|\nabla f\|_{H^{s-1}}\|u\|_{L^{\infty}} \tag{3.7}
\end{equation*}
$$

As in [1], from this and the usual nonlinear estimates (2.2) and (2.4), it can be verified that there exists a generic function $\mathcal{C}$ (depending only on parameters that are considered fixed) such that,

$$
\begin{aligned}
&\left\|f_{1, \mathrm{HF}}\right\|_{H_{\varepsilon \nu}^{1}} \leqslant \mathcal{C}\left(\|(\theta, \varepsilon p, \varepsilon v)\|_{H_{\nu}^{s+1}}\right)\left\{1+\left\|\varepsilon\left(\partial_{t}+v \cdot \nabla\right) p\right\|_{H_{\nu}^{s}}+\kappa\|\theta\|_{H^{s+2}}\right\}, \\
&\left\|f_{2, \mathrm{HF}}\right\|_{H_{\varepsilon \nu}^{1}} \leqslant \mathcal{C}\left(\|(\theta, \varepsilon p, \varepsilon v)\|_{H_{\nu}^{s+1}}\right)\left\{1+\left\|\varepsilon\left(\partial_{t}+v \cdot \nabla\right) v\right\|_{H_{\nu}^{s}}+\mu\|\varepsilon v\|_{H^{s+2}}\right\}, \\
&\left\|f_{3, \mathrm{HF}}\right\|_{H_{\nu}^{1}} \leqslant \mathcal{C}\left(\|(\theta, \varepsilon p, \varepsilon v)\|_{H_{\nu}^{s+1}}\right)\left\{1+\left\|\left(\partial_{t}+v \cdot \nabla\right) \theta\right\|_{H_{\nu}^{s}}+\kappa\|\theta\|_{H^{s+2}}\right\} .
\end{aligned}
$$

Set $\psi=(\theta, \varepsilon p, \varepsilon v)$. The key point is that

$$
\begin{align*}
& \left\|\left(\partial_{t}+v \cdot \nabla\right) \psi\right\|_{H_{\nu}^{s}} \\
& \quad \leqslant \mathcal{C}\left(\|\psi\|_{H_{\nu}^{s+1}}\right)\left\{1+\left\|\left(\nu \nabla p, \nu \operatorname{div} v, \varepsilon \mu \nabla^{2} v, \kappa \nabla^{2} \theta\right)\right\|_{H^{s}}+\|Q\|_{H_{\nu}^{s}}\right\} \tag{3.8}
\end{align*}
$$

This estimate differs from the one that appears in Lemma 5.14 in [1] in that the righthand side does not involve $v$ itself but only its derivatives. Yet, as the reader can verify, the same proof applies since we do not estimate $\partial_{t} \psi$, but instead $\partial_{t} \psi+v \cdot \nabla \psi$.

Estimate for $f_{Q}$ and $f_{\chi}$. By using the elementary estimate

$$
\left\|\left(I-J_{\varepsilon \nu}\right) u\right\|_{H_{\varepsilon \nu}^{\sigma+1}} \lesssim \varepsilon \nu\|u\|_{H^{\sigma+1}}
$$

we find that

$$
\frac{1}{\varepsilon}\left\|P\left(\chi_{1}(\phi) Q\right)\right\|_{H_{\varepsilon \nu}^{1}}+\left\|P\left(\chi_{3}(\phi) Q\right)\right\|_{H_{\nu}^{1}} \leqslant\left\|\chi_{1}(\phi) Q\right\|_{H_{\nu}^{s+1}}+\left\|\chi_{3}(\phi) Q\right\|_{H_{\nu}^{s+1}}
$$

The tame estimates (2.2) and (2.4) (see also Lemmas 5.5 and 5.6 in [1]) imply that

$$
\left\|\chi_{i}(\phi) Q\right\|_{H_{\nu}^{s+1}} \lesssim\left(1+\left\|\chi_{i}(\phi)-\chi_{i}(0)\right\|_{H_{\nu}^{s+1}}\right)\|Q\|_{H_{\nu}^{s+1}} \lesssim \mathcal{C}\left(\|\phi\|_{H_{\nu}^{s+1}}\right)\|Q\|_{H_{\nu}^{s+1}}
$$

so that $\left\|f_{1, Q}\right\|_{L_{T}^{\infty}\left(H_{\varepsilon \nu}^{1}\right)}+\left\|f_{3, Q}\right\|_{L_{T}^{\infty}\left(H_{\nu}^{1}\right)} \leqslant C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}$. The technique for estimating $f_{\chi}$ is similar; we find that $\left\|f_{1, \chi}\right\|_{L_{T}^{\infty}\left(H_{\varepsilon \nu}^{1}\right)} \leqslant C$.

By definition of $\|\cdot\|_{\mathcal{X}_{a}^{s}(T)}$, the previous estimates imply that there exists a constant $C$ depending only on $\Omega$ such that

$$
\begin{aligned}
\int_{0}^{T}\left\|\left(F_{1}, F_{2}\right)\right\|_{H_{\varepsilon \nu}^{1}}+\left\|F_{3}\right\|_{H_{\nu}^{1}} d t & \leqslant \sqrt{T}\left(\int_{0}^{T}\left\|\left(F_{1}, F_{2}\right)\right\|_{H_{\varepsilon \nu}^{1}}^{2}+\left\|F_{3}\right\|_{H_{\nu}^{1}}^{2} d t\right)^{1 / 2} \\
& \leqslant \sqrt{T} C+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}
\end{aligned}
$$

From here we can parallel the rest of the argument of section 5 in [1], to prove that $\|(P p, P v, P \theta)\|_{a, T} \leqslant C_{0} \exp (\sqrt{T} C)+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}$, where the norm $\|\cdot\|_{a, T}$ is as defined in (3.5). Since $\Omega^{\mathrm{HF}} \lesssim\|(P p, P v, P \theta)\|_{a, T}$, this completes the proof.

Step 5: Low frequency estimates. The following step is to estimate the low frequency part of the fast components:

$$
\begin{aligned}
\Omega^{\mathrm{LF}}:= & \left\|\operatorname{div} J_{\varepsilon \nu} v\right\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\nu\left\|\operatorname{div} J_{\varepsilon \nu} v\right\|_{L_{T}^{2}\left(H^{s}\right)} \\
& +\left\|\nabla J_{\varepsilon \nu} p\right\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\nu\left\|\nabla J_{\varepsilon \nu} p\right\|_{L_{T}^{2}\left(H^{s}\right)}
\end{aligned}
$$

Proposition 3.13. Let $d \geqslant 1$. There exist constants $C_{0}$ depending only on $M_{0}$, $C$ depending only on $\Omega$, and $C^{\prime}$ depending only on $\Omega+\Sigma$, such that

$$
\begin{equation*}
\Omega^{\mathrm{LF}} \leqslant C_{0} e^{(\sqrt{T}+\varepsilon) C}+\sqrt{T} C^{\prime} \tag{3.9}
\end{equation*}
$$

By contrast with the high frequency regime, the estimate (3.9) cannot be obtained from the $L^{2}$ estimates by an elementary argument using differentiation of the equations (see $[20,24]$ ). To overcome this problem, we first give estimates for the time derivatives, and next we use the special structure of the equations to estimate the spatial derivatives.

For the case of greatest physical interest $(d=3)$, the proof given in [1] applies with only minor changes. Indeed, as alluded to in Remark 3.9, it suffices to check that all the estimates involving $\|v\|_{H^{s}}$ remain valid with $\|v\|_{H^{s}}$ replaced by $\|v\|_{L^{\infty}}+\|\nabla v\|_{H^{s-1}}$. Yet, if $d \leqslant 2$, because of the lack of $L^{2}$ estimates for the velocity, we cannot use the time derivatives. For this problem, we use an idea introduced by Secchi in [25]. Namely, we replace $\partial_{t}$ by the convective derivative

$$
D_{v}:=\partial_{t}+v \cdot \nabla
$$

For the reader's convenience, we indicate how to adapt the three main calculus inequalities in [1] when $\partial_{t}$ is replaced by $D_{v}$.

First, to localize in the low frequency region we use the following commutator estimate. The thing of interest is the gain of an extra factor $\varepsilon$.

Lemma 3.14. Given $s>1+d / 2$, there exists a constant $K$ such that for all $\varepsilon \in[0,1]$, all $\nu \in[0,2]$, all $T>0$, all $m \in \mathbb{N}$ such that $1 \leqslant m \leqslant s$, and all $f$, $u$, and $v$ in $C^{\infty}\left([0, T] ; H^{\infty}(\mathbb{D})\right)$,

$$
\begin{aligned}
\left\|\left[f, J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{m}\right] u\right\|_{H_{\varepsilon \nu}^{s-m+1}} \leqslant & K \varepsilon\left\{\|f\|_{H^{s}}+\sum_{\ell=0}^{m-1}\left\|\Lambda_{\varepsilon \nu}^{-\ell}\left(\varepsilon D_{v}\right)^{\ell} D_{v} f\right\|_{H^{s-1-\ell}}\right\} \\
& \times\left\{\left\|\Lambda_{\varepsilon \nu}^{-m}\left(\varepsilon D_{v}\right)^{m} u\right\|_{H_{\nu}^{s-m}}+\sum_{\ell=0}^{m-1}\left\|\Lambda_{\varepsilon \nu}^{-\ell}\left(\varepsilon D_{v}\right)^{\ell} u\right\|_{H^{s-1-\ell}}\right\}
\end{aligned}
$$

where $\Lambda_{\varepsilon \nu}^{\sigma}:=\left(I-(\varepsilon \nu)^{2} \Delta\right)^{\sigma / 2}$.
To apply the previous lemma, we need estimates of the coefficients $f$ and $D_{v} f$. Since, for system (1.4), the coefficients are functions of the slow variable $(\theta, \varepsilon p, \varepsilon v)$, the main estimates are the following.

Lemma 3.15. Let $s>1+d / 2$ be an integer. There exists a function $\mathcal{C}(\cdot)$ such that, for all $a=(\varepsilon, \mu, \kappa) \in A$, all $T>0$, and all smooth solution $(p, v, \theta) \in$ $C^{\infty}\left([0, T] ; H^{\infty}(\mathbb{D})\right)$ of $(1.4)$, if $\nu \in[(\mu+\kappa) / 2,2]$, then the function $\Psi$ defined by

$$
\Psi:=\left(\psi, D_{v} \psi, \nabla \psi\right) \quad \text { where } \quad \psi:=(\theta, \varepsilon p, \varepsilon v)
$$

satisfies

$$
\begin{gather*}
\sum_{0 \leqslant \ell \leqslant s}\left\|\Lambda_{\varepsilon \nu}^{-\ell}\left(\varepsilon D_{v}\right)^{\ell} \Psi\right\|_{H^{s-\ell-1}} \leqslant \mathcal{C}\left(\|\Psi\|_{H^{s-1}}+\Sigma\right),  \tag{3.10}\\
\sum_{0 \leqslant \ell \leqslant s}\left\|\Lambda_{\varepsilon \nu}^{-\ell}\left(\varepsilon D_{v}\right)^{\ell} \Psi\right\|_{H_{\nu}^{s-\ell}} \leqslant \mathcal{C}\left(\|\Psi\|_{H^{s-1}}+\Sigma\right)\|\Psi\|_{H_{\nu}^{s}}, \tag{3.11}
\end{gather*}
$$

where $\Sigma$ is as defined in (3.3).
Once this is granted, we are in position to estimate the commutator of the equations (1.4) and $\mathcal{P}:=J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{s}$ :

$$
\begin{aligned}
f_{1, \mathrm{LF}} & =\left[g_{1}(\phi), \mathcal{P}\right] D_{v} p+g_{1}(\phi)[v, \mathcal{P}] \cdot \nabla p-\frac{\kappa}{\varepsilon}\left[B_{1}\left(\phi, \partial_{x}\right), \mathcal{P}\right] \theta, \\
f_{2, \mathrm{LF}} & =\left[g_{2}(\phi), \mathcal{P}\right] D_{v} v+g_{2}(\phi)[v, \mathcal{P}] \cdot \nabla v-\mu\left[B_{2}\left(\phi, \partial_{x}\right), \mathcal{P}\right] v, \\
f_{3, \mathrm{LF}} & =\left[g_{3}(\phi), \mathcal{P}\right] D_{v} \theta+g_{1}(\phi)[v, \mathcal{P}] \cdot \nabla \theta-\kappa\left[B_{3}\left(\phi, \partial_{x}\right), \mathcal{P}\right] \theta .
\end{aligned}
$$

It is found that

$$
\left\|f_{1, \mathrm{LF}}\right\|_{H_{\varepsilon \nu}^{1}}+\left\|f_{2, \mathrm{LF}}\right\|_{H_{\varepsilon \nu}^{1}}+\left\|f_{3, \mathrm{LF}}\right\|_{H_{\nu}^{1}} \leqslant\left(1+\|\Psi\|_{H_{\nu}^{s}}\right) \mathcal{C}\left(\|\Psi\|_{H^{s-1}}+\Sigma\right) .
$$

Note that $\Psi$ is estimated by means of (3.8).
As in the high frequency regime, we have to estimate source terms of the form $\varepsilon^{-1} \mathcal{P} F(\Psi, Q)$. The fact that these large source terms cause no difficulty comes from the fact that $\varepsilon^{-1} J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{s} F(\Psi, Q)=J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{s-1} D_{v} F(\Psi, Q)$ together with $D_{v} F(\Psi, Q)=O(1)$ (the norm $\Sigma$ introduced in (3.3) is the requested norm to give this statement a precise meaning).

With these results in hand, one can estimate $J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{s}(p, v, \theta)$ by means of Theorem 3.10. Next, we estimate for div $J_{\varepsilon \nu} v$ and $\nabla J_{\varepsilon \nu} p$ from the estimate of $J_{\varepsilon \nu}\left(\varepsilon D_{v}\right)^{s}(p, v, \theta)$ by means of the following induction argument.

Lemma 3.16. Set $\|u\|_{\mathcal{K}_{\nu}^{\sigma}(T)}:=\|u\|_{L_{T}^{\infty}\left(H^{\sigma-1}\right)}+\nu\|u\|_{L_{T}^{2}\left(H^{\sigma}\right)}$.
Let $\widetilde{U}:=(\widetilde{p}, \widetilde{v}, \widetilde{\theta})$ solve

$$
\left\{\begin{array}{l}
g_{1}(\phi)\left(\partial_{t} \widetilde{p}+v \cdot \nabla \widetilde{p}\right)+\varepsilon^{-1} \operatorname{div} \widetilde{v}-\kappa \varepsilon^{-1} \chi_{1}(\phi) \operatorname{div}(k(\theta) \nabla \widetilde{\theta})=f_{1},  \tag{3.12}\\
g_{2}(\phi)\left(\partial_{t} \widetilde{v}+v \cdot \nabla \widetilde{v}\right)+\varepsilon^{-1} \nabla \widetilde{p}-\mu B_{2}\left(\phi, \partial_{x}\right) \widetilde{v}=f_{2}, \\
g_{3}(\phi)\left(\partial_{t} \widetilde{\theta}+v \cdot \nabla \widetilde{\theta}\right)+\operatorname{div} \widetilde{v}-\kappa \chi_{3}(\phi) \operatorname{div}(k(\theta) \nabla \widetilde{\theta})=f_{3} .
\end{array}\right.
$$

If support of the Fourier transform of $\widetilde{U}$ is included in the ball $\{|\xi| \leqslant 2 / \varepsilon \nu\}$, then there exist constant $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$ such that, for all $\sigma \in[1, s]$,

$$
\begin{align*}
& \|\nabla \widetilde{p}\|_{\mathcal{K}_{\nu}^{\sigma}(T)}+\|\operatorname{div} \widetilde{v}\|_{\mathcal{K}_{\nu}^{\sigma}(T)} \\
& \leqslant \widetilde{C}\left\|\left(\varepsilon D_{v}\right) \widetilde{p}\right\|_{\mathcal{K}_{\nu}^{\sigma}(T)}+\widetilde{C}\left\|\left(\varepsilon D_{v}\right) \operatorname{div} \widetilde{v}\right\|_{\mathcal{K}_{\nu}^{\sigma-1}(T)}  \tag{3.13}\\
& \quad+\widetilde{C}\|\nabla \widetilde{p}\|_{L_{\widetilde{T}}^{\infty}\left(L^{2}\right)}+\widetilde{C}\|\widetilde{\theta}(0)\|_{H_{\nu}^{\sigma+1}}+\varepsilon C\|\mu \widetilde{v}\|_{\mathcal{K}_{\nu}^{\sigma+1}(T)} \\
& \quad+\varepsilon C\left\|\left(f_{1}, f_{2}\right)\right\|_{\mathcal{K}_{\nu}^{\sigma}(T)}+\nu \widetilde{C}\left\|f_{3}\right\|_{L_{T}^{2}\left(H^{\sigma}\right)},
\end{align*}
$$

where $\widetilde{C}:=C_{0} e^{(\sqrt{T}+\varepsilon) C}$.

Step 6: Estimates for the slow components. To complete the proof of (3.2), it remains to estimate curl $v$ and $\theta$. Yet, this is not straightforward. Following Métivier and Schochet [20], we begin by estimating $\operatorname{curl}(\gamma v)$ for some appropriate positive weight $\gamma=\Gamma(\theta, \varepsilon p)$.

LEMMA 3.17. Let $d \geqslant 1$. There exist constants $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$, and there exists a function $\Gamma \in C^{\infty}\left(\mathbb{R}^{2}\right)$ such that, with $\gamma=\Gamma(\theta, \varepsilon p)$, there holds

$$
\|\operatorname{curl}(\gamma v)\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\sqrt{\mu}\|\operatorname{curl}(\gamma v)\|_{L_{T}^{2}\left(H^{s}\right)} \leqslant C_{0} e^{\sqrt{T} C}+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}
$$

Lemma 3.18. Let $d \geqslant 1$. There exist constants $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$, such that

$$
\left\|J_{\varepsilon \nu} \theta\right\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}+\sqrt{\kappa}\left\|J_{\varepsilon \nu} \theta\right\|_{L_{T}^{2}\left(H_{\nu}^{s+2}\right)} \leqslant C_{0} e^{\sqrt{T} C}+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}
$$

The proofs of Lemmas 3.17 and 3.18 follow from a close inspection of the proofs of Lemmas 6.25 and 6.26 in [1]. We mention that this is where we use the function $F$ of Assumption (H2) in section 1.2 ( $\gamma$ is related to the fluid entropy).

Lemma 3.19. Assume $d \geqslant 3$. There exist constants $C_{0}$ depending only on $M_{0}$ and $C$ depending only on $\Omega$ such that, with $\gamma_{0}=\Gamma\left(\theta_{0}, \varepsilon p_{0}\right)$, where $\Gamma$ is as above, there holds

$$
\left\|\operatorname{curl}\left(\gamma_{0} v\right)\right\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\sqrt{\mu}\left\|\operatorname{curl}\left(\gamma_{0} v\right)\right\|_{L_{T}^{2}\left(H^{s}\right)} \leqslant C_{0} e^{\sqrt{T} C}+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}
$$

Proof. Set $\widetilde{\gamma}:=\gamma-\gamma_{0}$. By Lemma 3.17, all we need to prove is that

$$
\begin{equation*}
\|\operatorname{curl}(\widetilde{\gamma} v)\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\sqrt{\mu}\|\operatorname{curl}(\widetilde{\gamma} v)\|_{L_{T}^{2}\left(H^{s}\right)} \leqslant \sqrt{T} C+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)} \tag{3.14}
\end{equation*}
$$

To do so, we claim that $\widetilde{\gamma}$ is small for small times:

$$
\begin{equation*}
\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s}\right)}+\nu\|\widetilde{\gamma}\|_{L_{T}^{2}\left(H^{s+1}\right)} \leqslant \sqrt{T} C+\sqrt{T} C\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)} \tag{3.15}
\end{equation*}
$$

Let us assume this and continue the proof.
We have to estimate $\operatorname{curl}(\widetilde{\gamma} v)=\widetilde{\gamma} \operatorname{curl} v+(\nabla \widetilde{\gamma}) \times v$. By combining the CauchySchwarz estimate with the usual product rule (2.3) and the product rule (2.7), we find that

$$
\begin{aligned}
\|\widetilde{\gamma} \operatorname{curl} v\|_{L_{T}^{\infty}\left(H^{s-1}\right)} & \leqslant\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s-1}\right)}\|\nabla v\|_{L_{T}^{\infty}\left(H^{s-1}\right)} \\
\sqrt{\mu}\|\widetilde{\gamma} \operatorname{curl} v\|_{L_{T}^{2}\left(H^{s}\right)} & \leqslant\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s}\right)}\|\sqrt{\mu} \nabla v\|_{L_{T}^{2}\left(H^{s}\right)} \\
\|\nabla \widetilde{\gamma} \times v\|_{L_{T}^{\infty}\left(H^{s-1}\right)} & \leqslant\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s}\right)}\|\nabla v\|_{L_{T}^{\infty}\left(H^{s-1}\right)} \\
\sqrt{\mu}\|\nabla \widetilde{\gamma} \times v\|_{L_{T}^{2}\left(H^{s}\right)} & \leqslant\|\sqrt{\mu} \widetilde{\gamma}\|_{L_{T}^{2}\left(H^{s+1}\right)}\|\nabla v\|_{L_{T}^{\infty}\left(H^{s-1}\right)} .
\end{aligned}
$$

The claim (3.15) then yields the desired bound (3.14).
We now have to prove the claim (3.15). We first note that

$$
\begin{aligned}
\nu\|\widetilde{\gamma}\|_{L_{T}^{2}\left(H^{s+1}\right)} & \leqslant \nu \sqrt{T}\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s+1}\right)} \\
& \leqslant \nu \sqrt{T} \mathcal{C}\left(\|(\theta, \varepsilon p)\|_{L_{T}^{\infty}\left(L_{x}^{\infty}\right)}\right)\left(1+\|(\theta, \varepsilon p)\|_{L_{T}^{\infty}\left(H^{s+1}\right)}\right) \\
& \leqslant \sqrt{T} \mathcal{C}\left(\|(\theta, \varepsilon p)\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}\right) \leqslant \sqrt{T} C
\end{aligned}
$$

To prove the second half of (3.15), we verify that, directly from the definitions, $\widetilde{\gamma}$ satisfies an equation of the form $\partial_{t} \widetilde{\gamma}+v \cdot \nabla \widetilde{\gamma}=f$ with $f$ bounded in $L^{2}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ by a constant depending only on $\Omega+\|Q\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}$. Then, we apply the above mentioned estimate for hyperbolic equations:

$$
\begin{equation*}
\|\widetilde{\gamma}\|_{L_{T}^{\infty}\left(H^{s}\right)} \lesssim e^{T V}\|\widetilde{\gamma}(0)\|_{H^{s}}+\int_{0}^{T} e^{(T-t) V}\|f\|_{H^{s}} d t \tag{3.16}
\end{equation*}
$$

where $V=K \int_{0}^{T}\|\nabla v\|_{H^{s-1}} d t$ with $K=K(s, d)$. Since $\widetilde{\gamma}(0)=0$, by applying the Cauchy-Schwarz inequality, it is found that the $L_{T}^{\infty}\left(H^{s}\right)$ norm of $\widetilde{\gamma}$ is estimated by $\sqrt{T} e^{T V}\|f\|_{L_{T}^{2}\left(H^{s}\right)}$, thereby obtaining the claim.

Step 7: Closed set of estimates. To complete the proof of Proposition 3.6, it remains to check that we have proved a closed set of estimates.

The obvious estimate $\|u\|_{H^{\sigma}} \leqslant\left\|J_{\varepsilon \nu} u\right\|_{H^{\sigma}}+\left\|\left(I-J_{\varepsilon \nu}\right) u\right\|_{H^{\sigma}}$ implies that

$$
\|(\nabla p, \operatorname{div} v)\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\sqrt{\mu+\kappa}\|(\nabla p, \operatorname{div} v)\|_{L_{T}^{2}\left(H^{s}\right)} \lesssim \Omega_{\mathrm{LF}}+\Omega_{\mathrm{HF}}
$$

and, similarly, $\|\theta\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}+\sqrt{\kappa}\|\nabla \theta\|_{L_{T}^{2}\left(H_{\nu}^{s+1}\right)}$ is estimated by

$$
\left\|J_{\varepsilon \nu} \theta\right\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}+\sqrt{\kappa}\left\|J_{\varepsilon \nu} \nabla \theta\right\|_{L_{T}^{2}\left(H_{\nu}^{s+1}\right)}+\Omega_{\mathrm{HF}}
$$

The estimate $\|\varepsilon u\|_{H_{\nu}^{\sigma+1}} \lesssim\|\varepsilon u\|_{L^{2}}+\|\nabla u\|_{H^{\sigma-1}}+\left\|\left(I-J_{\varepsilon \nu}\right) u\right\|_{H_{\nu}^{\sigma+1}}$ yields

$$
\begin{align*}
\|(\varepsilon p, \varepsilon v)\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}+\sqrt{\mu}\|\nabla v\|_{L_{T}^{2}\left(H_{\varepsilon \nu}^{s+1}\right)} \lesssim & \|(\varepsilon p, \varepsilon v)\|_{L_{T}^{\infty}\left(L^{2}\right)}+\|(\nabla p, \nabla v)\|_{L_{T}^{\infty}\left(H^{s-1}\right)}  \tag{3.17}\\
& +\sqrt{\mu}\|\nabla v\|_{L_{T}^{2}\left(H^{s}\right)}+\Omega_{\mathrm{HF}}
\end{align*}
$$

On the other hand, Corollary 2.5 implies that, if $d \neq 2$, there exists a constant $C_{0}$ depending only on $M_{0}$ such that

$$
\begin{aligned}
\|\nabla v\|_{L_{T}^{\infty}\left(H^{s-1}\right)}+\sqrt{\mu}\|\nabla v\|_{L_{T}^{2}\left(H^{s}\right)} \leqslant & C_{0}\left\|\left(\operatorname{div} v, \operatorname{curl}\left(\gamma_{0} v\right)\right)\right\|_{L_{T}^{\infty}\left(H^{s-1}\right)} \\
& +C_{0} \sqrt{\mu}\left\|\left(\operatorname{div} v, \operatorname{curl}\left(\gamma_{0} v\right)\right)\right\|_{L_{T}^{2}\left(H^{s}\right)}
\end{aligned}
$$

By using the estimate (3.8), one can verify that the term $\|(\varepsilon p, \varepsilon v)\|_{L_{T}^{\infty}\left(L^{2}\right)}$ (in the left-hand side of (3.17)) can be estimated as in the proof of Lemma 3.11. Therefore, according to Propositions 3.12-3.13 and Lemmas 3.18-3.19, we have proved that, if $d \neq 2$, then $\Omega \leqslant \widetilde{C}$ where $\widetilde{C}=C_{0} e^{(\sqrt{T}+\varepsilon) C}+\sqrt{T} C^{\prime}$ for some constants $C_{0}, C$, and $C^{\prime}$ depending only on $M_{0}, \Omega$ and $\Omega+\Sigma$, respectively.

This concludes the proof of Proposition 3.6 and hence Theorem 3.3.
4. Uniform estimates in the Sobolev spaces. With regards to the low Mach number limit problem, we mention that the convergence results ${ }^{1}$ proved in [1] apply to general systems (not only for perfect gases). To avoid repetition, we only mention that one can rigorously justify the low Mach number limit for general initial data provided that one can prove that the solutions are uniformly bounded in Sobolev spaces (see Proposition 8.2 in [1]). The problem presents itself: Theorem 1.2 only

[^75]gives uniform estimates for the derivatives of $p$ and $v$. In this section, we give uniform bounds in Sobolev norms.

Theorem 4.1. Let $d \geqslant 1$ and $\mathbb{N} \ni s>1+d / 2$. Assume that $Q=0$. Also, assume that either $\chi_{1}=\chi_{1}(\vartheta, \wp)$ is independent of $\vartheta$ or that $d \geqslant 3$. Then, for all $M_{0}>0$, there exist $T>0$ and $M>0$ such that, for all $a=(\varepsilon, \mu, \kappa) \in A$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s+1}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\left\|\left(p_{0}, v_{0}, \theta_{0}\right)\right\|_{H^{s+1}} \leqslant M_{0}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta)$ in $C^{0}\left([0, T] ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\sup _{t \in[0, T]}\|(p(t), v(t), \theta(t))\|_{H^{s}} \leqslant M
$$

The first half of this result is proved in [1]. Indeed, the assumption that $\chi_{1}(\vartheta, \wp)$ does not depend on $\vartheta$ is satisfied by perfect gases. Therefore, we concentrate on the second half $(d \geqslant 3)$. In view of Theorem 3.3, it remains only to prove a posteriori uniform $L^{2}$ estimates. More precisely, the proof of Theorem 4.1 reduces to establishing the following result.

Lemma 4.2. Let $d \geqslant 3$. Consider a family of solutions $\left(p^{a}, v^{a}, \theta^{a}\right)$ of (1.4) (for some source terms $Q^{a}$ ) uniformly bounded in the sense of the conclusion of Theorem 3.3:

$$
\begin{equation*}
\sup _{a \in A}\left\|\left(p^{a}, v^{a}, \theta^{a}\right)\right\|_{\mathcal{X}_{a}^{s}(T)}<+\infty \tag{4.1}
\end{equation*}
$$

for some $s>1+d / 2$ and fixed $T>0$. Assume further that the source terms $Q^{a}$ are uniformly bounded in $C^{1}\left([0, T] ; L^{1} \cap L^{2}\left(\mathbb{R}^{d}\right)\right)$ and that the initial data $\left(p^{a}(0), v^{a}(0)\right)$ are uniformly bounded in $L^{2}\left(\mathbb{R}^{d}\right)$. Then the solutions $\left(p^{a}, v^{a}, \theta^{a}\right)$ are uniformly bounded in $C^{0}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$.

Remark 4.3. We allow $Q^{a} \neq 0$ for application to the combustion equations. To clarify matters, we note that one can replace (4.1) by

$$
\sup _{a \in A} \sup _{t \in[0, T]}\left\|\left(\nabla p^{a}(t), \nabla v^{a}(t)\right)\right\|_{H^{s}}+\left\|\theta^{a}(t)\right\|_{H^{s+1}}<+\infty
$$

for some $s>2+d / 2$.
Proof. For this proof, we set

$$
R:=\sup _{a \in A}\left\{\left\|\left(p^{a}, v^{a}, \theta^{a}\right)\right\|_{\mathcal{X}_{a}^{s}(T)}+\left\|\left(p^{a}(0), v^{a}(0)\right)\right\|_{L^{2}}+\left\|Q^{a}\right\|_{C^{1}\left([0, T] ; L^{1} \cap L^{2}\right)}\right\}
$$

and we denote by $C(R)$ various constants depending only on $R$.
The strategy of the proof consists of transforming the system (1.4) so as to obtain $L^{2}$ estimates uniform in $\varepsilon$ by a simple integration by parts argument.

To do that we claim that there exist $U^{a} \in C^{1}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ satisfying the following properties:

$$
\begin{align*}
\sup _{a \in A}\left\|\left(p^{a}, v^{a}\right)\right\|_{L_{T}^{\infty}\left(L^{2}\right)} & \leqslant \sup _{a \in A}\left\|U^{a}\right\|_{L_{T}^{\infty}\left(L^{2}\right)}+C(R)  \tag{4.2}\\
\sup _{a \in A}\left\|U^{a}(0)\right\|_{L^{2}} & \leqslant C(R) \tag{4.3}
\end{align*}
$$

and $U^{a}$ solves a system having the form

$$
\begin{equation*}
E^{a} \partial_{t} U^{a}+\varepsilon^{-1} S\left(\partial_{x}\right) U^{a}=F^{a} \tag{4.4}
\end{equation*}
$$

where $S\left(\partial_{x}\right)$ is skew-symmetric, the symmetric matrices $E^{a}=E^{a}(t, x)$ are positive definite, and one has the uniform bounds

$$
\begin{equation*}
\sup _{a \in A}\left\|\partial_{t} E^{a}\right\|_{L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)}+\left\|\left(E^{a}\right)^{-1}\right\|_{L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)}^{-1}+\left\|F^{a}\right\|_{L_{T}^{1}\left(L^{2}\right)} \leqslant C(R) \tag{4.5}
\end{equation*}
$$

Before we prove the claim, let us prove that it implies Lemma 4.2. To see this, we combine two basic ingredients:

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\langle E^{a} U^{a}, U^{a}\right\rangle & =-\varepsilon^{-1}\left\langle S\left(\partial_{x}\right) U^{a}, U^{a}\right\rangle+\left\langle F^{a}, U^{a}\right\rangle+\frac{1}{2}\left\langle\left(\partial_{t} E^{a}\right) U^{a}, U^{a}\right\rangle \\
& \leqslant\left\|F^{a}\right\|_{L^{2}}^{2}+C(R)\left\|U^{a}\right\|_{L^{2}}^{2}
\end{aligned}
$$

and $\left\|U^{a}\right\|_{L^{2}}^{2} \leqslant\left\|\left(E^{a}\right)^{-1}\right\|_{L^{\infty}}^{-1}\left\langle E^{a} U^{a}, U^{a}\right\rangle$. Hence, by (4.3) and (4.5), the Gronwall's lemma implies that $\left\|U^{a}\right\|_{L_{T}^{\infty}\left(L^{2}\right)} \leqslant C(R)$. The estimate (4.2) thus implies the desired result.

To prove the claim, we set $U^{a}:=\left(p^{a}, v^{a}-V^{a}\right)^{T}$, where

$$
V^{a}:=\kappa \chi_{1}\left(\phi^{a}\right) k\left(\theta^{a}\right) \nabla \theta^{a}+\nabla \Delta^{-1}\left(-\kappa \nabla \chi_{1}\left(\phi^{a}\right) \cdot k\left(\theta^{a}\right) \nabla \theta^{a}+\chi_{1}\left(\phi^{a}\right) Q^{a}\right)
$$

The fact that $V^{a}$ is well defined follows from Proposition 2.1. We next verify that $U^{a}$ satisfies (4.4) with

$$
\begin{gathered}
E^{a}=\left(\begin{array}{cc}
g_{1}\left(\phi^{a}\right) & 0 \\
0 & g_{2}\left(\phi^{a}\right)
\end{array}\right), \quad S\left(\partial_{x}\right)=\left(\begin{array}{cc}
0 & \operatorname{div} \\
\nabla & 0
\end{array}\right), \\
F^{a}=\binom{-g_{1}\left(\phi^{a}\right) v^{a} \cdot \nabla p^{a}}{-g_{1}\left(\phi^{a}\right) v^{a} \cdot \nabla v^{a}+\mu B_{2}\left(\phi^{a}, \partial_{x}\right) v^{a}-g_{2}\left(\phi^{a}\right) \partial_{t} V^{a}} .
\end{gathered}
$$

By (2.3), (2.4), and (2.6), to prove that the bounds (4.2) and (4.5) hold, it suffices to prove that $\left\|\partial_{t} \phi^{a}\right\|_{H^{s-1}} \leqslant C(R)$. Yet, this is nothing new. Indeed, we first observe that, directly from the equations,

$$
\left\|\partial_{t} \phi^{a}+v^{a} \cdot \nabla \phi^{a}\right\|_{H^{s-1}} \leqslant C(R)
$$

On the other hand, the product rule (2.7) implies that $\left\|v^{a} \cdot \nabla \phi^{a}\right\|_{H^{s-1}}$ is estimated by $\left\|\nabla v^{a}\right\|_{H^{s-1}}\left\|\phi^{a}\right\|_{H^{s}} \leqslant C(R)$. This completes the proof.

Remark 4.4. For our purposes, one of the main differences between $\mathbb{R}^{3}$ and $\mathbb{R}$ is the following. For all $f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, Proposition 2.5 implies that there exists a vector field $u \in H^{\infty}\left(\mathbb{R}^{3}\right)$ such that $\operatorname{div} u=f$. In sharp contrast, the mean value of the divergence of a smooth vector field $u \in H^{\infty}(\mathbb{R})$ is zero. This implies that Lemma 4.2 is false with $d=1$.

The following result contains an analysis of the easy case where initially $\theta_{0}=O(\varepsilon)$. This regime is interesting for the incompressible limit (see [3]).

Proposition 4.5. Let $d \geqslant 1$ and $\mathbb{R} \ni s>1+d / 2$. For all $M_{0}>0$, there exists $T>0$ and $M>0$ such that for all $a \in A$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\begin{equation*}
\left\|\left(p_{0}, v_{0}\right)\right\|_{H^{s}}+\varepsilon^{-1}\left\|\theta_{0}\right\|_{H^{s}} \leqslant M_{0} \tag{4.6}
\end{equation*}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta)$ in $C^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\|(p(t), v(t))\|_{H^{s}}+\varepsilon^{-1}\|\theta(t)\|_{H^{s}} \leqslant M \tag{4.7}
\end{equation*}
$$

Proof. The proof of this result is based on the change of unknown $(p, v, \theta) \mapsto$ $(G(\theta, \varepsilon p), v, \theta)$, where $G$ is as given by Assumption (H2) in section 1.2. By setting $\rho=G(\theta, \varepsilon p)$ it is found that $(p, v, \theta)$ satisfies (1.4) if and only if

$$
\left\{\begin{array}{l}
\chi_{3}\left(\partial_{t} \rho+v \cdot \nabla \rho\right)+\left(\chi_{3}-\chi_{1}\right) \operatorname{div} v=0  \tag{4.8}\\
g_{2}\left(\partial_{t} v+v \cdot \nabla v\right)+\varepsilon^{-2} \gamma_{1} \nabla \theta+\varepsilon^{-2} \gamma_{2} \nabla \rho-\mu B_{2} v=0 \\
g_{3}\left(\partial_{t} \theta+v \cdot \nabla \theta\right)+\operatorname{div} v-\kappa \chi_{3} \operatorname{div}(k \nabla \theta)=0
\end{array}\right.
$$

where $\gamma_{1}=\left(\chi_{1} g_{3}\right) /\left(\chi_{3} g_{1}\right)$ and $\gamma_{2}=1 / g_{1}$. Notice that Assumption (H2) implies that the coefficients $g_{i}, \gamma_{i}, \chi_{3}$ and $\chi_{3}-\chi_{1}$ are positive.

The key point is that the assumption (4.6) allows us to symmetrize the equations by setting $u:=(\tilde{\rho}, v, \tilde{\theta})$, where

$$
\tilde{\rho}:=\varepsilon^{-1} \rho, \quad \tilde{\theta}:=\varepsilon^{-1} \theta .
$$

The fact that this change of unknowns is singular in $\varepsilon$ causes no difficulty. Indeed, directly from the assumption (4.6), we have $\|\tilde{\theta}(0)\|_{H^{s}} \leqslant M_{0}$. On the other hand, the assumption $G(0,0)=0$ implies that there is a function $C_{G}$ such that $\|G(u)\|_{H^{\sigma}} \leqslant$ $C_{G}\left(\|u\|_{L^{\infty}}\right)\|u\|_{H^{\sigma}}$ for all $u \in H^{\sigma}$ with $\sigma>d / 2$. Therefore, we have

$$
\begin{align*}
\|\tilde{\rho}\|_{H^{s}} & =\varepsilon^{-1}\|G(\theta, \varepsilon p)\|_{H^{s}} \leqslant \varepsilon^{-1} C_{G}\left(\|(\theta, \varepsilon p)\|_{L^{\infty}}\right)\|(\theta, \varepsilon p)\|_{H^{s}} \\
& \leqslant C_{G}\left(\|(\theta, \varepsilon p)\|_{L^{\infty}}\right)\|(\tilde{\theta}, p)\|_{H^{s}} \tag{4.9}
\end{align*}
$$

hence, $\|\tilde{\rho}(0)\|_{H^{s}} \leqslant C_{0}$ for some constant depending only on $M_{0}$.
Because $(\vartheta, \wp) \mapsto(\vartheta, G(\vartheta, \wp))$ is a $C^{\infty}$ diffeomorphism with $G(0,0)=0$, one can write $\varepsilon p=P(\theta, G(\theta, \varepsilon p))=P(\theta, \rho)$, for some $C^{\infty}$ function $P$ vanishing at the origin. Therefore one can see the coefficients $\left(g_{i}, \chi_{i}, \gamma_{i} \ldots\right)$ as functions of $(\theta, \rho)$. Hence, with $u=(\tilde{\rho}, v, \tilde{\theta})$ as above, one can rewrite system (4.8) under the form

$$
\begin{equation*}
A_{0}(\varepsilon u) \partial_{t} u+\sum_{1 \leqslant j \leqslant d} A_{j}(u, \varepsilon u) \partial_{j} u+\frac{1}{\varepsilon} \sum_{1 \leqslant j \leqslant d} S_{j}(\varepsilon u) \partial_{j} u-B\left(\varepsilon u, \partial_{x}\right) u=0 \tag{4.10}
\end{equation*}
$$

where the matrices $S_{j}, A_{j}$ are symmetric (with $A_{0}$ positive definite) and the viscous perturbation $B\left(\varepsilon u, \partial_{x}\right)$ is as in (4.8).

Note that one can always assume that the matrices $S_{j}$ have constant coefficients. Furthermore, since the matrix $A_{0}$ multiplying the time derivative depends only on the unknown through $\varepsilon u$, and since the initial data $u(0)$ are uniformly bounded in $H^{s}$, the proof of the uniform existence theorem of [15] applies. By that proof, we conclude that the solutions of (4.10) exist and are uniformly bounded for a time $T$ independent of $\varepsilon$. Once this is granted, it remains to verify that the solutions $(p, v, \theta)$ of system (1.4) exist and are uniformly bounded in the sense of (4.7). To see this, as for $\tilde{\rho}$ in (4.9), we note that

$$
\begin{aligned}
\|p\|_{H^{s}} & =\|P(\theta, \rho)\|_{H^{s}} \\
& \leqslant \varepsilon^{-1} C_{P}\left(\|(\theta, \rho)\|_{L^{\infty}}\right)\|(\theta, \rho)\|_{H^{s}}=C_{P}\left(\|(\theta, \rho)\|_{L^{\infty}}\right)\|(\tilde{\theta}, \tilde{\rho})\|_{H^{s}} \\
& \leqslant C\left(\|(\tilde{\theta}, \tilde{\rho})\|_{H^{s}}\right)
\end{aligned}
$$

so that $\|(p, v)\|_{H^{s}}+\varepsilon^{-1}\|\theta\|_{H^{s}} \leqslant C\left(\|u\|_{H^{s}}\right)$. This completes the proof.

Remark 4.6. Consider the Euler equations $(\mu=0=\kappa$ and $\varepsilon=1)$. By a standard rescaling, Proposition 4.5 just says that the classical solutions with small initial data of size $\delta$ exist for a time of order of $1 / \delta$. Following the approach initiated by Alinhac in [2], several much more precise results have been obtained. In particular, the interested reader is referred to the recent advance of Godin [14] (for the 3D nonisentropic Euler equations).
5. Spatially periodic solutions. In this section, we consider the case where $x$ belongs to the torus $\mathbb{T}^{d}$.

ThEOREM 5.1. Let $d \geqslant 1$ and $\mathbb{N} \ni s>1+d / 2$. For all source term $Q \in$ $C^{\infty}\left(\mathbb{R} \times \mathbb{T}^{d}\right)$ and for all $M_{0}>0$, there exist $T>0$ and $M>0$ such that, for all $a \in A$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}\right) \in H^{s+1}\left(\mathbb{T}^{d}\right)$ satisfying

$$
\left\|\left(p_{0}, v_{0}\right)\right\|_{H^{s}}+\left\|\left(\theta_{0}, \varepsilon p_{0}, \varepsilon v_{0}\right)\right\|_{H^{s+1}} \leqslant M_{0}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta)$ in $C^{0}\left([0, T] ; H^{s+1}\left(\mathbb{T}^{d}\right)\right)$ such that

$$
\sup _{t \in[0, T]}\|\nabla p(t)\|_{H^{s-1}}+\|v(t)\|_{H^{s}}+\|(\theta(t), \varepsilon p(t))\|_{H^{s}} \leqslant M
$$

The proof follows from two observations: first, the results proved in Steps 1-6 in section 3 apply mutatis mutandis in the periodic case; and second, as proved below, the periodic case is easier in that one can prove uniform $L^{2}$ estimates for the velocity. This in turn implies that (as in $[1,20]$ ) one can directly prove a closed set of estimates by means of the estimate

$$
\|v\|_{H^{s}\left(\mathbb{T}^{d}\right)} \leqslant C\|\operatorname{div} v\|_{H^{s-1}\left(\mathbb{T}^{d}\right)}+C\|\operatorname{curl}(\gamma v)\|_{H^{s-1}\left(\mathbb{T}^{d}\right)}+C\|v\|_{L^{2}\left(\mathbb{T}^{d}\right)}
$$

for some constant $C$ depending only on $\|\log \gamma\|_{H^{s}\left(\mathbb{T}^{d}\right)}$ (compare with (2.15)).
Let us concentrate on the main new qualitative property.
Lemma 5.2. Let $d \geqslant 1$. Consider a family of solutions $\left(p^{a}, v^{a}, \theta^{a}\right)$ of (1.4) (for some source terms $Q^{a}$ ) such that

$$
\sup _{a \in A}\left\|\left(p^{a}, v^{a}, \theta^{a}\right)\right\|_{\mathcal{X}_{a}^{s}(T)}<+\infty
$$

for some $s>1+d / 2$ and fixed $T>0$. If $Q^{a}$ is uniformly bounded in $C^{1}\left([0, T] ; L^{2}\left(\mathbb{T}^{d}\right)\right)$ and $\left(p^{a}(0), v^{a}(0)\right)$ is uniformly bounded in $L^{2}\left(\mathbb{T}^{d}\right)$, then $v^{a}$ is uniformly bounded in $C^{0}\left([0, T] ; L^{2}\left(\mathbb{T}^{d}\right)\right)$.

Proof. The main new technical ingredient is, as used by Schochet in [23], an appropriate ansatz for the pressure.

Again, the proof makes use of the Fourier multiplier $\nabla \Delta^{-1}$. Note that $\nabla \Delta^{-1}$ is bounded from $L_{\sharp}^{2}\left(\mathbb{T}^{d}\right)$ to $H^{1}\left(\mathbb{T}^{d}\right)$, where $L_{\sharp}^{2}\left(\mathbb{T}^{d}\right)$ consists of these functions $u \in L^{2}\left(\mathbb{T}^{d}\right)$ such that $\langle u\rangle:=\int_{\mathbb{T}^{d}} u(x) d x=0$.

Set

$$
F^{a}:=\kappa \chi_{1}\left(\phi^{a}\right) \operatorname{div}\left(k\left(\theta^{a}\right) \nabla \theta^{a}\right)+\chi_{1}\left(\phi^{a}\right) Q^{a}
$$

and introduce the functions $V^{a}=V^{a}(t, x)$ and $P^{a}=P^{a}(t)$ by

$$
P^{a}:=\frac{\left\langle F^{a}\right\rangle}{\left\langle g_{1}\left(\phi^{a}\right)\right\rangle} \quad \text { and } \quad V^{a}:=\nabla \Delta^{-1}\left(F^{a}-g_{1}\left(\phi^{a}\right) P^{a}\right)
$$

so that

$$
F^{a}=g_{1}\left(\phi^{a}\right) P^{a}+\operatorname{div} V^{a} .
$$

This allows us to rewrite the first equation in (1.4) as

$$
g_{1}\left(\phi^{a}\right)\left(\partial_{t} p^{a}+v^{a} \cdot \nabla p^{a}\right)+\varepsilon^{-1} \operatorname{div}\left(v^{a}-V^{a}\right)=g_{1}\left(\phi^{a}\right) P^{a}
$$

Therefore, by introducing

$$
U^{a}:=\left(q^{a}, v^{a}-V^{a}\right)^{T} \quad \text { with } \quad q^{a}(t, x)=p^{a}(t, x)-P^{a}(t)
$$

we are back in the situation of Lemma 4.2: $U^{a}$ satisfies

$$
\begin{equation*}
E^{a}\left(\partial_{t} U^{a}+v^{a} \cdot \nabla U^{a}\right)+\varepsilon^{-1} S\left(\partial_{x}\right) U^{a}=F^{a} \tag{5.1}
\end{equation*}
$$

where $S\left(\partial_{x}\right)$ is skew-symmetric, the matrices $E^{a}$ are positive definite, and

$$
\left\|\left(E^{a}, \partial_{t} E^{a}+v^{a} \cdot \nabla E^{a}\right)\right\|_{L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)}+\left\|\left(E^{a}\right)^{-1}\right\|_{L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)}^{-1}+\left\|F^{a}\right\|_{L_{T}^{1}\left(L^{2}\right)}
$$

is uniformly bounded.
As before, the proof proceeds by multiplying by $U^{a}$ and integrating on $\mathbb{T}^{d}$. We find that $\partial_{t}\left\langle E^{a} U^{a}, U^{a}\right\rangle$ is given by

$$
\left\langle\left(\left(\partial_{t}+v^{a} \cdot \nabla\right) E^{a}\right) U^{a}, U^{a}\right\rangle+\left\langle E^{a}\left(\operatorname{div} v^{a}\right) U^{a}, U^{a}\right\rangle+2\left\langle F^{a}, U^{a}\right\rangle
$$

and hence conclude that $U^{a}$ is uniformly bounded in $C^{0}\left([0, T] ; L^{2}\left(\mathbb{T}^{d}\right)\right)$. Since $V^{a}$ is uniformly bounded in $C^{0}\left([0, T] ; L^{2}\left(\mathbb{T}^{d}\right)\right)$, this yields the desired result.

Remark 5.3. In the periodic case, as shown by Métivier and Schochet [21, 22] as well as Bresch, Desjardins, Grenier, and Lin [6], the study of the behavior of the solutions when $\varepsilon \rightarrow 0$ involved many additional phenomena.
6. Low Mach number combustion. The system (1.1) is relevant whenever all nuclear or chemical reactions are frozen, which is the case in many treatments of fluid mechanics. By contrast, for the combustion, one has to replace the energy evolution equation by

$$
\partial_{t}(\rho e)+\operatorname{div}(\rho v e)+P \operatorname{div} v=\kappa \operatorname{div}(k \nabla T)+F(Y)
$$

with $Y:=\left(Y_{1}, \ldots, Y_{L}\right)$, where the $Y_{\ell}$ 's denote the relative concentrations of nuclear or chemical species. The new unknown $Y_{\ell}$ satisfies

$$
\begin{equation*}
\partial_{t}\left(\rho Y_{\ell}\right)+\operatorname{div}\left(\rho v Y_{\ell}\right)=\lambda \operatorname{div}\left(D_{\ell} \nabla Y_{\ell}\right)+\rho \omega_{\ell}(t, x) \tag{6.1}
\end{equation*}
$$

where $\omega_{\ell}$ is a given source term, $D_{\ell}>0$, and $\lambda$ measures the importance of diffusion processes.

Many results have been obtained for the reactive gas equations (see [7] and the references therein). Yet, the previous studies do not include the dimensionless numbers. Here we consider the system

$$
\left\{\begin{array}{l}
\alpha\left(\partial_{t} P+v \cdot \nabla P\right)+\operatorname{div} v=\kappa \beta \operatorname{div}(k \nabla T)+F_{1}(Y, T, P),  \tag{6.2}\\
\rho\left(\partial_{t} v+v \cdot \nabla v\right)+\frac{\nabla P}{\varepsilon^{2}}=\mu(2 \operatorname{div}(\zeta D v)+\nabla(\eta \operatorname{div} v)) \\
\gamma\left(\partial_{t} T+v \cdot \nabla T\right)+\operatorname{div} v=\kappa \delta \operatorname{div}(k \nabla T)+F_{3}(Y, T, P), \\
\rho\left(\partial_{t} Y+v \cdot \nabla Y\right)=\lambda \operatorname{div}(D \nabla Y)
\end{array}\right.
$$

where $\alpha, \beta, \gamma$, and $\delta$ are given functions of $(Y, T, P)$.

As explained in the introduction, it is convenient to introduce $(p, \theta, y)$ by $P=$ $\underline{P} e^{\varepsilon p}, T=\underline{T} e^{\theta}, Y=\underline{Y} e^{y}$, where $(\underline{P}, \underline{T}, \underline{Y}) \in[0,+\infty)^{2+L}$. For smooth solutions, $\overline{(p}, v, \theta, y)$ satisfies a system of the form

$$
\left\{\begin{array}{l}
g_{1}(\Phi)\left(\partial_{t} p+v \cdot \nabla p\right)+\frac{1}{\varepsilon} \operatorname{div} v=\frac{\kappa}{\varepsilon} \chi_{1}(\Phi) \operatorname{div}(k(\theta) \nabla \theta)+\frac{1}{\varepsilon} Q_{1}(\Phi)  \tag{6.3}\\
g_{2}(\Phi)\left(\partial_{t} v+v \cdot \nabla v\right)+\frac{1}{\varepsilon} \nabla p=\mu \chi_{2}(\Phi)(\operatorname{div}(\zeta(\theta) D v)+\nabla(\eta(\theta) \operatorname{div} v)) \\
g_{3}(\Phi)\left(\partial_{t} \theta+v \cdot \nabla \theta\right)+\operatorname{div} v=\kappa \chi_{3}(\Phi) \operatorname{div}(k(\theta) \nabla \theta)+Q_{3}(\Phi) \\
g_{4}(\Phi)\left(\partial_{t} y+v \cdot \nabla y\right)=\lambda \chi_{4}(\Phi) \operatorname{div}(D(\theta) \nabla y)
\end{array}\right.
$$

where $\Phi=(y, \theta, \varepsilon p)$.
Assumption 6.1. Denote by $(\mathrm{y}, \vartheta, \wp) \in \mathbb{R}^{N}$ the place holder of the unknown ( $y, \theta, \varepsilon p$ ). Parallel to Assumption (H2) in section 1.2, we suppose that $g_{i}$ and $\chi_{i}(i=$ $1,2,3)$ are $C^{\infty}$ positive functions of $(\mathrm{y}, \vartheta, \wp) \in \mathbb{R}^{N}, \chi_{1}<\chi_{3}$, and there exist two functions $F$ and $G$ such that $(\mathrm{y}, \vartheta, \wp) \mapsto(\mathrm{y}, F(\mathrm{y}, \vartheta, \wp), \wp)$ and $(\mathrm{y}, \vartheta, \wp) \mapsto(\mathrm{y}, \vartheta, G(\vartheta, \wp))$ are $C^{\infty}$ diffeomorphisms from $\mathbb{R}^{N}$ onto $\mathbb{R}^{N}, F$ and $G$ vanish at the origin, and

$$
g_{1} \frac{\partial F}{\partial \vartheta}=-g_{3} \frac{\partial F}{\partial \wp}>0, \quad g_{1} \chi_{3} \frac{\partial G}{\partial \vartheta}=-g_{3} \chi_{1} \frac{\partial G}{\partial \wp}<0
$$

Moreover, $Q_{1}$ and $Q_{3}$ are $C^{\infty}$ functions of $(\mathrm{y}, \vartheta, \wp)$ vanishing at the origin.
Introduce

$$
B:=\{(\varepsilon, \mu, \kappa, \lambda) \in(0,1] \times[0,1] \times[0,1] \times[0,2] \mid \lambda \geqslant \sqrt{\mu+\kappa}\}
$$

DEFINITION 6.2. Let $T>0, s \in \mathbb{R}, b=(\varepsilon, \mu, \kappa, \lambda) \in B$, and set $a:=(\varepsilon, \mu, \kappa)$. The space $\mathcal{Z}_{b}^{s}(T)$ consists of these $(p, v, \theta, y) \in C^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
(p, v, \theta) \in \mathcal{X}_{a}^{s}(T), \quad \nu y \in C^{0}\left([0, T] ; H^{s+1}\left(\mathbb{R}^{d}\right)\right), \quad \lambda y \in L^{2}\left(0, T ; H_{\nu}^{s+2}\left(\mathbb{R}^{d}\right)\right)
$$

where $\nu:=\sqrt{\mu+\kappa}$ and $\mathcal{X}_{a}^{s}(T)$ is as defined in Definition 3.1. The space $\mathcal{Z}_{b}^{s}(T)$ is given the norm

$$
\|(p, v, \theta, y)\|_{\mathcal{Z}_{b}^{s}(T)}:=\|(p, v, \theta)\|_{\mathcal{X}_{a}^{s}(T)}+\|y\|_{L_{T}^{\infty}\left(H_{\nu}^{s+1}\right)}+\sqrt{\lambda}\|y\|_{L_{T}^{2}\left(H_{\nu}^{s+2}\right)}
$$

Having proved estimates for the solutions of system (1.4) with precised estimates in terms of the norm $\Sigma$ of the source term $Q$ (see (3.3)), we are now in position to assert the following.

Theorem 6.3. Assume that $d \neq 2$. Given $M_{0}>0$ and $\mathbb{N} \ni s>1+d / 2$, there exist $T>0$ and $M>0$ such that, for all $b \in B$ and all initial data $\left(p_{0}, v_{0}, \theta_{0}, y_{0}\right) \in$ $H^{s+1}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\left\|\left(\nabla p_{0}, \nabla v_{0}\right)\right\|_{H^{s-1}}+\left\|\left(y_{0}, \theta_{0}, \varepsilon p_{0}, \varepsilon v_{0}\right)\right\|_{H^{s+1}} \leqslant M_{0}
$$

the Cauchy problem for (1.4) has a unique solution $(p, v, \theta, y)$ in the ball $B\left(\mathcal{Z}_{b}^{s}(T) ; M\right)$.
Remark 6.4 (low Mach number limit). For the case of greatest physical interest $(d=3)$, notice that Lemma 4.2 implies that, if, in addition, $\left(p_{0}, v_{0}\right)$ belongs uniformly to $L^{2}\left(\mathbb{R}^{3}\right)$ and $Q_{1}$ satisfies $\left|Q_{1}(\mathrm{y}, \vartheta, 0)\right| \leqslant K(\mathrm{y}, \vartheta)\left(|\mathrm{y}|^{2}+|\vartheta|^{2}\right)$ for some smooth function $K$, then the solutions $(p, v, \theta, y)$ are uniformly bounded in $C^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{3}\right)\right)$. This result has two corollaries. As alluded to in section 4, it allows us to rigorously
justify, at least in the whole space case, the computations given by Majda in [18]. By the way, this proves the well posedness of the Cauchy problem for the zero Mach number combustion in the whole space (this was known only in the periodic case [11]). Moreover, note that the solutions given by Theorem 6.3 satisfy uniform estimates recovering in the limit $\varepsilon \rightarrow 0$ those obtained by Embid for the limit system. Finally, we mention that a close inspection of the high frequency regime indicates that the previous analysis applies with $Q_{i}(\Phi)(i=1,3)$ replaced by $\chi_{i}(\Phi) Q\left(\Phi, \nabla y, \nabla^{2} y\right)$ for some smooth function $Q$, yet we will not address this issue.

Appendix. General equations of state. Recall that in order to study the full Navier-Stokes equations (1.1), we chose to work with the unknown $(P, v, T)$. In order to close this system, we must relate $(\rho, e)$ to $(P, T)$ by means of two equations of state: $\rho=\rho(P, T)$ and $e=e(P, T)$. The purpose of this section is to show that Assumption (H2) in section 1.2 is satisfied under general assumptions on the partial derivatives of $\rho$ and $e$ with respect to $P$ and $T$.
A.1. Computation of the coefficients. We begin by expressing the coefficients $g_{i}$ and $\chi_{i}$, which appear in (1.4), in terms of the partial derivatives of $\rho$ and $e$ with respect to $P$ and $T$. To do that it is convenient to introduce the entropy. Here is where the first identity in (1.5) enters.

Assumption A.1. The functions $\rho$ and e are $C^{\infty}$ functions of $(P, T) \in(0,+\infty)^{2}$, satisfying

$$
P \frac{\partial \rho}{\partial P}+T \frac{\partial \rho}{\partial T}=\rho^{2} \frac{\partial e}{\partial P}
$$

Introduce the 1-form $\omega$ defined by $T \omega:=\mathrm{d} e+P \mathrm{~d}(1 / \rho)$, where we started using the notation $\mathrm{d} f=(\partial f / \partial T) \mathrm{d} T+(\partial f / \partial P) \mathrm{d} P$. Assumption A. 1 implies that $\mathrm{d} \omega=0$. Hence, the Poincaré lemma implies that there exists a $C^{\infty}$ function $S=S(P, T)$, defined on $(0,+\infty)^{2}$, satisfying the second principle of thermodynamics:

$$
\begin{equation*}
T \mathrm{~d} S=\mathrm{d} e+P \mathrm{~d}(1 / \rho) \tag{A.1}
\end{equation*}
$$

By combining the evolution equations for $\rho$ and $e$ with (A.1) written in the form $\rho T \mathrm{~d} S=\rho \mathrm{d} e-(p / \rho) \mathrm{d} \rho$, we get an evolution equation for $S$, so that

$$
\left(\partial_{t}+v \cdot \nabla\right)\binom{\rho}{S}=\left(\begin{array}{cc}
-\rho & 0 \\
0 & (\rho T)^{-1}
\end{array}\right)\binom{\operatorname{div} v}{\kappa \operatorname{div}(k \nabla T)+Q}
$$

On the other hand, one has

$$
\left(\partial_{t}+v \cdot \nabla\right)\binom{\rho}{S}=J\left(\partial_{t}+v \cdot \nabla\right)\binom{P}{T} \quad \text { with } \quad J=\left(\begin{array}{ll}
\partial \rho / \partial P & \partial \rho / \partial T \\
\partial S / \partial P & \partial S / \partial T
\end{array}\right)
$$

Equating both right-hand sides and inverting the matrix $J$, we obtain

$$
\left\{\begin{array}{l}
\left(\partial_{t} P+v \cdot \nabla P\right)+a \operatorname{div} v-\kappa b \operatorname{div}(k \nabla T)=b Q  \tag{A.2}\\
\left(\partial_{t} T+v \cdot \nabla T\right)+c \operatorname{div} v-\kappa d \operatorname{div}(k \nabla T)=d Q
\end{array}\right.
$$

where

$$
a=\frac{\rho(\partial S / \partial T)}{\operatorname{det}(J)}, b=-\frac{\partial \rho / \partial T}{\rho T \operatorname{det}(J)}, c=-\frac{\rho(\partial S / \partial P)}{\operatorname{det}(J)}, d=\frac{\partial \rho / \partial P}{\rho T \operatorname{det}(J)}
$$

To express the coefficients $g_{i}$ and $\chi_{i}$ in terms of physically relevant quantities, we need some more notations. We introduce

$$
\begin{align*}
K_{T} & :=\frac{1}{\rho} \frac{\partial \rho}{\partial P}, \quad K_{P}:=-\frac{1}{\rho} \frac{\partial \rho}{\partial T}, \quad \mathcal{R}:=-\rho \frac{\partial S / \partial P}{\partial \rho / \partial P} \\
C_{P} & :=T \frac{\partial S}{\partial T}, \quad C_{V}:=T \frac{(\partial S / \partial T)(\partial \rho / \partial P)-(\partial S / \partial P)(\partial S / \partial T)}{\partial \rho / \partial P} \tag{A.3}
\end{align*}
$$

The functions $K_{T}, K_{P}, C_{V}$, and $C_{P}$ are known as the coefficient of isothermal compressibility, the coefficient of thermal expansion, and the specific heats at constant volume and pressure, respectively (see section 2 in [12]). The function $\mathcal{R}$ generalizes the usual gas constant: for perfect gases one can check that $\mathcal{R}=R$.

We now have to convert system (A.2) into equations for the fluctuations $p$ and $\theta$ as defined by (1.2). Performing a little algebra we find that

$$
\left\{\begin{array}{l}
\frac{K_{T} C_{V} P}{C_{P}}\left(\partial_{t} p+v \cdot \nabla p\right)+\frac{1}{\varepsilon} \operatorname{div} v-\frac{\kappa}{\varepsilon} \frac{K_{P}}{\rho C_{P}} \operatorname{div}(k T \nabla \theta)=\frac{1}{\varepsilon} \frac{K_{P}}{\rho C_{P}} Q \\
\rho\left(\partial_{t} v+v \cdot \nabla v\right)+\frac{1}{\varepsilon} P \nabla p=\mu(2 \operatorname{div}(\zeta D v)+\nabla(\eta \operatorname{div} v)) \\
\rho C_{V} T\left(\partial_{t} \theta+v \cdot \nabla \theta\right)+\mathcal{R} \rho T \operatorname{div} v-\kappa \operatorname{div}(k T \nabla \theta)=Q
\end{array}\right.
$$

Hence, $(p, v, \theta)$ satisfies (1.4) with

$$
\begin{equation*}
g_{1}^{*}=\frac{K_{T} C_{V} P}{C_{P}}, g_{2}^{*}=\frac{\rho}{P}, g_{3}^{*}=\frac{C_{V}}{\mathcal{R}}, \chi_{1}^{*}=\frac{K_{P}}{\rho C_{P}}, \chi_{2}^{*}=\frac{1}{P}, \chi_{3}^{*}=\frac{1}{\mathcal{R} \rho T} \tag{A.4}
\end{equation*}
$$

where we used the following notation: for all $f:(0,+\infty)^{2} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
f^{*}(\vartheta, \wp):=f\left(\underline{T} e^{\vartheta}, \underline{P} e^{\wp}\right) \tag{A.5}
\end{equation*}
$$

## A.2. Properties of the coefficients.

Assumption A.2. The functions $\rho$ and e are $C^{\infty}$ functions of $(P, T) \in(0,+\infty)^{2}$ such that $\rho>0$ and

$$
\begin{equation*}
\frac{\partial \rho}{\partial P}>0, \quad \frac{\partial \rho}{\partial T}<0 \quad \text { and } \quad \frac{\partial e}{\partial T} \frac{\partial \rho}{\partial P}>\frac{\partial e}{\partial P} \frac{\partial \rho}{\partial T} \tag{A.6}
\end{equation*}
$$

Remark A.3. This assumption is satisfied by general equations of state. Indeed, (A.6) just means that the coefficients $K_{T}, K_{P}$, and $C_{V}$ are positive.

The following result proves that Assumptions A. 1 and A. 2 imply that our main structural assumption is satisfied.

Proposition A.4. If Assumptions A. 1 and A. 2 are satisfied, then $\chi_{1}<\chi_{3}$ and $g_{i}, \chi_{i}(i=1,2,3)$ are $C^{\infty}$ positive functions.

Proof. In view of (A.4), the proof reduces to establishing that

$$
0<K_{T}, \quad 0<K_{P}, \quad 0<C_{V}<C_{P} \quad \text { and } \quad 0<\mathcal{R}<\frac{C_{P}}{T K_{P}}
$$

The first two inequalities follow from the definitions of $K_{T}$ and $K_{P}$. To prove the last two, we first establish the Maxwell identity $\partial S / \partial P=\rho^{-2}(\partial \rho / \partial T)$. To see this, by (A.1), we compute

$$
\frac{\partial S}{\partial P} \mathrm{~d} T \wedge \mathrm{~d} P=\mathrm{d}(T \mathrm{~d} S)=\mathrm{d}\left\{\mathrm{~d} e+P \mathrm{~d}\left(\frac{1}{\rho}\right)\right\}=-\frac{1}{\rho^{2}} \frac{\partial \rho}{\partial T} \mathrm{~d} P \wedge \mathrm{~d} T
$$

Since $\partial \rho / \partial T<0$, the Maxwell identity implies that $\partial S / \partial P<0$. By combining this inequality with $\partial \rho / \partial P>0$, we find $\mathcal{R}>0$. Also, the identity $\partial S / \partial P=$ $\rho^{-2}(\partial \rho / \partial T)$ implies that

$$
\frac{C_{P}}{C_{V}}=\frac{(\partial S / \partial T)(\partial \rho / \partial P)}{(\partial S / \partial T)(\partial \rho / \partial P)-\rho^{-2}(\partial \rho / \partial T)^{2}}
$$

which proves $C_{V}<C_{P}$.
In view of (A.1), the assumption $\frac{\partial e}{\partial T} \frac{\partial \rho}{\partial P}>\frac{\partial e}{\partial P} \frac{\partial \rho}{\partial T}$ is equivalent to

$$
\frac{\partial S}{\partial T} \frac{\partial \rho}{\partial P}>\frac{\partial S}{\partial P} \frac{\partial \rho}{\partial T}
$$

This inequality has two consequences. First, it implies that $C_{V}>0$. Second, it yields

$$
\frac{T K_{P} \mathcal{R}}{C_{P}}=\frac{(\partial S / \partial P)(\partial \rho / \partial T)}{(\partial S / \partial T)(\partial \rho / \partial P)}<1
$$

This concludes the proof. $\quad \square$
We now discuss the physical meaning of the functions $F$ and $G$ introduced in section 1.2. These are compatibility conditions between the singular terms and the viscous terms. To see this, suppose $(p, v, \theta)$ is a smooth solution of (1.4) and let $\Psi=\Psi(\vartheta, \wp) \in C^{\infty}\left(\mathbb{R}^{2}\right)$. Then $\psi:=\Psi(\theta, \varepsilon p)$ satisfies

$$
\begin{aligned}
& g_{1} g_{3}\left(\partial_{t} \psi+v \cdot \nabla \psi\right) \\
& \quad+(\underbrace{g_{1} \frac{\partial \Psi}{\partial \vartheta}+g_{3} \frac{\partial \Psi}{\partial \wp}}_{=: \Gamma_{1}(\Psi)}) \operatorname{div} v=\kappa(\underbrace{g_{1} \chi_{3} \frac{\partial \Psi}{\partial \vartheta}+g_{3} \chi_{1} \frac{\partial \Psi}{\partial \wp}}_{=: \Gamma_{2}(\Psi)})(\operatorname{div}(k(\theta) \nabla \theta)+Q),
\end{aligned}
$$

where the coefficients $g_{i}, \chi_{i}, \partial \Psi / \partial \vartheta$ and $\partial \Psi / \partial \wp$ are evaluated at $(\theta, \varepsilon p)$. We next show that for appropriate function $\Psi$ one can impose

$$
\begin{equation*}
\left[\Gamma_{1}(\Psi)=0 \text { and } \Gamma_{2}(\Psi)>0\right] \quad \text { or } \quad\left[\Gamma_{1}(\Psi)>0 \text { and } \Gamma_{2}(\Psi)=0\right] . \tag{A.7}
\end{equation*}
$$

Proposition A.5. Assume that Assumptions A. 1 and A. 2 are satisfied and use the notation (A.5). The functions $S^{*}$ and $\rho^{*}$ satisfy

$$
\begin{equation*}
g_{1} \frac{\partial S^{*}}{\partial \vartheta}=-g_{3} \frac{\partial S^{*}}{\partial \wp}>0, \quad g_{1} \chi_{3} \frac{\partial \rho^{*}}{\partial \vartheta}=-g_{3} \chi_{1} \frac{\partial \rho^{*}}{\partial \wp}<0 . \tag{A.8}
\end{equation*}
$$

Remark A.6. The fact that $\Psi=S^{*}\left(\right.$ or $\left.\Psi=\rho^{*}\right)$ satisfies the first (respectively, second) set of conditions in (A.7) now follows from $\chi_{1}<\chi_{3}$.

Proof. By (A.4) and the definitions given in (A.3), one has

$$
\begin{equation*}
\frac{g_{1}^{*}}{g_{3}^{*}}=-\frac{P(\partial S / \partial P)}{T(\partial S / \partial T)} \tag{A.9}
\end{equation*}
$$

By definition (A.5), $\partial f^{*} / \partial \vartheta=[T(\partial f / \partial T)]^{*}$ and $\partial f^{*} / \partial \wp=[P(\partial f / \partial P)]^{*}$. This proves that $S^{*}$ satisfies the first identity in (A.8). Next, we compute

$$
\frac{\chi_{1}^{*}}{\chi_{3}^{*}}=\frac{(\partial \rho / \partial T)(\partial S / \partial P)}{(\partial \rho / \partial P)(\partial S / \partial T)}
$$

By (A.9), this yields $\chi_{1}^{*} g_{3}^{*} P(\partial \rho / \partial P)=-\chi_{3}^{*} g_{1}^{*} T(\partial \rho / \partial T)$. Which proves that $\rho^{*}$ satisfies the second identity in (A.8).

Remark A.7. Assumption (H2) in section 1.2 requires, in addition, that $F=S^{*}$ and $G=\rho^{*}$ define bijections. This only means that the thermodynamic state is completely determined by $(P, T)$, or $(P, S)$ or $(\rho, T)$.

The following result contains an example of an equation of state such that $\chi_{1}$ depends on $\vartheta$.

Proposition A.8. Assume that the gas obeys Mariotte's law: $P=R \rho T$, for some positive constant $R$, and $e=e(T)$ satisfies $C_{V}:=\partial e / \partial T>0$. Then, Assumptions A. 1 and A. 2 are satisfied. Moreover,

$$
\chi_{1}^{*}=R /\left(\left(C_{V}(T)+R\right) P\right)
$$

so that $\chi_{1}(\vartheta, \wp)$ is independent of $\vartheta$ if and only if $C_{V}$ is constant.
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#### Abstract

For atomistic material models, global minimization gives the wrong qualitative behavior; a theory of equilibrium solutions needs to be defined in different terms. In this paper, a concept based on gradient flow evolutions, to describe local minimization for simple atomistic models based on the Lennard-Jones potential, is presented. As an application of this technique, it is shown that an atomistic gradient flow evolution converges to a gradient flow of a continuum energy as the spacing between the atoms tends to zero. In addition, the convergence of the resulting equilibria is investigated in the case of elastic deformation and a simple damaged state.
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1. Introduction. This article is concerned with a possible concept for analyzing elastic energy functionals which do not satisfy the classical coercivity and weak lower semicontinuity conditions of the calculus of variations. The subject of study is the one-dimensional atomistic energy

$$
\begin{equation*}
E_{\text {atom }}\left(\left(y_{j}\right)_{j=1}^{n}\right)=\sum_{j=1}^{n}\left[J\left(y_{j}-y_{j-1}\right)+f_{j} u_{j}\right] \tag{1.1}
\end{equation*}
$$

where $n \in \mathbb{N}$, and $y_{j}$ are the positions of the atoms with $y_{0}=0$. The family $\left(f_{j}\right)$ represents a linear applied force. We assume that the Lennard-Jones type potential $J=J(z)$ satisfies

$$
\begin{align*}
& J \in \mathrm{C}^{2}(0, \infty) \\
& J(z)=+\infty \text { if } z \leq 0 \text { and } J(z) \rightarrow+\infty \text { as } z \rightarrow 0 \\
& J^{\prime}(1)=0, J^{\prime \prime}(z)>0 \text { in }\left(0, z_{1}\right), \text { and }  \tag{1.2}\\
& J \text { is concave, increasing and bounded above in }\left(z_{1}, \infty\right),
\end{align*}
$$

with $1<z_{1}<+\infty$. The typical shape is shown in Figure 1.1. Note, that the nonconvexity of $J$ is of a much more fundamental type than the geometric nonconvexity of classical elasticity.

It has been noted previously (see, for example, [24]) that, due to the sublinear growth of $J$, the energy in (1.1) should not be analyzed in terms of global minimization, as this would give unrealistic material behavior. The most popular example given is that a material described by (1.1) would break for arbitrarily small loads if it were to attain its global minimum. We shall describe this in more detail in section 1.1.

In general, for applications in mechanics, it is advantageous to consider metastable states. The difficulty here is that the number of critical points of $E_{\text {atom }}$ tends to infinity as $n \rightarrow \infty$. Thus, we require a selection criterion to pick the "correct" equilibrium
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Fig. 1.1. The shape of natural interaction potentials of Lennard-Jones type.
points. Theoretically, we should consider the natural dynamics of the material and let time tend to infinity to find its equilibrium state. Here, we take a considerably easier route and use $|\cdot|_{H^{1}}$-gradient flow dynamics. Our justification for the gradient flow is merely to accept it as a simple model for local minimization. Concerning the choice of the metric, there are also strong mathematical reasons for choosing an $|\cdot|_{\mathrm{H}^{1-}}$ gradient flow evolution which are outlined in sections 2 and 3 . Note that we do not try to analyze a physical evolution. Our aim is to simply demonstrate a concept which we believe gives better results than the traditional method of global minimization. The ideas in this paper have also important applications for the numerical analysis of coarse-graining techniques such as the QC method [17], as they give an indication how numerical optimization methods can be stabilized [20].

The main goal of the present work is to show that the $|\cdot|_{\mathrm{H}^{1}}$-gradient flow provides a selection criterion for critical points which results in good qualitative properties of the resulting equilibrium model. The simplicity of the one-dimensional model problem makes it possible to give complete results; however, many of the fundamental techniques applied here carry over to much more complicated settings. The additional challenges posed by higher dimensions will be discussed in section 5 .

As an application of the idea to use gradient flows to analyze equilibrium points of nonconvex energies, we consider the continuum limit of a rescaled version of the atomistic functional $E_{\text {atom }}$ as the number of atoms $n$ tends to infinity. The novelty is that we primarily consider the convergence of the gradient flow evolutions (Theorem 3.1), and obtain the convergence of the equilibria almost as an afterthought (see Theorem 4.1 for elastic deformations and the discussion in section 4.2 for fracture). This procedure gives a different and, one might argue, more realistic continuum limit than previous work; see section 1.2 for a more extensive discussion. In addition, this shows that there is a strong relationship between the atomistic and continuum equilibria.

The local minimizers selected by the gradient flow are weak local minimizers, i.e., local minimizers with respect to the $\mathrm{W}^{1, \infty}$-norm. It is clear from the shape of the interaction potential (cf. Figure 1.1) and the comments at the end of section 4.1 that this is in fact the only possibility. In any weaker topology, even the elastic critical points are not local minimizers of the energy. The same is true for fractured states but the interpretation of $\mathrm{W}^{1, \infty}$ would be more subtle in this case.

If we replace the Lennard-Jones potential by a potential which is smooth at the origin and therefore $J^{\prime}$ Lipschitz-continuous, then the convergence analysis of the gradient flow requires only minor modifications of the classical convergence analysis of Galerkin discretizations. For the approach in this paper, however, convergence of
the energy is sufficient (cf. Theorem 2.4), which makes a result as general as Theorem 3.1 possible. To achieve this we use some generalizations of ideas in [1, Chapter 4].

For the analysis of equilibria, we use a lim inf condition for the slope of a family of functionals, whose proof is based on the notion of $\lambda$-convexity. This condition was also used in [23] to analyze the convergence of gradient flows. Using the techniques of this paper, which has a different aim than the present work, the convergence would have to be obtained by compactness principles (which are not available in our case) rather than $\lambda$-convexity.
1.1. The failure of global minimization. The Cauchy-Born hypothesis states that an atomistic body, subjected to a small affine boundary displacement, will follow this displacement in the bulk. Friesecke and Theil demonstrate in [15] a twodimensional, mathematical version of this important foundation of continuum mechanics by considering global minima of an energy similar to (3.1) but with a quadratic interaction potential. When the potential has sublinear growth, global minimization will typically not reproduce this behavior.

Let us consider the atomistic energy $E_{\text {atom }}$ in (1.1) with $f_{i} \equiv 0$, but apply a "Dirichlet" boundary condition at the right end of the domain as well. For each $\delta>0$, we consider the minimization problem

$$
\begin{equation*}
\min _{y_{n}=n(1+\delta)} E_{\text {atom }}\left(\left(y_{j}\right)_{j=1}^{n}\right) . \tag{1.3}
\end{equation*}
$$

Concerning the formulation of the boundary displacement, note that the minimum of $J(z)$ is attained at $z=1$. The choice of boundary displacement we have made here scales linearly with the number of atoms. An interesting different choice was made in [6] which we discuss briefly in section 1.2.

Proposition 1.1. There exist constants $\delta_{0}, C_{0}>0$, such that, for $\delta_{0}>\delta>$ $C_{0} n^{-1 / 2}$, the affine state $y_{j}=(1+\delta) j$ is not the solution of (1.3).

Proof. Consider the "fractured" deformation $y_{j}^{f}=j$ for $j=0,1, \ldots, n-1$ and $y_{n}^{f}=n(1+\delta)$. Then,

$$
E_{f}(\delta)=E_{\text {atom }}\left(\left(y_{j}^{f}\right)_{j=1}^{n}\right)=(n-1) J(1)+J(1+n \delta) \leq(n-1) J(1)+\sup _{z \geq 1} J(z)
$$

The affine state $y_{j}^{a}=(1+\delta) j$ on the other hand has the energy

$$
E_{a}(\delta)=E_{\text {atom }}\left(\left(y_{j}^{a}\right)_{j=1}^{n}\right)=n J((1+\delta))
$$

The assumptions we have made in (1.2) allow us to estimate $J(z)$ from below by a quadratic

$$
J(1)+c_{0}(z-1)^{2} \leq J(z) \text { for } 1 \leq z<\delta_{0}
$$

where $c_{0}>0$ and $\delta_{0}>0$ are appropriately chosen. Therefore, for $\delta<\delta_{0}$, we have $E_{a}(\delta) \geq n\left(J(1)+c_{0} \delta^{2}\right)$, and we obtain that $E_{a}(\delta)>E_{f}(\delta)$, if

$$
\delta^{2}>n^{-1}\left(\frac{\sup _{z \geq 1} J(z)-J(1)}{c_{0}}\right)=: C_{0}^{2} n^{-1}
$$

The proof of Proposition 1.1, which is merely a review of well-known facts, actually suggests that not only is the Cauchy-Born hypothesis violated, but in fact any material with a sufficient number of atoms breaks for arbitrarily small boundary displacements or surface forces, if it were to attain its global energy minimum. This behavior is in clear contradiction to observations and, therefore, global minimization should be rejected for models of the type (1.1).
1.2. Continuum limits of atomistic energies. Continuum limits of atomistic models have been studied by many authors in the past. Because it is customary, we consider the case of Dirichlet boundary conditions in this section only. To be able to compute a continuum limit, we need to first rescale the energy (1.1) to a fixed, finite domain. The seemingly naive approach is to use a linear scaling of the energy as well as the boundary condition, which gives

$$
\begin{equation*}
E_{n}^{(1)}\left(\left(y_{j}\right)_{j=0}^{n}\right)=\sum_{j=1}^{n} \frac{1}{n} J\left(n\left(y_{j}-y_{j-1}\right)\right), \quad y_{0}=0, y_{n}=1+\delta \tag{1.4}
\end{equation*}
$$

If we assume that the body attains its global energy minimum, then for an arbitrarily small boundary displacement $\delta$, the deformation will not be a continuum state (compare Proposition 1.1). This fact is reflected by the $\Gamma$-limit of $E_{n}^{(1)}$ as $n \rightarrow \infty$ (see, for example, $[4,5]$ and references therein) which gives the energy

$$
E^{(1)}(y)=\int_{0}^{1} J^{* *}\left(y^{\prime}\right) \mathrm{d} x, y(0)=0, y(1)=1+\delta
$$

where $J^{* *}$ is the convex envelope of $J$.
Motivated by an analysis quite similar to Proposition 1.1, it can be seen that if a different scaling is used, then the $\Gamma$-limit becomes more interesting [6]. If we define

$$
E_{n}^{(2)}\left(\left(u_{j}\right)_{j=0}^{n}\right)=\sum_{j=1}^{n}\left[J\left(1+\sqrt{n}\left(u_{j}-u_{j-1}\right)\right)-J(1)\right], \quad u_{0}=0, u_{n}=\delta
$$

then the $\Gamma$-limit turns out to be the Griffiths functional (compare [13])

$$
G(u)=\alpha \int_{0}^{1}\left|u^{\prime}\right|^{2} \mathrm{~d} x+\beta \sharp S_{u}, \quad u(0)=0, u(1)=\delta,
$$

where $S_{u}$ is the set of jump-discontinuities of the displacement $u, \alpha=1 / 2 J^{\prime \prime}(1)$ and $\beta=\lim _{z \rightarrow \infty} J(z)-J(1)$. The boundary values of the possibly discontinuous functions $u$ can be interpreted in a meaningful way. While it is interesting that the Griffiths functional can be obtained in this way, it should be noted that this model is typically used for crack propagation only, not crack initiation. In one dimension, however, only crack initiation can be analyzed.

The philosophy adopted in the present work is that the scaling of functional $E_{n}^{(1)}$ is actually the natural one; only the process of passing to the continuum limit is flawed. It will be shown that, if the continuum limit is analyzed in terms of an appropriate evolution, then the resulting model is in fact a very realistic candidate.

One of the problems addressed in this paper (see section 4) is to find the stable equilibrium that the material would "naturally" assume if we started in the reference configuration $y_{i}^{n}=x_{i}^{n}$, or a perturbation thereof, and then applied forces. In Theorem 4.1 we show that the resulting equilibria represent the correct elastic behavior. For this reason we prefer to work with surface forces rather than a prescribed displacement. This is, however, not a restriction. The entire convergence theory can also be repeated for Dirichlet conditions applied at both ends of the interval.

Closest in spirit to the approach advocated here is the work by Blanc, Le Bris, and Lions [3]. Except for the fact that they consider far more complicated atomistic interactions in three dimensions, their continuum limit is the same. In fact, the present
work may be seen as a small step towards a rigorous justification of the approach taken in [3].

From the point of view of numerical analysis, strong connections can be drawn to the local version of the quasicontinuum method [17]. In this respect, the results of E and Ming [11] have some similarities to our own.

For results on the continuum manifestation of some further interesting atomistic effects like finite-range interactions, the reader is referred to $[25,9]$.
1.3. Outline of the paper. We begin in section 2 by outlining the theoretical tools for the convergence analysis, a theory of gradient flows based on the notion of $\lambda$-convexity, and a corresponding approximation theory. We also review the notion of slope which is used to define the concept of critical points.

In section 3, we prove the convergence of an atomistic gradient flow evolution to the $|\cdot|_{\mathrm{H}^{1}}$-gradient flow of a nonconvex functional defined on $\mathrm{H}^{1}$, giving a new type of continuum limit for atomistic functionals.

Finally, in section 4, we analyze the resulting equilibrium solutions which are obtained when $t \rightarrow \infty$ in the gradient flow. First, we consider the case of small loads and show that the equilibria obtained are the physically reasonable elastic deformations and not the "fractured" global energy minima. Then, we give a brief description of the behavior of the gradient flow evolution in the case when the loads are sufficiently large to create fracture. We demonstrate that the obtained equilibrium is reasonable given that we are always assuming perfect crystals and perfect equilibria. However, these critical points are highly unstable, as is demonstrated also in numerical computations. We may interpret this instability as the uncertainty of where fracture occurs in a material.
1.4. Connections to other models. In section 1.2 , some connections to the works of Blanc, Le Bris, and Lions [3] and E and Ming [11] were briefly touched upon. In both of these works, the concept of global minimization of the energy is rejected and alternative means are sought to analyze equilibria of elastic energy functionals. A similar approach is taken by Rieger and Zimmer [22], who use a timediscrete gradient flow evolution of Young-measures to analyze material damage. In the slightly different setting of viscoelasticity [21, 2, 14], it is shown that dynamics can prevent the formation of finer and finer microstructure and therefore the attainment of a global energy minimum.

The model presented here is not to be confused, however, with quasistatic or rate independent evolutions (see, for example, $[10,13]$ for fracture, [8] for plasticity, or [16] for an abstract analysis). In their time-discrete form, at every timestep an equilibrium (typically a minimum) of a functional of the form

$$
\begin{equation*}
D\left(u_{j-1}, u\right)+E(u) \tag{1.5}
\end{equation*}
$$

is sought, where $D$ is a so-called dissipation metric. Rather, the gradient flow model we present here should be understood as a simple mechanism to find the equilibrium in the quasistatic evolution (1.5).
2. Approximation of gradient flows of nonconvex energies. Let $\mathscr{H}$ be a Hilbert space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|$, let $\mathscr{A}$ be a closed convex subset of $\mathscr{H}$, and let $\phi: \mathscr{H} \rightarrow(-\infty, \infty]$. If $\phi$ is Fréchet differentiable at a point $u$, we denote the representation of its derivative, i.e., its gradient, by $\phi^{\prime}(u)$. Second order derivatives are denoted by $\phi^{\prime \prime}\left(u ; v_{1}, v_{2}\right)$. We denote the domain of definition of $\phi$ by $D(\phi)=\{u \in \mathscr{H}: \phi(u)<\infty\}$. By using the convention $+\infty \leq+\infty$, we do in fact not
need to make much explicit use of the domain of definition. For example, a functional $\phi$ would then be convex if and only if $D(\phi)$ is convex and $\phi$ is convex in $D(\phi)$.

Naively, we may call a curve $u \in \mathrm{C}^{1}(a, b ; \mathscr{H})$ a gradient flow of $\phi$, if

$$
\begin{equation*}
\dot{u}(t)=-\phi^{\prime}(u(t)) \quad \forall t \in(a, b) \tag{2.1}
\end{equation*}
$$

Equation (2.1) in infinite-dimensional spaces is usually restated only for convex functionals $\phi$. The natural condition on $\phi$, under which a considerable part of the theory of gradient flows for convex functionals can be recovered, is the condition of $\lambda$-convexity [1]. We say that $\phi$ is $\lambda$-convex in $\mathscr{A}$ if there exists $\lambda \in \mathbb{R}$ such that

$$
\begin{array}{r}
\phi\left((1-t) v_{0}+t v_{1}\right) \leq(1-t) \phi\left(v_{0}\right)+t \phi\left(v_{1}\right)-\frac{\lambda}{2} t(1-t)\left\|v_{0}-v_{1}\right\|^{2} \\
\forall v_{0}, v_{1} \in \mathscr{A} \quad \forall t \in(0,1) \tag{2.2}
\end{array}
$$

To obtain a better feel for the meaning of $\lambda$-convexity, consider the following simple proposition (for a proof, see [19]).

Proposition 2.1.
(a) The functional $\phi$ is $\lambda$-convex in $\mathscr{A}$ if and only if $u \mapsto \phi(u)-\frac{\lambda}{2}\|u\|^{2}$ is convex in $\mathscr{A}$.
(b) One-sided Lipschitz continuity of the gradient: If $\phi$ is differentiable at every point of $\mathscr{A}$ and satisfies

$$
\begin{equation*}
\left(\phi^{\prime}\left(v_{1}\right)-\phi^{\prime}\left(v_{0}\right), v_{1}-v_{0}\right) \geq \lambda\left\|v_{1}-v_{0}\right\|^{2} \quad \forall v_{1}, v_{0} \in \mathscr{A} \tag{2.3}
\end{equation*}
$$

then $\phi$ is $\lambda$-convex in $\mathscr{A}$.
(c) Boundedness below of the Hessian: If $\phi$ is twice differentiable at every nonextremal point of $\mathscr{A}$ and

$$
\begin{equation*}
\phi^{\prime \prime}(u ; v-u, v-u) \geq \lambda\|v-u\|^{2} \quad \forall u, v \in \mathscr{A} \tag{2.4}
\end{equation*}
$$

then $\phi$ is $\lambda$-convex in $\mathscr{A}$.
(d) If $\phi=\phi_{1}+\phi_{2}$, where $\phi_{i}: \mathscr{A} \rightarrow(-\infty,+\infty], \phi_{1}$ is $\lambda_{1}$-convex and $\phi_{2}$ is $\lambda_{2}$ convex, then $\phi$ is $\left(\lambda_{1}+\lambda_{2}\right)$-convex.
If a functional is $\lambda$-convex, then its gradient flows have an alternative characterization. Suppose that a curve $u \in \mathrm{C}^{1}(a, b ; \mathscr{H})$ satisfies (2.1), where $\phi$ is $\lambda$-convex. By a relatively straightforward energy argument, one can show that $u$ also satisfies the evolutionary variational inequality

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)-v\|^{2}+\frac{\lambda}{2}\|u(t)-v\|^{2}+\phi(u(t)) \leq \phi(v) \quad \forall v \in \mathscr{H}, \forall t \in(a, b)
$$

This inequality is the basis for a powerful theory of gradient flows in metric spaces, then called curves of maximal slope, developed in Chapter 4 of [1]. Note, for example, that it makes sense to consider $u, v \in \mathscr{A}$ only, instead of all of $\mathscr{H}$. Theorem 2.2 is a collection of results in [1] translated to the Hilbert space setting which is sufficient for our purposes.

ThEOREM 2.2 (existence and uniqueness). Let $\mathscr{A}$ be a closed, convex subset of a Hilbert space $\mathscr{H}$ and let $\phi: \mathscr{A} \rightarrow(-\infty, \infty]$ be (strongly) lower semicontinuous and $\lambda$-convex. For each $u_{0} \in D(\phi)$, there exists a locally Lipschitz-continuous curve $u:[0, \infty) \rightarrow \mathscr{A}$ which is the unique solution of

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)-v\|^{2}+\frac{\lambda}{2}\|u(t)-v\|^{2}+\phi(u(t)) \leq \phi(v) \quad \forall v \in \mathscr{A} \text { for a.e. } t>0 \tag{2.5}
\end{equation*}
$$

among all curves $v \in \mathrm{AC}_{\mathrm{loc}}(0, \infty ; \mathscr{A})$, satisfying $v(0+)=u_{0}$.
For the remainder of the paper, we shall use the following definition for a gradient flow.

Definition 2.3. Let $\mathscr{A}$ be a closed, convex subset of a Hilbert space $\mathscr{H}$ and $\phi: \mathscr{A} \rightarrow(-\infty, \infty]$ a lower semicontinuous and $\lambda$-convex functional. We say that $a$ locally Lipschitz-continuous curve $u:[0, \infty) \rightarrow \mathscr{A}$ is a gradient flow of $\phi$, if it satisfies (2.5).
2.1. Approximation of gradient flows. Based on the evolutionary variational inequality stated above, an abstract convergence theory for gradient flows in a general metric setting for $\lambda$-convex functionals was developed in [19]. Theorem 2.4 below is one result therein which is relevant for the Hilbert space setting in the present work. For the sake of completeness, we give a sketch of the proof.

THEOREM 2.4. Let $\mathscr{A}$ be a closed, convex subset of a Hilbert space $\mathscr{H}$ and, for $n \in \mathbb{N}$, let $\phi, \phi_{n}: \mathscr{A} \rightarrow(-\infty, \infty]$ be functionals defined on $\mathscr{A}$. Let $u^{0} \in D(\phi)$ and $u_{n}^{0} \in D\left(\phi_{n}\right)$ be given initial values, and assume that the following conditions are satisfied:
(i) Lower semicontinuity: The functionals $\phi$ and $\phi_{n}(n \in \mathbb{N})$ are lower semicontinuous.
(ii) Uniform $\lambda$-convexity: There exists $\lambda \in \mathbb{R}$, such that the $\phi_{n}$ as well as $\phi$ are $\lambda$-convex.
(iii) Equicoercivity: There exists a point $u^{*} \in \mathscr{A}$ and $\epsilon>0$ such that $\inf _{n \in \mathbb{N}} \inf _{v \in \mathscr{A},\left\|v-u^{*}\right\| \leq \epsilon} \phi_{n}(v)>-\infty$.
(iv) Convergence of the initial data: $\sup _{n \in \mathbb{N}} \phi_{n}\left(u_{n}^{0}\right)<\infty$ and $\left\|u_{n}^{0}-u^{0}\right\| \rightarrow 0$ as $n \rightarrow \infty$.
(v) Consistency: If $\left(w_{n}\right)_{n \in \mathbb{N}} \subset \mathscr{A}$ is bounded in $\mathscr{H}$, then there exists a constant $c_{1}>0$ such that

$$
\limsup _{n \rightarrow \infty}\left(\phi\left(w_{n}\right)-\phi_{n}\left(w_{n}\right)\right) \leq 0, \text { and } \phi\left(w_{n}\right) \leq c_{1}\left(1+\left[\phi_{n}\left(w_{n}\right)\right]^{+}+\left\|w_{n}\right\|^{2}\right)
$$

(vi) Best approximation error: For every $n \in \mathbb{N}$, there exists a Borel-measurable curve $v_{n}:(0, \infty) \rightarrow \mathscr{A}$, so that $v_{n} \rightarrow u$ in $\mathrm{L}_{\mathrm{loc}}^{2}([0, \infty) ; \mathscr{H})$ and

$$
\phi_{n}\left(v_{n}(t)\right) \rightarrow \phi(u(t)) \text { and } \phi_{n}\left(v_{n}(t)\right) \leq c_{2}\left(1+[\phi(u(t))]^{+}+\|u(t)\|^{2}\right)
$$

where $u$ is the gradient flow of $\phi$ with initial data $u^{0}$.
Then the gradient flows (in the sense of Definition 2.3) $u_{n}$ of $\phi_{n}$ with initial values $u_{n}^{0}$ converge in $\mathrm{L}_{\mathrm{loc}}^{\infty}([0, \infty) ; \mathscr{H})$ to the gradient flow $u$ of $\phi$ with initial value $u^{0}$.

Proof. Let $u$ and $u_{n}$, respectively, satisfy

$$
\begin{align*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)-v\|^{2}+\frac{\lambda}{2}\|u(t)-v\|^{2}+\phi(u(t)) & \leq \phi(v) \quad \forall v \in \mathscr{A}, \text { and }  \tag{2.6}\\
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|u_{n}(t)-v_{n}\right\|^{2}+\frac{\lambda}{2}\left\|u_{n}(t)-v_{n}\right\|^{2}+\phi\left(u_{n}(t)\right) & \leq \phi\left(v_{n}\right) \quad \forall v_{n} \in \mathscr{A} . \tag{2.7}
\end{align*}
$$

We test (2.6) with $v=u_{n}$ and choose a recovery sequence $v_{n}$ satisfying (vi) to test (2.7). Adding (2.6) and (2.7) and some lengthy but relatively straightforward algebra gives the error estimate

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|u-u_{n}\right\|^{2}+\frac{\tilde{\lambda}}{2}\left\|u-u_{n}\right\|^{2} \leq & \left(\phi_{n}\left(v_{n}\right)-\phi(u)\right)+\left(\phi\left(u_{n}\right)-\phi_{n}\left(u_{n}\right)\right) \\
& +\frac{|\lambda|}{2}\left\|v_{n}-u\right\|^{2}+\frac{1}{2}\left\|\dot{u}_{n}\right\|\left\|v_{n}-u\right\|
\end{aligned}
$$

where $\tilde{\lambda}=\lambda-|\lambda| / 2$. The $\lambda$-convexity can be used to derive an a priori estimate on the $\mathrm{L}^{2}(0, T)$-norm of $\left\|\dot{u}_{n}\right\|$ and $\phi\left(u_{n}\right)$. Using Gronwall's inequality, we obtain

$$
\mathrm{e}^{2 \tilde{\lambda} T}\left\|u(T)-u_{n}(T)\right\|^{2} \leq\left\|u(0)-u_{n}(0)\right\|^{2}+\int_{0}^{T} \mathrm{e}^{2 \tilde{\lambda} t}(\text { error terms }) \mathrm{d} t
$$

Using Fatou's lemma, the integral term on the right-hand side can be shown to tend to zero as $n \rightarrow \infty$, given the hypothesis of the theorem.

Next, we state a result from [1], concerning the implicit Euler approximation of a gradient flow, which we will use frequently in section 4.

LEMMA 2.5. Let $t_{j}=j \tau$, for $j=0,1, \ldots$, define a partition of $[0, \infty)$, with $0<\tau<1 / \min (0,-\lambda)$. Let $u_{0} \in \mathscr{H}$, and let the family $\left(u_{i}\right)_{i=1,2, \ldots}$ be defined by

$$
u_{i}=\operatorname{argmin}_{\mathscr{A}}\left[v \mapsto \frac{\left\|v-u_{i-1}\right\|^{2}}{2 \tau}+\phi(v)\right]
$$

Let $u(t)$ be the gradient flow of $\phi$ with $u(0)=u_{0}$ and let $\bar{u}_{\tau}(t)$ be the piecewise constant interpolant of $\left(u_{i}\right)$, i.e.,

$$
\bar{u}_{\tau}(0)=0 \quad \text { and } \quad \bar{u}_{\tau}(t)=u_{i} \quad \text { if } t_{i-1}<t \leq t_{i}
$$

Then, $\bar{u}_{\tau}(t) \rightarrow u(t)$ in $\mathrm{L}_{\mathrm{loc}}^{\infty}([0, \infty), \mathscr{H})$, as $\tau \rightarrow 0$.
2.2. The slope. So far we have only described gradient flow evolutions. However, we are also interested in analyzing the resulting equilibria, which can often be obtained by letting time tend to infinity. A natural concept of equilibrium, or critical point, is given by the concept of local slope,

$$
\begin{equation*}
|\partial \phi|(u)=\limsup _{v \rightarrow u} \frac{(\phi(u)-\phi(v))^{+}}{\|u-v\|} \tag{2.8}
\end{equation*}
$$

We say that $u^{*} \in \mathscr{H}$ is a critical point of the functional $\phi$, if $|\partial \phi|\left(u^{*}\right)=0$. The following lemma can be used in certain situations to show that an accumulation point of critical points of approximate functionals $\phi_{n}$ must again be a critical point.

Lemma 2.6. Let $\mathscr{H}$ be a Hilbert space, let $\phi, \phi_{n}: \mathscr{H} \rightarrow(-\infty, \infty]$ be $\lambda$-convex, with a uniform $\lambda$, and suppose that $\phi_{n} \Gamma$-converges to $\phi$ in the strong topology of $\mathscr{H}$, i.e.,

$$
\begin{align*}
& v_{n} \rightarrow v \Rightarrow \phi(v) \leq \liminf _{n \rightarrow \infty} \phi_{n}\left(v_{n}\right)  \tag{2.9}\\
& \forall v \in \mathscr{H} \exists\left(v_{n}\right)_{n \in \mathbb{N}} \subset \mathscr{H} \text { s.t. } v_{n} \rightarrow v \text { and } \phi(v)=\lim _{n \rightarrow \infty} \phi\left(v_{n}\right) . \tag{2.10}
\end{align*}
$$

Then, the slopes satisfy the lim inf condition

$$
\begin{equation*}
u_{n} \rightarrow u \Rightarrow|\partial \phi|(u) \leq \liminf _{n \rightarrow \infty}\left|\partial \phi_{n}\right|\left(u_{n}\right) \tag{2.11}
\end{equation*}
$$

Proof. The crucial observation [1, Theorem 2.4.9] is that for $\lambda$-convex functionals, the slope can be rewritten as

$$
|\partial \phi|(u)=\sup _{v \neq u}\left[\frac{\phi(u)-\phi(v)}{\|u-v\|}+\frac{\lambda}{2}\|u-v\|^{2}\right]^{+}
$$

Let $u_{n} \rightarrow u$, and for some fixed $v \neq u$ let $\left(v_{n}\right)_{n \in \mathbb{N}}$ be a recovery sequence for $v$, satisfying (2.10). Then, we have

$$
\begin{aligned}
& {\left[\frac{\phi(u)-\phi(v)}{\|u-v\|}+\frac{\lambda}{2}\|u-v\|^{2}\right]^{+} } \\
\leq & {\left[\frac{\liminf _{n \rightarrow \infty} \phi_{n}\left(u_{n}\right)-\lim _{n \rightarrow \infty} \phi_{n}\left(v_{n}\right)}{\lim _{n \rightarrow \infty}\left\|u_{n}-v_{n}\right\|}+\frac{\lambda}{2} \lim _{n \rightarrow \infty}\left\|u_{n}-v_{n}\right\|^{2}\right]^{+} } \\
\leq & \liminf _{n \rightarrow \infty}\left[\frac{\phi_{n}\left(u_{n}\right)-\phi_{n}\left(v_{n}\right)}{\left\|u_{n}-v_{n}\right\|}+\frac{\lambda}{2}\left\|u_{n}-v_{n}\right\|^{2}\right]^{+} \\
\leq & \liminf _{n \rightarrow \infty}\left|\partial \phi_{n}\right|\left(u_{n}\right) .
\end{aligned}
$$

Taking the supremum over $v \neq u$, we obtain (2.11).
3. Convergence of an atomistic evolution. In section 1.2 , it was outlined that different scalings of the atomistic energy $E_{\text {atom }}$ give rise to different continuum limits. We have adopted the point of view that a linear scaling of all terms considered is the most natural choice. For the forces we assume that $f_{n}=O(1)$ and $f_{j}=O(1 / n)$ for $1 \leq j \leq n-1$, i.e., $f_{n}$ represents a boundary force. It is then natural to consider the rescaled energy

$$
\begin{equation*}
E_{n}\left(\left(y_{j}^{n}\right)_{j=1}^{n}\right)=\sum_{j=1}^{n} \epsilon_{n}\left[J\left(\frac{y_{j}^{n}-y_{j-1}^{n}}{\epsilon_{n}}\right)-f_{j}^{n}\left(y_{j}^{n}+y_{j-1}^{n}\right) / 2\right]-g y_{n}^{n} \tag{3.1}
\end{equation*}
$$

where $\epsilon_{n}=1 / n$. The family $\left(f_{i}^{n}\right)_{i=1, \ldots, n}$ defines a linear body force, which we assume is obtained by averaging an $\mathrm{L}^{1}$ function, i.e.,

$$
f_{i}^{n}=f_{x_{i-1}^{n}}^{x_{i}^{n}} f(x) \mathrm{d} x
$$

where $x_{i}^{n}=i / n$, for each $i \in \mathbb{Z}$. The scalar $g$ describes a linear surface force. For technical reasons, we may wish to impose an $\mathrm{L}^{\infty}$ bound on the deformations, i.e., we shall assume that $y_{i}^{n} \leq M$, where $M \in\left(z_{1}, \infty\right]$.

To rewrite $E_{n}$ as an integral functional it is customary to identify the atomistic deformation with a piecewise affine function. To this end, we define the set of "admissible" atomistic deformations to be

$$
\mathscr{A}_{n}:=\left\{v \in \mathrm{H}^{1}(0,1): v(0)=0, v \leq M, \text { and } v \text { is piecewise affine w.r.t. }\left(x_{i}^{n}\right)\right\} .
$$

Letting

$$
\begin{aligned}
& y_{n}^{\prime}(x)=\frac{y_{i}^{n}-y_{i-1}^{n}}{\epsilon_{n}} \quad \text { if } x \in\left(x_{i-1}^{n}, x_{i}^{n}\right), \text { and } \\
& y_{n}(x)=\int_{0}^{x} y_{n}^{\prime}(x) \mathrm{d} x
\end{aligned}
$$

$y_{n}$ is the piecewise-affine interpolant of $\left(y_{i}^{n}\right)$ and $y_{n}^{\prime}$ is its weak derivative, and we have in particular that $y_{n} \in \mathscr{A}_{n}$. Thus, we can rewrite $E_{n}$ as

$$
\begin{equation*}
E_{n}\left(y_{n}\right)=\int_{0}^{1}\left[J\left(y_{n}^{\prime}\right)-f_{n} y_{n}\right] \mathrm{d} x-g y_{n}(1) \quad \text { for } y_{n} \in \mathscr{A}_{n} \tag{3.2}
\end{equation*}
$$

where $f_{n}$ is the piecewise constant interpolant of $f$ with

$$
\begin{equation*}
f_{n}(x)=f_{n}^{i} \text { for } x \in\left(x_{i-1}, x_{i}\right) \tag{3.3}
\end{equation*}
$$

In the formulation (3.2) it becomes obvious that the nonconvexity is with respect to the deformation gradient. In order to balance it out with the evolution, we need to consider the gradient flow with respect to the $|\cdot|_{\mathrm{H}^{1}}$-seminorm, which is in fact a norm in the spaces $\mathscr{A}_{n}$. We shall show below, though it is already quite obvious at this point, that the functionals $E_{n}$ are uniformly $\lambda$-convex in the $|\cdot|_{H^{1}}$-seminorm. Therefore, from Theorem 2.4, we expect the correct limit energy with respect to the $|\cdot|_{\mathrm{H}^{1-}}$ gradient flow evolution to be

$$
\begin{equation*}
E(y)=\int_{0}^{1}\left[J\left(y^{\prime}\right)-f y\right] \mathrm{d} x-g y(1) \tag{3.4}
\end{equation*}
$$

defined for $y \in \mathscr{A}:=\left\{v \in \mathrm{H}^{1}(0,1): v(0)=0, v \leq M\right\}$.
While it is possible to consider gradient flows with respect to the full $\mathrm{H}^{1}$-norm as well, the analysis of equilibria becomes significantly more technical. In addition, the $|\cdot|_{\mathrm{H}^{1}}$-seminorm seems to be the more natural metric for the gradient flow. All results can, however, be translated to the $\mathrm{H}^{1}$-norm case [18].

Theorem 3.1 states that the (atomistic) $|\cdot|_{\mathrm{H}^{1-} \text {-gradient flow of } E_{n} \text { in } \mathscr{A}_{n} \text { converges }}$ to the (continuum) $|\cdot|_{\mathrm{H}^{1-}}$ gradient flow of $E$ in $\mathscr{A}$. We embed $\mathscr{A}_{n}$ in $\mathscr{A}$ by setting $E_{n}(y)=+\infty$ if $y \in \mathscr{A} \backslash \mathscr{A}_{n}$.

Theorem 3.1. Let $y^{0} \in D(E)$, and let $y_{n}^{0} \in \mathscr{A}_{n}$ be the piecewise affine interpolant of $y^{0}$ with respect to the mesh $\left(x_{i}^{n}\right)$. Then, the $|\cdot|_{\mathrm{H}^{1}-\text { gradient flow } y_{n} \text { of } E_{n} \text { with initial }}$ data $y_{n}^{0}$ converges in $\mathrm{L}_{\mathrm{loc}}^{\infty}([0, \infty) ; \mathscr{A})$ to the $|\cdot|_{\mathrm{H}^{1}-\text { gradient flow } y \text { of } E \text { with initial data }}$ $y^{0}$.

The convergence proof consists of three steps: first, establishing the $\lambda$-convexity of the functionals; second, estimating the perturbations caused by the discrete forcing term; and third, constructing a recovery sequence for the solution which satisfies condition (vi) of Theorem 2.4.

Lemma 3.2. With respect to the norm $|\cdot|_{\mathrm{H}^{1}}$, the functionals $E$ and $E_{n}(n \in \mathbb{N})$ are $\lambda$-convex in $\mathscr{A}$, with $\lambda=\min _{z>0} J^{\prime \prime}(z)$, and lower semicontinuous.

Proof. For the $\lambda$-convexity as well as the lower semicontinuity, note that the linear, continuous terms need not be considered and we assume without loss of generality that $f, g \equiv 0$. In the spirit of Proposition 2.1, we define $F(z)=J(z)-(\lambda / 2) z^{2}$. By the definition of $\lambda, F^{\prime \prime}(y) \geq 0$ whenever $y>0$, hence $F$ is convex in $(0, \infty)$. Since $F(z)=+\infty$ for $z \leq 0, F$ is convex on $\mathbb{R}$. Therefore, the functional

$$
G(y)=\int_{0}^{1}\left(J\left(y^{\prime}\right)-\frac{\lambda}{2}\left|y^{\prime}\right|^{2}\right) \mathrm{d} x=\int_{0}^{1} F\left(y^{\prime}\right) \mathrm{d} x
$$

is convex as well which implies, by Proposition 2.1, that $E$ is $\lambda$-convex. Since $E(y)=G(y)-\lambda / 2|y|_{\mathrm{H}^{1}}^{2}$, a sum of a convex and a continuous functional, $E$ is lower semicontinuous. To see that $E_{n}$ is lower semicontinuous, simply note that under the assumption that $f, g \equiv 0, E_{n}=\left.E\right|_{\mathscr{A}_{n}}$, where $\mathscr{A}_{n}$ is convex and closed and hence the proof carries over to $E_{n}$ as well.

Lemma 3.3. If $f \in \mathrm{~L}^{1}(0,1)$, then, for every $v \in \mathscr{A}$, we have

$$
\begin{aligned}
& \left|\int_{0}^{1}\left(f_{n}-f\right) v \mathrm{~d} x\right| \leq|v|_{\mathrm{H}^{1}}\left\|f-f_{n}\right\|_{\mathrm{L}^{1}(0,1)}, \text { and } \\
& \left\|f-f_{n}\right\|_{\mathrm{L}^{1}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

where $f_{n}$ is defined as in (3.3).
Proof. Hölder's inequality gives

$$
\left|\int_{0}^{1}\left(f_{n}-f\right) v \mathrm{~d} x\right| \leq\|v\|_{\mathrm{L}^{\infty}}\left\|f-f_{n}\right\|_{\mathrm{L}^{1}(0,1)}
$$

Using $v(0)=0$, we also have $\|v\|_{\mathrm{L}^{\infty}} \leq\left\|v^{\prime}\right\|_{\mathrm{L}^{1}} \leq|v|_{\mathrm{H}^{1}}$, which gives the first result. The convergence $\left\|f_{n}-f\right\|_{\mathrm{L}^{1}} \rightarrow 0$ follows from the fact that $f_{n}$ is the $\mathrm{L}^{2}$-projection of $f$ onto the piecewise constant functions with respect to the mesh $\left(x_{i}^{n}\right)$, using also the density of $L^{2}(0,1)$ in $L^{1}(0,1)$.

LEMMA 3.4. Let $E$ and $E_{n}$ be, respectively, given by (3.4) and (3.2), where $f \in \mathrm{~L}^{1}(0,1)$ and $f_{n}$ satisfies (3.3). For every $y \in \mathscr{A}$ with $E(y)<+\infty$, the piecewise affine, continuous interpolants $v_{n}$ of $y$ with respect to the mesh $\left(x_{i}^{n}\right)$ satisfy

$$
\begin{aligned}
& \left|v_{n}-y\right|_{\mathrm{H}^{1}} \rightarrow 0, E_{n}\left(v_{n}\right) \rightarrow E(y) \text { as } n \rightarrow \infty \\
& \left|v_{n}\right|_{\mathrm{H}^{1}} \leq|y|_{\mathrm{H}^{1}}, \text { and } E_{n}\left(v_{n}\right) \leq\left[2\|f\|_{\mathrm{L}^{1}}^{2}+\sup _{z \geq 1} J(z)\right]+E(y)+2|y|_{\mathrm{H}^{1}}^{2} .
\end{aligned}
$$

Proof. Let $y \in \mathscr{A}$, and let $v_{n}$ be the piecewise affine interpolant with respect to the mesh $\left(x_{i}^{n}\right)$. Applying Jensen's inequality to

$$
\int_{x_{i-1}^{n}}^{x_{i}^{n}} v_{n}^{\prime} \mathrm{d} x=\int_{x_{i-1}^{n}}^{x_{i}^{n}} y^{\prime} \mathrm{d} x
$$

and summing over $i$, we get $\left\|v_{n}^{\prime}\right\|_{\mathrm{L}^{2}(0,1)} \leq\left\|y^{\prime}\right\|_{\mathrm{L}^{2}(0,1)}$. It follows from standard interpolation error estimates and a simple density argument that $\left|y-v_{n}\right|_{\mathrm{H}^{1}} \rightarrow 0$ as $n \rightarrow \infty$.

To compute the bounds on the energy as well and to show its convergence, we start with the lower-order terms. Jensen's inequality gives $\left\|f_{n}\right\|_{\mathrm{L}^{1}} \leq\|f\|_{\mathrm{L}^{1}}$ and as in the proof of Lemma 3.3, $\left\|v_{(n)}\right\|_{\mathrm{L}^{\infty}} \leq\left|v_{(n)}\right|_{\mathrm{H}^{1}} \leq|v|_{\mathrm{H}^{1}}$. Thus, we have

$$
\begin{align*}
-\int_{0}^{1} f_{n} v_{n} \mathrm{~d} x & =-\int_{0}^{1} f y \mathrm{~d} x+\int_{0}^{1}\left[f\left(y-v_{n}\right)+\left(f-f_{n}\right) v_{n}\right] \mathrm{d} x \\
& \leq-\int_{0}^{1} f y \mathrm{~d} x+\|f\|_{\mathrm{L}^{1}}\left\|y-v_{n}\right\|_{\mathrm{L}^{\infty}}+\left\|f-f_{n}\right\|_{\mathrm{L}^{1}}\left\|v_{n}\right\|_{\mathrm{L}^{\infty}} \\
& \leq-\int_{0}^{1} f y \mathrm{~d} x+\|f\|_{\mathrm{L}^{1}}\left|y-v_{n}\right|_{\mathrm{H}^{1}}+\left\|f-f_{n}\right\|_{\mathrm{L}^{1}}|v|_{\mathrm{H}^{1}}  \tag{3.5}\\
& \leq-\int_{0}^{1} f y \mathrm{~d} x+2\|f\|_{\mathrm{L}^{1}}^{2}+2|y|_{\mathrm{H}^{1}}^{2} . \tag{3.6}
\end{align*}
$$

Using Lemma 3.3 and the fact that $v_{n}(1)=y(1)$ for all $n \in \mathbb{N}$, we obtain from (3.5) and (3.6),

$$
\begin{align*}
& -\int_{0}^{1} f_{n} v_{n} \mathrm{~d} x-g v_{n}(1) \rightarrow-\int_{0}^{1} f y \mathrm{~d} x-g y(1) \text { as } n \rightarrow \infty, \text { and }  \tag{3.7}\\
& -\int_{0}^{1} f_{n} v_{n} \mathrm{~d} x-g v_{n}(1) \leq-\int_{0}^{1} f y \mathrm{~d} x-g y(1)+2\|f\|_{\mathrm{L}^{2}(0,1)}^{2}+2|y|_{\mathrm{H}^{1}}^{2} .
\end{align*}
$$

To deal with the higher-order terms, let $J(z)=J_{0}(z)+J_{1}(z)$, where $J_{0}(z)=$ $J(z) \chi_{(-\infty, 1](z)}$. In the interval $\left(x_{i-1}^{n}, x_{i}^{n}\right)$, we have $v_{n}^{\prime}=n \int_{x_{i-1}^{n}}^{x_{i}^{n}} y^{\prime} \mathrm{d} x$ and, using

Jensen's inequality $J_{0}\left(v_{n}^{\prime}\right) \leq n \int_{x_{i-1}^{n}}^{x_{i}^{n}} J_{0}\left(y^{\prime}\right) \mathrm{d} x$ (note that $1 / n$ is the length of the interval). If we define

$$
a_{n}(x)=n \int_{x_{i-1}^{n}}^{x_{i}^{n}} J_{0}\left(y^{\prime}\right) \mathrm{d} x+\sup _{z \geq 1} J(z) \quad \text { for } x \in\left(x_{i-1}^{n}, x_{i}^{n}\right),
$$

then $J\left(v_{n}^{\prime}\right) \leq a_{n}(x)$ a.e. in $(0,1)$ and

$$
\int_{0}^{1} a_{n}(x) \mathrm{d} x=\int_{0}^{1} J_{0}\left(y^{\prime}\right) \mathrm{d} x+\sup _{z \geq 1} J(z)=: A
$$

In particular, we also have

$$
\int_{0}^{1} J\left(v_{n}^{\prime}\right) \mathrm{d} x \leq \int_{0}^{1} J\left(y^{\prime}\right) \mathrm{d} x+\sup _{z \geq 1} J(z)
$$

which, together with (3.7) gives

$$
\begin{equation*}
E_{n}\left(v_{n}\right) \leq\left[2\|f\|_{\mathrm{L}^{1}}^{2}+\sup _{z \geq 1} J(z)\right]+E(y)+2|y|_{\mathrm{H}^{1}}^{2} \tag{3.8}
\end{equation*}
$$

Since $x \mapsto J_{0}\left(y^{\prime}(x)\right) \in \mathrm{L}^{1}(0,1)$, we have, by a slightly stronger version of Lebesgue's differentiation theorem ([12], section 1.7, Corollary 2),

$$
\lim _{n \rightarrow \infty} a_{n}(x)=J_{0}(x)+\sup _{z \geq 1} J(z)
$$

for a.e. $x \in(0,1)$, and similarly, $v_{n}^{\prime} \rightarrow y^{\prime}$ a.e. in $(0,1)$.
Using Fatou's lemma, and the fact that $J$ is continuous in $(0, \infty)$, we have

$$
\begin{aligned}
2 A-\limsup _{n \rightarrow \infty} \int_{0}^{1}\left|J\left(v_{n}^{\prime}\right)-J\left(y^{\prime}\right)\right| \mathrm{d} x & =\liminf _{n \rightarrow \infty} \int_{0}^{1}\left[2 a_{n}-\left|J\left(v_{n}^{\prime}\right)-J\left(y^{\prime}\right)\right|\right] \mathrm{d} x \\
& \geq \int_{0}^{1} \liminf _{n \rightarrow \infty}\left[2 a_{n}-\left|J\left(v_{n}^{\prime}\right)-J\left(y^{\prime}\right)\right|\right] \mathrm{d} x \\
& =2 \int_{0}^{1}\left[J_{0}\left(y^{\prime}\right)+\sup _{z \geq 1} J(z)\right] \mathrm{d} x \\
& =2 A
\end{aligned}
$$

and hence, using also (3.7), we have $E\left(v_{n}\right) \rightarrow E(y)$ as $n \rightarrow \infty$.
We have now assembled all results required to prove Theorem 3.1.
Proof of Theorem 3.1. The result is a straightforward application of Theorem 2.4, using the preparations of this section.

Conditions (i) and (ii) were shown in Lemma 3.2. Condition (iii), the equicoercivity, follows from the fact that $J$ is bounded below and the forcing term is Lipschitz continuous. Condition (iv), the convergence of the initial data, is guaranteed by standard interpolation error results as well as Lemma 3.4. Condition (v) is controlled by Lemma 3.3 , since $E_{n}$ and $\left.E\right|_{\mathscr{A}_{n}}$ differ only in the forcing term.

Let $v_{n}(t)$ be the piecewise affine interpolant of $y(t)$. Using Lemma 3.4 to obtain (vi) we only need to show that $t \mapsto v_{n}(t)$ is Borel measurable. In fact, it is fairly easy to see that it is even continuous. Since in one dimension, $\mathrm{H}^{1}(0,1)$ is embedded
in $\mathrm{C}[0,1]$, the mapping $t \mapsto y(t)$ lies in $\mathrm{C}(0, \infty ; \mathrm{C}[0,1])$ and hence $t \mapsto y(t, x)$ is continuous as well. Since

$$
v_{n}(t, x)=\sum_{j=1}^{n} y\left(t, x_{j}^{n}\right) \varphi_{j}^{n}(x)
$$

where the $\varphi_{j}^{n}$ are Lipschitz functions, this shows that $v \in \mathrm{C}\left(0, \infty ; \mathrm{H}^{1}\right)$.

## 4. Convergence of equilibria.

4.1. Elastic deformation. In this section we show that the gradient flows are a selection criterion which can be used to recover correct elastic behavior even when the energies are highly nonconvex.

The convergence result of Theorem 3.1 suggests the following procedure: for sufficiently small forces, there should be a critical point $y_{n}^{*}$, in fact a strict local minimum, of the atomistic functional $E_{n}$, such that $y_{n}^{* \prime}<z_{1}$, i.e., the deformation gradient lies in the region where $J$ is convex. Hence, the gradient flow for sufficiently close starting points should converge to $y_{n}^{*}$ as $t \rightarrow \infty$ and the deformation gradient should remain within the region where $J$ is convex. Since the atomistic gradient flow converges to the continuum gradient flow, the continuum deformation gradient should remain in this region as well and therefore converge to a critical point in that set which should be the limit of the $y_{n}^{*}$. By $y^{*}$ being a critical point of $\phi$, we mean that $|\partial \phi|\left(y^{*}\right)=0$, where $|\partial \phi|(y)$ is the $|\cdot|_{\mathrm{H}^{1}}$-slope of $\phi$ at $y$ (see section 2.2).

The main difficulty is to show that the critical points $y_{n}^{*}$ are "uniform local minimizers" in the sense that we do not require perturbations to tend to zero as $n \rightarrow \infty$.

Before we start with the suggested program, let us note that it would be quite easy to show all results for the continuum problem directly. However, we wish to show here that the elastic critical point of the continuum functional (3.4) arises as the limit of the elastic critical points of the atomistic functionals (3.2). Furthermore, it is an interesting feature of the analysis that all information about the continuum functional can be obtained from the knowledge about the atomistic evolution.

THEOREM 4.1. Let $\left(E_{n}\right)_{n \in \mathbb{N}}$, $E$ be defined, respectively, by (3.2) and (3.4), and assume that $|g|+\|f\|_{L^{1}(0,1)}<J^{\prime}\left(z_{1}\right)$ (compare (1.2)).
(a) There exist critical points $y_{n}^{*}$ of $E_{n}$ in $\mathscr{A}_{n}$, such that $y_{n}^{* \prime}<z_{1}$. These equilibria are stable in the sense that any $|\cdot|_{\mathrm{H}^{1}}$-gradient flow $y_{n}$ of $E_{n}$ with $y_{n}^{\prime}(0, x)<z_{1}$ satisfies $\lim _{t \rightarrow \infty} y_{n}(t)=y_{n}^{*}$ in $\mathrm{H}^{1}(0,1)$.
(b) There exists a critical point $y^{*} \in \mathscr{A}$ of $E$ such that $\lim _{n \rightarrow \infty} y_{n}^{*}=y^{*}$ and $\lim _{t \rightarrow \infty} y(t)=y^{*}$ in $\mathrm{H}^{1}$, for every $|\cdot|_{\mathrm{H}^{1-g r a d i e n t ~ f l o w ~} y \text { of } E \text { with } y^{\prime}(0, x) \leq, ~(0)}$ $z_{1}-\epsilon$ for some $\epsilon>0$.
(c) If, in addition, $f \equiv 0$, then $y_{n}^{*}=y^{*}$ are affine.

On the one hand, Theorem 4.1 shows that the derived continuum model has the correct qualitative and quantitative behavior for small loads. On the other hand, it shows that in this situation, the atomistic model behaves essentially like a continuum. In particular, note that point (c) is the Cauchy-Born hypothesis for the model presented.

Note also that not all proofs in this section are "optimal." Particularly, the final proof of Theorem 4.1 is more technical than it needs to be. The purpose of this discussion is to show that most of the techniques used here can be applied to far more general problems and are, in particular, dimension independent.

The proof of Theorem 4.1 requires some preparation in the form of several lemmas which assemble information about the atomistic gradient flow. Let $\mathscr{B}$ be the set of all
deformations whose gradient remains in the region where $J$ is convex, i.e., we define

$$
\begin{equation*}
\mathscr{B}_{\epsilon}=\left\{v \in \mathscr{A}: v^{\prime}(x) \leq z_{1}-\epsilon \text { for a.e. } x \in(0,1)\right\}, \tag{4.1}
\end{equation*}
$$

and $\mathscr{B}=\mathscr{B}_{0}$.
Lemma 4.2. Suppose that $|g|+\|f\|_{\mathrm{L}^{1}(0,1)} \leq J^{\prime}\left(z_{1}-\epsilon\right)$ for some $\epsilon>0$; then there exists a unique critical point $y_{n}^{*}$ of $E_{n}$ in the set $\mathscr{B}_{\epsilon}$. The point $y_{n}^{*}$ satisfies

$$
\begin{equation*}
y_{n}^{* \prime}(x)=\left(J^{\prime}\right)^{-1}\left(F_{j}^{n}\right) \leq z_{1}-\epsilon \quad \text { for } x_{j-1}^{n}<x<x_{j}^{n}, \tag{4.2}
\end{equation*}
$$

where $F_{j}^{n}$ is defined by (4.3).
Proof. We compute the critical point by a change of variables. For $y_{n} \in \mathscr{A}_{n}$, let $r_{j}^{n}=\left(y_{j}^{n}-y_{j-1}^{n}\right) / \epsilon_{n}$. Then, setting

$$
\tilde{f}_{i}^{n}= \begin{cases}\frac{1}{2} f_{1}^{n} & \text { if } i=0 \\ \frac{1}{2}\left(f_{i}^{n}+f_{i+1}^{n}\right) & \text { if } 1 \leq i \leq n-1 \\ \frac{1}{2} f_{n}^{n} & \text { if } i=n\end{cases}
$$

we have, using $y_{0}^{n}=0$,

$$
\begin{aligned}
E_{n}\left(y_{n}\right) & =\sum_{j=1}^{n} \epsilon_{n} J\left(r_{j}^{n}\right)-\sum_{j=0}^{n} \epsilon_{n} \tilde{f}_{j}^{n} y_{j}^{n}-g y_{n}^{n} \\
& =\sum_{j=1}^{n} \epsilon_{n} J\left(r_{j}^{n}\right)-\sum_{j=1}^{n} \epsilon_{n} \tilde{f}_{j}^{n} \sum_{i=1}^{j} \epsilon_{n} r_{i}^{n}-g \sum_{i=1}^{n} \epsilon_{n} r_{i}^{n} \\
& =\sum_{j=1}^{n} \epsilon_{n} J\left(r_{j}^{n}\right)-\sum_{i=1}^{n} \epsilon_{n} r_{i}^{n}\left[g+\sum_{j=i}^{n} \epsilon_{n} \tilde{f}_{j}^{n}\right] \\
& =\sum_{j=1}^{n} \epsilon_{n}\left[J\left(r_{j}^{n}\right)-F_{j}^{n} r_{j}^{n}\right]
\end{aligned}
$$

where

$$
\begin{equation*}
F_{i}^{n}=g+\sum_{j=i}^{n} \epsilon_{n} \tilde{f}_{j}^{n}=g+\frac{\epsilon_{n}}{2}\left(f_{i}^{n}+f_{n}^{n}\right)+\sum_{j=i+1}^{n-1} \epsilon_{n} f_{j}^{n} \tag{4.3}
\end{equation*}
$$

To compute $r_{j}^{n}$, we differentiate $E_{n}$ with respect to $r_{j}^{n}$, which gives the equation

$$
\frac{\partial E_{n}\left(y_{n}\right)}{\partial r_{j}^{n}}=\epsilon_{n}\left[J^{\prime}\left(r_{j}^{n}\right)-F_{j}^{n}\right]=0 \quad \text { for } j=1, \ldots, n
$$

or, equivalently, $J^{\prime}\left(r_{j}^{n}\right)=F_{j}^{n}$. We estimate $F_{j}^{n}$, using the assumption that $\|f\|_{\mathrm{L}^{1}}+$ $|g| \leq J^{\prime}\left(z_{1}-\epsilon\right)$, by

$$
\begin{align*}
\left|F_{j}^{n}\right| & =\left|g+\frac{1}{2} \int_{x_{j-1}^{n}}^{x_{j}^{n}} f(x) \mathrm{d} x+\int_{x_{j}^{n}}^{x_{n-1}^{n}} f(x) \mathrm{d} x+\frac{1}{2} \int_{x_{n-1}^{n}}^{1} f(x) \mathrm{d} x\right| \\
& \leq|g|+\int_{x_{j-1}^{n}}^{1}|f(x)| \mathrm{d} x \\
& \leq|g|+\|f\|_{\mathrm{L}^{1}(0,1)} \\
& \leq J^{\prime}\left(z_{1}-\epsilon\right) \tag{4.4}
\end{align*}
$$

In the region $\left\{z<z_{1}\right\}, J^{\prime}(z)$ is strictly increasing and hence invertible. Therefore,

$$
r_{j}^{n}=\left(J^{\prime}\right)^{-1}\left(F_{j}^{n}\right) \leq z_{1}-\epsilon
$$

describes the unique critical point of $E_{n}$ in $\mathscr{B}_{\epsilon}$.
Lemma 4.3. Under the conditions of Lemma 4.2, if $y_{n}:[0, \infty) \rightarrow \mathscr{A}_{n}$ is an $|\cdot|_{\mathrm{H}^{1}}$-gradient flow of $E_{n}$ with $y_{n}(0) \in \mathscr{B}_{\epsilon}$, then $y_{n}(t) \in \mathscr{B}_{\epsilon}$ for all $t>0$.

Proof. Consider the time-discrete approximation $\left(U_{n}\left(t_{j}\right)\right)_{j=0,1, \ldots}$, as described in Lemma 2.5, for some fixed, sufficiently small time-step $\tau$. Let $R_{n}^{i}\left(t_{j}\right)$ be as in the proof of Lemma 4.2. Then, $R_{n}\left(t_{j}\right)$ minimizes

$$
\begin{equation*}
\frac{1}{2 \tau}\left\|R_{n}\left(t_{j}\right)-R_{n}\left(t_{j-1}\right)\right\|_{L^{2}}^{2}+E_{n}\left(R_{n}\left(t_{j}\right)\right) \tag{4.5}
\end{equation*}
$$

As in the proof of Lemma 4.2, we compute the Euler-Lagrange equation in terms of $R_{n}^{i}\left(t_{j}\right)$. At the minimum, the equation

$$
\frac{1}{\tau}\left(R_{n}^{i}\left(t_{j}\right)-R_{n}^{i}\left(t_{j-1}\right)\right)=F_{j}^{n}-J^{\prime}\left(R_{n}^{i}\left(t_{j}\right)\right)
$$

has to be satisfied. For sufficiently small $\tau$, there is a unique solution. Now assume inductively that $R_{n}^{i}\left(t_{j-1}\right) \leq z_{1}-\epsilon$. To show that $R_{n}^{i}\left(t_{j}\right) \leq z_{1}-\epsilon$, assume this is not true. Then $F_{j}^{n}-J^{\prime}\left(R_{n}^{i}\left(t_{j}\right)\right)<0$, which gives a contradiction. Hence, we have that for all $i=1, \ldots, n$ and $j \in \mathbb{N}, R_{n}^{i}\left(t_{j}\right) \leq z_{1}-\epsilon$. As $\tau \rightarrow 0$, the discrete solution converges to the gradient flow $y_{n}$ and hence $y_{n}^{\prime} \leq z_{1}-\epsilon$ a.e. in $(0,1)$.

Corollary 4.4. Under the conditions of Lemma 4.2, every $|\cdot|_{\mathrm{H}^{1-g r a d i e n t ~ f l o w ~}}$ $y_{n}$ with $y_{n}(0) \in \mathscr{B}_{\epsilon}$ satisfies the evolutionary variational inequality

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left|y_{n}-v\right|_{\mathrm{H}^{1}}^{2}+\frac{\alpha}{2}\left|y_{n}-v\right|_{\mathrm{H}^{1}}^{2}+E_{n}\left(y_{n}\right) \leq E_{n}(v) \quad \forall v \in \mathscr{B}_{\epsilon} \tag{4.6}
\end{equation*}
$$

where $\alpha=\min _{z \leq z_{1}-\epsilon} J^{\prime \prime}(z)>0$. In particular, we have

$$
\left|y_{n}(t)-y_{n}^{*}\right|_{\mathrm{H}^{1}} \leq e^{-\alpha t}\left|y_{n}(0)-y_{n}^{*}\right|_{\mathrm{H}^{1}}
$$

Proof. We set $\tilde{E}_{n}=\left.E_{n}\right|_{\mathscr{B}_{\epsilon}}$ and show that $y_{n}$ is also a gradient flow for $\tilde{E}_{n}$ by considering the minimization problem (4.5) again. (Note that this procedure is equivalent to replacing $E_{n}$ outside of $\mathscr{B}_{\epsilon}$ by a uniformly convex functional.) Since the minimizer remains in $\mathscr{B}_{\epsilon}$, it is also the minimizer of

$$
\frac{1}{2 \tau}\left\|R_{n}\left(t_{j}\right)-R_{n}\left(t_{j-1}\right)\right\|_{\mathrm{L}^{2}}^{2}+\tilde{E}_{n}\left(R_{n}\left(t_{j}\right)\right)
$$

and hence the limit of the time-discretizations must also be the gradient flow of $\tilde{E}_{n}$. By arguing as in the proof of Lemma 3.2, we find that $\tilde{E}_{n}$ is $\alpha$-convex (i.e., $\lambda$-convex with $\lambda=\alpha$ ), and hence $y_{n}$ satisfies (4.6) if we replace $E_{n}$ with $\tilde{E}_{n}$. For $v \in \mathscr{B}_{\epsilon}$, however, the functionals are the same.

On testing (4.6) with $v=y_{n}^{*}$, and multiplying the resulting inequality by $e^{2 \alpha t}$, we obtain

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(e^{\alpha t}\left|y_{n}(t)-y_{n}^{*}\right|_{\mathrm{H}^{1}}\right)^{2} \leq e^{\alpha t}\left(E_{n}\left(y_{n}^{*}\right)-E_{n}\left(y_{n}(t)\right)\right) \leq 0
$$

Integrating from 0 to $T$ gives the result.

Proof of Theorem 4.1. Lemmas 4.2 and 4.3 and Corollary 4.4 immediately imply item (a) and we only need to establish the facts about the continuum limit. Note that almost all of the following analysis is independent of the specific structure of the problem. The only crucial condition which we require is that $y_{n}(t) \rightarrow y(t)$ as $n \rightarrow \infty$, for every $t \geq 0$, and $y_{n}(t) \rightarrow y_{n}^{*}$ as $t \rightarrow \infty$, uniformly in $n$.

For item (b), we first need to show that, given an initial condition $y(0)$ for the "continuum" $|\cdot|_{\mathrm{H}^{1}}$-gradient flow satisfying the assumptions of the theorem, there exist "atomistic" initial conditions $y_{n}(0)$ which satisfy the assumptions of Lemma 4.3. Let $y^{\prime}(0, x) \leq z_{1}-\epsilon$ for a.e. $x \in(0,1)$. Letting $y_{n}(0, x)$ be the piecewise affine interpolant of $y(0, x)$, we have

$$
y_{n}^{\prime}(0, x)=\frac{1}{\epsilon_{n}} \int_{x_{i-1}^{n}}^{x_{i}^{n}} y^{\prime}(0, x) \mathrm{d} x \leq z_{1}-\epsilon, \quad x \in\left(x_{i-1}^{n}, x_{i}^{n}\right)
$$

Therefore, the atomistic $|\cdot|_{\mathrm{H}^{1-}}$ gradient flows with starting point $y_{n}^{\prime}(0, \cdot)$ converge uniformly in $n$ (compare to Corollary 4.4) to the equilibria $y_{n}^{*}$, computed in item (a) or Lemma 4.2. We use this fact to estimate

$$
\begin{aligned}
\left|y_{n}^{*}-y_{n^{\prime}}^{*}\right|_{\mathscr{H}} & \leq\left|y_{n}^{*}-y_{n}(t)\right|_{\mathscr{H}}+\left|y_{n}(t)-y_{n^{\prime}}(t)\right|_{\mathscr{H}}+\left|y_{n}(t)-y_{n^{\prime}}^{*}\right|_{\mathscr{H}} \\
& \leq 2 \text { const. } e^{-\alpha t}+\left|y_{n}(t)-y_{n^{\prime}}(t)\right|_{\mathscr{H}}
\end{aligned}
$$

thus showing that $\left(y_{n}^{*}\right)_{n \in \mathbb{N}}$ is a Cauchy-sequence. We denote its limit in $\mathscr{A}$ by $y^{*}$. To see that $y(t) \rightarrow y^{*}$ as $t \rightarrow \infty$, consider

$$
\left|y(t)-y^{*}\right|_{\mathscr{H}} \leq \inf _{n \in \mathbb{N}}\left(\left|y(t)-y_{n}(t)\right|_{\mathscr{H}}+\left|y_{n}(t)-y_{n}^{*}\right|_{\mathscr{H}}+\left|y_{n}^{*}-y^{*}\right|\right) \leq \text { const. } e^{-\alpha t}
$$

We have shown that the "discrete" equilibria $y_{n}^{*}$ converge to a "continuum" deformation $y^{*}$ and that $y(t) \rightarrow y^{*}$.

The fact that $y^{*}$ is a critical point of $E$ is easily verified by hand, but in fact this follows from the general theory as well, using the concepts introduced in section 2.2. It is straightforward to show that the functionals $E_{n} \Gamma\left(\mathrm{H}^{1}\right)$-converge to $E$ in the strong $\mathrm{H}^{1}$ topology. We merely note the limsup condition (2.10) is given by Lemma 3.4 while for the lim inf condition (2.9) $E$ and $E_{n}$ can be decomposed into a convex, lower semicontinous part and a continuous, uniformly convergent part (compare to the proof of $\lambda$-convexity in Lemma 3.2).

Since the functionals $E$ and $\left(E_{n}\right)_{n \in \mathbb{N}}$ are also uniformly $\lambda$-convex, Lemma 2.6, shows that

$$
|\partial E|\left(y^{*}\right) \leq \liminf _{n \rightarrow \infty}\left|\partial E_{n}\right|\left(y_{n}^{*}\right)=0
$$

where $\left|\partial E_{(n)}\right|$ denotes the $|\cdot|_{\mathrm{H}^{1-}}$ local slope of the functionals $E_{(n)}$.
We conclude the discussion of elastic behavior with a remark on the structure of the elastic critical points. It may not be surprising that the continuum "elastic" critical point computed in section 4.1 are actually not local minimizers with respect to the $\mathrm{H}^{1}$-topology. Indeed, let us assume that $f \equiv 0$ and $0<g<J^{\prime}\left(z_{1}\right)$ and define the curve $s \mapsto v(s)$ by

$$
v^{\prime}(s)=y^{* \prime}+\frac{1}{s} \chi_{\left(1 / 2,1 / 2+s^{k}\right)}
$$

It is straightforward to establish that for $k \geq 2 p, v \in \mathrm{C}^{0,1 / p}\left(0, s_{0} ; \mathrm{W}^{1, p}\right)$ and $E(v(s))<$ $E\left(y^{*}\right)$, where $s_{0}>0$ and $\mathrm{C}^{0,1 / p}$ denotes the usual space of Hölder continuous functions. Thus, the critical point $y^{*}$ is not an $\mathrm{H}^{1}$-local minimum of the energy $E(y)$. This is also reflected by the fact that we only allow $\mathrm{W}^{1, \infty}$ perturbations in Theorem 4.1.

Why, we should ask ourselves, is this not in contradiction with Theorem 4.1? If there exists a curve along which the energy decreases, should the gradient flow not find this curve? The explanation is that the curve $v(s)$, which we have constructed, is not absolutely continuous in $\mathrm{H}^{1}(0,1)$ and hence is not a candidate for the gradient flow evolution. An interesting question is whether there actually can exist an absolutely continuous curve starting in $y^{*}$ along which the energy decreases strictly. Unfortunately, we are unable to answer this question at this point. A negative answer would lead to an interesting selection criterion for equilibria. It would in particular imply that the choice of evolution is not so crucial after all, as such equilibria would be stable under any "sufficiently smooth" evolution.
4.2. Instability and fracture. If the forces $f$ and $g$ are sufficiently strong, then they will cause the material to break, i.e., the atoms debond. Mathematically, this means that the deformation gradient of the atomistic or continuum deformation enters the region where $J$ is concave. In dimensions higher than one, though, the model is unable to describe fracture. There, effects other than debonding of atoms, most notably dislocations, become highly important and cannot be neglected. The discussion in this section can therefore not be generalized directly to higher dimensions.

If we do not restrict the motion of the material, i.e., if we let $M=\infty$ (compare to section 3 ), then the gradient flows $y_{n}(t)$ and $y(t)$ will not converge to a stationary point as $t \rightarrow \infty$, but diverge. Hence, we restrict the possible deformations by setting $M$ to be a real number, $z_{1}<M<\infty$. We assume throughout this section that $f \equiv 0$ and $g>J^{\prime}\left(z_{1}\right)$.

Proposition 4.5. There exists $t_{1}>0$ and $\alpha \in \mathrm{W}^{1, \infty}(0, \infty)$ satisfying $\dot{\alpha}(t)>0$ if $t<t_{1}$ and $\alpha(t)=M$ if $t \geq t_{1}$, such that the solution of the $|\cdot|_{\mathrm{H}^{1}}$-gradient flow in $\mathscr{A}$ with $y(0, x)=x$ is

$$
y(t, x)=\alpha(t) x
$$

Proof. We change coordinates to $r(t, x)=y^{\prime}(t, x)$ to obtain, formally for the moment, the equation

$$
r_{t}(t, x)=g-J^{\prime}(r(t, x))
$$

which is the same ordinary differential equation for every point $x \in(0,1)$. Furthermore, $g-J^{\prime}(r(t, x))>0$ for all $x$ and $t$, hence $\alpha(t)$ is strictly increasing. Since the solution we have obtained is Lipschitz continuous in time, it is the required gradient flow.

When we reach a time $t_{1}$ for which $y\left(t_{1}, 1\right)=M$, the deformation $y$ will be fixed at $y(1, t)=M$ for $t \geq t_{1}$. To see this, we consider again the time-discretization with initial value $r_{0}=M$. The next timestep is the minimizer of

$$
\int_{0}^{1}\left[\frac{1}{2 \tau}|r-M|^{2}+J(r)-g r\right] \mathrm{d} x
$$

subject to $(r):=\int_{0}^{1} r \mathrm{~d} x \leq M$. If $(r)<M$, then $r$ must satisfy

$$
\begin{equation*}
\frac{1}{\tau}(r-M)+J^{\prime}(r)=g . \tag{4.7}
\end{equation*}
$$



Fig. 4.1. Snapshots of the deformation gradients of an $|\cdot|_{H^{1}}$-gradient flow evolution, showing the instability of the final state, computed with 51 "atoms." The new final state ( $t=\infty$ ) after instability sets in is not computed but guessed. This figure shows an unstable computation and should not be mistaken for the exact solution of the model! Note also the different scales in the respective plots.

Since $(r)<m$, there must exist a set of positive measure where $r \leq M-\epsilon$ for some $\epsilon>0$. However, since $J^{\prime}$ is bounded above, (4.7) cannot be satisfied in this set, if $\tau$ is sufficiently small.

By a uniqueness argument, we find that $y(t, x)$ satisfies the partial differential equation

$$
-y_{t}^{\prime \prime}=J^{\prime}\left(y^{\prime}\right)^{\prime}=J^{\prime \prime}\left(y^{\prime}\right) y^{\prime \prime}, \quad y(t, 0)=0, \quad y(t, 1)=M, \quad y\left(t_{1}, x\right)=M x,
$$

which can be easily seen to be solved by $y(x, t)=M x$. Therefore, the evolution remains in the affine state.

Proposition 4.5 suggests that in our model fracture will never occur. However, the analytical solution obtained is highly unstable under perturbation as Figure 4.1, where a numerical computation is shown, demonstrates. In all computations, we chose $J(z)$ to be strictly increasing for $z>z_{1}$, i.e., there exists no threshold for the deformation gradient beyond which there are no internal forces.

In a second experiment we dominate the numerical round-off errors, and thus the instabilities in the $|\cdot|_{\mathrm{H}^{1}}$-gradient flow computation, by a controlled perturbation which could be interpreted, for example, as an impurity in the material. At time $t=7.6$, we perturb the position of one node (or atom) by an amount of $10^{-8}$. The effect of this is that the "fracture" occurs exactly at this position; see Figure 4.2 for the computational results. The instability of the evolution very much conforms with experimental observation that rupture in many types of materials is a highly unstable


Fig. 4.2. Snapshots of the deformation gradients of an $|\cdot|_{\mathrm{H}^{1}}$-gradient flow evolution, computed with 51 "atoms," with a controlled perturbation at time $t=7.6$ by an amount of $10^{-8}$. The final state $(t=\infty)$ is not computed but guessed. Note also the different scales in the respective plots.
process. No fracture experiment can be reproduced exactly. Thus, the instability of the evolution could be thought of as representing the uncertainty of where damage occurs.
5. Remarks on extensions to two and three dimensions. The simple problem we have investigated here has a fair amount of one-dimensional structure. Although most of the techniques developed here can be readily generalized, the extension to two and three dimensions, which is of great importance to the modeling of material behavior, is not entirely trivial.

The first difficulty to notice is that the passage to higher dimensions in a simple nearest-neighbor system based on the Lennard-Jones potential suffers from a loss of $\lambda$-convexity, since the atomistic deformations do not necessarily have to remain orientation preserving. By cutting off the Lennard-Jones potential at the origin, a process which is intuitively reasonable but difficult to justify rigorously, the convergence of the gradient flow can be recovered completely. A more interesting, and mathematically much more challenging, alternative would be to consider a gradient flow with respect to a different metric, which may allow the blow-up behavior of the Lennard-Jones potential, but such a metric seems to be presently unavailable.

To analyze elastic equilibria, it is necessary to obtain $L^{\infty}$ bounds on the deformation gradient. This step poses the biggest challenge in higher dimensions as these bounds cannot be computed explicitly anymore. One possible avenue to obtain them would be to use the implicit function theorem, for which uniform bounds can be constructed with a slightly refined analysis. It would be necessary, however, that the solution of the linearized system lies in $\mathrm{W}^{1, \infty}(\Omega)$, which can only be obtained in
some very restrictive cases, e.g., with smooth domains and Dirichlet boundary conditions. At re-entrant corners or interfaces between Dirichlet and Neumann boundaries (for example, a crack tip), the nearest neighbor model is too simple to describe the material behavior accurately.

While the convergence theory for gradient flows can still be analyzed if finite-range interactions are added to the energy functional, the analysis of the equilibria seems to be far more difficult if we consider damaged states, but remains essentially unchanged for elastic deformation. The case of infinity-range interactions is completely unclear. For examples of atomistic models with finite-range interactions and their relation to continuum theories, see [25, 9].

Finally, it should be noted that different evolutions can be analyzed as well. For example, it is straightforward to extend the convergence result from the gradient flow evolution to linear viscoelasticity following, for example, the theory developed in [7]. It is more difficult in this setting, however, to analyze the resulting stationary points in similar detail.
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#### Abstract

This paper presents a uniqueness theorem for a system of nonlinear elliptic PDEs. This system is related to a quantum chemistry model, namely the Thomas-Fermi-von-Weizsäcker model. The present result is concerned with the solution of a system modeling a semicrystal, i.e., a periodic structure filling a half-space. This kind of uniqueness theorem has been studied in a previous work [I. Catto, C. Le Bris, and P.-L. Lions, Mathematical Theory of Thermodynamic Limits: Thomas-Fermi Type Models, Clarendon Press, Oxford University Press, New York, 1998] for the case of a whole crystal. We give here a simpler version of their proof, and then an adaptation to the case of a semicrystal. The methods we use are the maximum principle, supersolution methods, and elliptic estimates.
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1. Introduction. In this article we study the following system:

$$
\left\{\begin{array}{l}
-\Delta u+u^{7 / 3}-\phi u=0  \tag{1.1}\\
-\Delta \phi=m-u^{2} \\
u \geq 0
\end{array}\right.
$$

where $m$ is a nonnegative measure satisfying the following hypotheses:
$(\mathrm{H} 0) \operatorname{Supp}(m) \subset\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, \quad x_{3} \leq 0\right\}:=H$;
(H1) $\sup m\left(B_{1}(x)\right)<+\infty$; $x \in H$
(H2) $\exists R>0$ such that $\inf _{x \in H} m\left(B_{R}(x)\right)>0$.
System (1.1) is sometimes called the Thomas-Fermi-von Weizsäcker (TFW) system, in link with the corresponding model. In such a setting, $m$ is the measure defining the nuclei, for example,

$$
m=\sum_{i=1}^{N} \delta_{X_{i}}
$$

is the measure of $N$ point nuclei of positions $\left\{X_{i}\right\}_{1 \leq i \leq N}$. These nuclei are surrounded by $N$ electrons of density $\rho \geq 0$, and the corresponding energy reads

$$
\begin{aligned}
\mathcal{E}^{\mathrm{TFW}}\left(\rho,\left\{X_{i}\right\}\right)= & \int_{\mathbb{R}^{3}}|\nabla \sqrt{\rho}|^{2}+\frac{3}{5} \rho^{\frac{5}{3}}-\sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \frac{\rho(x)}{4 \pi\left|x-X_{i}\right|} d x \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\rho(x) \rho(y)}{4 \pi|x-y|} d x d y+\frac{1}{2} \sum_{i \neq j} \frac{1}{4 \pi\left|X_{i}-X_{j}\right|} .
\end{aligned}
$$

[^77]The electrons are assumed to be in their ground state, that is, $\rho$ is the solution of the following minimization problem:

$$
\mathcal{E}^{\mathrm{TFW}}\left(\left\{X_{i}\right\}\right)=\inf \left\{\mathcal{E}^{\mathrm{TFW}}\left(\rho,\left\{X_{i}\right\}\right), \rho \geq 0, \sqrt{\rho} \in H^{1}\left(\mathbb{R}^{3}\right), \int_{\mathbb{R}^{3}} \rho=N\right\}
$$

Setting $u=\sqrt{\rho}$, the corresponding Euler-Lagrange equation reads (see [2]):

$$
-\Delta u+u^{7 / 3}+\left[\left(u^{2}-\sum_{i=1}^{N} \delta_{X_{i}}\right) * \frac{1}{4 \pi|x|}\right] u=\theta u
$$

where $\theta \in \mathbb{R}$ is the Lagrange multiplier associated to the mass constraint. Therefore, setting $m=\sum_{i=1}^{N} \delta_{X_{i}}$ and $\phi=\left(m-u^{2}\right) * \frac{1}{4 \pi|x|}+\theta$, one finds (1.1). The above derivation may be made rigorous (see [2]) if $N$ is finite (basically because the energy $\mathcal{E}^{\mathrm{TFW}}\left(\rho,\left\{X_{i}\right\}\right)$ is convex with respect to $\left.\rho\right)$, but it is not clear when $N$ is infinite, or equivalently when $m$ satisfies hypotheses of the type (H0), (H1), and (H2). This problem is usually referred to as the "thermodynamic limit problem." As is explained in section 4 , the main difficulty in such a problem is to prove uniqueness for the limit system (1.1) with hypotheses (H0), (H1), and (H2).

Of course, one may also expect some difficulties for the existence of solutions to (1.1) due to the absence of boundary conditions. The natural strategy to deal with this problem is precisely to use a thermodynamic limit as described in section 4. Another possibility is to define the solution $\left(u_{R}, \phi_{R}\right)$ of the system (1.1) set on the ball $B_{R}$ with Dirichlet boundary conditions, prove that this solution is bounded in suitable spaces, and pass to the limit. Both strategies are equivalent. The first one is described in detail in [7].

In the following, we use the notation (here, $\Omega$ is a domain of $\mathbb{R}^{3}$ )

$$
L_{\mathrm{unif}}^{p}(\Omega)=\left\{f \in L_{\mathrm{loc}}^{1}(\Omega), \quad \sup _{x \in \Omega}\|f\|_{L^{p}\left(B_{1}(x) \cap \Omega\right)}<\infty\right\}
$$

In [7] it is proved that (1.1) has a unique solution $(u, \phi) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ assuming (H1) and (H2), where $H$ is replaced by $\mathbb{R}^{3}$ (see Theorem 2.1).

After giving (in section 2) a proof of Theorem 2.1 simpler than that in the original [7], we prove the following result in section 3 .

THEOREM 1.1. Let $m$ be a nonnegative measure satisfying (H0), (H1), and (H2). Then the system (1.1) has a unique solution $(u, \phi)$ in $L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$.

As already pointed out above, we give in section 4 an application to the TFW theory.

Remark 1.2. The power $\frac{7}{3}$ in (1.1) may be replaced by any $p>1$. Indeed, the important point is that the corresponding TFW energy is strictly convex in $\rho$. The term $u^{p}$ in (1.1) corresponds to the term $\int \rho^{\frac{p+1}{2}}$ in the energy, which is strictly convex as far as $p>1$. Note, however, that technically, the case $1<p \leq 3$ may be treated with exactly the same methods, whereas in the case $p>3$, Lemmas 3.2 and 3.3 need to be adapted.
2. The case when $\boldsymbol{m}$ is bounded from below. As announced above, this section is devoted to a proof of Theorem 2.1, which, regarding the uniqueness, is simpler than that given in [7].

THEOREM 2.1 (uniqueness for a TFW crystal, [7]). Let $m$ be a measure on $\mathbb{R}^{3}$, which satisfies the following assumptions:
(H1') $\sup _{x \in \mathbb{R}^{3}} m\left(B_{1}(x)\right)<+\infty$;
(H2') $\stackrel{x \in \mathbb{R}^{3}}{\exists}>0$ such that $\inf _{x \in \mathbb{R}^{3}} m\left(B_{R}(x)\right)>0$.
Then, problem (1.1) has a unique solution $(u, \phi) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$.
Proof. We leave aside the question of existence, which is dealt with in [7]. In addition, we only recall, again from [7], that any solution $(u, \phi) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ of (1.1) satisfies the following:

$$
\begin{align*}
& u \in C^{0}\left(\mathbb{R}^{3}\right) \quad \text { and } \quad \nabla u \in L_{\text {unif }}^{2}\left(\mathbb{R}^{3}\right)  \tag{2.1}\\
& \forall p<3, \quad \phi \in L_{\text {unif }}^{p}\left(\mathbb{R}^{3}\right)  \tag{2.2}\\
& \exists \alpha>0 \quad \text { such that } \quad \forall x \in \mathbb{R}^{3}, \quad u(x) \geq \alpha \tag{2.3}
\end{align*}
$$

For the sake of simplicity, we assume that $m$ is smooth (say, continuous), so that standard elliptic regularity results [8] imply that $u$ and $\phi$ are locally smooth, and in particular that $u, \phi \in W^{1, \infty}\left(\mathbb{R}^{3}\right)$. The following proof is easily adapted to the case of $m$ being a measure. Details of this generalization can be found in [7]. See also Remark 2.2.

Consider now two solutions, $(u, \phi)$ and $(v, \psi)$ of (1.1). Setting $w=u-v$ and $\eta=\phi-\psi$, we have

$$
\left\{\begin{array}{l}
-\Delta w+u^{7 / 3}-v^{7 / 3}-\frac{1}{2}(\phi+\psi) w-\frac{1}{2}(u+v) \eta=0  \tag{2.4}\\
-\Delta \eta=-(u+v) w
\end{array}\right.
$$

Then multiplying the above equations by $w \xi^{2}$ and $\eta \xi^{2}$, respectively, where $\xi \in \mathcal{D}\left(\mathbb{R}^{3}\right)$, and integrating over $\mathbb{R}^{3}$ we get

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}|\nabla(w \xi)|^{2}+\left(u^{7 / 3}-v^{7 / 3}\right) w \xi^{2}-\frac{1}{2}(\phi+\psi) w^{2} \xi^{2}=\int_{\mathbb{R}^{3}} \frac{1}{2}(u+v) \eta w \xi^{2}+w^{2}|\nabla \xi|^{2} \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}|\nabla(\eta \xi)|^{2}=\int_{\mathbb{R}^{3}}-(u+v) w \eta \xi^{2}+\eta^{2}|\nabla \xi|^{2} \tag{2.6}
\end{equation*}
$$

Since the operator $L_{u}=-\Delta+u^{4 / 3}-\phi$ satisfies $L_{u} u=0$, with $u \geq 0$, we necessarily have $L_{u} \geq 0$. Similarly, $L_{v}=-\Delta+v^{4 / 3}-\psi \geq 0$, so that $\frac{1}{2}\left(L_{u}+L_{v}\right) \geq 0$ :

$$
\left\langle\frac{1}{2}\left(L_{u}+L_{v}\right)(w \xi), w \xi\right\rangle \geq 0
$$

In addition, we have

$$
\begin{equation*}
\left(u^{7 / 3}-v^{7 / 3}\right) w \geq\left(u^{4 / 3}+v^{4 / 3}\right) w^{2} \tag{2.7}
\end{equation*}
$$

Using (2.3), this implies $\left(u^{7 / 3}-v^{7 / 3}\right) w \geq \frac{1}{2}\left(u^{7 / 3}-v^{7 / 3}\right) w+\nu w^{2}$, for some constant $\nu>0$. Inserting this into (2.5), we have

$$
\nu \int_{\mathbb{R}^{3}} w^{2} \xi^{2} \leq \int_{\mathbb{R}^{3}} \frac{1}{2}(u+v) \eta w \xi^{2}+w^{2}|\nabla \xi|^{2} .
$$

Hence, by using (2.6) we obtain

$$
\begin{equation*}
\nu \int_{\mathbb{R}^{3}} w^{2} \xi^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}}|\nabla \eta|^{2} \xi^{2} \leq \int_{\mathbb{R}^{3}}\left(w^{2}+\eta^{2}\right)|\nabla \xi|^{2} \tag{2.8}
\end{equation*}
$$

We then take for $\xi$ a sequence of functions in $\mathcal{D}\left(\mathbb{R}^{3}\right)$ converging to the function

$$
\begin{equation*}
\xi(x)=\frac{1}{\left(1+|x|^{2}\right)^{\frac{k}{2}}}, \quad \text { with } \quad \frac{1}{2}<k<1 \tag{2.9}
\end{equation*}
$$

Note that $\nabla \xi \in L^{2}\left(\mathbb{R}^{3}\right), \Delta \xi \in L^{2}\left(\mathbb{R}^{3}\right)$, but $\xi \notin L^{2}\left(\mathbb{R}^{3}\right)$. Inequality (2.8) implies that

$$
\int_{\mathbb{R}^{3}} w^{2} \xi^{2}<+\infty \quad \text { and } \quad \int_{\mathbb{R}^{3}}|\nabla \eta|^{2} \xi^{2}<+\infty
$$

So far, our proof reproduces that of [7]. As in [7], we want now to prove that

$$
\begin{equation*}
\int \eta^{2} \xi^{2}<+\infty \tag{2.10}
\end{equation*}
$$

but we will now argue somewhat differently. For this purpose, we multiply the first equation of $(2.4)$ by $\eta \xi^{2}$, and integrate over $\mathbb{R}^{3}$

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{3}}(u+v) \eta^{2} \xi^{2}=\int_{\mathbb{R}^{3}}(-\Delta w) \eta \xi^{2}+\left(u^{7 / 3}-v^{7 / 3}\right) \eta \xi^{2}-\frac{1}{2} \int_{\mathbb{R}^{3}}(\phi+\psi) w \eta \xi^{2} \tag{2.11}
\end{equation*}
$$

Noticing that $u, v, \phi$, and $\psi$ are bounded, we have, for some constant $C$ independent of $\xi$ :

$$
\int_{\mathbb{R}^{3}}\left|u^{7 / 3}-v^{7 / 3}\right||\eta| \xi^{2} \leq C \int_{\mathbb{R}^{3}}|w||\eta| \xi^{2} \leq C\left(\int_{\mathbb{R}^{3}} w^{2} \xi^{2}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{3}} \eta^{2} \xi^{2}\right)^{\frac{1}{2}}
$$

along with

$$
\int_{\mathbb{R}^{3}}|\phi+\psi||w||\eta| \xi^{2} \leq C \int_{\mathbb{R}^{3}}|w||\eta| \xi^{2} \leq C\left(\int_{\mathbb{R}^{3}} w^{2} \xi^{2}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{3}} \eta^{2} \xi^{2}\right)^{\frac{1}{2}}
$$

and

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{3}}(-\Delta w) \eta \xi^{2}\right| & =\left|\int_{\mathbb{R}^{3}} w\left(-\Delta\left(\eta \xi^{2}\right)\right)\right| \\
& \leq\left|\int_{\mathbb{R}^{3}} w(-\Delta \eta) \xi^{2}\right|+\left|\int_{\mathbb{R}^{3}} w \eta\left(-\Delta \xi^{2}\right)\right|+\left|4 \int_{\mathbb{R}^{3}} w \xi \nabla \eta \nabla \xi\right| \\
& \leq \int_{\mathbb{R}^{3}}(u+v) w^{2} \xi^{2}+C+4\left(\int_{\mathbb{R}^{3}} w^{2} \xi^{2}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{3}}|\nabla \eta|^{2}|\nabla \xi|^{2}\right)^{\frac{1}{2}} \\
& <+\infty
\end{aligned}
$$

Using these three inequalities to bound the right-hand side of (2.11), we find that, since $u$ and $v$ are bounded away from zero,

$$
\int_{\mathbb{R}^{3}} \eta^{2} \xi^{2} \leq C+C\left(\int_{\mathbb{R}^{3}} \eta^{2} \xi^{2}\right)^{\frac{1}{2}} \quad \text { hence } \int_{\mathbb{R}^{3}} \eta^{2} \xi^{2}<+\infty
$$

The end of the argument then mimics again that of [7]: Defining the function $\xi_{\varepsilon}(x)=$ $\xi(\varepsilon x)$, we have $\left|\nabla \xi_{\varepsilon}\right|^{2} \leq \varepsilon^{2-2 k} \xi^{2}$, so

$$
\frac{\nu}{\left(1+\varepsilon^{2} R^{2}\right)^{k}} \int_{B_{R}} w^{2} \leq \int_{\mathbb{R}^{3}} w^{2} \xi_{\varepsilon}^{2} \leq \int_{\mathbb{R}^{3}}\left(w^{2}+\eta^{2}\right)\left|\nabla \xi_{\varepsilon}\right|^{2} \leq \varepsilon^{2-2 k} \int_{\mathbb{R}^{3}}\left(w^{2}+\eta^{2}\right) \xi^{2}
$$

Letting $\varepsilon$ go to zero, we find that $w$ is zero on $B_{R}$. Since this is valid for any $R>0$, we have $w=0$. This in turn implies that $\eta=0$.

Remark 2.2. Let us point out here that we have made additional regularity assumptions on the measure $m$ in order to simplify the proof, but the general case may be treated in the same way. Roughly speaking, one needs in this case to use interpolation spaces, noting that $\phi, \psi \in L_{\text {unif }}^{3, \infty}\left(\mathbb{R}^{3}\right)$ (see [3] or [7]) instead of $L^{\infty}\left(\mathbb{R}^{3}\right)$. This is sufficient to carry out the estimates of the preceeding proof. For instance, (2.8) and (2.9) still imply $\int w^{2} \xi^{2}+\int|\nabla \eta|^{2} \xi^{2}<+\infty$ because

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \eta^{2}|\nabla \xi|^{2} & \leq C \sum_{j \in \mathbb{Z}^{3}} \frac{1}{\left(1+|j|^{2}\right)^{k+1}}\|\eta\|_{L_{\mathrm{unif}}^{2}\left(\mathbb{R}^{3}\right)} \\
& \leq C \sum_{j \in \mathbb{Z}^{3}} \frac{1}{\left(1+|j|^{2}\right)^{k+1}}\|\eta\|_{L_{\text {unif }}^{3, \infty}\left(\mathbb{R}^{3}\right)}<+\infty
\end{aligned}
$$

The same kind of remark holds for the proof of (2.10).
The above proof may be easily adapted to prove the following result, which asserts that the kernel of the linearized operator of system (1.1) is reduced to $\{0\}$.

Corollary 2.3. Let $m$ be a measure satisfying (H1') and (H2'), and let $(u, \phi) \in$ $L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ be the unique solution of $(1.1)$. If $(w, \eta) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ satisfies

$$
\left\{\begin{array}{l}
-\Delta w+\frac{7}{3} u^{4 / 3} w-\phi w-u \eta=0  \tag{2.12}\\
-\Delta \eta=-2 u w
\end{array}\right.
$$

then $w=0$ and $\eta=0$.
3. Uniqueness for (1.1) with (H0). We now turn to the proof of Theorem 1.1. The problem here is that $u$ is no longer bounded from below. However we will see that $u(x)=u\left(x_{1}, x_{2}, x_{3}\right)$ converges to 0 as $x_{3}$ goes to infinity, uniformly with respect to $x_{1}$ and $x_{2}$. A careful analysis of this decay then allows us to circumvent the difficulty.

Here again, we assume that $m$ is smooth, so that by elliptic regularity [8], $u$ and $\phi$ are smooth. The following proof may be adapted with exactly the technique of [7].
3.1. A priori bounds. We first prove the following lemma.

Lemma 3.1. Let $m$ be a smooth function satisfying (H0), (H1), and (H2). Consider $(u, \phi) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ and $(v, \psi) \in L^{\infty}\left(\mathbb{R}^{3}\right) \times L_{\text {unif }}^{1}\left(\mathbb{R}^{3}\right)$ two solutions of (1.1). Then, setting $w=u-v$ and $\eta=\phi-\psi$, there exists two constants, $A>0$ and $\alpha>0$, such that

$$
\begin{equation*}
\forall x \in H, \quad|w(x)|+|\eta(x)| \leq A e^{-\alpha\left|x_{3}\right|} \tag{3.1}
\end{equation*}
$$

Proof. We first prove that $w$ and $\eta$ go to zero as $x_{3} \longrightarrow-\infty$. We argue by contradiction and assume that there exists a sequence $x^{n}$ such that $x_{3}^{n} \longrightarrow-\infty$ as $n$ goes to infinity, and $\left|w\left(x^{n}\right)\right|+\left|\eta\left(x^{n}\right)\right| \geq \varepsilon$ for some constant $\varepsilon>0$. Then defining

$$
\begin{array}{ll}
\tilde{u}_{n}(x)=u\left(x+x^{n}\right), & \tilde{v}_{n}(x)=v\left(x+x^{n}\right),  \tag{3.2}\\
\tilde{\phi}_{n}(x)=\psi\left(x+x^{n}\right), & m_{n}(x)=m\left(x+x^{n}\right) \\
& \tilde{\psi}_{n}\left(x+x_{n}\right)
\end{array}
$$

since all these functions are bounded, we can extract a $\underset{\sim}{\sim}$ converging subsequence in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$. Elliptic regularity implies that $\tilde{u}_{n}, \tilde{v}_{n}, \tilde{\phi}_{n}$, and $\tilde{\psi}_{n}$ also converge in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{3}\right)$ (at least) to some functions, which we, respectively, denote by $\tilde{u}, \tilde{v}, \tilde{\phi}$, and $\tilde{\psi}$. The limit of $m_{n}$ is denoted by $\tilde{m}$, which satisfies (H1') and (H2'). Hence, ( $\tilde{u}, \tilde{\phi}$ ) and $(\tilde{v}, \tilde{\psi})$ are two different bounded solutions of (1.1), with $m$ satisfying the hypotheses of Theorem 2.1. This is a contradiction.

We next prove that the decay is indeed exponential. We set, for any $R>0$,

$$
M(R)=\sup _{x_{3} \leq-R}|w(x)|+|\eta(x)|
$$

We want to prove that

$$
\begin{equation*}
\exists R>0, \quad \exists \gamma \in(0,1) \quad \text { s.t. } \quad \forall T \geq 1, \quad M(R+T) \leq \gamma M(T) \tag{3.3}
\end{equation*}
$$

Indeed, this implies that for any $S \geq R+1, M(S) \leq \gamma^{S-R-2} M(R+1)$, which implies (3.1).

Arguing again by contradiction, we assume that (3.3) is not satisfied, i.e., that there exist sequences $R_{n}, \gamma_{n}, T_{n}$ satisfying the following:

$$
\left\{\begin{array}{l}
R_{n} \longrightarrow+\infty, \\
\gamma_{n} \longrightarrow 1, \\
T_{n} \geq 1
\end{array} \quad \text { and } \quad M\left(R_{n}+T_{n}\right)>\gamma_{n} M\left(T_{n}\right)\right.
$$

Thus, one can find a sequence $x^{n} \in \mathbb{R}^{3}$ such that $x_{3}^{n} \leq-R_{n}-T_{n}, \frac{\left|w\left(x^{n}\right)\right|+\left|\eta\left(x^{n}\right)\right|}{M\left(R_{n}+T_{n}\right)} \longrightarrow 1$ and $\left|w\left(x^{n}\right)\right|+\left|\eta\left(x^{n}\right)\right| \geq \gamma_{n} M\left(R_{n}\right)$ as $n$ goes to infinity. Using here again the notation (3.2), we find that, extracting a subsequence if necessary, $\left(\tilde{u}_{n}, \tilde{\phi}_{n}\right)$ converges to a solution of (1.1). Moreover, defining $\tilde{w}_{n}(x)=\frac{w\left(x+x_{n}\right)}{M\left(R_{n}\right)}$ and $\tilde{\eta}_{n}(x)=\frac{\phi\left(x+x_{n}\right)}{M\left(R_{n}\right)}$, we also have convergence (possibly after extracting a subsequence) for ( $\tilde{w}_{n}, \tilde{\eta}_{n}$ ). We pass to the limit in the corresponding equation, finding that the limit $(w, \eta)$ of $\left(\tilde{w}_{n}, \tilde{\eta}_{n}\right)$ satisfies (2.12). According to Corollary 2.3, we thus have $w=0$ and $\eta=0$, which is a contradiction.

Next, we study the decay of $u$ and $\phi$ in $H^{c}$.
Lemma 3.2. Let $m$ be a smooth function satisfying (H0), (H1), and (H2). Consider a solution $(u, \phi)$ of (1.1). Then, there exists a constant $A>0$ such that

$$
\begin{align*}
& \forall x \in H^{c}, \quad u(x) \leq \frac{A}{\left(1+x_{3}\right)^{\frac{3}{2}}}  \tag{3.4}\\
& \forall x \in H^{c}, \quad \phi(x) \leq \frac{A}{\left(1+x_{3}\right)^{2}} \tag{3.5}
\end{align*}
$$

Proof. These decay estimates are simple applications of a method of Benguria and Lieb [1]. It was also used by Solovej [11]. A complete proof is also given in [4]. We only indicate here the main ideas: Let $\omega \in \mathcal{D}\left(\mathbb{R}^{3}\right)$ be such that $\omega$ is radially symmetric, $\omega \geq 0$ and $\int \omega=1$, and define, for any $R>0$,

$$
g_{R}(x)=\frac{1}{R^{3}} \omega\left(\frac{x}{R}\right) \quad \text { and } \quad \bar{\phi}_{R}=\phi * g_{R}
$$

We then have, using the fact that the operator $-\Delta+u^{4 / 3}-\phi$ is nonnegative,

$$
\begin{equation*}
\bar{\phi}_{R} \leq g_{R} * u^{4 / 3}+\frac{B}{R^{2}} \tag{3.6}
\end{equation*}
$$

where $B>0$ is a constant depending only on $\omega$. We then point out that $\phi$ is subharmonic in $H^{c}$, and use the mean-value inequality to prove that:

$$
\begin{equation*}
\text { if } \quad x_{3} \geq R, \quad \bar{\phi}_{R}(x) \geq \phi(x) \tag{3.7}
\end{equation*}
$$

We then define $\tilde{\phi}_{R}(x)=\bar{\phi}_{R}(x)-\frac{B}{R^{2}}$, and get, using (3.6) and Jensen's inequality,

$$
\tilde{\phi}_{R} \leq\left(g_{R} * u^{2}\right)^{2 / 3}
$$

Hence, convoluting the second equation of (1.1) by $g_{R}$,

$$
-\Delta \tilde{\phi}_{R}+\left(\tilde{\phi}_{R}\right)_{+}^{3 / 2} \leq m * g_{R}
$$

In particular, if $x_{3} \geq R$, we have $-\Delta \tilde{\phi}_{R}(x)+\left(\tilde{\phi}_{R}(x)\right)_{+}^{3 / 2} \leq 0$. Hence, using supersolution methods (note that $U(x)=\frac{C}{\left(1+x_{3}\right)^{4}}$ is a supersolution of $-\Delta U+U^{3 / 2}=0$ in $H^{c}$ if $C$ is large enough), one easily gets that for any $R>0$,

$$
\tilde{\phi}_{R}(x) \leq \frac{B^{\prime} R^{2}}{\left(x_{3}^{2}-R^{2}\right)^{2}} \quad \text { if } \quad x_{3}>R
$$

where $B^{\prime}$ is a universal constant. This estimate and (3.7) imply that

$$
\text { if } \quad x_{3} \geq R, \quad \phi(x) \leq \frac{B^{\prime} R^{2}}{\left(x_{3}^{2}-R^{2}\right)^{2}}+\frac{B}{R^{2}}
$$

Choosing $R=\frac{x_{3}}{2}$, we thus find (3.5).
Next, we use the first equation of (1.1) and have $-\Delta u+u^{\frac{7}{3}}=\phi u \leq \frac{3}{7} u^{7 / 3}+\frac{4}{7} \phi^{7 / 4}$, so that $-\Delta u+\frac{4}{7} u^{7 / 3} \leq \frac{4 A^{7 / 4}}{7\left(1+x_{3}\right)^{7 / 2}}$. Using supersolution methods once again (here, a supersolution is given by $U(x)=\frac{C}{\left(1+x_{3}\right)^{3 / 2}}$, with $C>0$ large enough) we find (3.4).

Estimate (3.5) only provides an upper bound on $\phi$. We now improve this estimate and show that $\phi(x)$ converges to some nonpositive constant $l$ as $x_{3}$ goes to infinity

Lemma 3.3. Let $m$ be a smooth function satisfying (H0), (H1), and (H2). If $(u, \phi) \in\left(L^{\infty}\left(\mathbb{R}^{3}\right)\right)^{2}$ is a solution of (1.1), then there exists two constants $C>0$ and $l \leq 0$ such that

$$
\begin{gather*}
\forall x \in H^{c}, \quad|\nabla \phi(x)| \leq \frac{C}{\left(1+x_{3}\right)^{7 / 4}}  \tag{3.8}\\
\forall x \in H^{c}, \quad|\phi(x)-l| \leq \frac{C}{\left(1+x_{3}\right)^{3 / 4}} . \tag{3.9}
\end{gather*}
$$

Proof. We first use standard regularity estimates [8], and get, since $\phi \in C^{2, \alpha}\left(\mathbb{R}^{3}\right)$ for some $\alpha>0$,

$$
\begin{equation*}
\|\nabla \phi\|_{C^{0}\left(B_{R}\right)} \leq C\left(\frac{1}{R}\|\phi\|_{C^{0}\left(B_{2 R}\right)}+R\|\Delta \phi\|_{C^{0}\left(B_{2 R}\right)}\right) \tag{3.10}
\end{equation*}
$$

for any $R>0$, where $C$ is a constant independent of $R$. Fixing $x \in H^{c}$, using $R=\frac{x_{3}}{4}$ and for $B_{R}$ the ball centered at $x$, we have

$$
\begin{equation*}
\forall x \in H^{c}, \quad|\nabla \phi(x)| \leq \frac{C}{1+x_{3}} \tag{3.11}
\end{equation*}
$$

Next, we fix again a ball $B_{R} \subset H^{c}$, and define in this set two functions $\phi_{1}$ and $\phi_{2}$ by

$$
\left\{\begin{array} { l } 
{ - \Delta \phi _ { 1 } = - u ^ { 2 } , } \\
{ \phi _ { 1 | \partial B _ { R } } = 0 , }
\end{array} \quad \left\{\begin{array}{l}
-\Delta \phi_{2}=0 \\
\phi_{2 \mid \partial B_{R}}=\phi
\end{array}\right.\right.
$$

Hence, $\phi=\phi_{1}+\phi_{2}$ in $B_{R}$. The maximum principle and (3.4) imply that $-\frac{1}{2 x_{3}} \leq$ $\phi_{1}(x) \leq 0$ in $B_{R}$. We then use the Gagliardo-Nirenberg inequality [10], and get

$$
\left\|\nabla \phi_{1}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C\left\|\phi_{1}\right\|_{L^{\infty}\left(B_{R}\right)}^{\frac{1}{2}}\left\|\Delta \phi_{1}\right\|_{L^{\infty}\left(B_{R}\right)}^{\frac{1}{2}}
$$

for some constant $C$ independent of $R$. Hence, fixing $x \in H^{c}$ and using for $B_{R}$ the ball $B_{R}(x)$ with $R=\frac{x_{3}}{2}$, we have

$$
\begin{equation*}
\forall z \in B_{R}, \quad\left|\nabla \phi_{1}(z)\right| \leq \frac{C}{\left(1+z_{3}\right)^{2}} \tag{3.12}
\end{equation*}
$$

We then point out that $\phi_{2}$ is explicitly given by the following formula:

$$
\begin{equation*}
\phi_{2}(z)=-\int_{\partial B_{R}} \frac{(z-y) \cdot n}{|z-y|^{3}} \phi(y) d \sigma(y) \tag{3.13}
\end{equation*}
$$

where $\sigma$ is the Lebesgue measure on $\partial B_{R}$, and $n$ denotes the normal vector of $\partial B_{R}$ at the point $y$. We then slightly modify $B_{R}$, in a way which does not change estimate (3.12), by setting $B_{R}=B_{R}\left(x+R e_{3}\right)$, where $e_{3}$ is the third vector of the canonical basis. Letting $R$ go to infinity, we get (3.13) with $J_{x}:=\{x+y, y \in \partial H\}=\{y \in$ $\left.\mathbb{R}^{3}, y_{3}=x_{3}\right\}$ instead of $\partial B_{R}$, namely

$$
\phi_{2}(z)=\left(z_{3}-x_{3}\right) \int_{J_{x}} \frac{\phi(y)}{|z-y|^{3}} d \sigma(y)
$$

We then differentiate this expression with respect to $z_{1}$ and get

$$
\begin{aligned}
\partial_{1} \phi_{2}(z) & =-3\left(z_{3}-x_{3}\right) \int_{J_{x}} \frac{z_{1}-y_{1}}{|z-y|^{5}} \phi(y) d \sigma(y) \\
& =-3\left(z_{3}-x_{3}\right) \int_{J_{x}} \frac{z_{1}-y_{1}}{|z-y|^{5}}\left(\phi(y)-\phi\left[\left(z_{1}, z_{2}, x_{3}\right)\right]\right) d \sigma(y)
\end{aligned}
$$

Hence, setting $R^{\prime}>0$ (which will be chosen later on), we get, using (3.11),

$$
\begin{aligned}
\left|\partial_{1} \phi_{2}(z)\right| \leq & C\left|z_{3}-x_{3}\right| \int_{y_{1}^{2}+y_{2}^{2} \leq R^{\prime 2}} \frac{R^{\prime} d y_{1} d y_{2}}{\left|x_{3}\right|\left(\left(z_{3}-x_{3}\right)^{2}+y_{1}^{2}+y_{2}^{2}\right)^{\frac{5}{2}}} \\
& +C\left|z_{3}-x_{3}\right| \int_{y_{1}^{2}+y_{2}^{2} \geq R^{\prime 2}} \frac{d y_{1} d y_{2}}{\left(\left(z_{3}-x_{3}\right)^{2}+y_{1}^{2}+y_{2}^{2}\right)^{\frac{5}{2}}} \\
\leq & C \frac{R^{\prime}}{\left|x_{3}\right|\left(z_{3}-x_{3}\right)^{2}}+C \frac{\left|z_{3}-x_{3}\right|}{R^{\prime 3}}
\end{aligned}
$$

Hence, setting $R^{\prime}=z_{3}-x_{3}$, we get $\left|\partial_{1} \phi_{2}(x)\right| \leq \frac{C}{x_{3}\left(z_{3}-x_{3}\right)}+\frac{C}{\left(z_{3}-x_{3}\right)^{2}}$. The same argument holds for $\partial_{2} \phi_{2}$ so that, using (3.12), we have, for any $x \in H^{c}$,

$$
\begin{equation*}
\forall z \in \mathbb{R}^{3} \quad / \quad z_{3} \geq x_{3}, \quad\left|\partial_{1} \phi(z)\right|+\left|\partial_{2} \phi(z)\right| \leq \frac{C}{x_{3}\left(z_{3}-x_{3}\right)}+\frac{C}{\left(z_{3}-x_{3}\right)^{2}} \tag{3.14}
\end{equation*}
$$

We then go back to (3.13), and carry out exactly the same computation as for $\partial_{1} \phi_{2}$, but for $\partial_{3} \phi_{2}$, finding

$$
\forall z \in \mathbb{R}^{3} \quad / \quad z_{3} \geq x_{3}, \quad\left|\partial_{3} \phi_{2}(z)\right| \leq \frac{C}{x_{3}\left(z_{3}-x_{3}\right)^{1 / 2}}+\frac{C}{\left(z_{3}-x_{3}\right)^{3 / 2}}
$$

Setting $z_{3}=2 x_{3}$, we thus have

$$
\begin{equation*}
\forall x \in H^{c}, \quad|\nabla \phi(x)| \leq \frac{C}{\left(1+x_{3}\right)^{3 / 2}} \tag{3.15}
\end{equation*}
$$

This estimate implies that $\phi$ converges to some limit $l$ as $x_{3}$ goes to $+\infty$, uniformly with respect to ( $x_{1}, x_{2}$ ). We then define $\tilde{\phi}=\phi-l$, which satisfies (3.15) and

$$
\forall x \in H^{c}, \quad|\tilde{\phi}(x)| \leq \frac{C}{\left(1+x_{3}\right)^{1 / 2}}
$$

We then repeat exactly the same argument as above, but with $\tilde{\phi}$ instead of $\phi$, and we finally have (3.8), which implies (3.9). The fact that $l \leq 0$ is a direct consequence of (3.5).

Lemma 3.4. Let $m$ be a smooth function satisfying (H0), (H1), and (H2). If $(u, \phi) \in\left(L^{\infty}\left(\mathbb{R}^{3}\right)\right)^{2}$ is a solution of (1.1), then there exist two constants $A>0$ and $a>0$ such that

$$
\begin{gather*}
\forall x \in H^{c}, \quad u(x) \geq A e^{-a\left|x_{3}\right|}  \tag{3.16}\\
\forall x \in H, \quad u(x) \geq A \tag{3.17}
\end{gather*}
$$

Proof. The estimate (3.17) may be proved with exactly the same method as for (2.3). We refer to [7] for the proof. Turning to (3.16), we use the fact that $\phi \in L^{\infty}\left(\mathbb{R}^{3}\right)$, so that $-\Delta u+u^{\frac{7}{3}}=\phi u \geq-b u$, for some constant $b>0$. Since $u$ is also bounded, this implies that there exists some $c>0$ such that

$$
-\Delta u+c u \geq 0
$$

Hence, convoluting the above inequality with the Yukawa potential $\frac{e^{-\sqrt{c}|x|}}{|x|}$, we get that

$$
4 \pi u(x) \geq \frac{c}{2} u * \frac{e^{-\sqrt{c}|x|}}{|x|} \geq \frac{A c}{2} \int_{H} \frac{e^{-\sqrt{c}|x-y|}}{|x-y|} d y \geq B e^{-\sqrt{c} x_{3}}
$$

for some constant $B>0$.
3.2. Proof of Theorem 1.1. In this section, we conclude the proof of Theorem 1.1. We assume that $(u, \phi)$ and $(v, \psi)$ are two solutions of (1.1), and use the same notation as in section 2, namely $w=u-v$ and $\eta=\phi-\psi$. We recall that, for simplicity, we have assumed that $m$ is smooth, so that (2.1) and (2.2) hold in the present case. We now carry out the same calculation as in section 2, multiplying the first line of (2.4) by $w \xi^{2}$ and the second line by $\eta \xi^{2}$, where $\xi \in \mathcal{D}\left(\mathbb{R}^{3}\right)$, finding (2.5) and (2.6). Here again, the operators $L_{u}=-\Delta+u^{\frac{4}{3}}-\phi$ and $L_{v}=-\Delta+v^{\frac{4}{3}}-\psi$ are nonnegative, and (2.7) is still valid, so that (2.8) translates into

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{3}}\left(u^{\frac{4}{3}}+v^{\frac{4}{3}}\right) w^{2} \xi^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}}|\nabla \eta|^{2} \xi^{2} \leq \int_{\mathbb{R}^{3}}\left(w^{2}+\eta^{2}\right)|\nabla \xi|^{2} \tag{3.18}
\end{equation*}
$$

We then use for $\xi$ a sequence of functions converging to $\xi(x)=\left(1-\frac{\left|x-x_{0}\right|}{2 R}\right)_{+}$, for any $R>0$ and any $x_{0} \in \mathbb{R}^{3}$, and find that there exists some constant $C>0$ independent of $R$ and $x_{0}$ such that

$$
\begin{equation*}
\int_{B_{R}\left(x_{0}\right)}\left(u^{\frac{4}{3}}+v^{\frac{4}{3}}\right) w^{2} \leq C R, \quad \int_{B_{R}\left(x_{0}\right)}|\nabla \eta|^{2} \leq C R . \tag{3.19}
\end{equation*}
$$

Moreover, (2.11) is still valid, and allows to prove, using the same computations as in section 2 , that for some constant $C$ independent of $x_{0}$ and $R$,

$$
\begin{equation*}
\int_{B_{R}\left(x_{0}\right)}(u+v) \eta^{2} \leq C R \tag{3.20}
\end{equation*}
$$

Next, we apply Lemma 3.3 to $\phi$ and $\psi$, and infer that $\eta$ satisfies (3.9) for some $l \in \mathbb{R}$.
Hence, for $t>0$ large enough, we have $\eta^{2}\left(x_{1}, x_{2}, t\right) \geq \frac{l^{2}}{2}$, for any $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$. Applying (3.20) and (3.16), we have, for all $t>0$ large enough,

$$
C R \geq \int_{D_{R}(t)}(u+v) \eta^{2} \geq 2 A e^{-a t} R^{2} \frac{l^{2}}{2}
$$

where $D_{R}(t)=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, \sqrt{x_{1}^{2}+x_{2}^{2}} \leq R, t \leq x_{3} \leq t+1\right\}$. We then let $R$ go to infinity and find that $l=0$, and thus

$$
\begin{equation*}
\forall x \in H^{c}, \quad|\eta(x)| \leq \frac{C}{\left(1+x_{3}\right)^{3 / 4}} \tag{3.21}
\end{equation*}
$$

for some constant $C$. We then go back to (3.18), and using here again the same kind of function $\xi$, we have, using estimates (3.1), (3.4), and (3.21),

$$
\int_{\mathbb{R}^{3}} w^{2}|\nabla \xi|^{2} \leq\left(\int_{-\infty}^{0} A^{2} e^{-2 \alpha\left|x_{3}\right|} d x_{3}+\int_{0}^{+\infty} \frac{d x_{3}}{\left(1+x_{3}\right)^{3}}\right) \frac{1}{R^{2}} \int_{x_{1}^{2}+x_{2}^{2} \leq R^{2}} d x_{1} d x_{2} \leq C
$$

and

$$
\int_{\mathbb{R}^{3}} \eta^{2}|\nabla \xi|^{2} \leq\left(\int_{-\infty}^{0} A^{2} e^{-2 \alpha\left|x_{3}\right|} d x_{3}+\int_{0}^{+\infty} \frac{d x_{3}}{\left(1+x_{3}\right)^{3 / 2}}\right) \frac{1}{R^{2}} \int_{x_{1}^{2}+x_{2}^{2} \leq R^{2}} d x_{1} d x_{2} \leq C
$$

for some constant $C>0$. Hence, using here again the same argument as the one leading to (3.19) and (3.20), we find that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(u^{\frac{4}{3}}+v^{\frac{4}{3}}\right) w^{2}<+\infty, \quad \int_{\mathbb{R}^{3}}|\nabla \eta|^{2}<+\infty, \quad \int_{\mathbb{R}^{3}}(u+v) \eta^{2}<+\infty . \tag{3.22}
\end{equation*}
$$

We then use $\xi\left(x_{1}, x_{2}, x_{3}\right)=\left(1-\frac{x_{1}}{R}\right)_{+}\left(1-\frac{x_{2}}{R}\right)_{+}$, and compute, setting

$$
E_{R}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, \quad\left|x_{1}\right| \leq R \quad \text { and } \quad\left|x_{2}\right| \leq R\right\}
$$

and using (3.18) again,

$$
\begin{aligned}
\frac{1}{8} \int_{E_{\frac{R}{2}}}\left(u^{\frac{4}{3}}+v^{\frac{4}{3}}\right) w^{2} & \leq \frac{1}{R^{2}} \int_{E_{R}} \eta^{2}+w^{2} \\
& \leq \frac{1}{R^{2}} \int_{E_{R} \cap\left\{\left|x_{3}\right| \leq A\right\}} \eta^{2}+w^{2}+\int_{E_{R} \cap\left\{\left|x_{3}\right| \geq A\right\}} \eta^{2}+w^{2} \\
& \leq \frac{C e^{\gamma A}}{R^{2}}\left[\int_{\mathbb{R}^{3}}\left(u^{\frac{4}{3}}+v^{\frac{4}{3}}\right) w^{2}+(u+v) \eta^{2}\right]+\frac{C R^{2}}{R^{2} A^{\frac{1}{2}}} \\
& \leq C\left(\frac{e^{\gamma A}}{R^{2}}+\frac{1}{A^{\frac{1}{2}}}\right)
\end{aligned}
$$

where $A$ is any positive number, and $\gamma$ and $C$ are positive constants independent of $R$ and $A$. We first let $R$ go to infinity, and then $A$, which proves that $w=0$. This clearly implies that $\eta=0$.
4. Application: Thermodynamic limit for a semicrystal in the Thomas-Fermi-von Weizsäcker model. In this section we give a few remarks on the notion of thermodynamic limit, and on the link between this problem and the present work.
4.1. The Thomas-Fermi-von Weizsäcker model for molecules. In the Thomas-Fermi-von Weizsäcker (TFW) model, a molecule consisting of $N$ point nuclei, which have positions $\left\{X_{i}\right\}_{1 \leq i \leq N}$ and charges $\left\{Z_{i}\right\}_{1 \leq i \leq N}$, together with $M$ electrons, has its energy modelled by the functional

$$
\begin{align*}
\mathcal{E}^{\mathrm{TFW}}\left(\rho,\left\{X_{i}\right\}\right)= & \int_{\mathbb{R}^{3}} a|\nabla \sqrt{\rho}|^{2}+b \rho^{\frac{5}{3}}-\sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \frac{Z_{i} \rho(x)}{4 \pi\left|x-X_{i}\right|} d x \\
& +\frac{1}{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\rho(x) \rho(y)}{4 \pi|x-y|} d x d y+\frac{1}{2} \sum_{i \neq j} \frac{Z_{i} Z_{j}}{4 \pi\left|X_{i}-X_{j}\right|} \tag{4.1}
\end{align*}
$$

where $a$ and $b$ are two positive constants. The function $\rho \in L^{1}\left(\mathbb{R}^{3}\right)$ denotes the electronic density and is constrained by $\int \rho=M$. The energy is defined only for densities $\rho$ such that $\rho \geq 0$ and $\sqrt{\rho} \in H^{1}\left(\mathbb{R}^{3}\right)$, and the minimization problem corresponding to the determination of the ground state reads

$$
\begin{equation*}
\mathcal{E}^{\mathrm{TFW}}\left(\left\{X_{i}\right\}\right)=\inf \left\{\mathcal{E}^{\mathrm{TFW}}\left(\rho,\left\{X_{i}\right\}\right), \rho \geq 0, \sqrt{\rho} \in H^{1}\left(\mathbb{R}^{3}\right), \int_{\mathbb{R}^{3}} \rho=M\right\} \tag{4.2}
\end{equation*}
$$

In the special case of $a=1$ and $b=\frac{3}{5}$, and if we set

$$
m=\sum_{i=1}^{N} Z_{i} \delta_{X_{i}}
$$

$u=\sqrt{\rho}$, and $\phi=(\rho-m) * \frac{1}{|x|}-\theta$, then the Euler-Lagrange equation of (4.2) is (1.1). The constant $\theta$ in the definition of $\phi$ is the Lagrange multiplier associated to the mass constraint in (4.2).

In the special case $a=0$, the model reduces to the well-known Thomas-Fermi model [9].
4.2. Thermodynamic limit for a semicrystal. The thermodynamic limit is a way of deriving a solid-state model from a molecular one. Given an infinite number of atoms, one approximates it by a finite system, then lets the number of particles go to infinity in a suitable way and passes to the limit. We refer to [7] and [9] for a general presentation and the definition of the ground state energy of crystals (infinite periodic lattices) in the setting of Thomas-Fermi type theories.

The setting we consider for the finite size system is (4.1)-(4.2), and we will assume that $Z_{i}=1$ for all $i \in\{1,2, \ldots, n\}$, although this can be generalized. The positions of the nuclei are assumed to be a subset of a periodic lattice intersected with $H$. For the sake of simplicity (this can be easily generalized to other periodic lattices, or to nonperiodic geometry, as in [5]) we assume that the set of nuclei is

$$
\left\{X_{i}\right\}_{i \in \mathbb{N}}=\mathbb{Z}^{3} \cap H
$$

and is approached by the truncated sets

$$
\Lambda_{R}=\mathbb{Z}^{3} \cap H \cap B_{R}
$$

for $R>0$, where $B_{R}$ is the ball of radius $R$ centered at zero. Note that other types of truncation are also possible, as pointed out in [7]. We then define, according to (4.1)-(4.2), the number

$$
I_{R}=\mathcal{E}^{\mathrm{TFW}}\left(\Lambda_{R}\right)
$$

and denote by $\rho_{R}$ the corresponding solution. We address the following questions:
(L1) Does the energy per unit volume $\frac{I_{R}}{\left|B_{R}\right|}$ converge as $R$ goes to infinity?
(L2) Does the minimizer $\rho_{R}$ of $I_{R}$ converge to a limit $\rho_{\infty}$ as $R$ goes to infinity?
(L3) Is the limit $\rho_{\infty}$ the solution of some minimization problem of the form (4.2)? The method developed in [7] to deal with such a problem may be summarized as follows:

1. First, derive bounds on the density $\rho_{R}$,
2. next, using these bounds, pass to the limit in the Euler-Lagrange equation of $I_{R}$,
3. show a uniqueness theorem on the limit equation,
4. use this uniqueness property to prove a uniform convergence of the solution, which implies convergence of the energy.
Let us point out here that in the above strategy, step 3 is by far the most difficult.
Now, looking at the proofs given in [7] for the case of a full crystal, it is clear that the proofs of the first point carry through the present case. The next step is also clearly straightforward. Turning to step 3, we point out that the Euler-Lagrange equation of problem $I_{R}$ can be rewritten as

$$
\left\{\begin{array}{l}
-\Delta u_{R}+u_{R}^{7 / 3}-\phi_{R} u_{R}=0 \\
-\Delta \phi_{R}=m_{R}-u_{R}^{2}
\end{array}\right.
$$

with $u_{R}=\sqrt{\rho}{ }_{R}$ and $\phi_{R}=\left(\rho_{R}-m_{R}\right) * \frac{1}{|x|}-\theta_{R}$ (the number $\theta_{R}$ is the Lagrange multiplier), and

$$
m_{R}=\sum_{k \in \Lambda_{R}} \delta_{k}
$$

Passing to the limit in this system, one gets (1.1) with

$$
\begin{equation*}
m=\sum_{k \in \mathbb{Z}^{3} \cap H} \delta_{k} \tag{4.3}
\end{equation*}
$$

which clearly satisfies (H0), (H1), and (H2). Hence, one can apply Theorem 1.1, proving that the limit of the solution is unique. The thermodynamic limit problem can thus be dealt with in the present case.

Our final point is to write down a minimization problem for the limit density: since the solution of (1.1) with $m$ defined by (4.3) is unique, it is periodic of period one in $x_{1}$ and $x_{2}$. Moreover, the exponential decay proved in Lemma 3.1 implies that $u-u_{\text {per }}$ decays exponentially as $x_{3}$ goes to $-\infty$, where $u_{\text {per }}$ is the solution of (1.1) with

$$
m_{\mathrm{per}}=\sum_{k \in \mathbb{Z}^{3}} \delta_{k}
$$

The same decay is true for $\nabla u$. In order to write down the limit minimization problem, we first define a periodic Coulomb potential (see [4, 6] for more details):

$$
\begin{equation*}
G(x)=-2 \pi\left|x_{3}\right|+\sum_{k \in \mathbb{Z}^{2} \times\{0\}}\left(\frac{1}{|x-k|}-\int_{K \times\{0\}} \frac{d y}{|x-y-k|}\right) \tag{4.4}
\end{equation*}
$$

where $K$ is the unit square of $\mathbb{R}^{2}$. We assume that $\chi$ is a cut-of function depending only on $x_{3}$ such that

$$
\begin{aligned}
& \chi(x)=1 \quad \text { if } \quad x_{3}<-1 \\
& \chi(x)=0 \quad \text { if } \quad x_{3}>1 \\
& \int_{Q}\left[\left(\chi(x)-\mathbf{1}_{x_{3}<0}\right) u_{\mathrm{per}}^{2}(x)\right] d x=0,
\end{aligned}
$$

where $Q$ is the "unit cell"

$$
Q=K \times \mathbb{R}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} \quad / \quad x_{1} \in\left[-\frac{1}{2}, \frac{1}{2}\right), \quad x_{1} \in\left[-\frac{1}{2}, \frac{1}{2}\right)\right\}
$$

and we define the following energy, with $\rho_{0}=\chi u_{\mathrm{per}}^{2}$,

$$
\begin{align*}
\mathcal{E}(\tilde{\rho})= & \int_{Q}\left(\tilde{\rho}+\rho_{0}\right)^{5 / 3}-\rho_{0}^{5 / 3}+\int_{Q}\left|\nabla \sqrt{\tilde{\rho}+\rho_{0}}\right|^{2}-\left|\nabla \sqrt{\rho_{0}}\right|^{2}-\int_{Q} \tilde{\rho} G \\
& +\frac{1}{2} \int_{Q} \int_{Q} \tilde{\rho}(x) G(x-y) \tilde{\rho}(y) d x d y \\
& +\int_{Q} \int_{Q} \tilde{\rho}(x) G(x-y) \rho_{0}(y) d x d y \tag{4.5}
\end{align*}
$$

where we have set formally $\tilde{\rho}=\rho-\rho_{0}$, and have subtracted the infinite energy of $\rho_{0}$ in order to get a finite value of the energy. This allows one to define the variational problem as follows:

$$
\begin{equation*}
\inf \left\{\mathcal{E}(\tilde{\rho}), \quad \tilde{\rho} \in H_{\mathrm{per}}^{1}(Q), \quad \tilde{\rho}+\rho_{0} \geq 0, \quad \sqrt{\tilde{\rho}+\rho_{0}} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right), \quad \int_{Q} \tilde{\rho}=0\right\} \tag{4.6}
\end{equation*}
$$

where $H_{\mathrm{per}}^{1}(Q)$ is the set of functions in $H^{1}(Q)$, which satisfy periodic boundary conditions in $x_{1}$ and $x_{2}$.

One can then check that the minimization problem (4.6) is well posed, that its solution does not depend on $\chi$, and that its Euler-Lagrange equation is (1.1) with $m$ defined by (4.3), where $u=\sqrt{\tilde{\rho}+\rho_{0}}$ and $\phi$ is the effective potential.
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#### Abstract

We consider a plane isotropic homogeneous elastic body with thin elastic inhomogeneities in the form of small neighborhoods of simple smooth curves. We derive a rigorous asymptotic expansion of the boundary displacement field as the thickness of the neighborhoods goes to zero.
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1. Introduction. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded smooth domain representing the region occupied by an elastic material.

Let $\sigma_{0} \subset \Omega$ be a simple smooth curve and define, for a positive small $\epsilon$, the set

$$
\omega_{\epsilon}=\left\{x \in \Omega: d\left(x, \sigma_{0}\right)<\epsilon\right\}
$$

which represents an inclusion of small size made of a different elastic material.
Let $\mathbb{C}_{0}$ and $\mathbb{C}_{1}$ be the elastic tensor fields in $\Omega \backslash \bar{\omega}_{\epsilon}$ and $\omega_{\epsilon}$, respectively.
Given a traction field $g$ on $\partial \Omega$, the displacement field $u_{\epsilon}$, generated by this traction in the body containing the inclusion $\omega_{\epsilon}$, solves the following system of linearized elasticity:

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon}\right) & =0 \tag{1}
\end{align*} \quad \text { in } \Omega,\right.
$$

where $\mathbb{C}_{\epsilon}=\mathbb{C}_{0} \chi_{\Omega \backslash \omega_{\epsilon}}+\mathbb{C}_{1} \chi_{\omega_{\epsilon}}, \widehat{\nabla} u_{\epsilon}=\frac{1}{2}\left(\nabla u_{\epsilon}+\left(\nabla u_{\epsilon}\right)^{T}\right)$ is the symmetric deformation tensor and $\nu$ denotes the outward unit normal to $\partial \Omega$.

Let us also introduce the background displacement $u_{0}$, namely the solution of

$$
\left\{\begin{array}{rll}
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) & =0 & \text { in } \quad \Omega  \tag{2}\\
\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) \cdot \nu & =g \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

The goal of this paper is to find an asymptotic expansion for $\left(u_{\epsilon}-u_{0}\right)_{\left.\right|_{\partial \Omega}}$ as $\epsilon \rightarrow 0$. An analogous expansion has been derived in [BFV] for the case of thin conductivity inclusions. These expansions represent a powerful tool to solve the inverse problem of identifying the inclusions, given boundary measurements (see, [ABF] and [ABF2] for the case of thin conductivity inclusions and $[\mathrm{AK}]$ for further references).

[^78]In [AKNT] the authors derive an asymptotic expansion for the boundary displacement field $\left(u_{\epsilon}-u_{0}\right)_{\left.\right|_{\Omega \Omega}}$ in the case of diametrically small elastic inclusions, namely inclusions of the form $z+\epsilon B$, where $z$ is a point in $\Omega$ and $B$ is a bounded domain containing the origin. The approach they use, based on the method of layer potentials (see $[\mathrm{AK}]$ ), allows them to find a very accurate expansion. Unfortunately, this method does not seem to work in the case of thin elastic inclusions. Hence, in order to derive the expansion in our context, we apply similar arguments as in [BFV] for conductivity inclusions; more precisely, we use a variational approach and fine regularity estimates for solutions of elliptic systems with discontinuous coefficients obtained by Li and Nirenberg in [LN]. The main difficulty arising in the framework of linear elasticity, compared to the conductivity case, consists of finding an explicit representation formula for the tensor appearing in the first order term of the asymptotic expansion.

The plan of the paper is as follows: in section 2 we introduce some notation and state the main result. Section 3 is devoted to the derivation of some estimates and properties of the displacement field, and in section 4 we prove our main result.
2. The main result. Let us introduce some notation and assumptions that will be useful in what follows.
(a) We will assume that $\sigma_{0}$ is of class $C^{3}$ and that there exists some $K>0$ such that

$$
\begin{align*}
d\left(\sigma_{0}, \partial \Omega\right) & \geq K^{-1} \\
\left\|\sigma_{0}\right\|_{C^{3}} & \leq K  \tag{3}\\
K^{-1} \leq \operatorname{length}\left(\sigma_{0}\right) & \leq K
\end{align*}
$$

Moreover, we assume that for every $x \in \sigma_{0}$ there are two discs, $B_{1}$ and $B_{2}$, of radius $K^{-1}$ such that

$$
\bar{B}_{1} \cap \bar{B}_{2}=\bar{B}_{1} \cap \sigma_{0}=\bar{B}_{2} \cap \sigma_{0}=\{x\}
$$

The latter assumption guarantees that different parts of $\sigma_{0}$ do not get too close, so that $\omega_{\epsilon}$ does not self-intersect for small $\epsilon$.
(b) $\Omega$ and $\omega_{\epsilon}$ are both homogeneous and isotropic, i.e., the elastic tensor fields $\mathbb{C}_{0}$ and $\mathbb{C}_{1}$ are of the following form:

$$
\begin{equation*}
\left(\mathbb{C}_{m}\right)_{i j l k}=\lambda_{m} \delta_{i j} \delta_{k l}+\mu_{m}\left(\delta_{k i} \delta_{l j}+\delta_{k j} \delta_{l i}\right), \text { for } i, j, k, l=1,2, \quad m=0,1 \tag{4}
\end{equation*}
$$

where $\left(\lambda_{0}, \mu_{0}\right)$ and $\left(\lambda_{1}, \mu_{1}\right)$ are the Lamè coefficients corresponding to $\Omega \backslash \bar{\omega}_{\epsilon}$ and $\omega_{\epsilon}$, respectively, and $\left(\lambda_{0}-\lambda_{1}\right)^{2}+\left(\mu_{0}-\mu_{1}\right)^{2} \neq 0$.
(c) There are two positive constants $\alpha_{0}$ and $\beta_{0}$ such that

$$
\begin{equation*}
\min \left(\mu_{0}, \mu_{1}\right) \geq \alpha_{0}, \quad \min \left(2 \lambda_{0}+2 \mu_{0}, 2 \lambda_{1}+2 \mu_{1}\right) \geq \beta_{0} \tag{5}
\end{equation*}
$$

We note that the last conditions ensure that $\mathbb{C}_{\epsilon}$ is strongly convex in $\Omega$, i.e., if we set $\xi_{0}=\min \left(2 \alpha_{0}, \beta_{0}\right)$, then

$$
\mathbb{C}_{\epsilon} A \cdot A \geq \xi_{0}|A|^{2}
$$

for any symmetric $2 \times 2$ matrix $A$, where $A \cdot B=\sum_{i j} a_{i j} b_{i j}$ and $|A|^{2}=A \cdot A$.
(d) We shall prescribe a traction field $g \in H^{-1 / 2}\left(\partial \Omega, \mathbb{R}^{2}\right)$ satisfying the compatibility condition

$$
\begin{equation*}
\int_{\partial \Omega} g \cdot R=0 \tag{6}
\end{equation*}
$$

for every infinitesimal rigid displacement $R$, that is $R(x)=c+W x$, where $c$ is any constant vector in $\mathbb{R}^{2}$ and $W$ any constant $2 \times 2$ skew matrix.

Under our assumptions there exist weak solutions $u_{\epsilon}$ and $u_{0} \in H^{1}\left(\Omega, \mathbb{R}^{2}\right)$ to the problems (1) and (2), respectively (see, for example, [V] or [F]). Concerning uniqueness we recall that solutions of the above problems are uniquely determined up to infinitesimal rigid displacements. Hence, in order to uniquely identify such solutions, we assume that $u_{\epsilon}$ and $u_{0}$ satisfy the normalization conditions

$$
\begin{equation*}
\int_{\partial \Omega} u=0, \quad \int_{\Omega} \nabla u-(\nabla u)^{T}=0 \tag{7}
\end{equation*}
$$

It is easy to see that if $u_{\epsilon}$ is solution of (1), then it solves the Lamé system

$$
\left\{\begin{array}{rll}
\mu_{0} \Delta u_{\epsilon}+\left(\lambda_{0}+\mu_{0}\right) \nabla\left(\operatorname{div} u_{\epsilon}\right) & =0 \quad \text { in } \Omega \backslash \bar{\omega}_{\epsilon},  \tag{8}\\
\mu_{1} \Delta u_{\epsilon}+\left(\lambda_{1}+\mu_{1}\right) \nabla\left(\operatorname{div} u_{\epsilon}\right) & =0 \quad \text { in } \omega_{\epsilon}, \\
u_{\epsilon}^{i} & =\quad u_{\epsilon}^{e} \text { on } \partial \omega_{\epsilon}, \\
\left(\mathbb{C}_{0} \widehat{\nabla} u_{\epsilon}^{i}\right) \nu & =\left(\mathbb{C}_{1} \widehat{\nabla} u_{\epsilon}^{e}\right) \nu \text { on } \partial \omega_{\epsilon},
\end{array}\right.
$$

where $\nu$ is the outward unit normal to $\partial \omega_{\epsilon}$, and, for $x \in \partial \omega_{\epsilon}$,

$$
u_{\epsilon}^{e}(x)=\lim _{\substack{y \rightarrow x \\ y \in \Omega \backslash \overline{\omega_{\epsilon}}}} u_{\epsilon}(y), \quad u_{\epsilon}^{i}(x)=\lim _{\substack{y \rightarrow x \\ y \in \omega_{\epsilon}}} u_{\epsilon}(y),
$$

and

$$
\widehat{\nabla} u_{\epsilon}^{e}(x)=\lim _{\substack{y \rightarrow x \\ y \in \Omega \backslash \bar{\omega}_{\epsilon}}} \widehat{\nabla} u_{\epsilon}(y), \quad \widehat{\nabla} u_{\epsilon}^{i}(x)=\lim _{\substack{y \rightarrow x \\ y \in \omega_{\epsilon}}} \widehat{\nabla} u_{\epsilon}(y)
$$

For $y \in \Omega$, we will denote by $N(\cdot, y)$ the Neumann function related to $\Omega$, i.e., the weak solution to the problem

$$
\left\{\begin{align*}
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} N(\cdot, y)\right) & =-\delta_{y} \mathrm{I}_{d} \quad \text { in } \Omega,  \tag{9}\\
\left(\mathbb{C}_{0} \widehat{\nabla} N(\cdot, y)\right) \cdot \nu & =-\frac{1}{|\partial \Omega|} \mathrm{I}_{d} \quad \text { on } \partial \Omega
\end{align*}\right.
$$

with the normalization conditions (7) and where $\mathrm{I}_{d}$ is the identity matrix in $\mathbb{R}^{2}$.
Note that $N(x, y)$ is regular for $x \neq y$ and, at $x=y$, has the same singularities of $\Gamma(x-y)$, where $\Gamma=\left(\Gamma_{i j}\right)_{i, j=1}^{2}$ is the fundamental solution in the free space of the system

$$
\operatorname{div}\left(\mathbb{C}_{0} \widehat{\nabla} \cdot\right)=0 \quad \text { in } \quad \mathbb{R}^{2}
$$

and is given by

$$
\Gamma_{i j}(x)=\frac{A}{2 \pi} \delta_{i j} \ln |x|-\frac{B}{2 \pi} \frac{x_{i} x_{j}}{|x|^{2}}
$$

where $A=\frac{1}{2}\left(\frac{1}{\mu_{0}}+\frac{1}{\lambda_{0}+2 \mu_{0}}\right)$ and $B=\frac{1}{2}\left(\frac{1}{\mu_{0}}-\frac{1}{\lambda_{0}+2 \mu_{0}}\right)$.
Let us fix an orthonormal system $(n, \tau)$ on $\sigma_{0}$ such that $n$ is a unit normal vector field to the curve and $\tau$ is a unit tangent vector field. If $\sigma_{0}$ is a closed curve, then we will take $n$ to point in the outward direction of the domain it encloses. Let $\kappa$ denote the curvature of $\sigma_{0}$ and, for $a, b \in \mathbb{R}^{2}$, let $a \otimes b$ denote the tensor product $a \otimes b=a_{i} b_{j}$.

We are now ready to state our main result.

Theorem 2.1. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded smooth domain and let $\sigma_{0} \subset \subset \Omega$ be a simple curve satisfying (3). Assume (4), (5), and (6) and let $u_{\epsilon}$ and $u_{0}$ be the solutions to (1) and (2), respectively, satisfying (7). For every $x \in \sigma_{0}$, there exists a fourth order symmetric tensor field $\mathcal{M}(x)$ such that, for $y \in \partial \Omega$ and $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\left(u_{\epsilon}-u_{0}\right)(y)=2 \epsilon \int_{\sigma_{0}} \mathcal{M}(x) \widehat{\nabla} u_{0}(x) \cdot \widehat{\nabla} N(x, y) d \sigma_{0}(x)+o(\epsilon) \tag{10}
\end{equation*}
$$

The term $o(\epsilon)$ is bounded by $C \epsilon^{1+\theta}\|g\|_{H^{-1 / 2}(\partial \Omega)}$, with $0<\theta<1$ and $C$ depending only on $\theta, \Omega, \alpha_{0}, \beta_{0}$, and $K$.

Furthermore, on $\sigma_{0}$,

$$
\begin{aligned}
\mathcal{M} \widehat{\nabla} u_{0}= & a \operatorname{div} u_{0} I_{d}+b \widehat{\nabla} u_{0} \\
& +c\left(\frac{\partial\left(u_{0} \cdot \tau\right)}{\partial \tau}+\kappa\left(u_{0} \cdot n\right)\right) \tau \otimes \tau+d \frac{\partial\left(u_{0} \cdot n\right)}{\partial n} n \otimes n
\end{aligned}
$$

where

$$
\begin{align*}
& a=\left(\lambda_{1}-\lambda_{0}\right) \frac{\lambda_{0}+2 \mu_{0}}{\lambda_{1}+2 \mu_{1}}, \quad b=2\left(\mu_{1}-\mu_{0}\right) \frac{\mu_{0}}{\mu_{1}}  \tag{11}\\
& c=2\left(\mu_{1}-\mu_{0}\right)\left[\left(\frac{2 \lambda_{1}+2 \mu_{1}-\lambda_{0}}{\lambda_{1}+2 \mu_{1}}-\frac{\mu_{0}}{\mu_{1}}\right)\right] \tag{12}
\end{align*}
$$

and

$$
\begin{equation*}
d=2\left(\mu_{1}-\mu_{0}\right) \frac{\mu_{1} \lambda_{0}-\mu_{0} \lambda_{1}}{\mu_{1}\left(\lambda_{1}+2 \mu_{1}\right)} . \tag{13}
\end{equation*}
$$

The proof of the theorem is contained in section 4.
3. Energy and a priori estimates. In this section we will show that, for $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{0}\right\|_{H^{1}(\Omega)}=O\left(\epsilon^{1 / 2}\right) \tag{14}
\end{equation*}
$$

In order to establish it we will need the following version of the Korn inequality.
Lemma 3.1. Let $\Omega$ be a Lipschitz connected open set in $\mathbb{R}^{2}$. Let $u \in H^{1}\left(\Omega, \mathbb{R}^{2}\right)$ and let $W_{0}=\int_{\Omega} \frac{1}{2}\left(\nabla u-(\nabla u)^{T}\right)$.

Then, there exists a constant $C$ such that

$$
\begin{equation*}
\left\|\nabla u-W_{0}\right\|_{L^{2}(\Omega)} \leq C\|\widehat{\nabla} u\|_{L^{2}(\Omega)} . \tag{15}
\end{equation*}
$$

For the proof, see [T, section 3].
Proposition 3.2. Let $u_{\epsilon}$ and $u_{0}$ be solutions to (1) and (2), respectively. There exists a constant $C$ depending on $\Omega, K, \alpha_{0}$, and $\beta_{0}$, such that

$$
\begin{equation*}
\left\|u_{\epsilon}-u_{0}\right\|_{H^{1}(\Omega)} \leq C \epsilon^{1 / 2}\|g\|_{H^{-1 / 2}(\partial \Omega)} \tag{16}
\end{equation*}
$$

Proof. Since $\int_{\partial \Omega}\left(u_{\epsilon}-u_{0}\right)=0$, by the Poincaré inequality there exists a constant $C$, depending on $\Omega$, such that

$$
\begin{equation*}
\int_{\Omega}\left|u_{\epsilon}-u_{0}\right|^{2} \leq C \int_{\Omega}\left|\nabla\left(u_{\epsilon}-u_{0}\right)\right|^{2} \tag{17}
\end{equation*}
$$

It thus suffices to estimate $\left\|\nabla\left(u_{\epsilon}-u_{0}\right)\right\|_{L^{2}(\Omega)}$.
By the strong convexity of $\mathbb{C}_{\epsilon}$ and the Korn inequality, in the form of Lemma 3.1, applied to $u_{\epsilon}-u_{0}$, and recalling that $u_{\epsilon}$ and $u_{0}$ satisfy (7), we get

$$
\begin{align*}
\int_{\Omega} \mathbb{C}_{\epsilon} \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \hat{\nabla}\left(u_{\epsilon}-u_{0}\right) & \geq \xi_{0} \int_{\Omega}\left|\widehat{\nabla}\left(u_{\epsilon}-u_{0}\right)\right|^{2} \\
& \geq C \int_{\Omega}\left|\nabla\left(u_{\epsilon}-u_{0}\right)\right|^{2} \tag{18}
\end{align*}
$$

where $C$ depends on $\alpha_{0}, \beta_{0}$, and $\Omega$.
Now, observe that

$$
\begin{equation*}
\int_{\Omega} \mathbb{C}_{\epsilon} \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right)=\int_{\omega_{\epsilon}}\left(\mathbb{C}_{0}-\mathbb{C}_{1}\right) \widehat{\nabla} u_{0} \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right), \tag{19}
\end{equation*}
$$

which follows by integration by parts and uses the fact that $\left(\mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon}\right) \cdot \nu=\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) \cdot \nu$ on $\partial \Omega$. Indeed

$$
\begin{gathered}
\int_{\Omega} \mathbb{C}_{\epsilon} \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \hat{\nabla}\left(u_{\epsilon}-u_{0}\right)-\int_{\omega_{\epsilon}}\left(\mathbb{C}_{0}-\mathbb{C}_{1}\right) \widehat{\nabla} u_{0} \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \\
=\int_{\Omega \backslash \omega_{\epsilon}} \mathbb{C}_{0} \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right)+\int_{\omega_{\epsilon}}\left(\mathbb{C}_{1} \widehat{\nabla} u_{\epsilon}-\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \\
=\int_{\Omega} \mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon} \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right)-\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} u_{0} \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \\
=\int_{\partial \Omega}\left(\left(\mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon}\right) \cdot \nu-\left(\mathbb{C}_{0} \widehat{\nabla} u_{0}\right) \cdot \nu\right) \cdot\left(u_{\epsilon}-u_{0}\right) d \sigma=0
\end{gathered}
$$

hence (19) holds.
On the other hand, by the Hölder inequality,

$$
\begin{aligned}
& \int_{\omega_{\epsilon}}\left(\mathbb{C}_{0}-\mathbb{C}_{1}\right) \widehat{\nabla} u_{0} \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) d x \\
\leq & \max \left\{2\left|\mu_{0}-\mu_{1}\right|,\left|\lambda_{0}-\lambda_{1}\right|\right\}\left\|\nabla u_{0}\right\|_{L^{\infty}\left(\omega_{\epsilon}\right)}\left|\omega_{\epsilon}\right|^{1 / 2}\left\|\nabla\left(u_{\epsilon}-u_{0}\right)\right\|_{L^{2}(\Omega)} .
\end{aligned}
$$

In order to bound $\left\|\nabla u_{0}\right\|_{L^{\infty}\left(\omega_{\epsilon}\right)}$ note that for small $\epsilon$, say $\epsilon<K / 2$, the distance between $\omega_{\epsilon}$ and $\partial \Omega$ is bounded from below by $K / 2$. Hence, by standard interior regularity estimates for elliptic systems (see [C]),

$$
\left\|\nabla u_{0}\right\|_{L^{\infty}\left(\omega_{\epsilon}\right)} \leq C\left\|u_{0}\right\|_{H^{1}(\Omega)}
$$

where $C$ depends on $\alpha_{0}, \beta_{0}$, and $K$.
By the divergence theorem, the trace theorem (see [LM]), and the Poincaré inequality,

$$
\left\|u_{0}\right\|_{H^{1}(\Omega)} \leq C\|g\|_{H^{-1 / 2}(\partial \Omega)}
$$

where $C$ depends only on $\Omega$. Finally,

$$
\begin{equation*}
\left\|\nabla u_{0}\right\|_{L^{\infty}\left(\omega_{\epsilon}\right)} \leq C\|g\|_{H^{-1 / 2}(\partial \Omega)} \tag{21}
\end{equation*}
$$

where $C$ depends on $\Omega, \alpha_{0}, \beta_{0}$, and $K$.

So, by (18), (19), and (20) we obtain

$$
\left\|\nabla\left(u_{\epsilon}-u_{0}\right)\right\|_{L^{2}(\Omega)} \leq C\left|\omega_{\epsilon}\right|^{1 / 2}\|g\|_{H^{-1 / 2}(\partial \Omega)}
$$

where $C=C\left(\Omega, \alpha_{0}, \beta_{0}, K\right)$. By assumption (3), we can estimate

$$
\begin{equation*}
\left|\omega_{\epsilon}\right| \leq C \epsilon \tag{22}
\end{equation*}
$$

where $C$ depends only on $K$. By putting together (21), (22), and the Poincarè inequality (17), we get (16).

Besides the energy estimates (16), a key ingredient to establish the asymptotic expansion of Theorem 2.1 is a gradient estimate for elliptic systems modeling composite materials that has been established by Li and Nirenberg in [LN]. Here we state and use a simplified version of Proposition 5.1 in [LN].

Let $D$ be the unit square $D=[-1,1] \times[-1,1]$, and let $f_{0}, \ldots, f_{l+1} \in C^{2}([-1,1])$ such that

$$
-1=f_{0}\left(x_{1}\right)<f_{1}\left(x_{1}\right)<\cdots<f_{l+1}\left(x_{1}\right)=1 \quad \text { for } \quad x_{1} \in[-1,1]
$$

Let

$$
D_{m}=\left\{x=\left(x_{1}, x_{2}\right) \in D: f_{m-1}\left(x_{1}\right)<x_{2}<f_{m}\left(x_{1}\right)\right\} \quad \text { for } \quad 1 \leq m \leq l+1
$$

We suppose that the origin does not belong to the graphs of the functions $f_{j}$, and we denote by $m_{0}$ the index for which

$$
f_{m_{0}}(0)<0<f_{m_{0}+1}(0)
$$

Let us also set $\frac{1}{2} D=\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$.
Let $\mathbb{C}$ be a bounded symmetric Lamé tensor defined in $D$ and such that $\mathbb{C}$ is constant in each $D_{m}$ with corresponding Lamé coefficients $\lambda_{m}$ and $\mu_{m}$. Then the following estimate holds.

Proposition 3.3. Let $u \in H^{1}\left(D, \mathbb{R}^{2}\right)$ be a weak solution to

$$
\operatorname{div}(\mathbb{C} \widehat{\nabla} u)=0 \quad \text { in } \quad D
$$

Then, for any $x \in \bar{D}_{m_{0}} \cap \frac{1}{2} D$,

$$
\begin{equation*}
|\nabla u(x)-\nabla u(0)| \leq C\|u\|_{L^{2}(D)}|x|^{\alpha} \tag{23}
\end{equation*}
$$

where $\alpha \in(0,1 / 4)$ and $C$ depends on $\alpha, l, \lambda_{m}, \mu_{m}$, and $\left\|f_{m}\right\|_{C^{2}([-1,1])}$, for $m=$ $1, \ldots, l+1$.

For the proof of this result, see [LN, section 5].
4. Proof of Theorem 2.1. We divide the proof into several steps: in the first step we write $\left(u_{\epsilon}-u_{0}\right)_{\left.\right|_{\partial \Omega}}$ in terms of an integral over $\omega_{\epsilon}$ of the product of $\widehat{\nabla} u_{\epsilon}^{i}$ and $\widehat{\nabla} N$.

In the second step, by using the estimate of Proposition 3.3, we reduce this integral to an integral over some part of $\partial \omega_{\epsilon}$. In the third part, we use the transmission conditions and introduce the tensor $\mathcal{M}$. The fourth part contains the conclusion of the proof.

## First step.

We are going to show that, for $y \in \partial \Omega$,

$$
\begin{equation*}
\left(u_{\epsilon}-u_{0}\right)(y)=\int_{\omega_{\epsilon}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \hat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y) \tag{24}
\end{equation*}
$$

In order to get (24) we recall that, for $y \in \Omega$, the function $N(\cdot, y)$ satisfies

$$
\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \widehat{\nabla} v=-v(y)+\frac{1}{|\partial \Omega|} \int_{\partial \Omega} v \quad \forall v \in H^{1}(\Omega)
$$

By choosing $v=u_{\epsilon}-u_{0}$ and using the normalization (7) we get

$$
\begin{equation*}
\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right)=-\left(u_{\epsilon}-u_{0}\right)(y) \tag{25}
\end{equation*}
$$

Observe now that

$$
\begin{gather*}
\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \hat{\nabla}\left(u_{\epsilon}-u_{0}\right)=\int_{\omega_{\epsilon}}\left(\mathbb{C}_{0}-\mathbb{C}_{1}\right) \hat{\nabla} N(\cdot, y) \cdot \hat{\nabla} u_{\epsilon} \\
\quad+\int_{\Omega} \mathbb{C}_{\epsilon} \hat{\nabla} N(\cdot, y) \cdot \hat{\nabla} u_{\epsilon}-\int_{\Omega} \mathbb{C}_{0} \hat{\nabla} N(\cdot, y) \cdot \widehat{\nabla} u_{0} \tag{26}
\end{gather*}
$$

Since $u_{\epsilon}$ and $u_{0}$ are solutions to (1) and (2), respectively, we have

$$
\begin{aligned}
\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \widehat{\nabla} u_{0} & =\int_{\partial \Omega} g \cdot N(\cdot, y) \\
& =\int_{\Omega} \mathbb{C}_{\epsilon} \widehat{\nabla} u_{\epsilon} \cdot \widehat{\nabla} N(\cdot, y)
\end{aligned}
$$

hence (26) becomes

$$
\int_{\Omega} \mathbb{C}_{0} \widehat{\nabla} N(\cdot, y) \cdot \hat{\nabla}\left(u_{\epsilon}-u_{0}\right)=\int_{\omega_{\epsilon}}\left(\mathbb{C}_{0}-\mathbb{C}_{1}\right) \widehat{\nabla} N(\cdot, y) \cdot \widehat{\nabla} u_{\epsilon}
$$

and, by inserting this last relation into (25,) we get (24) for $y \in \Omega$.
Finally, since $u_{\epsilon}-u_{0}$ is continuous up to $\partial \Omega$, we get (24) for any $y \in \partial \Omega$.
Second step.
Let $\beta$ be a constant $0<\beta<1$, and set

$$
\omega_{\epsilon}^{\prime}=\left\{x+\mu n(x): x \in \sigma_{0}, d\left(x, \partial \sigma_{0}\right)>\epsilon^{\beta}, \mu \in(-\epsilon, \epsilon)\right\}
$$

Notice that if $\sigma_{0}$ is a closed simple curve, then $\omega_{\epsilon}^{\prime}=\omega_{\epsilon}$.
Let us write

$$
\begin{align*}
\int_{\omega_{\epsilon}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \hat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y) & =\int_{\omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon} \cdot \widehat{\nabla} N(\cdot, y) \\
& +\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y) \tag{27}
\end{align*}
$$

Concerning the last term in (27)

$$
\begin{align*}
\left|\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \hat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y)\right| & \leq\left|\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \hat{\nabla} N(\cdot, y)\right| \\
& +\left|\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{0} \cdot \widehat{\nabla} N(\cdot, y)\right| \tag{28}
\end{align*}
$$

In order to bound the first term on the right-hand side (RHS) of (28) we use the energy estimate (16) and the fact that, for $y \in \partial \Omega,\|\nabla N(\cdot, y)\|_{L^{\infty}\left(\omega_{\epsilon}\right)}$ is bounded uniformly in $\epsilon$. Moreover, since

$$
\left|\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}\right| \leq C \epsilon^{1+\beta}
$$

we get

$$
\left|\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla}\left(u_{\epsilon}-u_{0}\right) \cdot \widehat{\nabla} N(\cdot, y)\right| \leq C \epsilon^{1+\beta / 2}\|g\|_{H^{-1 / 2}(\partial \Omega)}
$$

where $C=C\left(\Omega, K, \alpha_{0}, \beta_{0}\right)$.
In the last term on the RHS of (28) we use the regularity estimates for $u_{0}$ so that

$$
\begin{aligned}
\left|\int_{\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{0} \cdot \widehat{\nabla} N(\cdot, y)\right| & \leq C\left\|\nabla u_{0}\right\|_{L^{\infty}\left(\omega_{\epsilon}\right)}\|\nabla N(\cdot, y)\|_{L^{\infty}\left(\omega_{\epsilon}\right)} \cdot\left|\omega_{\epsilon} \backslash \omega_{\epsilon}^{\prime}\right| \\
& \leq C \epsilon^{1+\beta}\|g\|_{H^{-1 / 2}(\partial \Omega)}
\end{aligned}
$$

where $C=C\left(K, \alpha_{0}, \beta_{0}\right)$ and so (27) becomes, for $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\int_{\omega_{\epsilon}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y)=\int_{\omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon} \cdot \hat{\nabla} N(\cdot, y)+O\left(\epsilon^{1+\beta / 2}\right) \tag{29}
\end{equation*}
$$

Now let us denote by $\sigma_{\mu}^{\prime}$, for $\mu \in[-\epsilon, \epsilon]$, the curve

$$
\sigma_{\mu}^{\prime}=\left\{x+\mu n(x): x \in \sigma_{0}, d\left(x, \partial \sigma_{0}\right)>\epsilon^{\beta}\right\}
$$

For every point $x+\mu n(x) \in \omega_{\epsilon}^{\prime}$ (for $\mu \in(-\epsilon, \epsilon)$ ), let us consider the point $x+$ $\epsilon n(x) \in \sigma_{\epsilon}^{\prime}$ and let us compare $\nabla u_{\epsilon}(x+\mu n(x))$ with $\nabla u_{\epsilon}^{i}(x+\epsilon n(x))$.

More precisely, we will establish that, for $\alpha \in(0,1 / 4)$,

$$
\begin{equation*}
\left|\nabla u_{\epsilon}(x+\mu n(x))-\nabla u_{\epsilon}^{i}(x+\epsilon n(x))\right| \leq C \epsilon^{-\beta(2+\alpha)} \epsilon^{\alpha}\|g\|_{H^{-1 / 2}(\partial \Omega)} \tag{30}
\end{equation*}
$$

where $C=C\left(K, \alpha_{0}, \beta_{0}, \alpha\right)$.
Let $\epsilon$ be small enough to have

$$
\begin{equation*}
2 \epsilon<\frac{\epsilon^{\beta}}{2 \sqrt{2}} \tag{31}
\end{equation*}
$$

We note that the distance between $x+\mu n(x)$ and $x+\epsilon n(x)$ is smaller than $2 \epsilon$ and that, in a neighborhood of $x+\mu n(x)$ of radius $\epsilon^{\beta}$, the boundary $\partial \omega_{\epsilon}$ is represented by graphs of smooth functions. In particular, if we set the origin to $x+\mu n(x)$, up to a rotation of the coordinate system $\left(z_{1}, z_{2}\right)$, we have that there exist two functions $g_{1}$ and $g_{2}$ such that, for $-\frac{\epsilon^{\beta}}{\sqrt{2}}<z_{1}<\frac{\epsilon^{\beta}}{\sqrt{2}}$,

$$
\mathbb{C}_{\epsilon}\left(z_{1}, z_{2}\right)=\left\{\begin{array}{lll}
\mathbb{C}_{0} & \text { if } & -\frac{\epsilon^{\beta}}{\sqrt{2}}<z_{2}<g_{1}\left(z_{1}\right) \\
\mathbb{C}_{1} & \text { if } & g_{1}\left(z_{1}\right)<z_{2}<g_{2}\left(z_{1}\right) \\
\mathbb{C}_{0} & \text { if } & g_{2}\left(z_{1}\right)<z_{2}<\frac{\epsilon^{\beta}}{\sqrt{2}}
\end{array}\right.
$$

By the a priori assumptions on $\sigma_{0}$ we know that

$$
\left\|g_{1}\right\|_{C^{2}}, \quad\left\|g_{2}\right\|_{C^{2}} \leq K
$$

Consider now the function

$$
v(y)=u_{\epsilon}\left(\frac{\epsilon^{\beta}}{\sqrt{2}} y\right)
$$

which is defined in $[-1,1] \times[-1,1]$. Notice that $v$ solves

$$
\operatorname{div}(\tilde{\mathbb{C}} \widehat{\nabla} v)=0 \quad \text { in } \quad(-1,1) \times(-1,1)
$$

where

$$
\tilde{\mathbb{C}}\left(y_{1}, y_{2}\right)=\left\{\begin{array}{lll}
\mathbb{C}_{0} & \text { if } & -1<y_{2}<f_{1}\left(y_{1}\right)=\sqrt{2} \epsilon^{-\beta} g_{1}\left(\frac{\epsilon^{\beta}}{\sqrt{2}} y_{1}\right) \\
\mathbb{C}_{1} & \text { if } & f_{1}\left(y_{1}\right)<y_{2}<f_{2}\left(y_{1}\right)=\sqrt{2} \epsilon^{-\beta} g_{2}\left(\frac{\epsilon^{\beta}}{\sqrt{2}} y_{1}\right) \\
\mathbb{C}_{0} & \text { if } & f_{2}\left(y_{1}\right)<y_{2}<1
\end{array}\right.
$$

Let us check that we can apply Proposition 3.3 , with $l=2$ and $m_{0}=1$. Since $\left|g_{i}\left(y_{1}\right)\right|<\frac{\epsilon^{\beta}}{\sqrt{2}}$ and the derivative of $g_{i}$ is bounded by $K$ for $i=1,2$, then

$$
\left\|g_{i}\right\|_{L^{\infty}} \leq(K+1) \frac{\epsilon^{\beta}}{\sqrt{2}}, \quad i=1,2
$$

From this last estimate, and from the $C^{2}$ bounds on $g_{1}$ and $g_{2}$, we get

$$
\left\|f_{i}\right\|_{C^{2}([-1,1])} \leq 2 K+1 \quad \text { for } \quad i=1,2
$$

Since we set the origin at the point $x+\mu n(x)$, we have that

$$
|x+\epsilon n(x)|=|x+\mu n(x)+(\epsilon-\mu) n(x)|=|(\epsilon-\mu) n(x)| \leq 2 \epsilon
$$

Hence, if we set $\bar{y}=\sqrt{2} \epsilon^{-\beta}(x+\epsilon n(x))$ we have, by (31),

$$
|\bar{y}|=\sqrt{2} \epsilon^{-\beta}|x+\epsilon n(x)| \leq \sqrt{2} \epsilon^{-\beta} \cdot 2 \epsilon \leq \frac{1}{2}
$$

and, $\bar{y} \in \bar{D}_{m_{0}} \cap \frac{1}{2} D$. By Proposition 3.3,

$$
|\nabla v(\bar{y})-\nabla v(0)| \leq C\|v\|_{L^{2}(D)}|\bar{y}|^{\alpha}
$$

where $C$ depends only on $K, \alpha_{0}, \beta_{0}$, and $\alpha \in(0,1 / 4)$. If we read this estimate for the function $u_{\epsilon}$ we get

$$
\begin{aligned}
\left|\nabla u_{\epsilon}(x+\mu n(x))-\nabla u_{\epsilon}^{i}(x+\epsilon n(x))\right| & \leq C\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)} \epsilon^{-\beta(2+\alpha)}|(\mu-\epsilon) n(x)|^{\alpha} \\
& \leq C\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)} \epsilon^{-\beta(2+\alpha)} \epsilon^{\alpha} .
\end{aligned}
$$

Since

$$
\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)} \leq C\left\|\nabla u_{\epsilon}\right\|_{L^{2}(\Omega)} \leq C\|g\|_{H^{-1 / 2}(\partial \Omega)}
$$

we finally have (30).
Due to (30), we can approximate the values of $\nabla u_{\epsilon}$ in $\omega_{\epsilon}{ }^{\prime}$ with the values on $\sigma_{\epsilon}^{\prime}$.
Let us denote by $\sigma_{0}{ }^{\prime}=\left\{x \in \sigma_{0}: d\left(x, \partial \sigma_{0}\right)>\epsilon^{\beta}\right\}$. Due to the regularity assumption on $\sigma_{0}$,

$$
d \sigma_{x}^{\mu}=(1+O(\epsilon)) d \sigma_{x}^{0}
$$

where $d \sigma_{x}^{\mu}$ and $d \sigma_{x}^{0}$ denote the infinitesimal arclengths on $\sigma_{\mu}^{\prime}$ and $\sigma_{0}^{\prime}$, respectively.
Hence,

$$
\begin{aligned}
& \int_{\omega_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}(x) \cdot \hat{\nabla} N(x, y) d x \\
= & \int_{-\epsilon}^{\epsilon} \int_{\sigma_{\mu}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}(x) \cdot \widehat{\nabla} N(x, y) d \sigma_{x}^{\mu} d \mu \\
= & \int_{-\epsilon}^{\epsilon} \int_{\sigma_{0}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}(x+\mu n(x)) \cdot \widehat{\nabla} N(x+\mu n(x), y) d \sigma_{x}^{0} d \mu+O\left(\epsilon^{2}\right) \\
= & \int_{-\epsilon}^{\epsilon} \int_{\sigma_{0}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}(x+\epsilon n(x)) \cdot \widehat{\nabla} N(x+\epsilon n(x), y) d \sigma_{x}^{0} d \mu \\
& +O\left(\epsilon^{(1-\beta)(1+\alpha)}\right) \\
(32)= & 2 \epsilon \int_{\sigma_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}^{i} \cdot \widehat{\nabla} N(\cdot, y)+O\left(\epsilon^{1+\alpha-\beta(2+\alpha)}\right),
\end{aligned}
$$

for $\beta<\alpha(2+\alpha)^{-1}$.
Third step.
Let us now extend the fields $n$ and $\tau$ from $\sigma_{0}$ to $\omega_{\epsilon}^{\prime}$. For $x \in \sigma_{0}^{\prime}$ we set $n$ and $\tau$ equal to $n(x)$ and $\tau(x)$ all along the line segment $x+\mu n(x)$, for $\mu \in[-\epsilon, \epsilon]$.

We will show, by using the transmission condition (8), that on $\sigma_{\epsilon}^{\prime}$,

$$
\begin{equation*}
\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}^{i}=\mathcal{M}_{\epsilon} \widehat{\nabla} u_{\epsilon}^{e} \tag{33}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M}_{\epsilon} \widehat{\nabla} u_{\epsilon}^{e}= & a \operatorname{div} u_{\epsilon}^{e} \mathrm{I}_{d}+b \widehat{\nabla} u_{\epsilon}^{e}+c\left(\frac{\partial\left(u_{\epsilon}^{e} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{e} \cdot n\right)\right) \tau \otimes \tau \\
& +d \frac{\partial\left(u_{\epsilon}^{e} \cdot n\right)}{\partial n} n \otimes n
\end{aligned}
$$

with $a, b, c$, and $d$ given by (11), (12), and (13), and $\kappa_{\epsilon}$ being the curvature of $\sigma_{\epsilon}^{\prime}$.
Let us express the transmission conditions (8) and $\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \widehat{\nabla} u_{\epsilon}^{i}$ in the $n, \tau$ coordinate system, namely

$$
\begin{align*}
\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot n\right) & =\frac{\partial\left(u_{\epsilon}^{e} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{e} \cdot n\right) \\
\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial \tau}-\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot \tau\right) & =\frac{\partial\left(u_{\epsilon}^{e} \cdot n\right)}{\partial \tau}-\kappa_{\epsilon}\left(u_{\epsilon}^{e} \cdot \tau\right)  \tag{34}\\
\lambda_{1}\left(\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot n\right)+\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial n}\right) & +2 \mu_{1} \frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial n} \\
=\lambda_{0}\left(\frac{\partial\left(u_{\epsilon}^{e} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{e} \cdot n\right)\right. & \left.+\frac{\partial\left(u_{\epsilon}^{e} \cdot n\right)}{\partial n}\right)+2 \mu_{0} \frac{\partial\left(u_{\epsilon}^{e} \cdot n\right)}{\partial n} \\
\mu_{1}\left(\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial n}-\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot \tau\right)+\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial \tau}\right) & =\mu_{0}\left(\frac{\partial\left(u_{\epsilon}^{e} \cdot \tau\right)}{\partial n}-\kappa_{\epsilon}\left(u_{\epsilon}^{e} \cdot \tau\right)+\frac{\partial\left(u_{\epsilon}^{e} \cdot n\right)}{\partial \tau}\right)
\end{align*}
$$

and

$$
\begin{align*}
\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \hat{\nabla} u_{\epsilon}^{i} & =\left(\lambda_{1}-\lambda_{0}\right)\left[\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial \tau}+\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial n}+\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot n\right)\right](n \otimes n+\tau \otimes \tau) \\
& +2\left(\mu_{1}-\mu_{0}\right)\left[\left(\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial \tau}+\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot n\right)\right) \tau \otimes \tau+\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial n} n \otimes n\right. \\
& \left.+\frac{1}{2}\left(\frac{\partial\left(u_{\epsilon}^{i} \cdot \tau\right)}{\partial n}+\frac{\partial\left(u_{\epsilon}^{i} \cdot n\right)}{\partial \tau}-\kappa_{\epsilon}\left(u_{\epsilon}^{i} \cdot \tau\right)\right)(\tau \otimes n+n \otimes \tau)\right] . \tag{35}
\end{align*}
$$

By solving the system (34) with respect to the derivatives of the components of $u_{\epsilon}^{i}$, and inserting the result into (35), we derive (33).

Now, by inserting (33) into (32), we get

$$
\begin{equation*}
\int_{\sigma_{\epsilon}^{\prime}}\left(\mathbb{C}_{1}-\mathbb{C}_{0}\right) \hat{\nabla} u_{\epsilon}^{i} \cdot \hat{\nabla} N(\cdot, y)=2 \epsilon \int_{\sigma_{\epsilon}^{\prime}} \mathcal{M}_{\epsilon} \hat{\nabla} u_{\epsilon}^{e} \cdot \hat{\nabla} N(\cdot, y)+O\left(\epsilon^{1+\alpha-\beta(2+\alpha)}\right) . \tag{36}
\end{equation*}
$$

## Fourth step.

We will show that

$$
\begin{equation*}
\left\|\nabla u_{\epsilon}^{e}-\nabla u_{0}\right\|_{L^{\infty}\left(\sigma_{\epsilon}^{\prime}\right)} \leq C \epsilon^{\gamma}\|g\|_{H^{-1 / 2}(\partial \Omega)} \tag{37}
\end{equation*}
$$

for some positive $\gamma$.
In order to prove the above inequality, we need the following theorem.
Theorem 4.1 (mean value property). Let $\Psi$ be a biharmonic scalar, vector, or tensor field in a open bounded domain $D$. Then, for any ball $B_{\rho}(y) \subset \subset D$,

$$
\begin{equation*}
\Psi(y)=\frac{1}{2 \pi}\left[\frac{4}{\rho^{2}} \int_{B_{\rho}(y)} \Psi(x) d x-\frac{1}{\rho} \int_{\partial B_{\rho}(y)} \Psi(x) d \sigma_{x}\right] . \tag{38}
\end{equation*}
$$

For the proof of Theorem 4.1, see [ N ].
Since $\nabla u_{\epsilon}-\nabla u_{0}$ is biharmonic in $\Omega \backslash \bar{\omega}_{\epsilon}$ we might use the mean value property (38) for points in the set $\Omega_{K} \backslash \bar{\omega}_{d}$, where $\Omega_{K}=\left\{x \in \Omega: d(x, \partial \Omega)>\frac{1}{2 K}\right\}$ and $d$ is such that $2 \epsilon<d$.

Observe that, by (38), for every $y \in \Omega_{K} \backslash \bar{\omega}_{d}$ and for $0<\lambda \leq \frac{d}{2}$,

$$
\begin{equation*}
\nabla\left(u_{\epsilon}-u_{0}\right)(y)=\frac{1}{2 \pi}\left[\frac{4}{\lambda^{2}} \int_{B_{\lambda}(y)} \nabla\left(u_{\epsilon}-u_{0}\right)-\frac{1}{\lambda} \int_{\partial B_{\lambda}} \nabla\left(u_{\epsilon}-u_{0}\right)\right] . \tag{39}
\end{equation*}
$$

By using the divergence theorem we can rewrite (39) as follows:

$$
\nabla\left(u_{\epsilon}-u_{0}\right)(y)=\frac{1}{2 \pi}\left[\frac{4}{\lambda^{2}} \int_{\partial B_{\lambda}(y)}\left(u_{\epsilon}-u_{0}\right) \otimes \tilde{\nu} d \sigma-\frac{1}{\lambda} \int_{\partial B_{\lambda}} \nabla\left(u_{\epsilon}-u_{0}\right)\right],
$$

where $\tilde{\nu}$ is the outward normal vector to $\partial B_{\lambda}$. If we multiply the last relation by $\lambda^{3}$ and integrate from 0 to $\rho=\frac{d}{2}$ we get

$$
\begin{equation*}
\nabla\left(u_{\epsilon}-u_{0}\right)(y)=\frac{12}{\pi}\left[\frac{4}{d^{4}} \int_{B_{\frac{d}{2}}(y)}\left(u_{\epsilon}-u_{0}\right) \otimes \underline{r} d x-\frac{1}{d^{4}} \int_{B_{\frac{d}{2}}(y)} r^{2} \nabla\left(u_{\epsilon}-u_{0}\right) d x\right], \tag{40}
\end{equation*}
$$

where $\underline{r}(x)=x-y, r=|\underline{r}|$.
From (40) and (16) we have that

$$
\begin{equation*}
\left\|\nabla\left(u_{\epsilon}-u_{0}\right)\right\|_{L^{\infty}\left(\Omega_{K} \backslash \omega_{d}\right)} \leq C d^{-2} \epsilon^{\frac{1}{2}} \tag{41}
\end{equation*}
$$

where $C=C\left(\Omega, K, \alpha_{0}, \beta_{0}\right)$. Let $x=z+\epsilon n(z)$ be any point on $\sigma_{\epsilon}^{\prime}$ and let $x_{d}$ be the point $x_{d}=z+d n(z)$. Since the entire line segment from $x$ to $x_{d}$ lies in $\Omega \backslash \bar{\omega}_{\epsilon}$ and has distance greater than $\frac{\epsilon^{\beta}}{2}$ from $\partial \sigma_{0}$, by Proposition 3.3 and arguing similarly as we did to prove (30), we have

$$
\begin{equation*}
\left|\nabla u_{\epsilon}^{e}(x)-\nabla u_{\epsilon}\left(x_{d}\right)\right| \leq C \epsilon^{-(2+\alpha) \beta} d^{\alpha}\|g\|_{H^{-1 / 2}(\partial \Omega)} \tag{42}
\end{equation*}
$$

where $C=C\left(K, \alpha_{0}, \beta_{0}\right)$.
By combining (41) and (42) we have that for any $x \in \sigma_{\epsilon}^{\prime}$

$$
\begin{aligned}
\left|\nabla u_{\epsilon}^{e}(x)-\nabla u_{0}(x)\right| & \leq\left|\nabla u_{\epsilon}^{e}(x)-\nabla u_{\epsilon}\left(x_{d}\right)\right| \\
& +\left|\nabla u_{\epsilon}\left(x_{d}\right)-\nabla u_{0}\left(x_{d}\right)\right|+\left|\nabla u_{0}\left(x_{d}\right)-\nabla u_{0}(x)\right| \\
& \leq C\left(d^{\alpha} \epsilon^{-(2+\alpha) \beta}+d^{-2} \epsilon^{\frac{1}{2}}+d\right)\|g\|_{H^{-1 / 2(\partial \Omega)}} .
\end{aligned}
$$

By choosing

$$
d=\epsilon^{\frac{1}{2(\alpha+2)}+\beta}
$$

we have (37) with $\gamma=\frac{\alpha}{2(\alpha+2)}-2 \beta$. Notice that $\gamma>0$ if we choose $\beta<\frac{\alpha}{4(\alpha+2)}$.
By using (37), we have

$$
2 \epsilon \int_{\sigma_{\epsilon}^{\prime}} \mathcal{M}_{\epsilon} \widehat{\nabla} u_{\epsilon}^{e} \cdot \widehat{\nabla} N(\cdot, y)=2 \epsilon \int_{\sigma_{\epsilon}^{\prime}} \mathcal{M}_{\epsilon} \widehat{\nabla} u_{0} \cdot \widehat{\nabla} N(\cdot, y)+O\left(\epsilon^{1+\gamma}\right)
$$

Now, we recall that $d \sigma_{x}^{\epsilon}=(1+O(\epsilon)) d \sigma_{0}$ and observe that, by assumption (3), $\mathcal{M}_{\epsilon}=(1+O(\epsilon)) \mathcal{M}$. Hence

$$
\begin{equation*}
2 \epsilon \int_{\sigma_{\epsilon}^{\prime}} \mathcal{M}_{\epsilon} \widehat{\nabla} u_{\epsilon}^{e} \cdot \widehat{\nabla} N(\cdot, y)=2 \epsilon \int_{\sigma_{0}} \mathcal{M} \widehat{\nabla} u_{0} \cdot \widehat{\nabla} N(\cdot, y)+O\left(\epsilon^{1+\gamma}\right) \tag{43}
\end{equation*}
$$

Finally, if we compare the remainders in the expansion in formulas (29), (32), (36), and (43), we have that (10) holds, if we choose $\alpha \in(0,1 / 4)$ and $\beta \in(0,1)$ such that $\beta<\frac{\alpha}{4(\alpha+2)}$.

Remark 4.2. The asymptotic expansion also holds in the case where $\sigma_{0}=\cup_{i=1}^{M} \sigma_{i}$ and $\sigma_{1}, \ldots, \sigma_{M}$ are disjoint and far from each other. In that case

$$
\left(u_{\epsilon}-u_{0}\right)(y)=2 \epsilon \sum_{i=1}^{M} \int_{\sigma_{i}} \mathcal{M}_{i} \widehat{\nabla} u_{0} \cdot \widehat{\nabla} N(\cdot, y) d \sigma_{i}+o(\epsilon)
$$

where $\mathcal{M}_{i}$ is the restriction to $\sigma_{i}$ of the tensor $\mathcal{M}$.
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#### Abstract

In this paper we present a rigorous derivation of the effective model for enhanced diffusion through a narrow and long 2D pore. The analysis uses a singular perturbation technique. The starting point is a local pore scale model describing the transport by convection and diffusion of a reactive solute. The solute particles undergo a first-order reaction at the pore surface. The transport and reaction parameters are such that we have large, dominant Peclet and Damkohler numbers with respect to the ratio of characteristic transversal and longitudinal lengths (the small parameter $\varepsilon$ ). We give a rigorous mathematical justification of the effective behavior for small $\varepsilon$. Error estimates are presented in the energy norm as well as in $L^{\infty}$ and $L^{1}$ norms of the space variable. They guarantee the validity of the upscaled model. As a special case, we recover the well-known Taylor dispersion formula.
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1. Introduction. We consider the transport of a reactive solute by diffusion and Poiseuille's convection in a semi-infinite 2D channel. The solute particles do not react among themselves. Instead they undergo a first-order chemical reaction at the wall of the channel. Following [12], we consider the following model for the solute concentration $c^{*}$ :
(a) transport through channel $\Omega^{*}=\left\{\left(x^{*}, y^{*}\right): 0<x^{*}<+\infty,\left|y^{*}\right|<H\right\}$ :

$$
\begin{equation*}
\frac{\partial c^{*}}{\partial t^{*}}+q\left(y^{*}\right) \frac{\partial c^{*}}{\partial x^{*}}-D^{*} \frac{\partial^{2} c^{*}}{\partial\left(x^{*}\right)^{2}}-D^{*} \frac{\partial^{2} c^{*}}{\partial\left(y^{*}\right)^{2}}=0 \text { in } \Omega^{*}, \tag{1}
\end{equation*}
$$

where $q(z)=Q^{*}\left(1-(z / H)^{2}\right)$ and where $Q^{*}$ (velocity) and $D^{*}$ (molecular diffusion) are positive constants.
(b) reaction at channel wall $\Gamma^{*}=\left\{\left(x^{*}, y^{*}\right): 0<x^{*}<+\infty,\left|y^{*}\right|=H\right\}$ :

$$
\begin{equation*}
D^{*} \frac{\partial c^{*}}{\partial y^{*}}+k^{*} c^{*}=0 \quad \text { on } \Gamma^{*} \tag{2}
\end{equation*}
$$

where $k^{*}$ is the surface reaction coefficient.

[^79]The natural way of analyzing this problem is to introduce appropriate scales. This requires characteristic or reference values for the parameters and variables involved. The obvious transversal length scale is $H$. For all other quantities we use reference values denoted by the subscript $R$. Setting

$$
\begin{equation*}
c=\frac{c^{*}}{\hat{c}_{R}}, x=\frac{x^{*}}{L_{R}}, y=\frac{y^{*}}{H}, t=\frac{t^{*}}{T_{R}}, Q=\frac{Q^{*}}{Q_{R}}, D=\frac{D^{*}}{D_{R}}, k=\frac{k^{*}}{k_{R}}, \tag{3}
\end{equation*}
$$

where $L_{R}$ is the "observation distance," we obtain the dimensionless equations

$$
\begin{equation*}
\frac{\partial c}{\partial t}+\frac{Q_{R} T_{R}}{L_{R}} Q\left(1-y^{2}\right) \frac{\partial c}{\partial x}-\frac{D_{R} T_{R}}{L_{R}^{2}} D \frac{\partial^{2} c}{\partial x^{2}}-\frac{D_{R} T_{R}}{H^{2}} D \frac{\partial^{2} c}{\partial y^{2}}=0 \quad \text { in } \Omega \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{D D_{R}}{H k_{R}} \frac{\partial c}{\partial y}=k c \quad \text { on } \Gamma, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=(0,+\infty) \times(-1,1) \quad \text { and } \quad \Gamma=(0,+\infty) \times\{-1,1\} . \tag{6}
\end{equation*}
$$

The equations involve the following time scales:

$$
\begin{aligned}
& T_{L}=\text { characteristic longitudinal time scale }=\frac{L_{R}}{Q_{R}}, \\
& T_{T}=\text { characteristic transversal time scale }=\frac{H^{2}}{D_{R}}, \\
& T_{C}=\text { superficial chemical reaction time scale }=\frac{H}{k_{R}},
\end{aligned}
$$

and the nondimensional numbers

$$
\begin{aligned}
& \left.\mathbf{P e}=\frac{L_{R} Q_{R}}{D_{R}} \quad \text { (Peclet number }\right), \\
& \left.\mathbf{D a}=\frac{L_{R}^{2} k_{R}}{H D_{R}} \quad \text { (Damkohler number }\right) .
\end{aligned}
$$

In this paper we fix the reference time by setting $T_{R}=T_{L}$. We are going to investigate the behavior of (4)-(5) with respect to the small parameter $\varepsilon=\frac{H}{L_{R}}$. Specifically, we will derive expressions for the effective values of the dispersion coefficient and velocity, and an effective 1D transport equation for small values of $\varepsilon$. To carry out the analysis, we need to compare the dimensionless numbers with respect to $\varepsilon$. For this purpose we set

$$
\mathbf{P e}=\varepsilon^{-\alpha} \quad \text { and } \quad \mathbf{D a}=\varepsilon^{\beta} \quad(\alpha, \beta \text { to be chosen later }) .
$$

In the absence of chemical reactions, Taylor obtained in his well-known paper [19] an explicit expression for the enhanced diffusion originating from (1). It is known as Taylor's dispersion formula. We will recover this formula as a special case in our approach by setting $\alpha=1, k=0$ and by assuming $Q=\mathcal{O}(1)$. Note that

$$
\frac{T_{T}}{T_{L}}=\frac{H Q_{R}}{D_{R}} \varepsilon=\varepsilon^{2} \mathbf{P e}=\varepsilon(\text { whenever } \alpha=1)
$$

Introducing the dimensionless numbers in (4)-(5) and considering constant initial/ boundary conditions yields the problem

$$
\begin{gather*}
\frac{\partial c^{\varepsilon}}{\partial t}+Q\left(1-y^{2}\right) \frac{\partial c^{\varepsilon}}{\partial x}=D \varepsilon^{\alpha} \frac{\partial^{2} c^{\varepsilon}}{\partial x^{2}}+D \varepsilon^{\alpha-2} \frac{\partial^{2} c^{\varepsilon}}{\partial y^{2}} \quad \text { in } \Omega^{+} \times(0, T)  \tag{7}\\
-D \varepsilon^{\alpha-2} \frac{\partial c^{\varepsilon}}{\partial y}=-D \frac{1}{\varepsilon^{2} \mathbf{P e}} \frac{\partial c^{\varepsilon}}{\partial y}=k \frac{\mathbf{D a}}{\mathbf{P e}} c^{\varepsilon}=k \varepsilon^{\alpha+\beta} c^{\varepsilon} \quad \text { on } \Gamma^{+} \times(0, T)  \tag{8}\\
c^{\varepsilon}(x, y, 0)=1 \quad \text { for }(x, y) \in \Omega^{+}  \tag{9}\\
c^{\varepsilon}(0, y, t)=0 \quad \text { for } \quad(y, t) \in(0,1) \times(0, T)  \tag{10}\\
\frac{\partial c^{\varepsilon}}{\partial y}(x, 0, t)=0 \quad \text { for } \quad(x, t) \in(0,+\infty) \times(0, T) \tag{11}
\end{gather*}
$$

The latest condition results from the $y$-symmetry of the solution. Further

$$
\Omega^{+}=(0,+\infty) \times(0,1), \quad \Gamma^{+}=(0,+\infty) \times\{1\}
$$

and $T$ is an arbitrarily chosen positive number.
We study the behavior of this problem as $\varepsilon \searrow 0$, while keeping the coefficients $Q$, $D$, and $k$ all $\mathcal{O}(1)$. The most interesting case results when $\alpha+\beta=0$ and $0 \leq \alpha<2$, because then chemistry balances with flow in the limit as $\varepsilon \searrow 0$. Consequently, we shall restrict our attention to this situation.

In this paper we prove that the correct upscaling of (7)-(11) gives the 1D parabolic problem
(EFF)

$$
\left\{\begin{array}{l}
\partial_{t} c+Q\left(\frac{2}{3}+\frac{4 k}{45 D} \varepsilon^{2-\alpha}\right) \partial_{x} c+k\left(1-\frac{k}{3 D} \varepsilon^{2-\alpha}\right) c \\
=\left(D \varepsilon^{\alpha}+\frac{8}{945} \frac{Q^{2}}{D} \varepsilon^{2-\alpha}\right) \partial_{x x} c \text { in }(0,+\infty) \times(0, T) \\
\left.c\right|_{x=0}=0,\left.c\right|_{t=0}=1, \partial_{x} c \in L^{2}((0,+\infty) \times(0, T))
\end{array}\right.
$$

We note that for $k=0$ and $\alpha=1$ this is exactly the effective model of Taylor [19].
What is known concerning the derivation of the effective problem (EFF), with or without chemical reactions? Below we give a short overview.

- In the absence of chemical reactions, Aris [1] presented a formal derivation using the method of moments.
- For the probabilistic justification of the Taylor dispersion, in the absence of chemical reactions, we refer to the lecture notes by Caflisch and Rubinstein [4]. This approach does not give an error estimate for the approximation.
- There have been numerous attempts to give a rigorous justification for the approximation in the absence of chemical reactions. The most convincing is the near rigorous derivation using the center manifold theory by Mercer and Roberts [13]. In this paper the initial value problem is studied and the Fourier transform with respect to $x$ is applied. The center manifold theory is applied to obtain effective equations at various orders, however, without addressing the fact that one is dealing with an infinite dimensional case.
- Flow with chemistry, as described by (2), is considered by Paine, Carbonell, and Whitaker [15], who use the "single-point" closure schemes of turbulence modeling by Launder to obtain a closed model for the averaged concentration.

These studies do not provide a rigorous mathematical derivation of the Taylor dispersion formula, and in the presence of the chemical reactions it is even not clear how to average the problem.

It should be noted that the real interest is in deriving dispersion equations for reactive flows through porous media. If we consider a porous medium comprising a bundle of capillary tubes, then we arrive at our problem. The disadvantage is that a bundle of capillary tubes represents a geometrically oversimplified model of a porous medium. Nevertheless, there is considerable insight to be gained from the analysis of our model problem.

Our technique is strongly motivated by the paper by Rubinstein and Mauri [18], where effective dispersion and convection in porous media is studied using the homogenization approach. Their analysis is based on a hierarchy of time scales. In setting up the dimensionless equations, we followed their approach. To our knowledge, the only rigorous result concerning effective dispersion in porous media in the presence of high Peclet numbers (no chemistry) and with the characteristic transport time scale is given in the recent paper by Bourgeat, Jurak, and Piatnitski [3]. Their approach uses regular solutions with compatible data for the underlying linear transport equation. They assume a high order compatibility between the initial and boundary data, involving derivatives up to order five. They construct a smooth solution of the linear transport equation, add the appropriate boundary layer and initial layer, and add the correction due to the perturbation of the mean flow. The effective solution obtained in this way is an $H^{1}$-approximation of order $\varepsilon$ and an $L^{2}$-approximation of order $\varepsilon^{2}$. However, in problems involving chemistry, one often encounters a jump between the initial value of the concentration and its value imposed at the injection boundary $x=0$. This is also the case in the experiment described by Taylor [19].

Averaging the concentration in a tube with dissolution/precipitation occurring on the wall and with $\mathrm{Pe}=\mathcal{O}(1)$ is considered in [5].

For bounds on convection enhanced diffusion in porous media we refer to the work of Fannjiang, Papanicolaou, Zhikov, Kozlov, and Piatnitski. We do not give specific references because there is such an enormous number of papers on the subject. A detailed review of known results on the derivation of the effective equations of motion for the mean concentration, in the case of general heterogeneous media and transport velocities, is given in [11]. There one finds the rigorous homogenization theory for the spatio-temporal periodic velocity fields. However, in [11], the reference time is set to be the characteristic diffusion time, contrary to the choice made in [3] and the choice we have made. The case with chemical reactions, but in the absence of the transport, is considered in [2].

We note that our results also cover the case when the physical parameters result in large Peclet and small Damkohler numbers. This follows by setting $k=0$, yielding Taylor's effective equation. In fact the effective equation (20) remains valid; only the effective terms representing the surface reaction are smaller and less important.

The plan of the paper is the following. In section 2 we study the homogenized problem. It turns out that it has an explicit solution having the form of a moving Gaussian, just as the 1D boundary layers of parabolic equations, when viscosity goes to zero (see [9]). Its behavior with respect to $\varepsilon$ and $t$ is singular.

In section 3 we give a justification of a lower order approximation, using a simple energy argument. In fact this approximation does not use Taylor's dispersion formula and gives an error of the same order in $L^{\infty}\left(L^{2}\right)$ as the solution to the linear transport equation.

In section 4 we give a formal derivation of the upscaled problem (EFF), using the approach proposed in [18].

The construction of the spatial boundary layer that takes care of the injection boundary is carried out in section 5 .

Then in sections 6 and 7 we prove that the effective concentration satisfying the corresponding 1D parabolic problem, with Taylor's diffusion coefficient and the reactive correction, is an approximation in $L^{\infty}\left(L^{2}\right)$ and in $L^{\infty}\left(L^{\infty}\right)$ to the actual physical concentration.

To satisfy the curiosity of the reader not familiar with singular perturbation techniques, we give here the simplified version of the results stated in Theorems 5-7 from section 7. For simplicity, we compare only the physical concentration $c^{\varepsilon}$ with $c$. Keeping the correction terms is necessary to have the same precision as stated in the theorems. Throughout the paper $H(x)$ denotes Heaviside's function

$$
\begin{equation*}
H(x)=1, x>0, \quad H(x)=0, x \leq 0 . \tag{12}
\end{equation*}
$$

Furthermore, using elementary parabolic theory one concludes that problem (7)-(11) has a unique bounded variational solution $c^{\varepsilon}$, with square integrable derivatives in $x$ and $y$. Furthermore, $c^{\varepsilon}$ belongs to $C^{\infty}$ for $x>0$ and stabilizes to 1 exponentially fast when $x \rightarrow \infty$.

Theorem 1. Let c be the unique solution of (EFF) and let $\Omega_{K}=(0, K) \times(0,1)$, $K>0$. Then we have

$$
\begin{gather*}
\left\|t^{3}\left(c^{\varepsilon}-c\right)\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\Omega_{K}\right)\right) \leq C \varepsilon^{2-\alpha},}\left\|t^{3}\left(c^{\varepsilon}-c\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \leq C\left(\varepsilon^{2-5 \alpha / 4} H(1-\alpha)+\varepsilon^{3 / 2-3 \alpha / 4} H(\alpha-1)\right),  \tag{13}\\
\left\|t^{3} \partial_{y} c^{\varepsilon}\right\|_{L^{2}\left(\Omega_{K} \times(0, T)\right)} \leq C\left(\varepsilon^{2-5 \alpha / 4} H(1-\alpha)+\varepsilon^{3 / 2-3 \alpha / 4} H(\alpha-1)\right),  \tag{14}\\
\left\|t^{3} \partial_{x}\left(c^{\varepsilon}-c\right)\right\|_{L^{2}\left(\Omega_{K} \times(0, T)\right)} \leq C\left(\varepsilon^{2-7 \alpha / 4} H(1-\alpha)+\varepsilon^{3 / 2-5 \alpha / 4} H(\alpha-1)\right) . \tag{15}
\end{gather*}
$$

Note that $c$ has disappeared in estimate (15) since it is only $x$ and $t$ dependent. This estimate is superior to estimate (16) because of the large $\mathcal{O}\left(\varepsilon^{\alpha-2}\right)$ transversal diffusivity.

Theorem 2. Let c be the unique solution of (EFF). Then there exists a linear combination $\mathcal{C}_{\text {cor }}(x, y, t, \varepsilon)$ of products between polynomials in $y$ and derivatives of $c$ up to order 3 , such that

$$
\left\|t^{3}\left(c^{\varepsilon}-c-\mathcal{C}_{\text {cor }}\right)\right\|_{L^{\infty}\left((0, T) \times \Omega^{+}\right)} \leq\left\{\begin{array}{ll}
C \varepsilon^{4-7 \alpha / 2-\delta}  \tag{17}\\
C \varepsilon^{3 / 2-\alpha-\delta}
\end{array} \quad \forall \delta>0 \quad \text { if } \alpha<1, ~ \text { if } \alpha \geq 1 . ~ .\right.
$$

Corollary 1. Let $\alpha=1$ and $k=0$, as in Taylor's case. Then we have

$$
\begin{gather*}
\left\|t^{3}\left(c^{\varepsilon}-c-\mathcal{C}_{c o r}\right)\right\|_{L^{\infty}\left((0, T) \times \Omega^{+}\right)} \leq C \varepsilon^{1 / 2-\delta} \quad \forall \delta>0,  \tag{18}\\
\left\|t^{3}\left(c^{\varepsilon}-c\right)\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\Omega_{K}\right)\right)} \leq C \varepsilon . \tag{19}
\end{gather*}
$$

The expression $\mathcal{C}_{\text {cor }}(x, y, t, \varepsilon)$ is given explicitly in Theorem 7 of section 7 .
Our result could be stated in dimensional form as follows.

Theorem 3. Let us suppose that $L_{R}>\max \left\{D_{R} / Q_{R}, Q_{R} H^{2} / D_{R}, H\right\}$. Then the upscaled dimensional approximation to (1), (2) reads

$$
\begin{align*}
\frac{\partial c^{*, e f f}}{\partial t^{*}}+\left(\frac{2}{3}+\right. & \left.\frac{4}{45} \mathbf{D a}_{T}\right) Q^{*} \frac{\partial c^{*, e f f}}{\partial x^{*}}+\frac{k^{*}}{H}\left(1-\frac{1}{3} \mathbf{D a}_{T}\right) c^{*, e f f} \\
& =D^{*}\left(1+\frac{8}{945} \mathbf{P e}_{T}^{2}\right) \frac{\partial^{2} c^{*, e f f}}{\partial\left(x^{*}\right)^{2}} \tag{20}
\end{align*}
$$

where $\mathbf{P e}_{T}=\frac{Q^{*} H}{D^{*}}$ is the transversal Peclet number and $\mathbf{D a}_{T}=\frac{k^{*} H}{D^{*}}$ is the transversal Damkohler number.

We conclude this section by noting that in the known literature on boundary layers for parabolic regularization, the transport velocity is assumed to be zero at the injection boundary (see [7]). Hence our result extends the existing framework.

One could try to get even higher order approximations. Unfortunately, our procedure then leads to higher order differential operators and it is not clear if they are easy to handle. In the absence of the boundaries, higher order terms were determined in [13] using the program REDUCE.
2. Study of the upscaled diffusion-convection equation on the half-line. For $\bar{Q}, \bar{D}, \varepsilon>0$ and $\bar{k} \geq 0$, we consider the problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\bar{Q} \partial_{x} u+\bar{k} u=\gamma \bar{D} \partial_{x x} u \text { in }(0,+\infty) \times(0, T),  \tag{21}\\
\partial_{x} u \in L^{2}((0,+\infty) \times(0, T)), \\
u(x, 0)=1 \text { in }(0,+\infty), \quad u(0, t)=0 \text { at } x=0 .
\end{array}\right.
$$

The unique solution is given by the explicit formula

$$
\begin{equation*}
u(x, t)=e^{-\bar{k} t}\left(1-\frac{1}{\sqrt{\pi}}\left[e^{\frac{\overline{\bar{\sigma}} x}{\gamma D}} \int_{\frac{x+t \overline{\bar{Q}}}{2 \sqrt{\gamma \bar{D} t}}}^{+\infty} e^{-\eta^{2}} d \eta+\int_{\frac{x-t \overline{\bar{L}}}{2 \sqrt{\gamma \bar{D} t}}}^{+\infty} e^{-\eta^{2}} d \eta\right]\right) . \tag{22}
\end{equation*}
$$

This expression allows us to find the exact behavior of $u$ with respect to $\gamma$. Note that for $\alpha \in[0,1]$, we will set $\gamma=\varepsilon^{\alpha}$; for $\alpha \in[1,2)$, we choose $\gamma=\varepsilon^{2-\alpha}$. The derivatives of $u$ are found using Maple, and then their norms are estimated. Since the procedure is standard, we do not give the details. In more general situations, there are no explicit solutions and these estimates could be obtained using the technique and results from [9].

By the maximum principle we have

$$
\begin{equation*}
0 \leq u(x, t) \leq 1 . \tag{23}
\end{equation*}
$$

We first estimate the difference between $\chi_{\{x>\bar{Q} t\}}$ and $u$.
Lemma 1. Function u satisfies the estimates

$$
\begin{align*}
& \int_{0}^{\infty}\left|e^{-\bar{k} t} \chi_{\{x>\bar{Q} t\}}-u(t, x)\right| d x=3 \sqrt{\gamma \bar{D} t} e^{-\bar{k} t}+C \gamma,  \tag{24}\\
&\left\|e^{-\bar{k} t} \chi_{\{x>\bar{Q} t\}}-u\right\|_{L^{\infty}\left(0, T ; L^{p}((0,+\infty))\right)} \leq C \gamma^{1 /(2 p)} \quad \forall p \in(1,+\infty) . \tag{25}
\end{align*}
$$

For the derivatives of $u$ we have the following.

Lemma 2. Let $\zeta$ be defined by

$$
\zeta(t)= \begin{cases}\left(\frac{t}{\bar{D} \gamma}\right)^{r} & \text { for } 0 \leq t \leq \bar{D} \gamma,  \tag{26}\\ 1 & \text { otherwise },\end{cases}
$$

with $r \geq q \geq 1$. Then

$$
\begin{gather*}
\left\|\zeta(t)\left(\left|\partial_{t} u\right|+\left|\partial_{x} u\right|\right)\right\|_{L^{q}((0, T) \times(0,+\infty))} \leq C(\gamma \bar{D})^{\min \{1 /(2 q)-1 / 2,2 / q-1\}}, q \neq 3,  \tag{27}\\
\left\|\zeta(t)\left(\left|\partial_{t} u\right|+\left|\partial_{x} u\right|\right)\right\|_{L^{3}((0, T) \times(0,+\infty))} \leq C\left((\gamma \bar{D})^{-1} \log \left(\frac{1}{\gamma \bar{D}}\right)\right)^{1 / 3} . \tag{28}
\end{gather*}
$$

Next we estimate the second-order derivatives.
Lemma 3. Let $\zeta$ be defined by (26). Then

$$
\left\|\zeta(t) u_{t t}\right\|_{L^{q}((0, T) \times(0,+\infty))}+\left\|\zeta(t) u_{t x}\right\|_{L^{q}((0, T) \times(0,+\infty))}+\left\|\zeta(t) u_{x x}\right\|_{L^{q}((0, T) \times(0,+\infty))}
$$

$$
\begin{equation*}
\leq C_{q}(\gamma \bar{D})^{\min \{1 /(2 q)-1,2 / q-2\}}, q \neq 3 / 2, \tag{29}
\end{equation*}
$$

$\left\|\zeta(t) u_{t t}\right\|_{L^{3 / 2}((0, T) \times(0,+\infty))}+\left\|\zeta(t) u_{t x}\right\|_{L^{3 / 2}((0, T) \times(0,+\infty))}+\left\|\zeta(t) u_{x x}\right\|_{L^{3 / 2}((0, T) \times(0,+\infty))}$

$$
\begin{equation*}
\leq C\left((\gamma \bar{D})^{-1} \log \left(\frac{1}{\gamma \bar{D}}\right)\right)^{2 / 3} \tag{30}
\end{equation*}
$$

For the third-order derivatives we have the following.
Lemma 4. Let $\zeta$ be defined by (26). Then

$$
\begin{align*}
& \left\|\partial_{x x x}(\zeta(t) u)\right\|_{L^{q}((0, T) \times(0,+\infty))}+\left\|\zeta(t) \partial_{x x t} u\right\|_{L^{q}((0, T) \times(0,+\infty))} \\
& \quad+\left\|\zeta(t) \partial_{x t t} u\right\|_{L^{q}((0, T) \times(0,+\infty))} \leq C_{q}(\gamma \bar{D})^{2 / q-3}, q>1,  \tag{31}\\
& \left\|\partial_{x x x}(\zeta(t) u)\right\|_{L^{1}((0, T) \times(0,+\infty))}+\left\|\zeta(t) \partial_{x x t} u\right\|_{L^{1}((0, T) \times(0,+\infty))} \\
& \quad+\left\|\zeta(t) \partial_{x t t} u\right\|_{L^{1}((0, T) \times(0,+\infty))} \leq C_{1}(\gamma \bar{D})^{-1} \log \frac{1}{\gamma \bar{D}} .
\end{align*}
$$

3. A simple $L^{2}$ error estimate. The simplest way to average problem (7)-(11) is to take the mean value with respect to $y$. Assuming that the mean of the product is the product of the means, which is in general wrong, we get the following problem for the "averaged" concentration $c_{0}^{\text {eff }}(x, t)$ :

$$
\left\{\begin{array}{l}
\frac{\partial c_{0}^{e f f}}{\partial t}+\frac{2 Q}{3} \frac{\partial c_{0}^{e f f}}{\partial x}+k c_{0}^{e f f}=\varepsilon^{\alpha} D \frac{\partial c_{0}^{e f f}}{\partial x^{2}} \text { in }(0,+\infty) \times(0, T),  \tag{33}\\
\partial_{x} c_{0}^{e f f} \in L^{2}((0,+\infty) \times(0, T)),\left.\quad c_{0}^{e f f}\right|_{t=0}=1,\left.\quad c_{0}^{e f f}\right|_{x=0}=0 .
\end{array}\right.
$$

This is problem (21) with $\tilde{Q}=\frac{2}{3} Q, \bar{k}=k$, and $\bar{D}=D$. The small parameter $\gamma$ is equal to $\varepsilon^{\alpha}$. For convenience we introduce the operator

$$
\begin{equation*}
\mathcal{L}^{\varepsilon}(w):=\frac{\partial w}{\partial t}+Q\left(1-y^{2}\right) \frac{\partial w}{\partial x}-D \varepsilon^{\alpha}\left(\frac{\partial^{2} w}{\partial x^{2}}+\varepsilon^{-2} \frac{\partial^{2} w}{\partial y^{2}}\right) \tag{34}
\end{equation*}
$$

(7)-(11) are written as

$$
\begin{align*}
\mathcal{L}^{\varepsilon}\left(c^{\varepsilon}\right) & =0 \quad \text { in } \quad \Omega^{+} \times(0, T),  \tag{35}\\
c^{\varepsilon}(0, y, t) & =0 \quad \text { on } \quad(0,1) \times(0, T),  \tag{36}\\
\partial_{y} c^{\varepsilon}(x, 0, t) & =0 \quad \text { on }(0,+\infty) \times(0, T),  \tag{37}\\
-D \varepsilon^{\alpha-2} \partial_{y} c^{\varepsilon}(x, 1, t) & =k c^{\varepsilon}(x, 1, t) \quad \text { on }(0,+\infty) \times(0, T),  \tag{38}\\
c^{\varepsilon}(x, y, 0) & =1 \quad \text { on } \quad(0,+\infty) \times(0,1) . \tag{39}
\end{align*}
$$

We want to approximate $c^{\varepsilon}$ by $c_{0}^{\text {eff }}$. For this purpose we write

$$
\begin{gather*}
\mathcal{L}^{\varepsilon}\left(c_{0}^{e f f}\right)=-k c_{0}^{e f f}+Q \partial_{x} c_{0}^{e f f}\left(1 / 3-y^{2}\right)=R^{\varepsilon} \\
\mathcal{L}^{\varepsilon}\left(c^{\varepsilon}-c_{0}^{\text {eff }}\right)=-R^{\varepsilon} \text { in } \Omega^{+} \times(0, T), \quad \text { and }  \tag{40}\\
-D \varepsilon^{\alpha-2} \partial_{y}\left(c^{\varepsilon}(x, 1, t)-c_{0}^{e f f}\right)=k c^{\varepsilon}(x, 1, t) \quad \text { on }(0,+\infty) \times(0, T), \tag{41}
\end{gather*}
$$

and we have the following useful estimate.
Proposition 1. Let $\Psi(x)=1 /(x+1)$ and let $g^{\varepsilon}$, $\xi_{0}^{\varepsilon}$, and $R^{\varepsilon}$ be measurable functions satisfying

$$
\begin{equation*}
\Psi g^{\varepsilon} \in H^{1}\left(\Omega^{+} \times(0, T)\right), \Psi \xi_{0}^{\varepsilon} \in L^{2}\left(\Omega^{+}\right), \text {and } \Psi R^{\varepsilon} \in L^{2}\left(\Omega^{+} \times(0, T)\right) \tag{42}
\end{equation*}
$$

Furthermore, let $\xi \in L^{\infty}\left(\Omega^{+} \times(0, T)\right), \Psi \xi \in C\left([0, T] ; L^{2}\left(\Omega^{+}\right)\right), \Psi \nabla_{x, y} \xi \in L^{2}\left(\Omega^{+} \times\right.$ $(0, T))^{2}$ be a solution of the initial/boundary problem

$$
\begin{gather*}
\mathcal{L}^{\varepsilon}(\xi)=-R^{\varepsilon} \quad \text { in } \Omega^{+} \times(0, T) ;\left.\quad \partial_{y} \xi\right|_{y=0}=0 \quad \text { on }(0,+\infty) \times(0, T)  \tag{43}\\
-\left.D \varepsilon^{\alpha-2} \partial_{y} \xi\right|_{y=1}=\left.k \xi\right|_{y=1}+\left.g^{\varepsilon}\right|_{y=1} \quad \text { on }(0,+\infty) \times(0, T)  \tag{44}\\
\left.\xi\right|_{t=0}=\xi_{0}^{\varepsilon} \quad \text { on } \Omega^{+} \quad \text { and }\left.\quad \xi\right|_{x=0}=0 \quad \text { on }(0,1) \times(0, T) \tag{45}
\end{gather*}
$$

Then we have the energy estimate

$$
\begin{gather*}
\mathcal{E}(\xi, t)=\frac{1}{2} \int_{\Omega^{+}} \Psi(x)^{2} \xi^{2}(t) d x d y+\frac{D}{2} \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2} \\
\times\left\{\varepsilon^{-2}\left|\partial_{y} \xi\right|^{2}+\left|\partial_{x} \xi\right|^{2}\right\} d x d y d \tau+\left.k \int_{0}^{t} \int_{0}^{+\infty} \xi^{2}\right|_{y=1} \Psi^{2}(x) d x d \tau \\
\leq-\int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2} R^{\varepsilon} \xi d x d y d \tau-\left.\left.\int_{0}^{t} \int_{0}^{+\infty} g^{\varepsilon}\right|_{y=1} \xi\right|_{y=1} \Psi^{2}(x) d x d \tau \\
 \tag{46}\\
+2 D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2} \xi^{2} d x d y d \tau+\frac{1}{2} \int_{\Omega^{+}} \Psi(x)^{2}\left(\xi_{0}^{\varepsilon}\right)^{2} d x d y
\end{gather*}
$$

Proof. We test (43)-(45) by $\Psi^{2}(x) \xi$ to obtain

$$
\begin{gathered}
\frac{1}{2} \int_{\Omega^{+}} \xi^{2}(t) \Psi^{2}(x) d x d y+D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi^{2}(x)\left\{\varepsilon^{-2}\left|\partial_{y} \xi\right|^{2}+\left|\partial_{x} \xi\right|^{2}\right\} d x d y d \tau \\
\quad+\left.k \int_{0}^{t} \int_{0}^{+\infty} \xi^{2}\right|_{y=1} \Psi^{2} d x d \tau \leq \frac{1}{2} \int_{\Omega^{+}}\left(\xi_{0}^{\varepsilon}\right)^{2} \Psi^{2}(x) d x d y \\
\quad-\left.k \int_{0}^{t} \int_{0}^{+\infty}\left(g^{\varepsilon} \xi\right)\right|_{y=1} \Psi^{2} d x d \tau-D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \partial_{x} \xi \xi \partial_{x} \Psi^{2}(x) d x d y d \tau
\end{gathered}
$$

Next we use

$$
\begin{gather*}
D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \partial_{x} \xi \xi \partial_{x} \Psi^{2}(x) d x d \tau \leq \frac{D}{2} \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi^{2}(x)\left|\partial_{x} \xi\right|^{2} d x d y d \tau \\
+2 D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi^{2}(x)|\xi|^{2} d x d y d \tau \tag{48}
\end{gather*}
$$

giving directly (46).
This simple result allows us to prove the following.
Proposition 2. There exist positive constants $C_{i}^{F}, i=1,2,3$, such that

$$
\begin{gather*}
\left\|\Psi(x)\left(c^{\varepsilon}-c_{0}^{e f f}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)} \leq \varepsilon^{1-\alpha / 2} \frac{F^{0}}{\sqrt{D}}  \tag{49}\\
\left\|\Psi(x) \partial_{x}\left(c^{\varepsilon}-c_{0}^{e f f}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)} \leq \varepsilon^{1-\alpha} \frac{F^{0}}{D}  \tag{50}\\
\left\|\Psi(x) \partial_{y}\left(c^{\varepsilon}-c_{0}^{e f f}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)} \leq \varepsilon^{2-\alpha} \frac{F^{0}}{D} \tag{51}
\end{gather*}
$$

where

$$
\begin{equation*}
F^{0}=C_{1}^{F}\left\|\partial_{x} c_{0}^{e f f}\right\|_{L^{2}((0,+\infty) \times(0, T))}+C_{2}^{F} k \leq C_{3}^{F} \varepsilon^{-\alpha / 4} \tag{52}
\end{equation*}
$$

Proof. We are in the situation of Proposition 1 with $\xi_{0}^{\varepsilon}=0$ and $g^{\varepsilon}=k c_{0}^{e f f}$. Consequently, for $\xi=c^{\varepsilon}-c_{0}^{\text {eff }}$ we have

$$
\begin{align*}
& \mathcal{E}(\xi, t) \leq k \int_{0}^{t} \int_{0}^{+\infty} c_{0}^{e f f}\left(\int_{0}^{1} c^{\varepsilon} d y-\left.c^{\varepsilon}\right|_{y=1}\right) \Psi^{2} d x d \tau+2 D \varepsilon^{\alpha} \\
& \int_{0}^{t} \int_{\Omega^{+}}|\xi|^{2} \Psi^{2}(x) d x d y d \tau-\int_{0}^{t} \int_{\Omega^{+}} Q\left(\frac{1}{3}-y^{2}\right) \xi \partial_{x} c_{0}^{e f f} \Psi^{2} d x d y d \tau \tag{53}
\end{align*}
$$

It remains to estimate the first and third terms on the right. We have

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{\Omega^{+}} Q \partial_{x} c_{0}^{e f f}\left(\frac{1}{3}-y^{2}\right) \xi \Psi^{2}(x) d x d y d \tau\right| \\
= & \left|\int_{0}^{t} \int_{\Omega^{+}} Q \partial_{x} c_{0}^{e f f}\left(\frac{y}{3}-\frac{y^{3}}{3}\right) \partial_{y} \xi \Psi^{2}(x) d x d y d \tau\right| \tag{54}
\end{align*}
$$

and

$$
\begin{array}{r}
k\left|\int_{0}^{t} \int_{0}^{+\infty} c_{0}^{e f f}\left(\int_{0}^{1} \xi d y-\left.\xi\right|_{y=1}\right) \Psi^{2} d x d \tau\right| \\
\leq \frac{D}{8} \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi^{2}(x)\left|\partial_{y} \xi\right|^{2} d x d y d \tau+\frac{k^{2}}{D} \varepsilon^{2-\alpha} \int_{0}^{t} \int_{0}^{+\infty}\left(c_{0}^{e f f}\right)^{2} \Psi^{2} d x d \tau \tag{55}
\end{array}
$$

Inserting (54)-(55) into (53) gives

$$
\begin{align*}
\mathcal{E}\left(c^{\varepsilon}-c_{0}^{\text {eff }}, t\right) & \leq \varepsilon^{2-\alpha} \int_{0}^{t} \int_{0}^{+\infty}\left\{\frac{2 k^{2}}{D}\left(c_{0}^{\text {eff }}\right)^{2}+\frac{32}{315} \frac{Q^{2}}{D}\left(\partial_{x} c_{0}^{\text {eff }}\right)^{2}\right\} \Psi^{2} d x d \tau \\
& +\int_{0}^{t} \int_{0}^{1} \int_{0}^{+\infty} 2 D \varepsilon^{\alpha} \Psi^{2}(x)\left(c^{\varepsilon}-c_{0}^{e f f}\right)^{2} d x d y d \tau \tag{56}
\end{align*}
$$

and applying Gronwall's inequality results in (49)-(51).
Corollary 2. Let $\Omega_{K}=(0, K) \times(0,1), K>0$. Then we have

$$
\begin{equation*}
\left\|c^{\varepsilon}-c_{0}^{e f f}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \leq C \varepsilon^{1-3 \alpha / 4} \tag{57}
\end{equation*}
$$

Remark 1. It is reasonable to expect $L^{1}$ estimates with better powers for $\varepsilon$. Unfortunately, testing (40) by the regularized sign $\left(c^{\varepsilon}-c_{0}^{\text {eff }}\right)$ does not lead to a useful result. Hence at this stage claiming a $\sqrt{\varepsilon}$ estimate in $L^{1}$ is not justified.

Remark 2. There are results by Grenier [7] and Grenier and Guès [8] on singular perturbation problems. In [7] Grenier supposes that $q$ is smooth and zero at $x=0$, together with its derivatives. Such hypotheses allow better estimates.

Remark 3. For $\alpha=1$, the estimates (24) and (57) imply that the functions $\exp \{-k t\} \chi_{\{x>Q t\}}$ and $c_{0}^{e f f}$ approximate $c^{\varepsilon}$ in $L^{\infty}\left(L^{2}\right)$ with the same order given by $C \varepsilon^{1 / 4}$.

Remark 4. Estimate (57) is not useful when $\alpha>4 / 3$.
4. The formal 2 -scale expansion leading to Taylor's dispersion. The estimate obtained in the previous section is not satisfactory. However, it is known that the Taylor dispersion model gives a very good 1D approximation. This motivates us to derive higher precision approximations. We give a formal 2 -scale asymptotic expansion to obtain Taylor's (including the chemistry) dispersion formula.

We start with the problem (35)-(39) and search for $c^{\varepsilon}$ in the form

$$
\begin{equation*}
c^{\varepsilon}=c^{0}(x, t ; \varepsilon)+\varepsilon c^{1}(x, y, t)+\varepsilon^{2} c^{2}(x, y, t)+\cdots . \tag{58}
\end{equation*}
$$

After introducing (58) into (35) we get

$$
\begin{gather*}
\varepsilon^{0}\left\{\partial_{t} c^{0}+Q\left(1-y^{2}\right) \partial_{x} c^{0}-D \varepsilon^{\alpha-1} \partial_{y y} c^{1}\right\} \\
+\varepsilon\left\{\partial_{t} c^{1}+Q\left(1-y^{2}\right) \partial_{x} c^{1}-D \varepsilon^{\alpha-1} \partial_{x x} c^{0}-D \varepsilon^{\alpha-1} \partial_{y y} c^{2}\right\}=\mathcal{O}\left(\varepsilon^{2}\right) \tag{59}
\end{gather*}
$$

To satisfy (59) for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$, all coefficients in front of the powers of $\varepsilon$ should be zero.

The problem corresponding to the $\varepsilon^{0}$ is

$$
\left\{\begin{array}{l}
-D \partial_{y y} c^{1}=-\varepsilon^{1-\alpha} Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c^{0}-\varepsilon^{1-\alpha}\left(\partial_{t} c^{0}+2 Q \partial_{x} c^{0} / 3\right) \text { on }(0,1),  \tag{60}\\
\partial_{y} c^{1} \stackrel{0}{=} \text { on } y=0 \text { and }-D \partial_{y} c^{1}=k \varepsilon^{1-\alpha} c^{0} \text { on } y=1
\end{array}\right.
$$

for every $(x, t) \in(0,+\infty) \times(0, T)$. By Fredholm's alternative, this problem has a solution if and only if

$$
\begin{equation*}
\partial_{t} c^{0}+\frac{2 Q \partial_{x} c^{0}}{3}+k c^{0}=0 \quad \text { in } \quad(0, L) \times(0, T) . \tag{61}
\end{equation*}
$$

Unfortunately our initial and boundary data are incompatible, and therefore the solution to this hyperbolic equation is discontinuous. Since the asymptotic expansion for $c^{\varepsilon}$ involves derivatives of $c^{0}$, (61) does not suit our needs. In [3] this difficulty was overcome by assuming compatible initial and boundary data. We proceed by following an idea from [18] and suppose that

$$
\begin{equation*}
\partial_{t} c^{0}+\frac{2 Q \partial_{x} c^{0}}{3}+k c^{0}=\mathcal{O}(\varepsilon) \quad \text { in }(0,+\infty) \times(0, T) . \tag{62}
\end{equation*}
$$

This hypothesis will be justified a posteriori, after getting an equation for $c^{0}$.
Combining (60) and (61) and using hypothesis (62) leads us to consider

$$
\left\{\begin{array}{l}
-D \partial_{y y} c^{1}=-\varepsilon^{1-\alpha} Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c^{0}+\varepsilon^{1-\alpha} k c^{0} \text { on }(0,1),  \tag{63}\\
\partial_{y} c^{1}=0 \text { on } y=0 \text { and }-D \partial_{y} c^{1}=k \varepsilon^{1-\alpha} c^{0} \quad \text { on } y=1
\end{array}\right.
$$

for every $(x, t) \in(0,+\infty) \times(0, T)$. Consequently

$$
\begin{equation*}
c^{1}(x, y, t)=\varepsilon^{1-\alpha}\left(\frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}\right) \partial_{x} c^{0}+\frac{k}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right) c^{0}+C_{0}(x, t)\right) \tag{64}
\end{equation*}
$$

where $C_{0}$ is an arbitrary function.
The problem corresponding to $\varepsilon^{1}$ is

$$
\left\{\begin{array}{l}
-D \partial_{y y} c^{2}=D \varepsilon \partial_{x x} c^{1}-\varepsilon^{1-\alpha} Q\left(1-y^{2}\right) \partial_{x} c^{1}+D \partial_{x x} c^{0}-\varepsilon^{1-\alpha} \partial_{t} c^{1}  \tag{65}\\
-\varepsilon^{-\alpha}\left(\partial_{t} c^{0}+\frac{2 Q \partial_{x} c^{0}}{3}+k c^{0}\right) \text { on }(0,1), \\
\partial_{y} c^{2}=0 \text { on } y=0 \text { and }-D \partial_{y} c^{2}=k \varepsilon^{1-\alpha} c^{1} \text { on } y=1
\end{array}\right.
$$

for every $(x, t) \in(0,+\infty) \times(0, T)$. This problem has a solution if and only if

$$
\partial_{t} c^{0}+\frac{2 Q \partial_{x} c^{0}}{3}+k\left(c^{0}+\left.\varepsilon c^{1}\right|_{y=1}\right)+\varepsilon \partial_{t}\left(\int_{0}^{1} c^{1} d y\right)-\varepsilon^{\alpha} D \partial_{x x} c^{0}
$$

$$
\begin{equation*}
+Q \varepsilon \partial_{x}\left(\int_{0}^{1}\left(1-y^{2}\right) c^{1} d y\right)-D \varepsilon^{1+\alpha} \partial_{x x}\left(\int_{0}^{1} c^{1} d y\right)=0 \quad \text { in }(0,+\infty) \times(0, T) \tag{66}
\end{equation*}
$$

Note that this is the equation for $c^{0}$. In order to get the simplest possible equation we choose $C_{0}$ such that $\int_{0}^{1} c^{1} d y=0$. This implies

$$
\begin{equation*}
c^{1}(x, y, t)=\varepsilon^{1-\alpha}\left(\frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \partial_{x} c^{0}+\frac{k}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right) c^{0}\right) \tag{67}
\end{equation*}
$$

and (66) becomes
$\partial_{t} c^{0}+Q\left(\frac{2}{3}+\frac{4 k}{45 D} \varepsilon^{2-\alpha}\right) \partial_{x} c^{0}+k\left(1-\frac{k}{3 D} \varepsilon^{2-\alpha}\right) c^{0}=\varepsilon^{\alpha} \tilde{D} \partial_{x x} c^{0} \quad$ in $\quad(0,+\infty) \times(0, T)$,
with

$$
\begin{equation*}
\tilde{D}=D+\frac{8}{945} \frac{Q^{2}}{D} \varepsilon^{2(1-\alpha)} \tag{69}
\end{equation*}
$$

As a result, problem (65) transforms into

$$
\left\{\begin{array}{l}
-D \partial_{y y} c^{2}=\varepsilon^{2-2 \alpha}\left\{-\frac{Q^{2}}{D} \partial_{x x} c^{0}\left\{\frac{8}{945}+\left(1-y^{2}\right)\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right)\right\}\right. \\
+\partial_{x} c^{0} \frac{Q k}{D}\left\{\frac{2}{45}-\left(1-y^{2}\right)\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\right\}+\frac{2 k Q}{45 D} \partial_{x} c^{0} \\
-\frac{k^{2}}{3 D} c^{0}-\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right)\left(\partial_{x t} c^{0} \frac{Q}{D}-\varepsilon^{\alpha} Q \partial_{x x x} c^{0}\right)  \tag{70}\\
\left.-\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\left(\partial_{t} c^{0} \frac{k}{D}-\varepsilon^{\alpha} k \partial_{x x} c^{0}\right)\right\} \text { on }(0,1), \quad \partial_{y} c^{2}=0 \text { on } y=0 \\
\text { and }-D \partial_{y} c^{2}=\frac{Q k}{D} \varepsilon^{2-2 \alpha} \partial_{x} c^{0} \frac{2}{45}-\frac{k^{2}}{3 D} \varepsilon^{2-2 \alpha} c^{0} \text { on } y=1
\end{array}\right.
$$

If we choose $c^{2}$ such that $\int_{0}^{1} c^{2} d y=0$, then

$$
\begin{aligned}
c^{2}(x, y, t)= & \varepsilon^{2-2 \alpha}\left\{-\frac{Q^{2}}{D^{2}} \partial_{x x} c^{0}\left(\frac{281}{453600}+\frac{23}{1512} y^{2}-\frac{37}{2160} y^{4}+\frac{1}{120} y^{6}-\frac{1}{672} y^{8}\right)\right. \\
+ & \left(\frac{Q}{D^{2}} \partial_{x t} c^{0}-\varepsilon^{\alpha} \frac{Q}{D} \partial_{x x x} c^{0}\right)\left(\frac{31}{7560}-\frac{7}{360} y^{2}+\frac{y^{4}}{72}-\frac{y^{6}}{360}\right) \\
& +\frac{Q k}{D^{2}} \partial_{x} c^{0}\left(\frac{y^{6}}{60}-\frac{y^{4}}{18}+\frac{11 y^{2}}{180}-\frac{11}{810}\right)
\end{aligned}
$$

$$
\begin{equation*}
\left.+\left(\frac{k}{2 D^{2}} \partial_{t} c^{0}-\frac{k}{2 D} \varepsilon^{\alpha} \partial_{x x} c^{0}\right)\left(-\frac{y^{4}}{12}+\frac{y^{2}}{6}-\frac{7}{180}\right)+\left(\frac{Q k}{45 D^{2}} \partial_{x} c^{0}-\frac{k^{2}}{6 D^{2}} c^{0}\right)\left(\frac{1}{3}-y^{2}\right)\right\} \tag{71}
\end{equation*}
$$

5. Boundary layer. The higher order approximations in the asymptotic expansion for $c^{\varepsilon}$ do not satisfy the boundary conditions. Such incompatibility suggests that we should correct them using an appropriate boundary layer:

$$
\left\{\begin{array}{l}
-\Delta_{y, z} \beta=0 \quad \text { for }(z, y) \in \Omega^{+}  \tag{72}\\
-\partial_{y} \beta=0 \text { for } y=1, \text { and for } y=0 \\
\beta=\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180} \text { for } z=0
\end{array}\right.
$$

Using the elementary variational theory for PDEs, we obtain the existence of a unique solution $\beta \in L_{l o c}^{2}\left(\Omega^{+}\right)$such that $\nabla \beta \in L_{l o c}^{2}\left(\Omega^{+}\right)^{2}$. Since the average of the boundary value at $z=0$ is zero, it follows that $\int_{0}^{1} \beta(z, y) d y=0$ for every $z \in(0,+\infty)$. This allows us to apply Poincaré's inequality in $H^{1}$ :

$$
\begin{equation*}
\int_{0}^{1} \varphi^{2} d y \leq \frac{1}{\pi^{2}} \int_{0}^{1}\left|\partial_{y} \varphi\right|^{2} d y \forall \varphi \in H^{1}(0,1), \quad \int_{0}^{1} \varphi d y=0 \tag{73}
\end{equation*}
$$

and conclude that in fact $\beta \in H^{1}\left(\Omega^{+}\right)$. In order to prove that $\beta$ represents a boundary layer, one should prove the exponential decay. We apply the theory from [14] and get the following result describing the decay of $\beta$ as $z \rightarrow+\infty$.

Proposition 3. There exists a constant $\gamma_{0}>0$ such that the solution $\beta$ of (72) satisfies the estimates

$$
\begin{gather*}
\int_{z}^{+\infty} \int_{0}^{1}\left|\nabla_{y, z} \beta\right|^{2} d y d z \leq c_{0} e^{-\gamma_{0} z}, \quad z>0  \tag{74}\\
|\beta(y, z)| \leq c_{0} e^{-\gamma_{0} z} \quad \forall(y, z) \in \Omega^{+} \tag{75}
\end{gather*}
$$

6. First correction. As explained, estimate (57) is not satisfactory. To get a better approximation we consider the correction, which was constructed using the formal 2-scale expansion in section 4.

Let $0 \leq \alpha<2$. We start with the $\mathcal{O}\left(\varepsilon^{4-2 \alpha}\right)$ approximation and consider the function

$$
\begin{equation*}
c_{1}^{e f f}(x, y, t ; \varepsilon)=c(x, t ; \varepsilon)+\varepsilon^{2-\alpha} \zeta(t)\left(\frac{Q}{D}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \frac{\partial c}{\partial x}+\frac{k}{D}\left(\frac{1}{6}-\frac{y^{2}}{2}\right) c\right) \tag{76}
\end{equation*}
$$

where $c$ is the solution to the effective problem with Taylor's dispersion coefficient including the reaction terms:

$$
\left\{\begin{array}{l}
\partial_{t} c+Q\left(\frac{2}{3}+\frac{4 k}{45 D} \varepsilon^{2-\alpha}\right) \partial_{x} c+k\left(1-\frac{k}{3 D} \varepsilon^{2-\alpha}\right) c  \tag{77}\\
=\left(D \varepsilon^{\alpha}+\frac{8}{945} \frac{Q^{2}}{D} \varepsilon^{2-\alpha}\right) \partial_{x x} c \text { in }(0,+\infty) \times(0, T) \\
\left.c\right|_{x=0}=0,\left.c\right|_{t=0}=1, \partial_{x} c \in L^{2}((0,+\infty) \times(0, T))
\end{array}\right.
$$

The cut-off in time $\zeta$ is given by (26) and we use it to eliminate the time-like boundary layer appearing at $t=0$. These effects are not visible in the formal expansion.

Let $\mathcal{L}^{\varepsilon}$ be the differential operator given by (34). Following the formal expansion from section 4 , we find that $\mathcal{L}^{\varepsilon}$ applied to the correction without boundary layer functions and cut-offs would give $F_{1}^{\varepsilon}+F_{2}^{\varepsilon}+F_{3}^{\varepsilon}+F_{4}^{\varepsilon}+F_{5}^{\varepsilon}$, where

$$
\left\{\begin{array}{l}
F_{1}^{\varepsilon}=\partial_{x x} c \frac{Q^{2}}{D} \varepsilon^{2-\alpha}\left\{\frac{8}{945}+\left(1-y^{2}\right)\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right)\right\}  \tag{78}\\
F_{2}^{\varepsilon}=\partial_{x} c \frac{Q k}{D} \varepsilon^{2-\alpha}\left\{-\frac{2}{45}+\left(1-y^{2}\right)\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\right\} \\
F_{3}^{\varepsilon}=\varepsilon^{2-\alpha}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right)\left\{\partial_{x t} c \frac{Q}{D}-\varepsilon^{\alpha} \partial_{x x x} c Q\right\} \\
F_{4}^{\varepsilon}=\varepsilon^{2-\alpha}\left(\frac{1}{6}-\frac{y^{2}}{2}\right)\left\{\partial_{t} c \frac{k}{D}-\varepsilon^{\alpha} \partial_{x x} c k\right\} \\
F_{5}^{\varepsilon}=\varepsilon^{2-\alpha}\left\{-\frac{2}{45} \partial_{x} c \frac{Q k}{D}+\frac{k^{2}}{3 D} c\right\}
\end{array}\right.
$$

These functions are not integrable up to $t=0$, and for handling them we introduce the cut-off $\zeta$.

Applying $\mathcal{L}^{\varepsilon}$ to $c_{1}^{\text {eff }}$ gives

$$
\begin{align*}
& \mathcal{L}^{\varepsilon}\left(c_{1}^{\text {eff }}\right)= \zeta(t) \sum_{j=1}^{5} F_{j}^{\varepsilon}+\left(\varepsilon^{2-\alpha} \partial_{x x} c \frac{Q^{2}}{D} \frac{8}{945}+Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c-k c\right) \\
& \times(1-\zeta(t))+\zeta^{\prime}(t) \varepsilon^{2-\alpha}\left(\partial_{x} c \frac{Q}{D}\left\{\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right\}+\frac{k}{2 D}\left(\frac{1}{3}-y^{2}\right) c\right) \\
&=: \Phi_{1}^{\varepsilon} \text { and }-\mathcal{L}^{\varepsilon}\left(c_{1}^{\text {eff }}\right)=\mathcal{L}^{\varepsilon}\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)=-\Phi_{1}^{\varepsilon} . \tag{79}
\end{align*}
$$

At the lateral boundary $y=1$ we have

$$
\begin{gather*}
-\left.D \varepsilon^{\alpha-2} \partial_{y} c_{1}^{e f f}\right|_{y=1}=\zeta(t) k c  \tag{80}\\
\left.k c_{1}^{e f f}\right|_{y=1}=k\left(c+\varepsilon^{2-\alpha} \frac{Q}{D} \zeta(t) \frac{2}{45} \partial_{x} c-\varepsilon^{2-\alpha} \frac{k}{3 D} c \zeta(t)\right) \tag{81}
\end{gather*}
$$

Now $c^{\varepsilon}-c_{1}^{e f f}$ satisfies the system

$$
\begin{gather*}
\mathcal{L}^{\varepsilon}\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)=-\Phi_{1}^{\varepsilon} \text { in } \Omega^{+} \times(0, T)  \tag{82}\\
\left.\partial_{y}\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)\right|_{y=0}=0 \text { on }(0,+\infty) \times(0, T)  \tag{83}\\
-\left.D \varepsilon^{\alpha-2} \partial_{y}\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)\right|_{y=1}=\left.k\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)\right|_{y=1}+\left.g^{\varepsilon}\right|_{y=1} \text { on }(0,+\infty) \times(0, T),  \tag{84}\\
\left.\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)\right|_{t=0}=0 \text { on } \Omega^{+} \text {and }\left.\left(c^{\varepsilon}-c_{1}^{\text {eff }}\right)\right|_{x=0}=\eta_{0}^{\varepsilon} \text { on }(0,1) \times(0, T),  \tag{85}\\
\text { with } g^{\varepsilon}=k \zeta(t) \varepsilon^{2-\alpha}\left(\partial_{x} c \frac{2 Q}{45 D}-c \frac{k}{3 D}\right)+(1-\zeta) k c  \tag{86}\\
\text { and } \eta_{0}^{\varepsilon}=-\left.\varepsilon^{2-\alpha} \zeta(t) \partial_{x} c\right|_{x=0}\left(\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right) \frac{Q}{D} \tag{87}
\end{gather*}
$$

As a next step we estimate $\Phi_{1}^{\varepsilon}$ to find out if the right-hand side is smaller than in section 3.

Proposition 4. Let $O_{t}=\Omega^{+} \times(0, t)$ and let $\varphi \in H^{1}\left(O_{T}\right)$ satisfy $\varphi=0$ at $x=0$. Then we have

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta F_{1}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(2-\alpha) / 2}\left\|\zeta(\tau) \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-5 \alpha / 2} H(1-\alpha)+\varepsilon^{1-\alpha / 2} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{88}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta(\tau) F_{3}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(2-\alpha) / 2} \\
& \cdot\left(\left\|\zeta(\tau) \partial_{x t} c\right\|_{L^{2}\left(O_{t}\right)}+\left\|\zeta(\tau) \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right) \cdot\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-5 \alpha / 2} H(1-\alpha)+\varepsilon^{1-\alpha / 2} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{89}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}}(1-\zeta) \partial_{x x} c \varepsilon^{2-\alpha} \frac{Q^{2}}{D} \varphi d x d y d \tau\right| \leq C \varepsilon^{2-3 \alpha / 2}\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \cdot\left\|(1-\zeta) \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{2-3 \alpha / 2}\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{90}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}}(1-\zeta) Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c \varphi d x d y d \tau\right| \leq C \varepsilon^{1-\alpha / 2}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \cdot\left\|(1-\zeta) \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{1-\alpha / 2}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{91}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta^{\prime}\left(\frac{t}{D \varepsilon}\right) \varepsilon^{2-\alpha}\left\{\partial_{x} c \frac{Q}{D}\left\{\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right\}-\frac{k}{2 D}\left(\frac{1}{3}-y^{2}\right) c\right\} \cdot \varphi d x d y d \tau\right| \\
& \leq C \varepsilon^{3-3 \alpha / 2}\left\|\zeta^{\prime} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-5 \alpha / 2} H(1-\alpha)+\varepsilon^{1-\alpha / 2} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} . \tag{92}
\end{align*}
$$

Proof. First note that in (88)-(89) and (91)-(92) the averages of the polynomials in $y$ are zero. We write them in the form $P(y)=\partial_{y} P_{1}(y)$, where $P_{1}$ has zero traces at $y=0,1$. After partial integration with respect to $y$ and applying the results from section 2 , we obtain the estimates (88)-(89) and (91)-(92). Since $(1-\zeta) \partial_{x x} c$ is not square integrable, we cannot use the same approach to obtain (90). It is obtained by partial integration with respect to $x$.

Proposition 5. With $\varphi$ as in Proposition 4 we have

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta F_{2}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(1-\alpha / 2)}\left\|\zeta \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \quad \leq C\left(\varepsilon^{3-7 \alpha / 4} H(1-\alpha)+\varepsilon^{5 / 2-5 \alpha / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \tag{93}
\end{align*}
$$

$\left|\int_{0}^{t} \int_{\Omega^{+}} \zeta F_{4}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3-3 \alpha / 2}\left(\left\|\zeta \partial_{t} c\right\|_{L^{2}\left(O_{t}\right)}+\varepsilon^{\alpha}\left\|\zeta \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}$

$$
\left|\int_{0}^{t} \int_{0}^{+\infty} \zeta \partial_{x} c \varepsilon^{2-\alpha}\left(\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right) d x d \tau\right|
$$

$$
\leq C \varepsilon^{2-\alpha}\left\|\partial_{x} c\right\|_{L^{2}\left(0, t ; L^{2}((0,+\infty))\right)}\left\|\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right\|_{L^{2}\left(O_{t}\right)}
$$

$$
\begin{equation*}
\leq C\left(\varepsilon^{3-7 \alpha / 4} H(1-\alpha)+\varepsilon^{5(2-\alpha) / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \tag{95}
\end{equation*}
$$

$$
\begin{align*}
&\left|\int_{0}^{t} \int_{0}^{+\infty} \zeta(t) c \varepsilon^{2-\alpha}\left(\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right) d x d \tau\right| \leq C \varepsilon^{3(1-\alpha / 2)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}  \tag{96}\\
& \mid\left|\int_{0}^{t} \int_{0}^{+\infty}(1-\zeta(t)) c\left(\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right) d x d \tau\right| \tag{97}
\end{align*}
$$

$$
\begin{equation*}
\leq C\left(\varepsilon^{3-7 \alpha / 4)} H(1-\alpha)+\varepsilon^{5(2-\alpha) / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \tag{94}
\end{equation*}
$$

Corollary 3. With $\Phi_{1}^{\varepsilon}$ given by (79), $g^{\varepsilon}$ by (86), and with $\varphi$ as in Proposition 4 we have

$$
\left.\left|\int_{0}^{t} \int_{\Omega^{+}} \Phi_{1}^{\varepsilon} \varphi d x d y d \tau+\int_{0}^{t} \int_{0}^{+\infty} g^{\varepsilon}\right|_{y=1} \varphi\right|_{y=1} d x d \tau \mid
$$

$$
\begin{equation*}
\leq C\left(\varepsilon^{1-\alpha / 2} H(1-\alpha)+\varepsilon^{2-3 \alpha / 2} H(\alpha-1)\right)\left\{\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}+\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)}\right\} \tag{98}
\end{equation*}
$$

A natural next step would be to correct $c_{1}^{e f f}$ at $x=0$ and then apply Proposition 1. Due to the presence of the term containing the first-order derivative in $x$, the boundary layer corresponding to our problem does not enter into the theory from [14]. Consequently, one should generalize it to the second-order elliptic equations with firstorder terms. The generalization in the case of periodic boundary conditions at the lateral boundary is done in [16]. To our knowledge, the generalization in the case of Neumann's boundary conditions at the lateral boundary was never published. It seems that the results from [16] apply also to this case (see [17]). In order to avoid developing a new boundary layer theory of second-order elliptic operators with important first-order terms, we simply use the boundary layer function corresponding to the Neumann problem for the Laplace operator (72). Then the transport term is ignored and a large error in the forcing term is created. The error is concentrated at small times, and by eliminating it we would obtain an appropriate estimate.

In order to use this particular point, we prove the following proposition.

Proposition 6. Let $\Psi(x)=1 /(x+1)$ and let $g^{\varepsilon}$ and $\Phi^{\varepsilon}$ be measurable bounded functions satisfying the conditions

$$
\begin{equation*}
\Psi g^{\varepsilon} \in H^{1}\left(\Omega^{+} \times(0, T)\right) \text { and } \Psi \Phi^{\varepsilon} \in L^{2}\left(\Omega^{+} \times(0, T)\right) \tag{99}
\end{equation*}
$$

Furthermore, let $\xi \in L^{\infty}\left(\Omega^{+} \times(0, T)\right), \Psi \xi \in C^{0, \alpha_{0}}\left([0, T] ; L^{2}\left(\Omega^{+}\right)\right), \Psi \nabla_{x, y} \xi \in L^{2}\left(\Omega^{+} \times\right.$ $(0, T))^{2}$ be a solution of the initial/boundary problem

$$
\begin{align*}
& \mathcal{L}^{\varepsilon}(\xi)=-\Phi^{\varepsilon} \quad \text { in } \Omega^{+} \times(0, T) ;\left.\quad \partial_{y} \xi\right|_{y=0}=0 \quad \text { on }(0,+\infty) \times(0, T),  \tag{100}\\
& -\left.D \varepsilon^{\alpha-2} \partial_{y} \xi\right|_{y=1}=\left.k \xi\right|_{y=1}+\left.g^{\varepsilon}\right|_{y=1} \quad \text { on }(0,+\infty) \times(0, T)  \tag{101}\\
& \left.\xi\right|_{t=0}=0 \text { on } \Omega^{+} \quad \text { and }\left.\quad \xi\right|_{x=0}=0 \text { on }(0,1) \times(0, T) \tag{102}
\end{align*}
$$

Then we have

$$
\begin{gather*}
\mathcal{E}\left(t^{m} \xi, t\right)=t^{2 m} \int_{\Omega^{+}} \Psi(x)^{2} \xi^{2}(t) d x d y+D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2} \tau^{2 m} \\
\times\left\{\varepsilon^{-2}\left|\partial_{y} \xi\right|^{2}+\left|\partial_{x} \xi\right|^{2}\right\} d x d y d \tau+\left.k \int_{0}^{t} \int_{0}^{+\infty} \tau^{2 m} \xi^{2}\right|_{y=1} \Psi^{2}(x) d x d \tau \\
\leq\left|\int_{\Omega^{+}} \tau^{2 m} \Psi(x)^{2} \Phi^{\varepsilon} \xi d x d y d \tau\right|+\left.\left|\int_{0}^{t} \int_{0}^{+\infty} \tau^{2 m} g^{\varepsilon}\right|_{y=3 D 1} \xi\right|_{y=3 D 1} \Psi^{2}(x) d x d \tau \mid \\
+C_{2} D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \tau^{2 m} \Psi(x)^{2} \xi^{2} d x d y d \tau \quad \forall m \geq 1 \tag{103}
\end{gather*}
$$

Remark 5. Clearly, we want to apply this abstract result to $\xi=c^{\varepsilon}-c_{1}^{\text {eff }}$. Then $\zeta(t) \partial_{x} c$ has the required regularity, since the cut-off eliminates the singularity. With $c$ the analysis is more complicated. By direct calculation we have $\partial_{t} c \in$ $L^{q}\left(0, T ; L^{2}((0,+\infty))\right)$ for all $q \in[1,4 / 3)$ and we obtain the required Hölder regularity by the Sobolev imbedding. $\int_{0}^{A} \int_{0}^{1}|\xi(x, y, t)|^{2} d x d y$ is Hölder-continuous with some exponent $\alpha_{0}>0$ for all $A<+\infty$, independent of $\varepsilon$. In complete analogy, $c_{0}^{\text {eff }}$ defined by (33) also has the required regularity. Finally, the difference $c^{\varepsilon}-c_{0}^{\text {eff }}$ satisfies (40) and (41) and it is zero at $x=0$ and $t=0$. Then the classical parabolic regularity theory (see, e.g., [10]) implies the Hölder regularity in the time of the $L^{2}$ norm with respect to $x, y$. After combining all these results, we obtain the required regularity of $\xi$.

Proof. By the supposed Hölder continuity, there exists $t_{M} \in[0, T], t_{M}>0$, such that

$$
\begin{equation*}
\frac{1}{t_{M}^{\alpha_{0}}} \int_{0}^{+\infty} \int_{0}^{1}\left|\xi\left(x, y, t_{M}\right)\right|^{2} \Psi^{2}(x) d x d y=\max _{t \in[0, T]} \frac{1}{t^{\alpha_{0}}} \int_{0}^{+\infty} \int_{0}^{1}|\xi(x, y, t)|^{2} \Psi^{2}(x) d x \tag{104}
\end{equation*}
$$

Then we have

$$
\begin{gather*}
\int_{0}^{t_{M}} m \tau^{2 m-1} \int_{\Omega^{+}}|\xi|^{2} \Psi^{2}(x) d x d y d \tau \leq \int_{\Omega^{+}} \frac{|\xi|^{2}\left(t_{M}\right)}{t_{M}^{\alpha_{0}}} \Psi^{2}(x) \int_{0}^{t_{M}} m \tau^{2 m-1+\alpha_{0}} d \tau \\
=\frac{m}{2 m+\alpha_{0}} t_{M}^{2 m} \int_{\Omega^{+}}|\xi|^{2}\left(t_{M}\right) \Psi^{2}(x) d x d y \tag{105}
\end{gather*}
$$

and

$$
\begin{align*}
& \frac{1}{2} t_{M}^{2 m} \int_{\Omega^{+}}|\xi|^{2}\left(t_{M}\right) \Psi^{2}(x) d x d y+\left.k \int_{0}^{t_{M}} \int_{0}^{+\infty} \tau^{2 m} \xi^{2}\right|_{y=1} \Psi^{2}(x) d x d \tau \\
&+\int_{0}^{t_{M}} D\left(\varepsilon^{\alpha} \int_{\Omega^{+}} \tau^{2 m}\left|\partial_{x} \xi\right|^{2}(\tau) \Psi^{2}(x) d x d y+\varepsilon^{\alpha-2} \int_{\Omega^{+}} \tau^{2 m}\left|\partial_{y} \xi\right|^{2}(\tau) \Psi^{2}(x) d x d y\right) d \tau \\
& \quad \leq-\int_{0}^{t_{M}} \int_{\Omega^{+}} \tau^{2 m} \Phi^{\varepsilon} \xi d x d y d \tau-\left.\left.k \int_{0}^{t} \int_{0}^{+\infty} \tau^{2 m} \xi\right|_{y=1} g^{\varepsilon}\right|_{y=1} \Psi^{2}(x) d x d \tau \\
&(106)+D \varepsilon^{\alpha} \int_{0}^{t_{M}} \int_{\Omega^{+}} \tau^{2 m} \Psi^{2}(x) \xi^{2} d x d y d \tau+m \int_{0}^{t_{M}} \int_{\Omega^{+}} \tau^{2 m-1}|\xi|^{2} \Psi^{2} d x d y d \tau \tag{106}
\end{align*}
$$

Using (105) we find (103) for $t=t_{M}$ and with $C_{2}=0$. Getting the estimate (103) for general $t \in(0, T)$ is now straightforward.

To use this estimate we should refine the estimates in Propositions 4 and 5. First, we note that estimate (29) changes to

$$
\begin{gather*}
\left\|t^{m} \partial_{t t} c\right\|_{L^{q}((0, T) \times(0,+\infty))}+\left\|t^{m} \partial_{t x} c\right\|_{L^{q}((0, T) \times(0,+\infty))}+\left\|t^{m} \partial_{x x} c\right\|_{L^{q}((0, T) \times(0,+\infty))} \\
07)  \tag{107}\\
\leq C_{q}(m)(\gamma \bar{D})^{1 /(2 q)-1}
\end{gather*}
$$

Hence one gains $\varepsilon^{\alpha / 4}$ (respectively, $\varepsilon^{1 / 2-\alpha / 4}$ ) for the $L^{2}$ norm. In analogy with Propositions 4 and 5 we have Proposition 7.

Proposition 7. Let $\varphi$ be as in Proposition 4 and let $m>1$. Then we have

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1} \tau^{m} \zeta F_{1}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(2-\alpha) / 2}\left\|\tau^{m} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}  \tag{108}\\
& \left|\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1} \tau^{m} \zeta F_{3}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(2-\alpha) / 2} \\
& \cdot\left(\left\|\tau^{m} \partial_{x t} c\right\|_{L^{2}\left(O_{t}\right)}+\left\|\tau^{m} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right) \cdot\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-9 \alpha / 4} H(1-\alpha)+\varepsilon^{3 / 2-3 \alpha / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{109}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta \tau^{m} F_{2}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3(1-\alpha / 2)}\left\|\tau^{m} \zeta \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-7 \alpha / 4} H(1-\alpha)+\varepsilon^{5 / 2-5 \alpha / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ;  \tag{110}\\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \zeta \tau^{m} F_{4}^{\varepsilon} \varphi d x d y d \tau\right| \leq C \varepsilon^{3-3 \alpha / 2} \\
& \cdot\left(\left\|\zeta \tau^{m} \partial_{t} c\right\|_{L^{2}\left(O_{t}\right)}+\varepsilon^{\alpha}\left\|\zeta \tau^{m} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right) \cdot\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
& \leq C\left(\varepsilon^{3-7 \alpha / 4)} H(1-\alpha)+\varepsilon^{5(2-\alpha) / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} ; \tag{111}
\end{align*}
$$

$$
\begin{gather*}
\quad\left|\int_{0}^{t} \int_{0}^{+\infty} \zeta \tau^{m} \partial_{x} c \varepsilon^{2-\alpha}\left(\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right) d x d \tau\right| \\
\leq C \varepsilon^{2-\alpha}\left\|\tau^{m} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right\|_{L^{2}\left(O_{t}\right)} \\
\leq C\left(\varepsilon^{3-7 \alpha / 4} H(1-\alpha)+\varepsilon^{5(2-\alpha) / 4} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}  \tag{112}\\
\left|\int_{0}^{t} \int_{0}^{+\infty} \zeta(t) \tau^{m} c \varepsilon^{2-\alpha}\left(\int_{0}^{1} \varphi d y-\left.\varphi\right|_{y=1}\right) d x d \tau\right| \\
\leq C \varepsilon^{3(1-\alpha / 2)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} . \tag{113}
\end{gather*}
$$

Proof. These estimates are straightforward consequences of Propositions 4 and
5.

We improve these results with respect to the other terms.
Without proof we state the following.
Proposition 8. Let $\varphi$ be as in Proposition 4 and let $m>1$. Then we have

$$
\begin{gather*}
\left|\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1}(1-\zeta) \tau^{m} \partial_{x x} c \frac{Q^{2}}{D} \varepsilon^{2-\alpha} \varphi d x d y d \tau\right| \\
\leq C \varepsilon^{2-3 \alpha / 2}\left\|(1-\zeta) \tau^{m} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)} \\
\leq C\left(\varepsilon^{m \alpha+2-3 \alpha / 2} H(1-\alpha)+\varepsilon^{m(2-\alpha)+2-3 \alpha / 2} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)} ; \tag{114}
\end{gather*}
$$

$$
\left|\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1}(1-\zeta) \tau^{m} Q\left(\frac{1}{3}-y^{2}\right) \partial_{x} c \varphi d x d y d \tau\right|
$$

$$
\leq C \varepsilon^{1-\alpha / 2}\left\|(1-\zeta) \tau^{m} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}
$$

$$
\begin{equation*}
\leq C\left(\varepsilon^{m \alpha+1-\alpha / 2} H(1-\alpha)+\varepsilon^{m(2-\alpha)+1-\alpha / 2} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \tag{115}
\end{equation*}
$$

$$
\begin{aligned}
\left\lvert\, \int_{0}^{t} \int_{\Omega^{+}} \zeta^{\prime}\left(\frac{t}{D \varepsilon}\right)\right. & \left.\tau^{m} \varepsilon^{2-\alpha}\left\{\partial_{x} c \frac{Q}{D}\left\{\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180}\right\}-\frac{k}{2 D}\left(\frac{1}{3}-y^{2}\right) c\right\} \cdot \varphi d x d y d \tau \right\rvert\, \\
& \leq C \varepsilon^{3-3 \alpha / 2}\left\|\zeta^{\prime} \tau^{m} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)}
\end{aligned}
$$

$$
\begin{equation*}
\leq C\left(\varepsilon^{3-3 \alpha / 2+\alpha(m-1)} H(1-\alpha)+\varepsilon^{3-3 \alpha / 2+(2-\alpha)(m-1)} H(\alpha-1)\right)\left\|\varepsilon^{\alpha / 2-1} \partial_{y} \varphi\right\|_{L^{2}\left(O_{t}\right)} \tag{116}
\end{equation*}
$$

Before applying Proposition 6 and getting the final estimate, we should correct the trace at $x=0$. This is done by adding

$$
\begin{equation*}
\bar{c}_{1}^{e f f}=-\varepsilon^{2-\alpha} \zeta(t) \beta^{\varepsilon} \partial_{x} c \frac{Q}{D}, \tag{117}
\end{equation*}
$$

where $\beta^{\varepsilon}(x, y)=\beta(x / \varepsilon, y)$ is the boundary layer function given by (72). Let $g_{1}^{\varepsilon}=$ $g^{\varepsilon}-\varepsilon^{2-\alpha} \frac{k Q \zeta \partial_{x} c \beta^{\varepsilon}}{D}$. Then for $\xi^{\varepsilon}=c^{\varepsilon}-c_{1}^{\text {eff }}-\bar{c}_{1}^{\text {eff }}$ we have the problem

$$
\begin{gathered}
\mathcal{L}^{\varepsilon}\left(\xi^{\varepsilon}\right)=-\Phi^{\varepsilon}=-\Phi_{1}^{\varepsilon}+\partial_{t} \zeta \varepsilon^{2-\alpha} \partial_{x} c \frac{Q}{D} \beta^{\varepsilon}+\varepsilon^{2-\alpha} \beta^{\varepsilon} \zeta(t) \\
\times\left\{\partial_{x t} c \frac{Q}{D}-\varepsilon^{\alpha} \partial_{x x x} c Q\right\}+\partial_{x} \beta^{\varepsilon} \frac{Q^{2}}{D}\left(1-y^{2}\right) \zeta \varepsilon^{2-\alpha} \partial_{x} c-\varepsilon^{2-\alpha} Q \partial_{x x} c \zeta(t) \\
\times\left(2 \varepsilon^{\alpha} \partial_{x} \beta^{\varepsilon}-\beta^{\varepsilon}\left(1-y^{2}\right) \frac{Q}{D}\right) \text { in } \Omega^{+} \times(0, T) \\
-D \varepsilon^{\alpha-2} \partial_{y} \xi^{\varepsilon}=k \xi^{\varepsilon}+g_{1}^{\varepsilon} \text { on }(0,+\infty) \times\{1\} \times(0, T) \\
\left.\partial_{y} \xi^{\varepsilon}\right|_{y=0}=0 \text { on }(0,+\infty) \times(0, T) \\
\left.\xi^{\varepsilon}\right|_{t=0}=0 \text { on } \Omega^{+} \text {and }\left.\xi^{\varepsilon}\right|_{x=0}=0 \text { on }(0,1) \times(0, T)
\end{gathered}
$$

We need an estimate for the new terms. It will be obtained from the following auxiliary result.

Lemma 5. With $\beta$ and $c$ defined by (72) and (77), respectively, and with $m \geq 1$, we have

$$
\begin{equation*}
\left\|\tau^{m} \zeta^{\prime} \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m-(\alpha+3) / 4}\left\{H(1-\alpha)+\varepsilon^{(\alpha-1) / 2} H(\alpha-1)\right\} \leq C \varepsilon^{m-1} \tag{122}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\left.\tau^{m} \zeta \beta^{\varepsilon}\right|_{y=1} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m+1 / 4}\left\{\varepsilon^{-\alpha / 4} H(1-\alpha)+\varepsilon^{\alpha / 4-1 / 2} H(\alpha-1)\right\} \leq C \varepsilon^{m} \tag{123}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m-3 / 4}\left\{\varepsilon^{-\alpha / 4} H(1-\alpha)+\varepsilon^{\alpha / 4-1 / 2} H(\alpha-1)\right\} \leq C \varepsilon^{m-1} \tag{124}
\end{equation*}
$$

$$
\begin{gather*}
\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{t} c\right\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m-5 / 4}\left\{\varepsilon^{\alpha / 2} H(1-\alpha)+\varepsilon^{1-\alpha / 2} H(\alpha-1)\right\} \leq C \varepsilon^{m-5 / 4}  \tag{125}\\
\left\|C \tau^{m} \zeta \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\left\{\left(\varepsilon^{-1 / 4-\alpha / 2}+\varepsilon^{1 / 4-3 \alpha / 4}\right) H(1-\alpha)+\left(\varepsilon^{\alpha / 2-5 / 4}+\varepsilon^{-5 / 2+3 \alpha / 4}\right) H(\alpha-1)\right\} \\
\leq C \varepsilon^{m-7 / 4} ; \\
126)  \tag{126}\\
\leq C \varepsilon^{m-1}\left\{\left(\varepsilon^{-1 / 4-\alpha / 2}+\varepsilon^{1 / 4-3 \alpha / 4}\right) H(1-\alpha)+\left(\varepsilon^{\alpha / 2-5 / 4}+\varepsilon^{-5 / 2+3 \alpha / 4}\right) H(\alpha-1)\right\} \\
\left.\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right) \\
127) \quad \leq C \varepsilon^{m-7 / 4} \tag{127}
\end{gather*}
$$

Proof. Since

$$
\begin{align*}
& \int_{0}^{+\infty}\left|\partial_{x} c \beta^{\varepsilon}\right|^{2} d x \leq C \int_{0}^{+\infty} \exp \left\{-\frac{2 \gamma_{0} x}{\varepsilon}\right\} \exp \left\{-\frac{(x-\tau \bar{Q})^{2}}{2 \gamma \bar{D} \tau}\right\} \frac{d x}{\gamma \tau \bar{D}} \\
& \leq C(\varepsilon D \tau)^{-1 / 2} \exp \left\{-C_{0} \tau / \varepsilon\right\} d x d \tau \tag{128}
\end{align*}
$$

inequalities (122), (123), and (124) follow by integration with respect to $\tau$. Furthermore, since

$$
\begin{align*}
\int_{0}^{+\infty}\left|\partial_{t} c \beta^{\varepsilon}\right|^{2} d x & \leq C \int_{0}^{+\infty} x^{2} \exp \left\{-\frac{2 \gamma_{0} x}{\varepsilon}\right\} \exp \left\{-\frac{(x-\tau \bar{Q})^{2}}{2 \gamma \bar{D} \tau^{3}}\right\} \frac{d x}{\gamma \tau \bar{D}} \\
& \leq C\left(\varepsilon D \tau^{3}\right)^{-1 / 2} \exp \left\{-C_{0} \tau / \varepsilon\right\} d x d \tau \tag{129}
\end{align*}
$$

inequality (125) follows. Finally, since

$$
\begin{gathered}
\left\|\tau^{m} \zeta \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)} \\
(130) \leq C\left(\left\|\tau^{m} \zeta \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}+\left\|\tau^{m} \zeta \beta^{\varepsilon} \partial_{t} c\right\|_{L^{2}\left(O_{t}\right)}\right)\left(\varepsilon^{-\alpha} H(1-\alpha)+\varepsilon^{\alpha-2} H(\alpha-1)\right)
\end{gathered}
$$

we obtain (126) and (127).
Proposition 9. With $\varphi$ as in Proposition 4, we have

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{\Omega^{+}} \varepsilon^{2-\alpha} \tau^{m} \zeta(\tau) \beta^{\varepsilon}\left\{\partial_{x t} c \frac{Q}{D}-\varepsilon^{\alpha} \partial_{x x x} c Q\right\} \varphi d x d y d \tau\right| \\
& \leq C \varepsilon^{2-\alpha}\left(\left\{\left\|\zeta \tau^{m} \partial_{t} c \partial_{x} \beta^{\varepsilon}\right\|_{L^{2}\left(O_{t}\right)}+\varepsilon^{\alpha}\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right\}\|\varphi\|_{L^{2}\left(O_{t}\right)}\right. \\
& \left.+\varepsilon^{-\alpha / 2}\left\{\left\|\zeta \tau^{m} \partial_{t} c \beta^{\varepsilon}\right\|_{L^{2}\left(O_{t}\right)}+\varepsilon^{\alpha}\left\|\tau^{m} \zeta \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right\}\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)}\right) \\
& \leq C \varepsilon^{m+1 / 4-\alpha}\left(\|\varphi\|_{L^{2}\left(O_{t}\right)}+\left\|\varepsilon^{\alpha / 2} \partial_{x} \varphi\right\|_{L^{2}\left(O_{t}\right)}\right) ; \\
& \left.\left\lvert\, \int_{0}^{t} \int_{\Omega^{+}} \varepsilon^{2-\alpha} \zeta \tau^{m} \partial_{x x} c \varphi\left(-\beta^{\varepsilon} \frac{Q}{D}\left(1-y^{2}\right)+2 \varepsilon^{\alpha} \partial_{x} \beta^{\varepsilon}\right)\right.\right) d x d y d \tau \mid \\
& \leq C \varepsilon^{2-\alpha}\left(\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}+\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x x} c\right\|_{L^{2}\left(O_{t}\right)}\right)\|\varphi\|_{L^{2}\left(O_{t}\right)} \\
& \leq C \varepsilon^{m-\alpha+1 / 4}\|\varphi\|_{L^{2}\left(O_{t}\right)} ; \\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \varepsilon^{2-\alpha} \zeta \tau^{m} \partial_{x} c \partial_{x} \beta^{\varepsilon}\left(1-y^{2}\right) \varphi d x d y d \tau\right| \\
& \leq C \varepsilon^{2-\alpha}\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\|\varphi\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m-\alpha+1}\|\varphi\|_{L^{2}\left(O_{t}\right)} ; \\
& \left.\left|\int_{0}^{t} \int_{0}^{+\infty} \varepsilon^{2-\alpha} \zeta \tau^{m} \partial_{x} c \varphi\right|_{y=1} \beta^{\varepsilon}\right|_{y=1} d x d \tau \mid \\
& \leq C \varepsilon^{2-\alpha}\left\|\tau^{m} \zeta \partial_{x} \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\|\varphi\|_{L^{2}\left((0, t) \times \Gamma^{+}\right)} \leq C \varepsilon^{m-\alpha+1}\|\varphi\|_{L^{2}\left((0, t) \times \Gamma^{+}\right)} ; \\
& \left|\int_{0}^{t} \int_{\Omega^{+}} \varepsilon^{2-\alpha} \zeta^{\prime}(\tau) \tau^{m} \partial_{x} c \varphi \beta^{\varepsilon} d x d y d \tau\right| \\
& \leq C \varepsilon^{2-\alpha}\left\|\tau^{m} \zeta^{\prime} \beta^{\varepsilon} \partial_{x} c\right\|_{L^{2}\left(O_{t}\right)}\|\varphi\|_{L^{2}\left(O_{t}\right)} \leq C \varepsilon^{m-\alpha+3 / 4}\|\varphi\|_{L^{2}\left(O_{t}\right)} . \tag{135}
\end{align*}
$$

At this point the application of Proposition 6 is straightforward. As a result we get the following.

THEOREM 4. Let $c$ be the solution of (77) and let $c_{1}^{\text {eff }}$ and $\bar{c}_{1}^{\text {eff }}$ be given by (76) and (117), respectively. With $\Omega_{K}=(0, K) \times(0,1), K>0$, we have

$$
\begin{gather*}
\left\|t^{3}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
\leq C\left(\varepsilon^{3-9 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right)  \tag{136}\\
\left\|t^{3} \partial_{y}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{\text {eff }}\right)\right\|_{L^{2}\left(\Omega_{K} \times(0, T)\right)} \\
\leq C \varepsilon^{1-\alpha / 2}\left(\varepsilon^{3-9 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right) ;  \tag{137}\\
\left\|t^{2} \partial_{x}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{\text {eff }}\right)\right\|_{L^{2}\left(\Omega_{K} \times(0, T)\right)} \\
\leq C \varepsilon^{-\alpha / 2}\left(\varepsilon^{3-9 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right) \tag{138}
\end{gather*}
$$

7. Error estimate involving the second order in expansion. The most important power in the Peclet number $\alpha$ is $\alpha=1$ because it describes Taylor's scaling. In this case our approximation is of order $\varepsilon^{3 / 4}$ in $L^{2}$. It is of interest to reach the order $\varepsilon$ at least in this case. Also, it is of interest to get the higher order estimates because $\varepsilon$ is frequently not very small.

After the results of section 6 , the leading order terms in the estimates are $\zeta F_{1}^{\varepsilon}$ and $\zeta F_{3}^{\varepsilon}$, where $F_{j}^{\varepsilon}, j=1, \ldots, 3$, are defined in (78). When deriving formally the effective equation, we have seen that they could be eliminated by introducing the next order correction. Following the formal expansion, we find that $c_{1}^{\text {eff }}$ should be replaced with $c_{1}^{e f f}+c_{2}^{e f f}$, where

$$
\left.\left.\left.\begin{array}{rl}
c_{2}^{e f f}=-\varepsilon^{4-2 \alpha} \frac{Q}{D^{2}} \zeta(t)\left\{Q \partial_{x x} c\right. & \left(\frac{281}{453600}+\frac{23}{1512} y^{2}-\frac{37}{2160} y^{4}+\frac{1}{120} y^{6}-\frac{1}{672} y^{8}-\tilde{\beta}_{1}\right) \\
& -\left(\partial_{x t} c\right.
\end{array}\right)-D \varepsilon^{\alpha} \partial_{x x x} c\right)\left(-\frac{1}{360} y^{6}+\frac{1}{72} y^{4}-\frac{7}{360} y^{2}-\frac{31}{7560}-\tilde{\beta}_{2}\right)\right\}, ~ \begin{aligned}
&+\varepsilon^{4-2 \alpha} \frac{k}{D^{2}} \zeta(t)\left\{Q \partial_{x} c\left(\frac{1}{60} y^{6}-\frac{1}{18} y^{4}+\frac{11}{180} y^{2}-\frac{11}{810}-\tilde{\beta}_{3}\right)\right. \\
&+\frac{1}{2}\left(\partial_{t} c-D \varepsilon^{\alpha} \partial_{x x} c\right)\left(-\frac{1}{12} y^{4}+\frac{1}{6} y^{2}-\frac{7}{180}-\tilde{\beta}_{5}\right) \\
&(139) \quad\left.\frac{Q}{45} \partial_{x} c\left(\frac{1}{3}-y^{2}-\tilde{\beta}_{4}\right)-\frac{k}{6} c\left(\frac{1}{3}-y^{2}\right)\right\}
\end{aligned}
$$

where $\tilde{\beta}_{j}, j=1, \ldots, 5$, are boundary layers analogous to (72).
The application of this additional correction term gives the following.
Theorem 5. With the notation of Theorem 4, we have

$$
\begin{gather*}
\left\|t^{5}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
\leq C\left(\varepsilon^{4-13 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right)  \tag{140}\\
\left\|t^{5} \partial_{y}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{\text {eff }}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
\leq C \varepsilon^{1-\alpha / 2}\left(\varepsilon^{4-13 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right)  \tag{141}\\
\left\|t^{5} \partial_{x}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{\text {eff }}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
\leq C \varepsilon^{-\alpha / 2}\left(\varepsilon^{4-13 \alpha / 4} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2) / 2} H(\alpha-1)\right) . \tag{142}
\end{gather*}
$$

Proof. Applying the operator $\mathcal{L}^{\varepsilon}$, given by (34), to $c^{\varepsilon}-c_{1}^{\text {eff }}-\bar{c}_{1}^{\text {eff }}-c_{2}^{\text {eff }}$ we obtain a forcing term $\Phi_{2}^{\varepsilon}$, analogous to $\Phi^{\varepsilon}$, given by (118). To control its behavior we are going to study the expression $\zeta \sum_{j=1}^{5} F_{j}$. As we have seen in Proposition 8, Lemma 5, and Proposition 9, other terms are small. We have the following:

- $F_{1}^{\varepsilon}$ and $F_{3}^{\varepsilon}$ are replaced with $\tilde{F}_{1}^{\varepsilon}$ and $\tilde{F}_{3}^{\varepsilon}$, given by

$$
\left\{\begin{align*}
& \tilde{F}_{1}^{\varepsilon}=\left(1-y^{2}\right) \frac{Q^{2} \varepsilon^{4-2 \alpha}}{D^{2}}\{ -\partial_{x x x} c P_{8}(y) Q  \tag{143}\\
&\left.+\left(\partial_{x x t} c-D \varepsilon^{\alpha} \partial_{x x x x} c\right) P_{6}(y)\right\} \\
& \tilde{F}_{3}^{\varepsilon}=-\varepsilon^{4-2 \alpha} P_{8}(y) \frac{Q^{2}}{D^{2}}\left\{\partial_{x x t} c-\varepsilon^{\alpha} \partial_{x x x x} c D\right\} \\
&+\varepsilon^{4-2 \alpha} P_{6}(y) \frac{Q}{D^{2}}\left\{\partial_{x t t} c-2 D \varepsilon^{\alpha} \partial_{x x x t} c+\varepsilon^{2 \alpha} \partial_{x x x x x} c D^{2}\right\},
\end{align*}\right.
$$

where

$$
\left\{\begin{array}{l}
P_{8}(y)=\frac{281}{453600}+\frac{23}{1512} y^{2}-\frac{37}{2160} y^{4}+\frac{1}{120} y^{6}-\frac{1}{672} y^{8} \\
P_{4}(y)=\frac{y^{2}}{6}-\frac{y^{4}}{12}-\frac{7}{180} ; P_{6}(y)=\frac{y^{3}}{18}-\frac{y^{5}}{60}-\frac{7 y}{180}-\frac{31}{7560}
\end{array}\right.
$$

Using (32) we find, analogous to (108)-(109), that

$$
\begin{gather*}
\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1} \tau^{m} \zeta\left(\left|\tilde{F}_{1}^{\varepsilon}\right|+\left|\tilde{F}_{3}^{\varepsilon}\right|\right)|\varphi| d x d y d \tau \\
\leq C\left(\varepsilon^{4-13 \alpha / 4} H(1-\alpha)+\varepsilon^{3 / 2-3 \alpha / 4} H(\alpha-1)\right)\|\varphi\|_{L^{2}\left(O_{t}\right)} \tag{144}
\end{gather*}
$$

for all $\varphi \in H^{1}\left(O_{T}\right), \varphi=0$ at $x=0$ and $m>2$.

- $F_{2}^{\varepsilon}$ and $F_{4}^{\varepsilon}$ are replaced with

$$
\left\{\begin{array}{l}
\tilde{F}_{2}^{\varepsilon}=\left(1-y^{2}\right) \frac{Q k \varepsilon^{4-2 \alpha}}{D}\left\{\partial_{x x} c \frac{Q}{D} \tilde{P}_{6}(y)\right.  \tag{145}\\
\left.+\left(\partial_{x t} c \frac{1}{2 D}-\varepsilon^{\alpha} \partial_{x x x} c \frac{1}{2}\right) P_{4}(y)+\left(\frac{Q}{45 D} \partial_{x} c-\frac{k}{6 D} c\right) P_{2}(y)\right\} \\
\tilde{F}_{4}^{\varepsilon}=-\varepsilon^{4-2 \alpha} \tilde{P}_{6}(y) \frac{Q k}{D^{2}}\left\{\partial_{x t} c-\varepsilon^{\alpha} \partial_{x x x} c D\right\} \\
+\varepsilon^{4-2 \alpha} P_{4}(y) \frac{k}{2 D^{2}}\left\{\partial_{t t} c-2 D \varepsilon^{\alpha} \partial_{x x t} c+D^{2} \varepsilon^{2 \alpha} \partial_{x x x x} c\right\} \\
+\varepsilon^{4-2 \alpha} P_{2}(y) \frac{k}{3 D^{2}}\left\{\frac{Q}{15} \partial_{x t} c-\frac{k}{2} \partial_{t} c\right. \\
\left.-\frac{D Q \varepsilon^{\alpha}}{15} \partial_{x x x} c+\frac{D k \varepsilon^{\alpha}}{2} \partial_{x x} c\right\}
\end{array}\right.
$$

where $P_{2}(y)=\frac{1}{3}-y^{2}$ and $\tilde{P}_{6}=\frac{y^{6}}{60}-\frac{y^{4}}{18}+\frac{11 y^{2}}{180}-\frac{11}{810}$. Using (32) we find, analogous to (110)-(111), that

$$
\begin{gather*}
\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1} \tau^{m} \zeta\left(\left|\tilde{F}_{2}^{\varepsilon}\right|+\left|\tilde{F}_{4}^{\varepsilon}\right|\right)|\varphi| d x d y d \tau \\
\leq C\left(\varepsilon^{4-11 \alpha / 4} H(1-\alpha)+\varepsilon^{5 / 2-5 \alpha / 4} H(\alpha-1)\right)\|\varphi\|_{L^{2}\left(O_{t}\right)} \tag{146}
\end{gather*}
$$

for all $\varphi \in H^{1}\left(O_{T}\right), \varphi=0$ at $x=0$ and $m>2$.

- It should be noted that the means of the polynomials in $y$, contained in $\tilde{F}_{1}$ and $\tilde{F}_{3}$, are no longer zero. Hence we cannot gain powers of $\varepsilon$ using the derivative with respect to $y$ of the test function.
- $F_{5}$ and the boundary term $k \zeta(t) \varepsilon^{2-\alpha}\left(\partial_{x} c \frac{2 Q}{45 D}-c \frac{k}{3 D}\right)$ are canceled. At the boundary $y=1$ we have a new nonhomogeneous term

$$
\begin{equation*}
\hat{g}^{\varepsilon}=(1-\zeta) k c-\zeta \varepsilon^{4-2 \alpha}\left(\left.\frac{2 Q k^{2}}{45 D^{2}} \partial_{x} c \tilde{P}_{6}\right|_{y=1}+\left.\left(\frac{k}{2 D^{2}} \partial_{t} c-\varepsilon^{\alpha} \frac{k}{2 D} \partial_{x x} c\right) P_{4}\right|_{y=1}\right) \tag{147}
\end{equation*}
$$

and the principal boundary contribution is given by
(148) $\leq C\left(\varepsilon^{4-9 \alpha / 4} H(1-\alpha)+\varepsilon^{7 / 2-7 \alpha / 4} H(\alpha-1)\right)\left\|\left.\varphi\right|_{y=1}\right\|_{L^{2}((0, t) \times(0,+\infty))}$.

- Other terms are much smaller and do not have to be discussed.

After collecting the powers of $\varepsilon$ and applying Proposition 6 we obtain the estimates (140)-(142).

THEOREM 6. Let $c_{2}^{e f f}$ be given by (139). Then, with the notation of Theorem 4, we have

$$
\begin{align*}
& \left\|t^{5}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}-c_{2}^{e f f}\right)\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\Omega_{K}\right)\right)} \\
& \quad \leq C\left(\varepsilon^{4-3 \alpha} H(1-\alpha)+\varepsilon^{2-\alpha} H(\alpha-1)\right)  \tag{149}\\
& \left\|t^{5}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}-c_{2}^{e f f}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
& \quad \leq C\left(\varepsilon^{4-3 \alpha} H(1-\alpha)+\varepsilon^{2-\alpha} H(\alpha-1)\right) . \tag{150}
\end{align*}
$$

Proof. First we prove the $L^{\infty}\left(L^{1}\right)$ estimate (149). We test the equation for $\xi=c^{\varepsilon}-c_{1}^{\text {eff }}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}-c_{2}^{\text {eff }}$ by a regularized sign of $\xi$, multiplied by $\Psi^{2}$, and get

$$
\begin{gather*}
t^{m} \int_{\Omega^{+}} \Psi(x)^{2}|\xi|(t) d x d y+k \int_{0}^{t} \int_{0}^{+\infty} \tau^{m}|\xi| y=1 \mid \Psi^{2}(x) d x d \tau \\
\leq C_{1} \int_{0}^{t} \int_{\Omega^{+}} \tau^{m} \Psi(x)^{2}\left|\Phi_{2}^{\varepsilon}\right| d x d y d \tau+\int_{0}^{t} \int_{0}^{+\infty} \tau^{m}\left|\hat{g}^{\varepsilon}\right|_{y=1}\left|\Psi^{2}(x) d x d \tau\right| \\
\quad+C_{2} \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \tau^{m} \Psi(x)^{2}|\xi| d x d y d \tau+m \int_{0}^{t} \int_{\Omega^{+}} \tau^{m-1}|\xi| \Psi^{2} d x d y d \tau \tag{151}
\end{gather*}
$$

for all $m \geq 3$. As before, the $L^{1}$ norm of $\Psi^{2} \xi$ is Hölder-continuous in time with some exponent $\alpha_{0}>0$. Arguing as in the proof of Proposition 6, we obtain

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|t^{m} \Psi^{2} \xi(t)\right\|_{L^{1}\left(\Omega^{+}\right)} \leq C\left(\left\|\Psi^{2} \Phi_{2}^{\varepsilon}\right\|_{L^{1}\left(\Omega^{+} \times(0, T)\right)}+\left\|\left.\Psi^{2} \hat{g}^{\varepsilon}\right|_{y=1}\right\|_{L^{1}((0,+\infty) \times(0, T))}\right) \tag{152}
\end{equation*}
$$

and the estimate (149) is proved.
The improved $L^{2}\left(L^{2}\right)$ estimate (150) follows from (149), (141), and Poincarés inequality in $H^{1}$ (see, e.g., [6]).

At this point we use Moser's iterations to obtain an $L^{\infty}\left(L^{\infty}\right)$ error estimate.
Theorem 7. Let $O_{T}=\Omega^{+} \times(0, T)$. Then, with the notation of Theorem 6, we have

$$
\begin{gather*}
\left\|t^{5}\left(c^{\varepsilon}-c_{1}^{\text {eff }}(x, t ; \varepsilon)-\bar{c}_{1}^{\text {eff }}-c_{2}^{\text {eff }}\right)\right\|_{L^{\infty}\left(O_{T}\right)} \\
\leq C(\delta)\left(\varepsilon^{4-7 \alpha / 2-\delta} H(1-\alpha)+\varepsilon^{3 / 2-\alpha-\delta} H(\alpha-1)\right) \quad \forall \delta>0 \tag{153}
\end{gather*}
$$

Remark 6. From the proof we see that $C(\delta)$ has an exponential growth when $\delta \rightarrow 0$.

Proof. Let $M>0, \xi=c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}-c_{2}^{e f f}$, and $\xi_{M}=\sup \left\{t^{m} \xi-M, 0\right\}$. We test the equation for $\xi$ by $\Psi^{2} \xi_{M}$ and get

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega^{+}} \Psi(x)^{2} \xi_{M}^{2}(t) d x d y+D \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2}\left|\partial_{x} \xi_{M}(\tau)\right|^{2} d x d y d \tau \\
& +D \varepsilon^{\alpha-2} \int_{0}^{t} \int_{\Omega^{+}} \Psi(x)^{2}\left|\partial_{y} \xi_{M}(\tau)\right|^{2} d x d y d \tau+k \int_{0}^{t} \int_{0}^{+\infty}\left(\left.\xi_{M}\right|_{y=1}\right. \\
& \left.+M \tau^{m}\right)\left.\xi_{M}\right|_{y=1} \Psi^{2}(x) d x d \tau \leq\left. C_{1}\right|_{0} ^{t} \int_{\Omega^{+}} \tau^{m} \Psi(x)^{2}\left|\Phi_{3}^{\varepsilon}\right| \xi_{M} d x d y d \tau
\end{aligned}
$$

$$
\begin{equation*}
+\left.\int_{0}^{t} \int_{0}^{+\infty} \tau^{m}\left|\hat{g}^{\varepsilon}\right|_{y=1} \xi_{M}\right|_{y=1} \Psi^{2}(x) d x d \tau \mid+C_{2} \varepsilon^{\alpha} \int_{0}^{t} \int_{\Omega^{+}} \tau^{2 m} \Psi(x)^{2} \xi_{M}^{2} d x d y d \tau \tag{154}
\end{equation*}
$$

for all $m \geq 3$, where $\tau^{m} \Phi_{3}^{\varepsilon}=-\tau^{m} \Phi_{2}^{\varepsilon}+m \tau^{m-1} \xi$. We suppose that
$k M \geq \sup _{0 \leq \tau \leq T} \tau^{m}\left\|\left.\Psi \hat{g}^{\varepsilon}(\tau)\right|_{y=1}\right\|_{L^{\infty}(0,+\infty)}=c_{0}\left(\varepsilon^{4-5 \alpha / 2} H(1-\alpha)+\varepsilon^{3(1-\alpha / 2)} H(\alpha-1)\right)$.
As in the classical derivation of the Nash-Moser estimate (see [10, pp. 181-186]) we introduce

$$
\begin{equation*}
\mu(M)=\int_{0}^{T} \int_{\Omega^{+} \cap\left\{t^{m} \xi-M>0\right\}} \Psi^{2} d x d y d t \tag{156}
\end{equation*}
$$

Now in exactly the same way as in [10, pp. 181-186], on a time interval which could be smaller than $[0, T]$, but assumed equal to it without losing the generality, we get

$$
\begin{align*}
& \left\|\xi_{M}\right\|_{V_{2}}^{2}=\sup _{0 \leq t \leq T} \int_{\Omega^{+}} \Psi(x)^{2} \xi_{M}^{2}(t) d x d y+D \varepsilon^{\alpha} \int_{0}^{T} \int_{\Omega^{+}} \Psi(x)^{2}\left|\partial_{x} \xi_{M}(\tau)\right|^{2} d x d y d \tau \\
& +D \varepsilon^{\alpha-2} \int_{0}^{T} \int_{\Omega^{+}} \Psi(x)^{2}\left|\partial_{y} \xi_{M}(\tau)\right|^{2} d x d y d \tau \leq \beta_{0}^{2}\left\|\tau^{m} \Phi_{3}^{\varepsilon} \Psi\right\|_{L^{q}\left(O_{T}\right)}^{2} \mu(M)^{1-2 / q} \\
& 57)  \tag{157}\\
& q>2 .
\end{align*}
$$

Next, the estimate (157) is iterated in order to conclude that $\xi_{M}=0$. Here we modify the classical argument from [10, pp. 102-103] and adapt it to our situation.

We note that, after making appropriate extensions, one finds

$$
\begin{equation*}
\|\Psi \varphi\|_{L^{4}\left(O_{T}\right)} \leq c_{0}\|\Psi \varphi\|_{L^{2}\left(O_{T}\right)}^{1 / 2}\|\Psi \varphi\|_{H^{1}\left(O_{T}\right)}^{1 / 2} \leq c_{0} \varepsilon^{-\alpha / 4}\|\varphi\|_{V_{2}} \tag{158}
\end{equation*}
$$

for all $\varphi \in V_{2}$, such that $\left.\varphi\right|_{x=0}=0$. As in [10, p. 102], at this point we take the sequence of levels $k_{h}=M\left(2-2^{-h}\right), h=0,1, \ldots$ Then

$$
\begin{equation*}
\left(k_{h+1}-k_{h}\right) \mu^{1 / 4}\left(k_{h+1}\right) \leq\left\|\Psi \xi_{k_{h}}\right\|_{L^{4}\left(O_{T}\right)} \leq \frac{\bar{\beta} \varepsilon^{-\alpha / 4}}{k_{h+1}-k_{h}}\left\|\xi_{k_{h}}\right\|_{V_{2}} \tag{159}
\end{equation*}
$$

and, with $\kappa=1-2 / q>0$,

$$
\begin{equation*}
\mu^{1 / 4}\left(k_{h+1}\right) \leq 2^{h} \frac{2 \bar{\beta} \beta_{0}\left\|\tau^{m} \Phi_{3}^{\varepsilon} \Psi\right\|_{L^{q}\left(O_{T}\right)} \varepsilon^{-\alpha / 4}}{M} \mu^{(1+\kappa) / 4}\left(k_{h}\right) \tag{160}
\end{equation*}
$$

$\mu^{1 / 4}\left(k_{h+1}\right)$ will tend to zero for $h \rightarrow \infty$ if $\mu^{1 / 4}(M)$ satisfies

$$
\begin{equation*}
\mu^{1 / 4}(M) \leq\left(\frac{2 \bar{\beta} \beta_{0}\left\|\tau^{m} \Phi_{3}^{\varepsilon} \Psi\right\|_{L^{q}\left(\Omega^{+} \times(0, T)\right)} \varepsilon^{-\alpha / 4}}{M}\right)^{-1 / \kappa} 2^{-1 / \kappa^{2}} \tag{161}
\end{equation*}
$$

Equation (161) is satisfied if $M$ equals the right-hand side of estimate (153).
Our next result concerns higher order norms. It it not very satisfactory for large $\alpha$ and we state it without giving the proof, which follows from the demonstrations given above.

Theorem 8. With the notation of Theorem 4, we have

$$
\begin{align*}
& \left\|t^{5} \partial_{x}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
& \leq C\left(\varepsilon^{4-15 \alpha / 4} H(1-\alpha)+\varepsilon^{(1-\alpha / 2) / 2} H(\alpha-1)\right)  \tag{162}\\
& \left\|t^{5} \partial_{t}\left(c^{\varepsilon}-c_{1}^{e f f}(x, t ; \varepsilon)-\bar{c}_{1}^{e f f}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \\
& \leq C\left(\varepsilon^{4-15 \alpha / 4} H(1-\alpha)+\varepsilon^{(1-\alpha / 2) / 2} H(\alpha-1)\right) \tag{163}
\end{align*}
$$

Our final improvement concerns the error estimate in the $L^{\infty}\left(L^{2}\right)$ norm for small values of $\alpha$. As mentioned in the proof of Theorem $5, \tilde{F}_{1}^{\varepsilon}$ and $\tilde{F}_{3}^{\varepsilon}$ do not have zero means with respect to $y$, and consequently, the proof does not give the expected precision for the second-order correction. Nevertheless, when computing the term $c^{2}$ in the asymptotic expansion, there is a liberty of adding an arbitrary function $C_{2}$ of $x$ and $t$. This function can be chosen such that the appropriate means are zero and the left-hand sides of the estimates (140)-(142) are multiplied by $\varepsilon^{1-\alpha / 2}$. Unfortunately, there is a simultaneous new contribution of the form $Q P_{2}(y) \partial_{x} C_{2}$. Its norm deteriorates the estimate for $\alpha \geq 4 / 5$. Consequently, this amelioration is not of real importance and we just give the result. The proof is completely analogous to the preceding ones.

Corollary 4. Let the polynomials $P_{j}(y)$ be defined by (143)-(145) and let $C_{2}$ be given by the initial/boundary value problem

$$
\begin{align*}
& \begin{array}{l}
\frac{\partial C_{2}}{\partial t}+\frac{2 Q}{3} \frac{\partial C_{2}}{\partial x}-\varepsilon^{\alpha} D \frac{\partial^{2} C_{2}}{\partial x^{2}} \\
=-\frac{Q k}{D} \zeta(t)\left\{\partial_{x x} c \frac{Q}{D} \int_{0}^{1}\left(1-y^{2}\right) \tilde{P}_{6}(y) d y+\left(\partial_{x t} c \frac{1}{2 D}-\varepsilon^{\alpha} \partial_{x x x} c \frac{1}{2}\right) \int_{0}^{1}\left(1-y^{2}\right) P_{4}(y) d y\right. \\
\\
\left.\quad+\left(\frac{Q}{45 D} \partial_{x} c-\frac{k}{6 D} c\right) \int_{0}^{1}\left(1-y^{2}\right) P_{2}(y) d y\right\} \\
-\frac{Q^{2}}{D^{2}} \zeta(t)\left\{-\partial_{x x x} c Q \int_{0}^{1}\left(1-y^{2}\right) P_{8}(y) d y\right. \\
\\
\left.\quad+\left(\partial_{x x t} c-D \varepsilon^{\alpha} \partial_{x x x x} c\right) \int_{0}^{1}\left(1-y^{2}\right) P_{6}(y) d y\right\} \text { in }(0,+\infty) \times(0, T) \\
\quad \\
\begin{array}{ll}
(165)
\end{array} \\
\partial_{x} C_{2} \in L^{2}((0,+\infty) \times(0, T)),\left.\quad C_{2}\right|_{t=0}=0,\left.\quad C_{2}\right|_{x=0}=0 .
\end{array}
\end{align*}
$$

Then, with the notation of Theorem 6 and for $\alpha \in[0,4 / 5]$ we have

$$
\begin{gather*}
\left\|t^{5}\left(c^{\varepsilon}-c_{1}^{\text {eff }}-\bar{c}_{1}^{\text {eff }}-c_{2}^{\text {eff }}-C_{2}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \leq C \varepsilon^{5-17 \alpha / 4}  \tag{166}\\
\left\|t^{5} \partial_{y}\left(c^{\varepsilon}--c_{1}^{\text {eff }}-\bar{c}_{1}^{\text {eff }}-c_{2}^{\text {eff }}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \leq C \varepsilon^{6-19 \alpha / 4}  \tag{167}\\
\left\|t^{5} \partial_{x}\left(c^{\varepsilon}-c_{1}^{\text {eff }}-\bar{c}_{1}^{\text {eff }}-c_{2}^{\text {eff }}-C_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{K}\right)\right)} \leq \varepsilon^{5-19 \alpha / 4} \tag{168}
\end{gather*}
$$
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#### Abstract

The aim of this paper is to discuss the effects of linear and nonlinear diffusion in the large time asymptotic behavior of the Keller-Segel model of chemotaxis with volume filling effect. In the linear diffusion case we provide several sufficient conditions for the diffusion part to dominate and yield decay to zero solutions. We also provide an explicit decay rate towards self-similarity. Moreover, we prove that no stationary solutions with positive mass exist. In the nonlinear diffusion case we prove that the asymptotic behavior is fully determined by whether the diffusivity constant in the model is larger or smaller than the threshold value $\varepsilon=1$. Below this value we have existence of nondecaying solutions and their convergence (along subsequences) to stationary solutions. For $\varepsilon>1$ all compactly supported solutions are proved to decay asymptotically to zero, unlike in the classical models with linear diffusion, where the asymptotic behavior depends on the initial mass.
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1. Introduction. This paper focuses on the mathematical analysis of a chemotaxis model in the cases of linear and nonlinear diffusion. The general structure of the model we consider is

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}=\nabla \cdot(M(\rho) \nabla \mu(\rho, S))  \tag{1.1}\\
-\Delta S+S=\rho
\end{array}\right.
$$

posed on $\mathbb{R}^{d} \times \mathbb{R}^{+}$subject to the initial condition

$$
\begin{equation*}
\rho(x, 0)=\rho_{0}(x), \quad \rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right), \quad 0 \leq \rho_{0}(x) \leq 1, \quad x \in \mathbb{R}^{d} \tag{1.2}
\end{equation*}
$$

The mobility term $M$ is given by $M(\rho)=\rho(1-\rho)$. Such a choice takes into account the prevention of the overcrowding effect, sometimes also referred to as "volume filling" effect (see the motivations and references below). The potential $\mu$ reads

$$
\begin{equation*}
\mu(\rho, S)=\frac{\delta E}{\delta \rho}(\rho, S) \tag{1.3}
\end{equation*}
$$

[^80]where $\frac{\delta E}{\delta \rho}$ denotes the functional derivative of some energy functional with respect to $\rho$. If we model the energy as a combination of a logarithmic entropy and an aggregation part, i.e.,
\[

$$
\begin{align*}
E(\rho, S)= & \varepsilon \int_{\mathbb{R}^{d}}(\rho \log \rho+(1-\rho) \log (1-\rho)) d x \\
& -\int_{\mathbb{R}^{d}} \rho S d x+\frac{1}{2} \int_{\mathbb{R}^{d}}\left(|\nabla S|^{2}+S^{2}\right) d x \tag{1.4}
\end{align*}
$$
\]

with $\varepsilon>0$, then system (1.1) becomes

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}=\nabla \cdot(\varepsilon \nabla \rho-\rho(1-\rho) \nabla S)  \tag{1.5}\\
-\Delta S+S=\rho
\end{array}\right.
$$

which is a special case of the Keller-Segel model for chemotaxis, describing the behavior of a cell population $\rho$ under the influence of the chemical $S$ produced by the cells themselves. Introduced in 1970 [KS70] to describe aggregation of slime mold amoebae, this model has become one of the most widely studied models in mathematical biology. The cell flux on the right-hand side of (1.5) comprises two counteracting phenomena: random motion of cells described by Fick's law and cell movement in the direction of the gradient of the chemical $S$. In contrast to the equations presented here, the gradient of $S$ is multiplied by a linear instead of a nonlinear function of $\rho$ in the classical version of the model. An interesting feature of this choice is the fact that solutions can become unbounded in finite time, thus giving rise to concentration phenomena. Whether this blow-up of solutions occurs or not depends typically on the initial data and the space dimension $d$, and conditions for the blow-up of solutions have been derived by many authors (see [Hor03, Hor04] and the references therein). Most studies focus on models where the evolution of the chemical $S$ is governed by a parabolic equation (as in the original Keller-Segel model). Typical alternative formulations for the evolution of $S$ are given either by an elliptic equation of a more general form than in (1.1) or by the Poisson equation. In the majority of the cases, the model is considered on bounded domains, typically with Neumann boundary conditions. Concerning the case of an unbounded domain, an extensive analysis of the model on $\mathbb{R}^{d}, d \geq 2$, has been performed recently in [CPZ04], where the authors prove that solutions exist globally when the $L^{d / 2}$-norm of the initial data does not exceed a critical value. In the recent contribution [DP04] it is proved that the critical value $8 \pi$ of the initial mass produces an optimal threshold between blow-up and global existence when $d=2$.

Although of great mathematical interest, models allowing for the infinite growth of solutions have often been criticized because their biological interpretation is not fully understood. Several generalizations of the Keller-Segel model, where the formation of singularities is prevented a priori, have been studied recently (see, e.g., [HP01]). These models superimpose a maximal value for the cell density, which yields the global existence of solutions. Such an assumption is reasonable in certain physical situations where cells stop aggregating after a certain size of the aggregate has been reached. The model presented in [HP01] is of type (1.5) but with a parabolic equation for $S$. Note that the main difference from a standard derivation of the model without prevention of overcrowding is the additional factor $(1-\rho)$ in the mobility term $M(\rho)$ in (1.1) and the additional entropy term depending on $(1-\rho)$ in the energy. Intuitively, this change of mobility seems obvious, since the possibility of cells to move freely
is limited by the cells around them. Therefore, in the case of overcrowding (which happens in our scaling for $\rho \geq 1$ ) their motion would be stopped. It is less obvious how to interpret the additional entropy term depending on $(1-\rho)$-it somehow forces cells to diffuse even in the case of overcrowding. On the other hand if the volumefilling mechanism is thought of as a finite size effect really blocking the cells, then also no diffusion would be allowed and the volume-filling effect would have consequences only upon mobility but not on the energy. Such a possibility is supported by results in [BO04], where the authors observe that many chemicals appear both to stimulate directed motion up the chemotactic gradient and to alter the random mobility (i.e., the nonlinear diffusion coefficient). As a consequence of that, they establish a direct relationship between the chemotaxis and random motion coefficients. In particular, they both may vanish at the threshold value of the density.

This argument is the main reason why we shall also discuss a different choice for the energy in this paper. More precisely, we shall use a quadratic energy of the form

$$
\begin{equation*}
E(\rho, S)=\frac{\varepsilon}{2} \int_{\mathbb{R}^{d}} \rho^{2} d x-\int_{\mathbb{R}^{d}} \rho S d x+\frac{1}{2} \int_{\mathbb{R}^{d}}\left(|\nabla S|^{2}+S^{2}\right) d x \tag{1.6}
\end{equation*}
$$

yielding the degenerate parabolic-elliptic problem

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}=\nabla \cdot(\rho(1-\rho) \nabla(\varepsilon \rho-S))  \tag{1.7}\\
-\Delta S+S=\rho
\end{array}\right.
$$

Several reformulations of the Keller-Segel model have been studied recently, with a nonlinear diffusion term in the evolution of the cell density replacing the linear one (see [Hor03, Chapter 6]). An interesting issue is whether it is possible to avoid blow-up of solutions by introducing nonlinear diffusion effects without the help of the volume-filling term in the mobility (see also [CC05]). We stress that the main feature in our nonlinear model (1.7) is that the random mobility vanishes at the threshold value $\rho=1$. Such a property is not usually covered in the literature concerning chemotaxis models with nonlinear diffusion.

A further reason to study (1.7) relates to the asymptotic behavior of its solutions, in particular to the possibility of achieving either existence of nontrivial stationary solutions or a large time decay to zero in $L^{\infty}$. Whether the former or the latter phenomenon takes place depends upon the size of the diffusivity $\varepsilon$. We recall that the long-time asymptotics of the linear case (1.5) in bounded intervals (under Neumann boundary conditions) have been recently studied in [DS05] and, with a parabolic equation for $S$, in [PH05]. The observed behavior is a coarsening process reminiscent of phase change models, where plateau-like peaks of the cell density form after a short transition period and then merge exponentially slowly. Numerical studies indicate that in most situations the only stable stationary states are single plateaus located at the boundary of the domain. It is therefore not surprising that the behavior of solutions on the whole space is different. Roughly speaking, the cells are not stopped by any boundaries and therefore the linear model would allow them to spread out rather than aggregate. We shall make this statement more rigorous by several results on the decay of the cell density $\rho$ for large time. For now we emphasize that, to our knowledge, system (1.7) is the only one known to admit stationary profiles on the whole space.

In order to make the comparison between the linear and nonlinear diffusion case more concrete, we provide a guideline through the paper for readers who are interested
in the results rather than on the detailed proofs. The first step towards the large time behavior of solutions is an investigation of possible stationary solutions. Here we find a first difference between the two cases. More precisely, no finite mass stationary solutions different from zero exist for linear diffusion (subsection 2.2.1), while finite mass nontrivial stationary solutions do exist for nonlinear diffusion in the case $\varepsilon<$ 1 (subsection 3.4.2). A partly numerical construction of stationary solutions even indicates their existence for arbitrary mass if $\varepsilon<1$ (section 3.5). The detailed largetime behavior is described by:

- Decay to zero of solutions in the linear diffusion case in the following two cases:
- with arbitrary initial mass for $\varepsilon>\frac{1}{4}$ in $1-d$ (section 2.2),
- with small initial mass for arbitrary $\varepsilon>0$ (section 2.2).

In both cases, solutions converge in $L^{1}$ towards the self-similar Gaussian solution of the heat equation with variance $\varepsilon$ (section 2.3).

- Existence of nondecaying solutions for $\varepsilon<1$ in the nonlinear case (subsection 3.4.1). These solutions converge (along subsequences) to stationary solutions (subsection 3.4.2). For $\varepsilon>1$ all compactly supported solutions decay and their support must become unbounded as $t \rightarrow \infty$ (subsection 3.4.3).

2. Linear diffusion. In this section, we first cover the existence and uniqueness theory for weak solutions of model (1.5). We then turn our attention to the asymptotic behavior for large time.
2.1. Existence theory and preliminaries. We study the Cauchy problem for the following parabolic-elliptic system

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}=\varepsilon \Delta \rho-\nabla \cdot(\rho(1-\rho) \nabla S)  \tag{2.1}\\
-\Delta S+S=\rho \\
\rho(x, 0)=\rho_{0}(x)
\end{array}\right.
$$

where $x \in \mathbb{R}^{d}, d \geq 1, t \geq 0, \varepsilon>0, \rho$, and $S$ are scalar functions, and $\rho_{0}$ belongs in $L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$. We recall that the above system can be decoupled in order to get a nonlocal parabolic equation for $\rho$ by means of the convolution representation formula

$$
\begin{equation*}
S(x, t)=\int_{\mathbb{R}^{d}} \mathcal{B}(x-y) \rho(y, t) d y, \tag{2.2}
\end{equation*}
$$

where $\mathcal{B}$ is the Bessel potential

$$
\begin{equation*}
\mathcal{B}(x)=\frac{1}{(4 \pi)^{d / 2}} \int_{0}^{+\infty} \frac{e^{-t-\frac{|x|^{2}}{4 t}}}{t^{d / 2}} d t . \tag{2.3}
\end{equation*}
$$

For further reference we recall the formula for the heat convolution kernel

$$
\begin{equation*}
\mathcal{G}(x, t)=\frac{1}{(4 \pi \varepsilon t)^{d / 2}} e^{-\frac{|x|^{2}}{4 \varepsilon t}}, \quad x \in \mathbb{R}^{d}, t>0 . \tag{2.4}
\end{equation*}
$$

The proof of the following lemma follows by straightforward computations.
Lemma 2.1. The following estimates are satisfied:

$$
\begin{align*}
& \|\mathcal{B}\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1,  \tag{2.5}\\
& \|\nabla \mathcal{B}\|_{L^{1}\left(\mathbb{R}^{d}\right)}<+\infty,  \tag{2.6}\\
& \|\mathcal{G}(\cdot, t)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C t^{-\frac{d(p-1)}{2 p}}, \quad p \geq 1,  \tag{2.7}\\
& \|\nabla \mathcal{G}(\cdot, t)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C t^{-\frac{d(p-1)}{2 p}-\frac{1}{2}}, \quad p \geq 1, \tag{2.8}
\end{align*}
$$

The estimates provided by the previous lemma enable us to prove local existence of $L^{1} \cap L^{\infty}$ solutions of (2.1) by means of the implicit representation formula

$$
\begin{equation*}
\rho(x, t)=\left(\mathcal{G} * \rho_{0}\right)(x, t)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \nabla \mathcal{G}(x-y, t-s)(\rho(1-\rho) \nabla(\mathcal{B} * \rho))(y, s) d s d y \tag{2.9}
\end{equation*}
$$

and by a standard fixed point argument. This leads to the following theorem, whose proof is rather standard and will be omitted (see also [Hor03] and the references therein for the local existence theory of other models closely related to (2.1)).

Theorem 2.2 (local existence). Let $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\left(\right.$ resp., $\rho_{0} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ ). Then, there exists a unique solution $\rho(x, t)$ to (2.1) such that

$$
\rho \in L^{\infty}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)
$$

(resp., $\rho \in L^{\infty}\left([0, T], L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ ) for a small enough positive time $T$.
Again by standard fixed point technique, the local-in-time solution $\rho(x, t)$ provided by Theorem 2.2 can be endowed with the same regularity (with respect to $x$ ) as the initial datum. Some regularity for $\rho$ without the help of any further requirements on the initial datum can be obtained at least in 1-d.

Proposition 2.3 (regularizing effect). Let the initial datum $\rho_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$. Then, at any positive time $t$, the solution $\rho(t)$ of (2.1) is continuous with respect to $x$.

Proof. Since $\mathcal{G} * \rho_{0}$ is a $C^{\infty}$ function, we only need to prove that $\rho-\mathcal{G} * \rho_{0}$ is continuous. By formula (2.9), we have for small $h>0$

$$
\begin{aligned}
& \left(\rho-\mathcal{G} * \rho_{0}\right)(x+h, t)-\left(\rho-\mathcal{G} * \rho_{0}\right)(x, t) \\
& \quad=\int_{0}^{t} \int_{-\infty}^{+\infty}\left[\mathcal{G}_{x}(x+h-y, t-s)-\mathcal{G}_{x}(x-y, t-s)\right](\rho(1-\rho) \nabla(\mathcal{B} * \rho))(y, s) d s d y
\end{aligned}
$$

We recall that the term $(\rho(1-\rho) \nabla(\mathcal{B} * \rho))$ is (locally) bounded. Moreover, thanks to (2.8) we can find nonnegative functions $H(x, y, t, s)$ and $K \in L^{1}$ such that

$$
\left|\mathcal{G}_{x}(x+h-y, t-s)-\mathcal{G}_{x}(x-y, t-s)\right| \leq H(x, y, t, s) \leq(t-s)^{-1} K\left(\frac{|x-y|^{2}}{t-s}\right) .
$$

Therefore, the limit as $h \rightarrow 0$ in the above integral is zero due to Lebesgue's dominated convergence theorem.

The representation formula (2.9) is also the basis of the result in the following proposition, the proof of which is again omitted.

PROPOSITION 2.4 (continuity with respect to the initial data). Let $\rho$ and $\bar{\rho}$ be two local-in-time solutions to (2.1), with initial data $\rho_{0}, \bar{\rho}_{0} \in L^{1} \cap L^{\infty}$, respectively. Then, for a small $T$ we have

$$
\begin{equation*}
\|\rho(t)-\bar{\rho}(t)\|_{L^{1}} \leq C(T)\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{1}} \tag{2.10}
\end{equation*}
$$

for all $t \in[0, T]$.
As suggested by the divergence form, $L^{1}$ solutions of (2.1) preserve the total mass, i.e.,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho(x, t) d x=\int_{\mathbb{R}^{d}} \rho_{0}(x) d x . \tag{2.11}
\end{equation*}
$$

The proof of the above identity is standard (see, for instance, [Váz92, Chapter IIIsection 2]).

In order to achieve global existence of solutions, from now on in this section we shall restrict our analysis to the case of initial data $\rho_{0}$ in (2.1) satisfying the assumption

$$
\begin{equation*}
0 \leq \rho_{0}(x) \leq 1, \quad x \in \mathbb{R}^{d} \tag{2.12}
\end{equation*}
$$

Our next aim is to prove that condition (2.12) is invariant under the flow induced by the model (2.1). Such a property together with the conservation of the total mass will imply the global existence of the solution of (2.1). Similar properties are proved in [HP01] for the fully parabolic model and in [DS05] in a bounded domain.

ThEOREM 2.5 (global existence). Assume the initial datum $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ satisfies (2.12). Then there exists a unique global solution to the Cauchy problem (2.1), satisfying

$$
\begin{equation*}
0 \leq \rho(x, t) \leq 1 \quad \text { for any } \quad(x, t) \in \mathbb{R}^{d} \times[0, \infty) \tag{2.13}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
0<\rho(x, t)<1 \quad \text { if } \quad 0<\rho_{0}(x)<1 \tag{2.14}
\end{equation*}
$$

Proof. Writing (2.1) as $\rho_{t}+\nabla \rho \cdot \nabla S(1-2 \rho)+\rho(1-\rho)(S-\rho)=\varepsilon \Delta \rho$, it can be seen immediately that $\underline{\rho} \equiv 0$ and $\bar{\rho} \equiv 1$ are lower and upper solutions, respectively. By the mean value theorem of multidimensional calculus, the function $\underline{w}(x, t)=\rho-\underline{\rho}$ satisfies the inequality

$$
\underline{w}_{t}+A(x, t) \nabla \underline{w}+B(x, t) \underline{w}-\varepsilon \Delta \underline{w} \geq 0
$$

with bounded coefficients $A(x, t)$ and $B(x, t)$. For $\bar{w}(x, t)=\rho-\bar{\rho}$, the same equations with a reversed inequality sign holds, and the boundedness of $\rho$ follows from the Phragmèn-Lindelöf principle for parabolic equations [PW84]. Therefore the proof is complete in view of the conservation of the total mass.
2.2. Decay of solutions as $t \rightarrow+\infty$. In this subsection we determine sufficient conditions on the diffusivity constant $\varepsilon$ in (2.1) and on the initial datum $\rho_{0}$ such that the $L^{\infty}\left(\mathbb{R}^{d}\right)$ norm of the corresponding solution $\rho(x, t)$ tends to zero as $t \rightarrow+\infty$. We prove here that this is the case either when the total mass is smaller than a threshold value depending on $\varepsilon$ or without any condition on the total mass in case $\varepsilon>1 / 4$ and $d=1$. It is already known in case of models without prevention of overcrowding that, when the mass of the initial datum is much smaller than some constant depending on $\varepsilon$, the diffusion term becomes dominant and produces a long time decay of the solution (see [CPZ04, DP04]). For the sake of completeness we shall reproduce the same result for our model in the following proposition, the proof of which is partly the same as in [CPZ04].

Proposition 2.6. Let $\varepsilon>0$ and let $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ satisfy (2.12). Then, there exists a constant $C(d)$ depending only on the dimension $d$ such that, for total mass satisfying

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho_{0} d x<\left(\frac{4 \varepsilon}{C(d)}\right)^{1 / \beta} \quad \beta=\min \{1,2 / d\} \tag{2.15}
\end{equation*}
$$

The solution $\rho(x, t)$ to (2.1) satisfies the decay estimates

$$
\begin{align*}
& \|\rho(t)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C(t+1)^{-\frac{d(p-1)}{2 p}} \quad \text { if } 2 \leq p<+\infty  \tag{2.16}\\
& \|\rho(t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C(t+1)^{-\frac{d}{2}} \tag{2.17}
\end{align*}
$$

Proof. Let us start with the $L_{p}$ estimates for finite $p$. By multiplying the equation in (2.1) by $p \rho^{p-1}$ and after integration by parts we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{d}} \rho^{p}(x, t) d x=\varepsilon p \int_{\mathbb{R}^{d}} \rho^{p-1} \Delta \rho d x+p(p-1) \int_{\mathbb{R}^{d}}\left(\rho^{p-1}-\rho^{p}\right) \nabla S \cdot \nabla \rho d x \\
& \leq-\varepsilon \frac{4(p-1)}{p} \int_{\mathbb{R}^{d}}\left|\nabla \rho^{p / 2}\right|^{2} d x+(p-1) \int_{\mathbb{R}^{d}} \nabla \rho^{p} \cdot \nabla S d x \\
& \leq-\varepsilon \frac{4(p-1)}{p} \int_{\mathbb{R}^{d}}\left|\nabla \rho^{p / 2}\right|^{2} d x+(p-1) \int_{\mathbb{R}^{d}} \rho^{p+1} d x
\end{aligned}
$$

where we have used the a priori estimate $0 \leq \rho \leq 1$ and $S \geq 0$. By means of the Gagliardo-Nirenberg inequality (see also [CPZ04])

$$
\int_{\mathbb{R}^{d}} \rho^{p+1} d x \leq C(d)\|\rho\|_{L^{\alpha}\left(\mathbb{R}^{d}\right)} \int_{\mathbb{R}^{d}}\left|\nabla \rho^{p / 2}\right|^{2} d x
$$

where $\alpha=1$ for $d=1,2, \alpha=d / 2$ for $d>2$, we easily get

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} \rho^{p}(x, t) d x \leq-(p-1)\left(\frac{4 \varepsilon}{p}-C(d)\left(\int_{\mathbb{R}^{d}} \rho_{0} d x\right)^{\beta}\right) \int_{\mathbb{R}^{d}}\left|\nabla \rho^{p / 2}\right|^{2} d x
$$

where $\beta=\min \{1,2 / d\}$. Hence, for

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho_{0} d x<\left(\frac{4 \varepsilon}{p C(d)}\right)^{1 / \beta} \tag{2.18}
\end{equation*}
$$

we can write, for some $C>0$,

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} \rho^{p}(x, t) d x+C \int_{\mathbb{R}^{d}}\left|\nabla \rho^{p / 2}\right|^{2} d x \leq 0
$$

Thanks to the following interpolation inequality (see, e.g., [EZ91]):

$$
\|\rho\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\frac{(d(p-1)+2) p}{d(p-1)}} \leq \bar{C}(p, d)\left\|\nabla \rho^{p / 2}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\|\rho\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{\frac{2 p}{d(-1)}}
$$

we have

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} \rho^{p}(x, t) d x+C m\left(\int_{\mathbb{R}^{d}} \rho^{p} d x\right)^{\frac{d(p-1)+2}{d(p-1)}} \leq 0
$$

which implies the desired polynomial time-decay in $L^{p}$

$$
\begin{equation*}
\|\rho(t)\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C(p, d)(t+1)^{-d(p-1) / 2 p} \tag{2.19}
\end{equation*}
$$

where the term $(t+1)$ instead of $t$ is justified by the global-in-time control of all the $L^{p}$ norms proved in the previous subsection. We remark that the previous $L^{p}$ decay
has been obtained for solutions with initial data satisfying (2.18) where the constant on the right-hand side depends on $p$, unlike in the statement of Theorem 2.5. We shall recover the threshold condition (2.15) later on in this proof. In order to obtain the $L^{\infty}$ estimate (2.17), we employ the implicit representation of the solution $\rho$ provided by the Duhamel principle

$$
\begin{align*}
& \rho(x, 2 t)=\mathcal{G}(t) * \rho(t)+\int_{t}^{2 t} \nabla \mathcal{G}(2 t-\sigma) *(\rho(1-\rho) \nabla \mathcal{B} * \rho)(\sigma) d \sigma \\
& \quad=\mathcal{G}(2 t) * \rho(t)+\int_{0}^{t} \nabla \mathcal{G}(t-s) *(\rho(1-\rho) \nabla \mathcal{B} * \rho)(t+s) d s \tag{2.20}
\end{align*}
$$

By taking the $L^{\infty}$ norm in (2.20), we obtain

$$
\begin{aligned}
& \|\rho(2 t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\|\mathcal{G}(t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\|\rho(t)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \quad+\int_{0}^{t}\|\nabla \mathcal{G}(t-s)\|_{L^{r}\left(\mathbb{R}^{d}\right)}\|\rho(1-\rho) \nabla \mathcal{B} * \rho(t+s)\|_{L^{r^{\prime}}\left(\mathbb{R}^{d}\right)} d s \\
& \quad \leq C t^{-\frac{d}{2}}+C \int_{0}^{t}(t-s)^{-\frac{d(r-1)}{2 r}-\frac{1}{2}}\|\rho(t+s)\|_{L^{2 r^{\prime}}\left(\mathbb{R}^{d}\right)}^{2} d s, \quad r^{\prime}=\frac{r}{r-1} .
\end{aligned}
$$

Here $r>1$ can be chosen arbitrarily with the only restriction $r<\frac{d}{d-2}$ in case $d>2$. Once $r$ and $r^{\prime}$ are fixed, we require that $\rho_{0}$ satisfies (2.18) with $p=\frac{d-2}{2 r^{\prime}}$. Hence, (2.19) implies

$$
\|\rho(2 t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C t^{-\frac{d}{2}}+\int_{0}^{t}(t-s)^{-\frac{d(r-1)}{2 r}-\frac{1}{2}}(t+s)^{-\frac{d\left(2 r^{\prime}-1\right)}{2 r^{\prime}}} d s=C t^{-\frac{d}{2}}+C t^{\frac{1}{2}-d}
$$

Since $\|\rho(t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ is uniformly bounded and since $d \geq 1$, we obtain the estimate

$$
\|\rho(t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C(t+1)^{-\frac{d}{2}}
$$

and the $L^{p}$ decay rates (2.16) can be easily obtained by interpolation.
In the next proposition we prove that solutions to (2.1) enjoy a time decay rate as in (2.16) no matter how large the mass is, provided $\varepsilon>1 / 4$ and $d=1$. This result constitutes an essential difference of the present model with respect to the classical Keller-Segel type models.

Proposition 2.7. Let $\varepsilon>1 / 4$ and $d=1$. Let $\rho_{0} \in L^{1}(\mathbb{R})$ satisfying (2.12). Then, the solution $\rho(x, t)$ to (2.1) satisfies the decay estimates

$$
\begin{equation*}
\|\rho(t)\|_{L^{p}(\mathbb{R})} \leq C(t+1)^{-\frac{(p-1)}{2 p}}, \quad 2 \leq p \leq \infty \tag{2.21}
\end{equation*}
$$

Proof. We start with the $L^{2}$ estimate

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}} \rho^{2}(x, t) d x=2 \varepsilon \int_{\mathbb{R}} \rho \rho_{x x} d x+2 \int_{\mathbb{R}} \rho(1-\rho) S_{x} \rho_{x} d x \\
& \quad \leq-2 \varepsilon \int_{\mathbb{R}} \rho_{x}^{2} d x+\frac{1}{2} \int_{\mathbb{R}}\left|\rho_{x} S_{x}\right| d x
\end{aligned}
$$

As a consequence of the Young inequality for convolutions we have (recalling (2.2))

$$
\frac{d}{d t} \int_{\mathbb{R}} \rho^{2}(x, t) d x \leq-2\left(\varepsilon-\frac{1}{4}\right) \int_{\mathbb{R}} \rho_{x}^{2} d x
$$

Then, by means of the Gagliardo-Nirenberg inequality, as in the previous proposition, we obtain the decay in $L^{2}$

$$
\|\rho(t)\|_{L^{2}(\mathbb{R})} \leq C(t+1)^{-1 / 4}
$$

By taking the $L^{4}$ norm in the representation (2.20), in a similar fashion as in the previous proposition, we obtain

$$
\begin{aligned}
& \|\rho(2 t)\|_{L^{4}(\mathbb{R})} \leq C(t+1)^{-3 / 8}+\int_{0}^{t}\|\nabla \mathcal{G}(t-s)\|_{L^{4}}\|\rho \nabla \mathcal{B} * \rho(t+s)\|_{L^{1}} d s \\
& \quad \leq C(t+1)^{-3 / 8}+\int_{0}^{t}(t-s)^{-7 / 8}(t+s)^{-1 / 2} d s \leq C(t+1)^{-3 / 8}+C t^{-3 / 8}
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \|\rho(2 t)\|_{L^{\infty}(\mathbb{R})} \leq C(t+1)^{-1 / 2}+\int_{0}^{t}\|\nabla \mathcal{G}(t-s)\|_{L^{2}}\|\rho \nabla \mathcal{B} * \rho(t+s)\|_{L^{2}} d s \\
& \leq C(t+1)^{-1 / 2}+\int_{0}^{t}(t-s)^{-3 / 4}(t+s)^{-3 / 4} d s \leq C(t+1)^{-1 / 2}
\end{aligned}
$$

The remaining $L^{p}$ estimates are easily obtained by interpolation.
2.2.1. Some remarks and the nonexistence of stationary solutions. Clearly, an open question is whether solutions to (2.1) decay for any $\varepsilon$ and for arbitrarily large masses. In bounded domains, for $d=1$ and Neumann boundary conditions, solutions of the system (2.1) has been shown to decay to the constant solution if $\varepsilon>\frac{1}{4}$, but if $\varepsilon$ is small enough, stationary, periodic solutions in $L^{1}((0, L))$ exist (see [DS05] and [PH05]). However, one can easily prove that there exist no nonzero stationary solutions to (2.1) in $L^{1}\left(\mathbb{R}^{d}\right)$ in the case of unbounded domains: We define the energy functional $E(\rho, S)$ of system (2.1) by

$$
\begin{equation*}
E=\frac{1}{2} \int\left(|\nabla S|^{2}+S^{2}\right) d x-\int \rho S d x+\varepsilon \int[\rho \log \rho+(1-\rho) \log (1-\rho)] d x \tag{2.22}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial E}{\partial \rho}=-S+\varepsilon \log \frac{\rho}{(1-\rho)} \quad \text { and } \quad \frac{\partial E}{\partial S}=-\Delta S+S-\rho \tag{2.23}
\end{equation*}
$$

Rewriting the first equation of (2.1) as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\nabla \cdot\left(\rho(1-\rho) \nabla \frac{\partial E}{\partial \rho}\right) \tag{2.24}
\end{equation*}
$$

and differentiating the energy with respect to time, we obtain

$$
\begin{aligned}
\frac{d E}{d t} & =\frac{\partial E}{\partial S} \frac{\partial S}{\partial t}+\frac{\partial E}{\partial \rho} \frac{\partial \rho}{\partial t}=\int \nabla \cdot\left(\rho(1-\rho) \nabla \frac{\partial E}{\partial \rho}\right) \frac{\partial E}{\partial \rho} d x \\
& =-\int \rho(1-\rho)\left|\nabla \frac{\partial E}{\partial \rho}\right|^{2} d x \leq 0
\end{aligned}
$$

Hence, the energy is decreasing in time, and the stationary state $\frac{d E}{d t}=0$ is only reached if $\rho=0, \rho=1$ or $\frac{\partial E}{\partial \rho}=$ const., the latter implying that the stationary solution $(\rho, S)$ should satisfy, for some positive constant $C$,

$$
\frac{\rho}{1-\rho}=e^{\frac{S+C}{\varepsilon}}
$$

in some open set $\Omega \subset \mathbb{R}^{d}$, with $\rho=0$ at some point of $\partial \Omega$. However, this is incompatible with $S$ being bounded, because of the continuity of $\rho$ stated in Proposition 2.3.
2.3. Self-similar long time behavior. The aim of this subsection is to prove that, under suitable assumptions on the initial datum $\rho_{0}$, the solution of (2.1) decays towards the fundamental solution of the heat equation with a polynomial rate. To perform this task we employ the entropy dissipation method (see [AMTU01]). The long time decay properties of the solution $\rho(x, t)$ are a crucial ingredient in the arguments below. We shall prove our result by assuming a priori that the solution $\rho(x, t)$ satisfies the decay estimate

$$
\begin{equation*}
\|\rho(t)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C(t+1)^{-\frac{d}{2}} \tag{2.25}
\end{equation*}
$$

which we proved to be fulfilled under the assumptions in Propositions 2.6 and 2.7. Our first step is the following standard time dependent rescaling:

$$
\left\{\begin{array}{l}
\rho(x, t)=R(t)^{-\frac{d}{2}} v(y, s)  \tag{2.26}\\
y=R(t)^{-\frac{1}{2}} x \\
s=\frac{1}{2} \log R(t) \\
R(t)=2 t+1
\end{array}\right.
$$

Then, it is easy to see that $v(y, s)$ solves the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial s}=\nabla \cdot(\varepsilon \nabla v+y v)-e^{-d s} \nabla \cdot\left(v\left(1-e^{-s} v\right) \mathcal{B}_{s} * \nabla v\right)  \tag{2.27}\\
v(y, 0)=\rho_{0}(y)
\end{array}\right.
$$

where $\mathcal{B}_{s}(y)=e^{s} \mathcal{B}\left(e^{s} y\right)$. For future reference we write (2.27) as follows:

$$
\begin{equation*}
\frac{\partial v}{\partial s}=\varepsilon \nabla \cdot\left(v \nabla\left(\log v+\frac{|y|^{2}}{2 \varepsilon}\right)\right)-e^{-d s} \nabla \cdot\left(v\left(1-e^{-s} v\right) \mathcal{B}_{s} * \nabla v\right) \tag{2.28}
\end{equation*}
$$

We remark that the fundamental solution $\mathcal{G}(x, t)$ of the heat equation in rescaled variables depends only on $y$; more precisely, it is given by $\mathcal{U}_{m}(y)=C e^{-\frac{|y|^{2}}{2 \varepsilon}}$, where $C$ depends on the mass $m$ of $\rho_{0}$. Moreover, we recall that $\mathcal{U}_{m}$ satisfies the elliptic equation $\nabla \cdot\left(\varepsilon \nabla \mathcal{U}_{m}+y \mathcal{U}_{m}\right)=0$. We shall make use of the classical entropy functional

$$
\begin{equation*}
\mathrm{E}(v)=\int_{\mathbb{R}^{d}} v(y) \log v(y) d y+\frac{1}{2 \varepsilon} \int_{\mathbb{R}^{d}}|y|^{2} v(y) d y \tag{2.29}
\end{equation*}
$$

and of the relative entropy $\mathrm{RE}\left(v \mid \mathcal{U}_{m}\right)=\mathrm{E}(v)-\mathrm{E}\left(\mathcal{U}_{m}\right)$. Once the mass $m$ is fixed, the relative entropy functional attains zero as minimum value at the ground state $\mathcal{U}_{m}$. The following inequality (see [AMTU00] for the proof) establishes a connection between the convergence in relative entropy and the convergence in $L^{1}$.

Theorem 2.8 (Csiszár-Kullback inequality). Let $v \in L^{1}\left(\mathbb{R}^{d}\right)$ having mass $m$. Then, there exists a fixed constant $C$ (depending on $m$ ) such that

$$
\begin{equation*}
\left\|v-\mathcal{U}_{m}\right\|^{2} \leq C \operatorname{RE}\left(v \mid \mathcal{U}_{m}\right) \tag{2.30}
\end{equation*}
$$

For future reference, we recall the following logarithmic Sobolev inequality (see, e.g., [AMTU01]).

Theorem 2.9 (logarithmic Sobolev inequality). Let $v \in L^{1}\left(\mathbb{R}^{d}\right)$ having mass $m$ and such that $\mathrm{E}(v)<+\infty$. Then, the following inequality is satisfied:

$$
\begin{equation*}
\operatorname{RE}\left(v \mid \mathcal{U}_{m}\right) \leq \frac{\varepsilon}{2} \mathrm{I}\left(v \mid \mathcal{U}_{m}\right), \tag{2.31}
\end{equation*}
$$

where

$$
\mathrm{I}\left(v \mid \mathcal{U}_{m}\right)=\int_{\mathbb{R}^{d}} v\left|\nabla\left(\log \frac{v}{\mathcal{U}_{m}}\right)\right|^{2} d y=\int_{\mathbb{R}^{d}} v\left|\nabla\left(\log v+\frac{|y|^{2}}{2 \varepsilon}\right)\right|^{2} d y
$$

is called (relative) Fisher information.
Finally, we remark that assumption (2.25) for $\rho$ in the new variables $v(y, s)$ reads

$$
\begin{equation*}
\|v(s)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C \tag{2.32}
\end{equation*}
$$

for some fixed $C>0$ depending only on the initial datum. We are ready to state the main theorem of this subsection.

Theorem 2.10. Let $\rho \in L^{1}\left(\mathbb{R}^{d}\right)$ satisfy (2.12) and $\mathrm{E}\left(\rho_{0}\right)<\infty$, where E is defined in (2.29). Suppose that the corresponding solution $\rho(x, t)$ to (2.1) satisfies the time decay condition (2.25). Then,

$$
\|\rho(t)-\mathcal{G}(t)\|_{L^{1}\left(\mathbb{R}^{d}\right)}= \begin{cases}o\left(t^{-\frac{1}{2}+\delta}\right)  \tag{2.33}\\ O\left(t^{-\frac{1}{2}}\right) & \text { for arbitrary } 0<\delta \ll 1 \\ \text { if } d=1 \\ \text { if } d>1\end{cases}
$$

where $\mathcal{G}$ is the Gaussian solution (2.4) of the heat equation with same mass as $\rho_{0}$.
Proof. In what follows, we shall denote a generic positive constant independent on $s$ by $C$. Let us multiply $(2.27)$ by $\log v(y)+\frac{|y|^{2}}{2 \varepsilon}$ and integrate over $\mathbb{R}^{d}$. Then, integration by parts and conservation of the total mass yield

$$
\begin{align*}
& \frac{d}{d s} \mathrm{E}\left(v(s) \mid \mathcal{U}_{m}\right)=-\varepsilon \int_{\mathbb{R}^{d}} v\left|\nabla\left(\log \frac{v}{\mathcal{U}_{m}}\right)\right|^{2} d y+C e^{-d s} \int_{\mathbb{R}^{d}} v \nabla \mathcal{B}_{s} * v \cdot \nabla\left(\log v+\frac{|y|^{2}}{2 \varepsilon}\right) d y \\
& \quad \leq-\varepsilon \mathrm{I}\left(v \mid \mathcal{U}_{m}\right)+C e^{-d s}\left(\int_{\mathbb{R}^{d}} v\left|\nabla \mathcal{B}_{s} * v\right|^{2} d y\right)^{1 / 2}\left(\int_{\mathbb{R}^{d}} v\left|\nabla\left(\log v+\frac{|y|^{2}}{2 \varepsilon}\right)\right|^{2} d y\right)^{1 / 2} \\
& \quad=:-\varepsilon \mathrm{I}\left(v \mid \mathcal{U}_{m}\right)+J . \tag{2.34}
\end{align*}
$$

We now estimate the term $J$ by using (2.32) and Young's inequality,

$$
\begin{aligned}
J & \leq C e^{-d s}\left(\int_{\mathbb{R}^{d}} \frac{1}{v}|\nabla v|^{2} d y\right)^{1 / 2} I\left(v \mid \mathcal{U}_{m}\right)^{1 / 2} \\
& =C e^{-d s}\left(I\left(v \mid \mathcal{U}_{m}\right)+2 d \int_{\mathbb{R}^{d}} v-\frac{1}{\varepsilon} \int_{\mathbb{R}^{d}} v|y|^{2} d y\right)^{1 / 2} I\left(v \mid \mathcal{U}_{m}\right)^{1 / 2} \\
& \leq C e^{-d s}\left(I\left(v \mid \mathcal{U}_{m}\right)+I\left(v \mid \mathcal{U}_{m}\right)^{1 / 2}\right)
\end{aligned}
$$

Therefore, inequality (2.34) implies

$$
\frac{d}{d s} \mathrm{E}\left(v(s) \mid \mathcal{U}_{m}\right) \leq-\left(\varepsilon-C e^{-d s}-C e^{-2 \delta s}\right) I\left(v \mid \mathcal{U}_{m}\right)+C e^{-2 d s+2 \delta s}
$$

for an arbitrarily small $\delta>0$ and for a fixed $C>0$. For $s \geq s_{0}(\varepsilon)$ we have $\varepsilon-$ $C e^{-d s}-C e^{-2 \delta s}>0$ and we can use inequality (2.31) to obtain

$$
\frac{d}{d s} \mathrm{E}\left(v(s) \mid \mathcal{U}_{m}\right) \leq-\frac{2\left(\varepsilon-C e^{-d s}-C e^{-2 \delta s}\right)}{\varepsilon} \mathrm{E}\left(v(s) \mid \mathcal{U}_{m}\right)+C e^{-2 d s+2 \delta s}
$$

Hence, due to the variation of constants formula we obtain the following decay rates as $s \rightarrow+\infty$ (here $\delta>0$ is arbitrarily small):

$$
\mathrm{E}\left(v(s) \mid \mathcal{U}_{m}\right)= \begin{cases}O\left(e^{-2(1-\delta) s}\right) & \text { if } d=1  \tag{2.35}\\ O\left(e^{-2 s}\right) & \text { if } d>1\end{cases}
$$

Finally, by means of the Csiszár-Kullback inequality (2.30) and by using the original variables $\rho(x, t)$ according to (2.26), we obtain the desired estimate (2.33).
3. Nonlinear diffusion. In this section we focus our attention on the nonlinear model

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}=\nabla \cdot(\rho(1-\rho) \nabla(\varepsilon \rho-S))  \tag{3.1}\\
-\Delta S+S=\rho
\end{array}\right.
$$

subject to the initial condition

$$
\begin{equation*}
\rho(x, 0)=\rho_{0}(x), \quad \rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right), \quad 0 \leq \rho_{0}(x) \leq 1, \quad x \in \mathbb{R}^{d} \tag{3.2}
\end{equation*}
$$

3.1. Existence of weak solutions. We start by providing a suitable definition of weak solutions. In order to simplify the notation, we fix $\varepsilon=1$. We denote

$$
A(\rho)=\int_{0}^{\rho} \xi(1-\xi) d \xi=\frac{\rho^{2}}{2}-\frac{\rho^{3}}{3}, \quad \mathcal{A}(\rho)=\int_{0}^{\rho} A(\xi) d \xi=\frac{\rho^{3}}{6}-\frac{\rho^{4}}{12}
$$

Definition 3.1. A function $\rho \in L^{2}\left([0,+\infty) \times \mathbb{R}^{d}\right)$ is called a weak solution of the Cauchy problem (3.1)-(3.2) on $\mathbb{R}^{d} \times[0, T]$ ( $T$ eventually $+\infty$ ) if the following conditions are satisfied:
(i) $\mathcal{A}(\rho) \in L^{\infty}\left([0, T] ; L^{1}\left(\mathbb{R}^{d}\right)\right)$
(ii) $\nabla A(\rho) \in L^{2}\left([0, T] \times \mathbb{R}^{d}\right)$
(iii) $0 \leq \rho(x, t) \leq 1$ almost everywhere in $[0, T] \times \mathbb{R}^{d}$.
(iv) For all $\varphi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$, the following relation holds:

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}^{d}} \rho \varphi_{t} d x d t-\int_{0}^{T} \int_{\mathbb{R}^{d}} \nabla A(\rho) \cdot \nabla \varphi d x d t \\
& +\int_{0}^{T} \int_{\mathbb{R}^{d}} \rho(1-\rho) \nabla S \cdot \nabla \varphi d x d t+\int_{\mathbb{R}^{d}} \rho(x, 0) \varphi(x, 0) d x=0
\end{aligned}
$$

where $S=S[\rho]$ is the unique $H^{1}$ solution to $-\Delta S+S=\rho$.
The existence of weak solutions in the sense of the above definition is stated in the following theorem.

Theorem 3.2 (global existence of solutions). There exists at least a global weak solution $\rho(x, t)$ to the Cauchy problem (3.1)-(3.2) in the sense of Definition 3.1.

The proof of the previous theorem can be performed by a standard approximation procedure. We refer in particular to [Car99, CP03] for existence theory of degenerate convection diffusion equations and to [BCM03, CMV03] for problems including
nonlocal terms. The main technical problem in our case is related to the degeneracy of the nonlinear diffusion coefficient at the threshold value $\rho=1$. We can overcome this difficulty by including the invariant domain property $0 \leq \rho \leq 1$ in Definition 3.1. This property prevents the mobility coefficient $\rho(1-\rho)$ from turning into the backward diffusion range. For the sake of completeness, let us give an outline of the proof. As a first step we consider a nondegenerate approximation of our problem on a smooth bounded domain with Dirichlet boundary conditions. If $S$ is given, the solution $\rho$ is provided by the classical theory of parabolic equations. Hence, the existence of the solution to the coupled problem can be provided by compactness of the solution operator $S=S(\rho)$ and by Schauder's fixed point theorem. The nondegenerate mobility coefficients can be carefully chosen in order to preserve the conditions in (3.2) in time. This property can be proved in the same way as in Theorem 2.5 due to the nondegeneracy of the parabolic equation. The second step consists in taking the limit in the mobility coefficients in order to prove existence for the degenerate problem in a closed ball. Finally one can send the radius of the ball to infinity and complete the proof. In the last two steps one can use the classical energy estimate technique from [Váz92] in order to achieve sufficient compactness.

Remark 3.3. The conservation of the total mass can be proved in the same way as in the case of linear diffusion.
3.2. entropy solutions. In the following we turn our attention to the problem of uniqueness of suitable solutions. For equations with an interaction of nonlocal fluxes and degenerate diffusions there is no straightforward way to prove the uniqueness of weak solutions (cf. also [BCM03, Car99]) and one might even expect nonuniqueness, as for nonlocal transport equations (cf. [DGT00]). We therefore turn our attention to a rather natural restriction of weak solutions, the so-called entropy solutions. Apart from uniqueness, the main motivation for considering entropy solutions is to obtain the correct dissipation of entropy functionals, which will be discussed in the subsections below. Due to the fact that the convolution $\mathcal{B} * \rho$ is smooth anyway, the behavior of dissipation functionals on this part seems unimportant and we shall therefore adapt the definition of entropy solutions for fixed flux $\nabla S(x, t)$ (cf. [BCM03] for a more detailed discussion).

Definition 3.4 (entropy solutions). We shall say that a nonnegative function $\rho \in L^{1}\left([0, T] \times \mathbb{R}^{d}\right) \cap C\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ is an entropy solution of the Cauchy problem (3.1)-(3.2) on $\mathbb{R}^{d} \times[0, T]$ if the following conditions are satisfied:
(i) For all $c \in \mathbb{R}$ and all nonnegative test functions $\varphi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$, the following entropy inequality holds:

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{d}}\left[|\rho-c| \varphi_{t}+\operatorname{sign}(\rho-c)(\rho(1-\rho)-c(1-c)) \nabla S \cdot \nabla \varphi\right. \\
& \quad+\varepsilon|A(\rho)-A(c)| \Delta \varphi-\operatorname{sign}(\rho-c) c(1-c) \Delta S \varphi] d x d t \geq 0 \tag{3.3}
\end{align*}
$$

where $S=S[\rho]$ is the unique $H^{1}$ solution to $-\Delta S+S=\rho$.
(ii) $A(\rho) \in L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$
(iii) $0 \leq \rho(x, t) \leq 1$ almost everywhere in $[0, T] \times \mathbb{R}^{d}$.
(iv) Essentially, as $t \downarrow 0$,

$$
\int_{\mathbb{R}^{d}}\left|\rho(x, t)-\rho_{0}(x)\right| d x \rightarrow 0
$$

In order to prove the existence of entropy solutions, one can follow the same nondegenerate approximation procedure briefly discussed in the previous subsection and even obtain a unique classical solution. The classical solution clearly satisfies the corresponding entropy condition (with smoothed nonlinearities on the bounded domain). Due to a priori bounds on $\rho, A(\rho)$, and $S=\mathcal{B} * \rho$ (see once again the aforementioned reference [Váz92]) we always extract suitably convergent subsequences when passing from the nondegenerate approximation to (3.1), so that the entropy inequality (3.3) carries over to the limit. Hence, we obtain the following result.

THEOREM 3.5. Let $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ satisfy $0 \leq \rho_{0} \leq 1$. Then there exists an entropy solution of (3.1), (3.2) according to Definition (3.4).

In order to prove uniqueness of the entropy solution, we shall use the continuous dependence of entropy solutions on the flux in the $L^{1}$-norm.

Lemma 3.6. Let $S^{1}, S^{2} \in C\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right) \cap L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$, with

$$
\nabla S^{j} \in C\left(0, T ; W_{l o c}^{1,1}\left(\mathbb{R}^{d}\right)\right) \cap C\left([0, T] \times \mathbb{R}^{d}\right), \quad \Delta S^{j} \in L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)
$$

be given and let $u^{j} \in L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{d}\right)\right)$ be entropy solutions of

$$
u_{t}^{j}=\nabla \cdot\left(u^{j}\left(1-u^{j}\right) \nabla\left(\varepsilon u^{j}-S^{j}\right)\right)
$$

with initial values $u_{0}^{j} \in B V\left(\mathbb{R}^{d}\right)$ for $j=1,2$.

$$
\begin{align*}
\left\|u^{1}(t)-u^{2}(t)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq & \left\|u_{0}^{1}-u_{0}^{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\frac{t}{4}\left\|\nabla S^{1}-\nabla S^{2}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{d}\right)\right)} \\
& +t \max \left\{V_{1}, V_{2}\right\}\left\|\nabla S^{1}-\nabla S^{2}\right\|_{L^{\infty}\left([0, t] \times \mathbb{R}^{d}\right)} \tag{3.4}
\end{align*}
$$

where $V_{j}=\left\|\nabla S^{j}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{d}\right)\right)}$.
Proof. The proof can be carried out as the proof of Theorem 1.3 in [KR03] by appropriately using the time-dependence of the flux in the estimates and the fact that the function $p \mapsto p(1-p)$ has Lipschitz constant 1 and supremum $\frac{1}{4}$ on the interval $[0,1]$.

Below we shall prove a uniqueness result in the smaller class of entropy solutions of bounded variation in the case of spatial dimension one. Before proving their uniqueness, we verify the existence of such entropy solutions.

Proposition 3.7 (regularity of entropy solutions). Let $\rho_{0} \in B V\left(\mathbb{R}^{1} ;[0,1]\right)$, then an entropy solution of (3.1), (3.2) satisfies

$$
\rho \in L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)
$$

Proof. We construct the BV-solution by smooth approximation. Let $\rho$ be an $L^{1}$ viscosity solution of (3.1), (3.2) and let $\rho^{\delta} \in C\left(0, T ; C^{1}\left(\mathbb{R}^{1}\right)\right)$ such that $0 \leq \rho^{\delta} \leq 1$ almost everywhere and $\rho^{\delta} \rightarrow \rho$ in $C\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)$. Then we also have

$$
S^{\delta}=\mathcal{B} * \rho \in C\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)
$$

and consequently

$$
S_{x x}^{\delta}=S^{\delta}-\rho^{\delta} \in C\left(0, T ; B V\left(\mathbb{R}^{d}\right)\right)
$$

The results of [KR01] imply the existence of an entropy solution $u^{\delta}$ of

$$
u_{t}-\left(u(1-u)\left(\delta u-S^{\delta}\right)_{x}\right)=0
$$

with initial value $u(0)=\rho_{0}, u^{\delta}$ belonging in the space $\in L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right.$. Moreover, since $u_{h}^{\delta}(x, t)=u^{\delta}(x+h, t)$ is an entropy solution of the same equation with $S^{\delta}(x . t)$ replaced by $S_{h}^{\delta}(x, t):=S^{\delta}(x+h, t)$ and initial value $\rho_{0}(.+h)$, we may apply the continuous dependence estimate to deduce

$$
\begin{aligned}
\left\|u_{h}^{\delta}(t)-u^{\delta}(t)\right\|_{L^{1}\left(\mathbb{R}^{1}\right)} \leq & \left\|\rho_{0}(.+h)-\rho^{0}\right\|_{L^{1}\left(\mathbb{R}^{1}\right)}+\frac{t}{4}\left\|S_{x}^{\delta}-\left(S_{h}^{\delta}\right)_{x}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)} \\
& +t V^{\delta}\left\|S_{x}^{\delta}-\left(S_{h}^{\delta}\right)_{x}\right\|_{L^{\infty}\left([0, t] \times \mathbb{R}^{1}\right)}
\end{aligned}
$$

with $V^{\delta}=\left\|S_{x}^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}$. After division by $h$ we obtain in the limit $h \rightarrow 0$,

$$
\left\|u^{\delta}(t)\right\|_{B V\left(\mathbb{R}^{1}\right)} \leq\left\|\rho^{0}\right\|_{B V\left(\mathbb{R}^{1}\right)}+\frac{t}{4}\left\|S_{x x}^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}+t V^{\delta}\left\|S_{x x}^{\delta}\right\|_{L^{\infty}\left([0, t] \times \mathbb{R}^{1}\right)}
$$

From the uniform bounds for $\rho^{\delta}$ in $L^{\infty}\left(\mathbb{R}^{1}\right) \cap L^{1}\left(\mathbb{R}^{1}\right)$ one can easily deduce uniform estimates for $V^{\delta}$ and $\left\|S_{x x}^{\delta}\right\|_{L^{\infty}\left([0, t] \times \mathbb{R}^{1}\right)}$. Moreover, there exists a constant $c>0$ (independent of $\delta$ and $t$ ) such that

$$
\left\|S_{x x}^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)} \leq c\left\|\rho^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}
$$

Hence, we deduce

$$
\left\|u^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)} \leq\left\|\rho^{0}\right\|_{B V\left(\mathbb{R}^{1}\right)}+\frac{c t}{4}\left\|\rho^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}+C t
$$

As $\delta \rightarrow 0$, one can prove in a standard way that $u^{\delta} \rightarrow \rho$. Now let $t$ be such that $2 c t<1$, then by lower semicontinuity

$$
\begin{aligned}
\frac{1}{2}\|\rho\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)} & \leq \lim \sup \left(\left\|u^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}-\frac{1}{2}\left\|\rho^{\delta}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)}\right) \\
& \leq\left\|\rho^{0}\right\|_{B V\left(\mathbb{R}^{1}\right)}+C t
\end{aligned}
$$

and hence, $\rho \in L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)$.
By applying the same argument consecutively to time intervals of length smaller than $\frac{1}{2 c}$ we finally obtain that $\rho \in L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)$.

Finally, from the continuous dependence it is a small step to prove the main uniqueness result.

THEOREM 3.8 (uniqueness). The entropy solution $\rho$ of (3.1), (3.2) is unique in the space $L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)$.

Proof. Let $\rho^{1}$ and $\rho^{2}$ be two different entropy solutions belonging in the space $L^{\infty}\left(0, T ; B V\left(\mathbb{R}^{1}\right)\right)$. Then we can assume without restriction of generality that $\| \rho^{1}(t)-$ $\rho^{2}(t) \| \neq 0$ for $t>0$ is arbitrarily small (otherwise we can take $\tau$ as the maximal time before which the solutions are equal and rescale time to $t-\tau)$.

One can verify in a straightforward way that $S^{1}$ and $S^{2}$ satisfy the assumptions of Lemma 3.6 and that there exists a constant $C>0$ such that

$$
\left\|S_{x}^{1}-S_{x}^{2}\right\|_{L^{\infty}\left(0, t ; B V\left(\mathbb{R}^{1}\right)\right)} \leq C\left\|\rho^{1}-\rho^{2}\right\|_{L^{\infty}\left(0, t ; L^{1}\left(\mathbb{R}^{1}\right)\right)}
$$

and

$$
\left\|S_{x}^{1}-S_{x}^{2}\right\|_{L^{\infty}\left([0, t] \times \mathbb{R}^{1}\right)} \leq C\left\|\rho^{1}-\rho^{2}\right\|_{L^{\infty}\left(0, t ; L^{1}\left(\mathbb{R}^{1}\right)\right)}
$$

Hence, by Lemma 3.6 the estimate

$$
\left\|\rho^{1}(t)-\rho^{2}(t)\right\|_{L^{1}\left(\mathbb{R}^{1}\right)} \leq \tilde{C} t\left\|\rho^{1}(t)-\rho^{2}(t)\right\|_{L^{1}\left(\mathbb{R}^{1}\right)}
$$

holds for some constant $\tilde{C}$. Since we can choose $t$ small enough such that $C t<1$, this yields a contradiction.
3.3. Finite speed of propagation in one space dimension. In this subsection we focus our attention on the Cauchy problem in one space dimension

$$
\left\{\begin{array}{l}
\partial_{t} \rho=\partial_{x}\left(\rho(1-\rho) \partial_{x}(\varepsilon \rho-S)\right)  \tag{3.5}\\
\rho(x, 0)=\rho_{0}(x)
\end{array}\right.
$$

where $\rho_{0}$ is compactly supported and satisfies the usual condition $0 \leq \rho_{0} \leq 1$. Our aim is to prove that the solution $\rho(t)$ at any time $t>0$ is still compactly supported. This feature is usually referred to as the the finite rate of propagation property, and it is typically satisfied by nonlinear diffusion equations of the form

$$
\rho_{t}=A(\rho)_{x x}
$$

when $A: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a smooth nondecreasing function such that $A^{\prime}(0)=0$. Our approach in proving such a property is closely related with the estimates of the Wasserstein distances between any two solutions to a nonlinear diffusion equation developed in [CGT04]. For a positive integer $n$, we define the $2 n$th moment of a nonnegative, integrable function $\rho$ as

$$
M_{2 n}(\rho):=\int_{-\infty}^{+\infty} x^{2 n} \rho(x) d x
$$

The distribution function of $\rho$ is given by

$$
F(x)=\int_{-\infty}^{x} \rho(y) d y
$$

The pseudoinverse function of $F$, defined on the interval $[0, m], m=\int_{-\infty}^{+\infty} \rho(x) d x$, is given by

$$
F^{-1}(\xi)=\inf \{x \in \mathbb{R} \mid F(x)>\xi\}
$$

If $\rho(x)>0$ almost everywhere, then $F^{-1}$ is a real inverse, and the change of variables

$$
x \in \operatorname{supp}(\rho) \mapsto \xi=F(x) \in[0, m]
$$

is a bijection. Therefore, one can change variables in the definition of the moments above and get

$$
M_{2 n}(\rho)=\int_{-\infty}^{+\infty} x^{2 n} \rho(x) d x=\int_{0}^{m} F^{-1}(\xi)^{2 n} d \xi
$$

Obviously we have

$$
\left[\frac{1}{m} \int_{0}^{m} F^{-1}(\xi)^{2 n} d \xi\right]^{1 / 2 n} \rightarrow\left\|F^{-1}\right\|_{L^{\infty}([0, m])}
$$

as $n \rightarrow+\infty$. Moreover, it is clear that

$$
\begin{equation*}
\operatorname{meas}(\operatorname{supp}(\rho)) \leq 2\left\|F^{-1}\right\|_{L^{\infty}([0, m])} \tag{3.6}
\end{equation*}
$$

Thus, a uniform estimate with respect to $n$ of $M_{2 n}^{1 / 2 n}(\rho(t))$, where $\rho(t)$ is the solution to (3.5), at time $t$ automatically ensures the finiteness of the size of the support of
$\rho(t)$. We shall prove that such an estimate is true. For future reference we briefly recall the following result in [Kne77] for a nonlinear friction equation.

THEOREM 3.9. Let $A(\rho)=\frac{\rho^{2}}{2}-\frac{\rho^{3}}{3}$. Let $\bar{\rho}(t)$ be a nonnegative solution to the equation

$$
\begin{equation*}
\bar{\rho}_{t}=A(\bar{\rho})_{x x} \tag{3.7}
\end{equation*}
$$

with initial datum having compact support. Let $\bar{F}^{-1}(t)$ be the pseudoinverse of the distribution function of $\bar{\rho}(t)$. Then, there exists a continuous (increasing) function of time $t \mapsto C(t)$ such that

$$
\begin{equation*}
\left\|\bar{F}^{-1}(t)\right\|_{L^{2 n}} \leq C(t) \tag{3.8}
\end{equation*}
$$

where $C(t)$ does not depend on $n$.
We now state our result for (3.5).
ThEOREM 3.10 (finite speed of propagation). Let $\rho(x, t)$ be the unique entropy solution to (3.5) with compactly supported initial datum $\rho_{0}$. Then, the profile $\rho(t)$ has compact support at any positive time $t$.

Proof. As pointed out before, to pursue our aim we only need to control $M_{2 n}^{1 / 2 n}$ uniformly in $n$ in any finite time interval $[0, T]$. We shall perform this task by a formal computation of the $L^{2 n}$ norm of the pseudoinverse of the distribution function of $\rho$. This formal computation can be easily made rigorous by an approximation procedure that allows us both to cancel out the boundary terms due to integration by parts and to treat the pseudoinverse of the distribution function of $\rho$ as a real inverse. This procedure is well explained in [CGT04] and we shall omit the details about it. We only observe that classical energy estimates on (3.5) in the spirit of [Váz92] provide the necessary compactness needed to extend such approximation argument to our case.

We denote by $\rho$ the solution of (3.5) with an initial datum $\rho_{0}$ having mass $m=$ $\int \rho_{0}$. Let $u(t):[0, m] \rightarrow \mathbb{R}$ be the pseudoinverse of the distribution function of $\rho$. Let us also consider the solution $\bar{\rho}(t)$ of the nonlinear diffusion equation (3.7) having $\rho_{0}$ as initial datum. Let $\bar{u}(t)$ be the pseudoinverse of the distribution function of $\bar{\rho}(t)$. A standard computation with pseudoinverses (see, e.g., [CGT04]) shows that $u$ and $\bar{u}$ satisfy the following equations:

$$
\begin{aligned}
& \partial_{t} u=-\partial_{\xi} A\left(\left(\partial_{\xi} u\right)^{-1}\right)+\left(1-\left(\partial_{\xi} u\right)^{-1}\right) \int_{0}^{m} B^{\prime}(u(\xi)-u(\eta)) d \eta \\
& \partial_{t} \bar{u}=-\partial_{\xi} A\left(\left(\partial_{\xi} \bar{u}\right)^{-1}\right)
\end{aligned}
$$

For fixed $n$ we have, after integration by parts,

$$
\begin{aligned}
& \frac{d}{d t} \int_{0}^{m}[u(t)-\bar{u}(t)]^{2 n} d \xi \\
= & +2 n(2 n-1) \int_{0}^{m}(u-\bar{u})^{2 n-2}\left[\partial_{\xi} u-\partial_{\xi} \bar{u}\right]\left[A\left(\left(\partial_{\xi} u\right)^{-1}\right)-A\left(\left(\partial_{\xi} \bar{u}\right)^{-1}\right)\right] d \xi \\
& +2 n \int_{0}^{m}(u-\bar{u})^{2 n-1}\left(1-\left(\partial_{\xi} u\right)^{-1}\right) \int_{0}^{m} B^{\prime}(u(\xi)-u(\eta)) d \eta d \xi
\end{aligned}
$$

Hence, since the function $t \rightarrow A\left(t^{-1}\right)$ is nonincreasing we can get rid of the first addend on the right-hand side above. Therefore, due to the uniform bound of $\rho$ in
$L^{\infty}$ and to the definition of $\mathcal{B}$, there exists a fixed constant $C>0$ such that

$$
\frac{d}{d t} \int_{0}^{m}[u(t)-\bar{u}(t)]^{2 n} d \xi \leq C n\left[\int_{0}^{m}[u(t)-\bar{u}(t)]^{2 n} d \xi+1\right]
$$

and, in view of (3.8) and of the Gronwall inequality,

$$
\|u(t)\|_{L^{2 n}[0, m]} \leq e^{C t}
$$

for some positive constant $C$ independent of $n$. We can now send $n \rightarrow \infty$ to get a uniform estimate for $\|u(t)\|_{L^{\infty}[0, m]}$ and the proof is complete in view of (3.6).
3.4. Asymptotic behavior. In the following we investigate the asymptotic behavior of weak solutions to (3.1), (3.2) for large time. The main idea in this case is the analysis of the behavior of the associated energy functional

$$
\begin{equation*}
\tilde{E}(\rho):=\int_{\mathbb{R}^{d}} \rho(\varepsilon \rho-S(\rho)) d x \tag{3.9}
\end{equation*}
$$

where $S(\rho)$ is the unique solution to $-\Delta S+S=\rho$ decaying at infinity. This energy functional is to be considered on the admissible set

$$
\begin{equation*}
\mathcal{K}:=\left\{\rho \in L^{2}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right) \mid 0 \leq \rho \leq 1 \text { a.e. }\right\} \tag{3.10}
\end{equation*}
$$

For the nonlinear diffusion case, the change from $\varepsilon>1$ to $\varepsilon<1$ is of particular interest, since $\tilde{E}(\rho)$ changes from a strictly convex (for $\varepsilon>1$ ) to a nonconvex functional, which we verify in the following lemma.

Lemma 3.11. The functional $\tilde{E}: \mathcal{K} \rightarrow \mathbb{R}$ is bounded below by $-\int_{\mathbb{R}^{d}} \rho d x$ for $\varepsilon>0$. Moreover, $\tilde{E}$ is positive and strictly convex for $\varepsilon>1$.

Proof. First of all, since $\rho \leq 1$ and $S(\rho) \geq 0$, we have

$$
\tilde{E}(\rho):=\int_{\mathbb{R}^{d}} \rho(\varepsilon \rho-S(\rho)) d x \geq-\int_{\mathbb{R}^{d}} S(\rho) d x
$$

The property $\int_{\mathbb{R}^{d}} S(\rho) d x=\int_{\mathbb{R}^{d}} \rho d x$ can be deduced immediately from the elliptic equation satisfied by $S(\rho)$ and hence,

$$
\tilde{E}(\rho) \geq-\int_{\mathbb{R}^{d}} \rho d x
$$

Since $\tilde{E}$ is a quadratic functional, convexity is equivalent to strict positivity. From the Cauchy-Schwarz inequality we have

$$
\tilde{E}(\rho)=\int_{\mathbb{R}^{d}} \rho(\varepsilon \rho-S(\rho)) d x \geq(\varepsilon-1) \int_{\mathbb{R}^{d}} \rho^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{d}}\left(\rho^{2}-S(\rho)^{2}\right) d x
$$

Finally, a standard energy estimate for the elliptic equation satisfied by $S(\rho)$ shows that the second term is nonnegative, and hence,

$$
\tilde{E}(\rho) \geq(\varepsilon-1) \int_{\mathbb{R}^{d}} \rho^{2} d x>0
$$

for $\rho \neq 0$ and $\varepsilon>1$.

A fundamental property of the model is the dissipation of the energy $\tilde{E}$. Formally, if we compute the time derivative of $\tilde{E}(\rho(t))$, insert the equations and apply Gauss' theorem, then we obtain

$$
\begin{align*}
\frac{d}{d t} \tilde{E}(\rho(t)) & =\int_{\mathbb{R}^{d}} \rho_{t}(2 \varepsilon \rho-\mathcal{B} * \rho) d x-\int_{\mathbb{R}^{d}} \rho \mathcal{B} * \rho_{t} d x \\
& =2 \int_{\mathbb{R}^{d}} \rho_{t}(\varepsilon \rho-\mathcal{B} * \rho) d x \\
& =2 \int_{\mathbb{R}^{d}} \nabla \cdot[\rho(1-\rho) \nabla(\varepsilon \rho-\mathcal{B} * \rho)](\varepsilon \rho-\mathcal{B} * \rho) d x \\
& =-2 \int_{\mathbb{R}^{d}} \rho(1-\rho)|\nabla(\varepsilon \rho-\mathcal{B} * \rho)|^{2} d x:=-2 I(\rho, S)<0 . \tag{3.11}
\end{align*}
$$

This estimate can be made rigorous by standard smooth approximation techniques, and thus, we have derived the following result.

Proposition 3.12 (energy dissipation). Let $\rho$ be a weak solution of (3.1), (3.2). Then the functional

$$
e: \mathbb{R}^{+} \rightarrow \mathbb{R}, t \mapsto e(t):=\tilde{E}(\rho(t))
$$

is nonincreasing. Moreover, $e(s)=e(t)$ for $s>t$ if and only if $\rho$ is stationary in the interval $[s, t]$ and

$$
\rho(1-\rho) \nabla(\varepsilon \rho-S(\rho))=0 \quad \text { a.e. in } \mathbb{R}^{d} \times[s, t] .
$$

3.4.1. Nondecaying solutions in 1-d for moderate diffusivity. It is an important consequence of the previous proposition that for an initial value $\rho_{0}$ for (3.1) with $\tilde{E}\left(\rho_{0}\right)<0$, the existence of nondecaying solutions follows: in this case, we have $\tilde{E}(\rho(t)) \leq \tilde{E}\left(\rho_{0}\right)<0$ due to the energy dissipation. Hence, such solutions cannot decay for $t \rightarrow \infty$, since otherwise one would have $\liminf \tilde{E}(\rho(t)) \geq \tilde{E}(0)=0$.

In one space dimension and for every $\varepsilon<1$, we can verify that the functional $\tilde{E}$ is not positive - and hence nondecaying solutions do exist-by an explicit construction of appropriate densities.

Proposition 3.13. Let $d=1$ and $\varepsilon<1$, then for each $m>0$ there exists $\rho \in \mathcal{K}$ satisfying

$$
\begin{equation*}
\tilde{E}(\rho)<0, \quad \text { and } \quad \int_{\mathbb{R}^{d}} \rho d x=m . \tag{3.12}
\end{equation*}
$$

Proof. Let $0<\alpha^{2}<\frac{1}{\varepsilon}-1$ and let $\psi^{\alpha}$ be a continuous function satisfying

$$
\begin{aligned}
-\frac{d^{2} \psi^{\alpha}}{d x^{2}}+\psi^{\alpha} & =\frac{1}{c}, & & 0 \leq x<a, \\
-\frac{d^{2} \psi^{x}}{d x^{2}}-\alpha^{2} \psi^{\alpha} & =0, & & a \leq x \leq b, \\
-\frac{d^{2} \psi^{\alpha}}{d x^{2}}+\psi^{\alpha} & =0, & & x>b,
\end{aligned}
$$

with boundary conditions $\psi^{\alpha}(0)=1, \frac{d \psi^{\alpha}}{d x}(0)=0$ and $\psi^{\alpha}(x) \rightarrow 0$ as $x \rightarrow \infty$, and some constant $c$ satisfying

$$
\begin{equation*}
0<\varepsilon<c<\frac{1}{\alpha^{2}+1}<1 . \tag{3.13}
\end{equation*}
$$

We find that if $a<\ln \frac{c}{1-c}$, a continuously differentiable, nonnegative solution exists and is given by

$$
\psi^{\alpha}(x)= \begin{cases}\frac{1}{c}(1-(c-1) \cosh x), & 0 \leq x<a, \\ c_{1} \sin (\alpha(x-a))+c_{2} \cos (\alpha(x-a)), & a \leq x \leq b, \\ c_{3} e^{b-x}, & b<x,\end{cases}
$$

where the constants satisfy

$$
\begin{aligned}
& c_{1}=\frac{c-1}{\alpha c} \sinh a<0, \\
& c_{2}=(1+(c-1) \cosh a) / c, \\
& c_{3}=c_{1} \sin (\alpha(b-a))+c_{2} \cos (\alpha(b-a)),
\end{aligned}
$$

and the length of the second interval is fixed by the relation

$$
b=a+\frac{1}{\alpha} \arctan \left(-\frac{c_{2}+\alpha c_{1}}{c_{1}-\alpha c_{2}}\right) .
$$

If we choose $S$ as the symmetric extension of $c \psi^{\alpha}$ to $\mathbb{R}$ and

$$
\rho(x)= \begin{cases}1, & -a<x<a, \\ c\left(\alpha^{2}+1\right) \psi^{\alpha}(x), & a \leq x \leq b, \\ c\left(\alpha^{2}+1\right) \psi^{\alpha}(-x), & -b \geq x \geq-a, \\ 0, & |x|>b,\end{cases}
$$

then $S$ satisfies $-\frac{d^{2} S}{d x^{2}}+S=\rho$ and $\rho \in \mathcal{K}$. Moreover, we have

$$
\tilde{E}(\rho)=\int_{\mathbb{R}^{d}} \rho(\varepsilon \rho-S) d x=2\left[\int_{0}^{a}(\varepsilon-S) d x+\left(\varepsilon\left(\alpha^{2}+1\right)-1\right)\left(\alpha^{2}+1\right) \int_{a}^{b} S^{2} d x\right] .
$$

This expression is negative if $a<\operatorname{arccosh}\left(\frac{1-\varepsilon}{1-c}\right)$. The mass $m$ is given by
$\frac{1}{2} m=a+\left(\alpha^{2}+1\right) \int_{a}^{b} S d x=a+c\left(\alpha^{2}+1\right) \int_{a}^{b} c_{1} \sin (\alpha(x-a))+c_{2} \cos (\alpha(x-a)) d x$.
Because of (3.13), we have that $\frac{1}{2} m<a+\int_{a}^{b} c_{1} \sin (\alpha(x-a))+c_{2} \cos (\alpha(x-a)) d x$. If $\alpha$ is chosen small enough, we can choose the constant $c$ to be so close to 1 that the constraints on $a$, and hence on $m$, become arbitrarily large. Thus, for any given mass $m$, we can always construct a solution $\rho \in \mathcal{K}$ such that (3.12) holds.
3.4.2. Attractors of the semigroup in 1-d. As another interesting consequence of the energy estimate (3.11), for any positive $\varepsilon$ we can characterize the set of attractors of the semigroup (3.1), (3.2) as the set of its stationary entropy solutions, i.e., the set of all $\rho \in L^{1}, 0 \leq \rho \leq 1$ such that

$$
\begin{equation*}
\rho(1-\rho) \nabla(\varepsilon \rho-S(\rho))=0 \quad \text { a.e. in } \mathbb{R} \times[0,+\infty) \tag{3.14}
\end{equation*}
$$

where $S(\rho)$ is the unique solution to $-\Delta S+S=\rho$ decaying at infinity.
THEOREM 3.14 (attractors of the semigroup). Let $\rho(t)$ be the solution to (3.1), (3.2) in one space dimension. Then, any sequence of times admits a subsequence $t_{k}$ such that $\rho\left(t_{k}\right) \rightarrow \rho^{\infty}$ almost everywhere. Moreover, $\rho^{\infty}$ is a solution to (3.14).

Proof. We set

$$
B(\rho)=\int_{0}^{\rho} \sqrt{r(1-r)} d r
$$

and we observe that (3.11) implies that the quantity

$$
\int_{0}^{+\infty} I(\rho(t), S(t)) d t=\int_{0}^{+\infty} \int_{-\infty}^{+\infty}\left[\varepsilon^{2} B(\rho)_{x}^{2}-2 \varepsilon A(\rho)_{x} S_{x}+\rho(1-\rho) S_{x}^{2}\right] d x d t
$$

is uniformly bounded. Therefore, any sequence of times tending to infinity has a subsequence $t_{k} \rightarrow+\infty$ such that $I\left(\rho\left(t_{k}\right), S\left(t_{k}\right)\right) \rightarrow 0$ as $k \rightarrow \infty$. Since

$$
\int_{-\infty}^{+\infty} \rho(1-\rho) S_{x}^{2} d x \leq \frac{1}{4} \int_{\mathbb{R}^{d}} \rho^{2} d x
$$

and $\rho(t)$ is uniformly bounded in $L^{1} \cap L^{\infty}$, and because of

$$
-2 \varepsilon \int_{\mathbb{R}^{d}} A(\rho)_{x} S_{x} d x=2 \varepsilon \int_{\mathbb{R}^{d}} A(\rho)(\rho-S) d x
$$

we easily get a uniform (with respect to time) bound for

$$
\int_{-\infty}^{+\infty} B\left(\rho\left(t_{k}\right)\right)_{x}^{2} d x
$$

Thanks to the uniform bound in $L^{1} \cap L^{\infty}$ for the solution $\rho(t)$, by Sobolev embedding we can extract a new subsequence of times (still denoted by $t_{k}$ for simplicity) such that

$$
\left\{\begin{array}{l}
\rho\left(t_{k}\right) \rightarrow \rho^{\infty} \text { a.e. in } \mathbb{R} \times[0+\infty) \\
\rho\left(t_{k}\right) \rightarrow \rho^{\infty} \text { in } L_{l o c}^{2}(\mathbb{R}) \\
B\left(\rho\left(t_{k}\right)\right)_{x} \rightarrow v^{\infty} \text { weakly in } L^{2}(\mathbb{R}) \\
I\left(\rho\left(t_{k}\right), S\left(t_{k}\right)\right) \rightarrow 0
\end{array}\right.
$$

as $k \rightarrow \infty$. Now, for any test function $\phi \in C_{0}^{\infty}(\mathbb{R})$ we have

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} v^{\infty} \phi d x=\lim _{k \rightarrow \infty} \int_{-\infty}^{+\infty} B\left(\rho\left(t_{k}\right)\right)_{x} \phi d x \\
& =-\lim _{k \rightarrow \infty} \int_{-\infty}^{+\infty} B\left(\rho\left(t_{k}\right)\right) \phi_{x} d x=-\int_{-\infty}^{+\infty} B\left(\rho^{\infty}\right) \phi_{x} d x
\end{aligned}
$$

and therefore $v^{\infty}=B\left(\rho^{\infty}\right)_{x}$ almost everywhere. We denote by $S^{\infty}$ the solution to $-S_{x x}+S=\rho^{\infty}$. By weak lower semicontinuity of the $L^{2}$ norm and by the strong compactness of $S_{x}=\mathcal{B}^{\prime} * \rho$ in $L^{2}$ we can extract another subsequence such that

$$
\begin{aligned}
& I\left(\rho^{\infty}, S^{\infty}\right)=\varepsilon^{2} \int_{-\infty}^{+\infty} \varepsilon B\left(\rho^{\infty}\right)_{x}^{2} d x-2 \varepsilon \int_{-\infty}^{+\infty} A\left(\rho^{\infty}\right)_{x} S_{x}^{\infty} d x \\
& \quad+\int_{-\infty}^{+\infty} \rho^{\infty}\left(1-\rho^{\infty}\right)\left(S_{x}^{\infty}\right)^{2} d x \leq \liminf _{k \rightarrow \infty}\left\{\int_{-\infty}^{+\infty} B\left(\rho\left(t_{k}\right)\right)_{x} d x\right. \\
& \left.-2 \varepsilon \int_{-\infty}^{+\infty} A\left(\rho\left(t_{k}\right)\right)_{x} S\left(t_{k}\right)_{x} d x+\int_{-\infty}^{+\infty} \rho\left(t_{k}\right)\left(1-\rho\left(t_{k}\right)\right) S\left(t_{k}\right)_{x}^{2} d x\right\} \\
& \quad=\lim _{k \rightarrow \infty} I\left(\rho\left(t_{k}\right), S\left(t_{k}\right)\right)=0
\end{aligned}
$$

Recalling that $I(\rho, S)=\int_{-\infty}^{+\infty} \rho(1-\rho)(\varepsilon \rho-S)_{x}^{2} d x$, the assertion follows.
Remark 3.15. In the arguments above we have implicitly supposed existence of stationary solutions. The convergence of subsequences in the above theorem is strong enough to prove existence of stationary, weak, entropy solutions of (3.1), (3.2) in one space dimension. Due to the nondecay result in subsection 3.4.1, we deduce existence of stationary solutions which are not identically zero in case of $\varepsilon<1$.
3.4.3. Characterization of the attractors for large diffusivity in 1-d. In this subsection we prove that the only attractor of the semigroup, and hence the only solution to the stationary problem (3.14) is the constant solution $\rho^{\infty} \equiv 0$ in the case of large diffusivity $\varepsilon>1$. To perform this task, we need an additional energy estimate, i.e., we compute the evolution of the logarithmic functional

$$
L(\rho)=\int_{-\infty}^{+\infty}[\rho \log \rho+(1-\rho) \log (1-\rho)] d x
$$

As for the energy estimate in the previous subsections, we compute the evolution of $L(\rho)$ by means of a formal computation which can be made rigorous by approximation. Integration by parts and conservation of the total mass yield

$$
\begin{align*}
& L(\rho(t))-L(\rho(0))=\int_{0}^{t} \int(\log \rho-\log (1-\rho)) \rho_{t} d x d \tau \\
& \quad=-\int_{0}^{t} \int\left(\frac{\rho_{x}}{\rho}+\frac{\rho_{x}}{1-\rho}\right)\left(\varepsilon \rho(1-\rho) \rho_{x}-\rho(1-\rho) S_{x}\right) d x d \tau \\
& =-\varepsilon \int_{0}^{t} \int \rho_{x}^{2} d x d \tau+\int_{0}^{t} \int \rho_{x} S_{x} d x d \tau \leq-(\varepsilon-1) \int_{0}^{t} \int \rho_{x}^{2} d x d \tau \tag{3.15}
\end{align*}
$$

The logarithmic functional $L$ cannot be used directly to discern the asymptotic behavior of the solution $\rho$. However, the estimate performed above can be used to characterize the stationary solutions for $\varepsilon>1$. We have the following theorem.

ThEOREM 3.16 (attractors for large diffusivity in $1-d$ ). Let $\rho, S$ be a solution to (3.1) with $\varepsilon>1$ such that $\rho$ has finite support at any time. Then, the support of $\rho$ is not uniformly bounded with respect to $t$. Consequently, there exist no compactly supported stationary solutions $\rho, S$ to (3.1) if $\varepsilon>1$ is different from zero.

Proof. Suppose that $\rho(t)$ is a solution with uniformly bounded support. Since the function

$$
[0,1] \ni \rho \mapsto \rho \log \rho+(1-\rho) \log (1-\rho)
$$

is bounded, $L(\rho(t))$ is uniformly bounded in time. Therefore, as in the proof of Theorem 3.14, we can handle the right-hand side of estimate (3.15) in a clever way in order to derive strong compactness. More precisely, there exists a divergent sequence of times $t_{k}$ such that $\rho\left(t_{k}\right)$ converges to some $\rho^{\infty}$ almost everywhere and strongly in $L_{l o c}^{2}$, and such that $\rho\left(t_{k}\right)_{x}$ converges to zero strongly in $L^{2}$. As in Theorem 3.14, we can easily prove that $\rho_{x}^{\infty}=0$ and, by Fatou's lemma, we conclude that $\rho^{\infty}=0$. By the Sobolev interpolation lemma we get $\rho\left(t_{k}\right) \rightarrow 0$ uniformly, and this contradicts $\rho(t)$ having uniformly bounded support because of the conservation of the mass. This proves the first assertion of the theorem. In particular, we have also proven that any compactly supported stationary solution must equal zero.

As a consequence of the previous theorem, we have the following asymptotic decay result in the case of large diffusivity.

Corollary 3.17 (decay of solutions in 1-d for large diffusivity). Let $\rho$ be the solution to (3.1) with compactly supported initial datum $\rho_{0}$ satisfying (3.2). Then,

$$
\lim _{t \rightarrow \infty}\|\rho(t)\|_{L^{\infty}(\mathbb{R})}=0
$$

Proof. From Theorem 3.14, any divergent sequence of times admits a subsequence $t_{k}$ such that $\rho\left(t_{k}\right)$ converges almost everywhere to a stationary solutions satisfying (3.14). Thanks to the results in Theorems 3.10 and 3.16 , such a solution must be the constant solution $\rho \equiv 0$. Moreover, the convergence to zero holds in $L^{\infty}$ in view of $B\left(\rho\left(t_{k}\right)\right) \rightarrow 0$ in $L^{2}$ and by the Sobolev interpolation lemma.
3.5. Stationary solutions. As stated in Proposition 3.12, stationary solutions of (3.1), (3.2) have to satisfy $\rho=0, \rho=1$ or $\varepsilon \nabla \rho=\nabla S$. In one space dimension, this means that we can construct nontrivial stationary solutions by arranging subintervals on $\mathbb{R}$ such that $\rho$ is in the admissible set $\mathcal{K}$ and satisfies one of these conditions in every interval.

Proposition 3.18. Let $d=1$ and $\varepsilon<1$, then for each $m>0$ small enough there exists a stationary solution of (3.1) satisfying $\rho \in \mathcal{K}$.

Proof. Let $\rho$ and $S$ be the symmetric extension to $\mathbb{R}$ of
$\bar{S}(x)=\left\{\begin{array}{ll}\frac{\varepsilon}{\varepsilon-1} c_{1}+c_{2} \cos \left(\sqrt{\frac{1-\varepsilon}{e}} x\right), & 0 \leq x \leq a, \\ c_{3} e^{a-x}, & a \leq x,\end{array} \quad \bar{\rho}(x)= \begin{cases}\frac{1}{\varepsilon} S+c_{1}, & 0 \leq x \leq a, \\ 0, & a \leq x,\end{cases}\right.$
and let the constants satisfy

$$
c_{1}=c \frac{\sqrt{\varepsilon}-1}{\sqrt{\varepsilon}}<0, \quad c_{2}=\frac{c(\varepsilon \sqrt{\varepsilon}-\varepsilon)}{\varepsilon-1}>0, \quad c_{3}=-\varepsilon c_{1}
$$

where $c$ is the maximal value of $\rho$ and $a$ is given by

$$
a=\sqrt{\frac{\varepsilon}{1-\varepsilon}} \arccos (-\sqrt{\varepsilon}) .
$$

Then, a simple calculation shows that for any given values of $\varepsilon<1$ and $0 \leq c \leq 1$, a nonnegative solution $\rho \in C(\mathbb{R})$ and $S \in C^{1}(\mathbb{R})$ exists. Moreover, $S$ and $\rho$ are decreasing functions on $[0, a]$, implying the assertion.

An example of this type of solution is shown in Figure 1(a), where we set $c=0.9$ and $\varepsilon=0.6$.

In general, more complicated stationary solutions can also be constructed, for instance, solutions with

$$
\bar{\rho}(x)= \begin{cases}1, & 0 \leq x \leq a  \tag{3.16}\\ \frac{1}{\varepsilon} S+c_{1}, & a \leq x \leq b \\ 0, & b \leq x\end{cases}
$$

or solutions with several peaks (see Figure 1(b)-1(d)). It is no longer straightforward to show that these solutions exist for any choice of $\varepsilon<1$, but there is strong numerical evidence. As an example, we chose a stationary solution of type (3.16): it seems that for any mass $m$ large enough and $\varepsilon<1$, a solution can be uniquely determined. Figure 2 shows the interval $a$ as a function of the mass for different values of $\varepsilon$. Depending on $\varepsilon$, there exists a minimal value for $m$, which is due to the fact that the slope of $\rho$, and hence also the minimal distance between intervals where $\rho=1$ and $\rho=0$, is proportional to $\varepsilon$.


Fig. 1. Stationary solutions $\rho$ (dark lines) and $S$ (light lines) of (3.1), (3.2).


Fig. 2. Dependence on the parameter a on $m$ for different values of $\varepsilon$ (left to right: $\varepsilon=10^{-3}$, $\varepsilon=0.2, \varepsilon=0.6$, and $\varepsilon=0.9)$.
4. Numerical simulation. In the following we discuss the numerical simulation of the linear and nonlinear model in one and two space dimensions. We discretize (2.1) and (3.1) numerically by applying a straightforward finite difference method: for each time step, $S$ is computed using an implicit discretization of the elliptic equation, then the cell density $\rho$ is calculated using the updated value for $S$. This is done by standard operator splitting of the equation for $\rho$. First, the advection term is calculated with an upwind scheme (cf. [LeV90]). The solution obtained from this step is subsequently used as an initial value for a time step in the diffusion problem $\rho_{t}=\varepsilon \Delta \rho$ and $\rho_{t}=\varepsilon \Delta A(\rho)$ for the linear and the nonlinear case, respectively. If $\varepsilon$ is relatively large and the parabolic CFL condition $\Delta t \leq C \frac{\Delta x^{2}}{\varepsilon}$ becomes too expensive compared to the hyperbolic CFL condition for the advection term, we use a CrankNicholson scheme (an implicit, weighted average method, cf. [Qua03]) for the time


Fig. 3. Linear problem, $\varepsilon=0.05$.
integration of the linear diffusion term.
This numerical approach requires the approximation of the solution on an unbounded domain by (artificial) boundary conditions on a bounded domain. For the numerical simulations presented below, we take Dirichlet boundary conditions for $S$ and $\rho$ and perform the computations on large domains.

As a test whether this method is reliable, we compared our results for the nonlinear model to the numerical solution obtained by a so-called Lagrangian approach, where the equation for the pseudoinverse of the distribution function is discretized (see, for instance, [GT05]). Since this method is posed on the interval ( 0,1 ), it does not require any artificial cut of the computational domain. Our comparisons showed that the maximal value of the error is approximately $\Delta x$ (data not shown) and thus of the same order as the as the error caused by the discretization itself. Hence, the cutting of the domain in our numerical method seems to introduce only a negligible error.

Since the distribution function and its pseudoinverse do not exist in multiple dimensions, we could not compare our numerical solutions to those obtained by the Lagrangian approach for the two-dimensional case. However, we checked our results by successively doubling the size of the domain and comparing the corresponding numerical solutions, which also produced negligible variations for reasonably large domain size.
4.1. One-dimensional simulations. The evolution of the cell density in (1.1) is illustrated in Figures 3 and 4 for the linear and nonlinear case, respectively: starting with a symmetrical initial condition for $\rho$ consisting of two peaks both with mass $\frac{1}{2}$, we compute the solutions with the numerical scheme described above, using $\Delta x=10^{-2}$, $\Delta t=5 \times 10^{-3}$ in the linear case and $\Delta x=10^{-2}, \Delta t=5 \times 10^{-4}$ in the nonlinear case. In order to reduce the computation time, we consider symmetric initial data with compact support on $0 \leq x \leq a$ and prescribe Neumann boundary conditions at $x=0$, so that we only have to compute on half of the domain.

In Figure 3 one observes that in the linear case the two initial peaks merge into a single peak that eventually decays with time. In Figure 4 the time evolution of the nonlinear diffusion problem (3.1) is illustrated. In order to have a more fair comparison with the linear case we set $\varepsilon=0.5$, i.e., ten times the value we took for the linear case (but simulations with smaller $\varepsilon$ showed a very similar behavior). Starting with the same initial conditions, the solution first behaves as in the linear case: there is attraction between the two peaks and they merge to a single one. In contrast to the linear problem, however, this peak does not decay, but approaches a nontrivial stationary solution as characterized in Proposition 3.18.


Fig. 4. Nonlinear problem, $\varepsilon=0.5$.


Fig. 5. Linear problem, $\varepsilon=0.04$.

(a) $t=0.25$

(b) $t=2$

(c) $t=35$

Fig. 6. Nonlinear problem, $\varepsilon=0.2$.
4.2. Two-dimensional simulations. In two space dimensions, we perform numerical experiments on a rectangular grid with $\Delta x=\Delta t=5 \times 10^{-2}$ for the linear model and $\Delta x=5 \times 10^{-2}, \Delta t=4 \times 10^{-4}$ for the nonlinear model. The diffusivities are $\varepsilon=0.04$ for the linear and $\varepsilon=0.2$ for the nonlinear model. Figure 5 illustrates the temporal evolution of the solution $\rho$ of the linear problem, starting from the initial condition shown in the first picture. We see that the maximal value of the density remains close to 1 for a long time interval, but for even larger time diffusion dominates aggregation and the density starts to decay. In Figure 6 the behavior of the nonlinear model with the same initial conditions is shown. One observes that the solution is not decaying, and eventually a stationary state with finite support is approached.
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#### Abstract

Transport equations arise in various areas of fluid mechanics, but the precise conditions on the vector field for them to be well-posed are still not fully understood. The renormalized theory of DiPerna and Lions for linear transport equations with an unsmooth coefficient uses the tools of approximation of an arbitrary weak solution by smooth functions, and also uses the renormalization property; that is, the possibility of writing an equation on a nonlinear function of the solution. Under some $W^{1,1}$ regularity assumption on the coefficient, well-posedness holds. In this paper, we establish that these properties are indeed equivalent to the uniqueness of weak solutions to the Cauchy problem, without any regularity assumption on the coefficient. Coefficients with unbounded divergence but with bounded compression are also considered.
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1. Introduction. In this paper we consider linear transport equations

$$
\begin{equation*}
\partial_{t} u+\operatorname{div}(b u)=0 \quad \text { in }(0, T) \times \mathbb{R}^{d}, \tag{1}
\end{equation*}
$$

where $b(t, x) \in \mathbb{R}^{d}$ is the coefficient and $u$ is scalar. Such equations arise in many areas of fluid mechanics, and a precise analysis of them is a key issue for the understanding of the particle flows in applications. In the present work, we give sharp results characterizing the well-posedness of transport equations. The question of wellposedness for the associated Cauchy problem for (1) has a well-known answer when $b$ is continuous and Lipschitz continuous with respect to $x$, because of the CauchyLipschitz theorem and the relation between (1) and the ordinary differential equation $d X / d s=b(s, X(s))$. When $b$ is not smooth, the well-posedness is much more delicate. A general theory has been developed in [13] in the case when $b \in L^{1}\left((0, T), W_{l o c}^{1,1}\left(\mathbb{R}^{d}\right)\right)$, $\operatorname{div} b \in L^{\infty}$, and under some growth conditions on $b$. After some intermediate results (see in particular [5], [9], and [10]), the theory has been generalized in [2] to the case of only $B V$ regularity for $b$ instead of $W^{1,1}$. However, some recent counterexamples (as in [11] and [12], both inspired by [1]) show that there is not much room in which to weaken the regularity assumptions. Nevertheless, some questions remain open, such as the case of $B D$ regularity for $b$ (the symmetric part of $\nabla_{x} b$ is a measure, instead of the full matrix as in the $B V$ case); see [8] and [4] for some partial results in this direction. For a detailed exposition and for a wider bibliography, the reader is referred to [3].

In this paper, we intend to give results of a different type that do not give directly the answer to the well-posedness problem, but rather give equivalent conditions for it to hold, without regularity assumptions on $b$. For simplicity we shall always assume

[^81]that $b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$, and consider an $L^{2}$ framework. The approach of [13] and [2] relies on an approximation by convolution of a given weak solution to (1) and on the renormalized property; that is, if $u$ solves (1) and if $\operatorname{div} b=0$ (to simplify), then $\beta(u)$ also solves (1) for any suitable nonlinearity $\beta$. Theorem 2.1 states that such properties are indeed equivalent to the well-posedness of both forward and backward Cauchy problems, up to the fact that the smooth approximate solution (in the sense of the norm of the graph of the transport operator) is not necessarily given by convolution. Then, one can consider separately the two different issues of forward and backward uniqueness. Theorem 3.1 states that a characterization of backward uniqueness is the existence of a solution to the forward Cauchy problem that is approximable by smooth functions in the sense of the norm of the graph of the transport operator. Finally, we also consider the case of a coefficient $b$ with unbounded divergence, but with bounded compression. We show that the previous results extend naturally to this case.

## 2. Forward-backward formulation.

THEOREM 2.1. Let $b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ such that $\operatorname{div} b=0$. Then the following statements are equivalent:
(i) $b$ has the uniqueness property for weak solutions in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ for both the forward and the backward Cauchy problems starting, respectively, from 0 and $T$; i.e., the only solutions in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ to the problems

$$
\left\{\begin{array} { l } 
{ \partial _ { t } u _ { F } + \operatorname { d i v } ( b u _ { F } ) = 0 , } \\
{ u _ { F } ( 0 , \cdot ) = 0 , }
\end{array} \quad \left\{\begin{array}{l}
\partial_{t} u_{B}+\operatorname{div}\left(b u_{B}\right)=0, \\
u_{B}(T, \cdot)=0
\end{array}\right.\right.
$$

are $u_{F} \equiv 0$ and $u_{B} \equiv 0$.
(ii) The Banach space

$$
\mathcal{F}:=\left\{\begin{array}{c}
u \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right) \text { such that }  \tag{2}\\
\partial_{t} u+\operatorname{div}(b u) \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)
\end{array}\right\}
$$

with norm

$$
\begin{equation*}
\|u\|_{\mathcal{F}}:=\|u\|_{B\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)}+\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{d}\right)} \tag{3}
\end{equation*}
$$

has the property that the space of functions in $C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in $x$ is dense in $\mathcal{F}$.
(iii) Every weak solution in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ of $\partial_{t} u+\operatorname{div}(b u)=0$ lies in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-s\right)$ and is a renormalized solution, i.e., for every function $\beta \in$ $C^{1}(\mathbb{R} ; \mathbb{R})$ such that $\left|\beta^{\prime}(s)\right| \leq C(1+|s|)$ for some constant $C \geq 0$, one has $\partial_{t}(\beta(u))+$ $\operatorname{div}(b \beta(u))=0$ in $(0, T) \times \mathbb{R}^{d}$.

In the statement of the theorem we used the notation $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ and $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-s\right)$ for the spaces of maps which are continuous from $[0, T]$ into $L^{2}\left(\mathbb{R}^{d}\right)$, endowed with the weak or the strong topology, respectively. We recall the classical fact that, up to a redefinition in a negligible set of times, every solution to (1) belongs to $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ (see, for example, Remark 3 in [3]).

Proof of Theorem 2.1.
(i) $\Rightarrow$ (ii).

Step 1. Cauchy problem in $\mathcal{F}$. It is easy to check that $\mathcal{F}$ is a Banach space, since $L^{2}$ and $B\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ are Banach spaces (the latter denotes the space of bounded functions, with the supremum norm). We preliminarily show that for any $f \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ and $u^{0} \in L^{2}\left(\mathbb{R}^{d}\right)$, the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\operatorname{div}(b u)=f  \tag{4}\\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

has a unique solution in $\mathcal{F}$. We proceed by regularization. Consider a sequence of smooth vector fields $\left\{b_{n}\right\}_{n}$, with $b_{n} \rightarrow b$ a.e., $b_{n}$ uniformly bounded in $L^{\infty}$, and $\operatorname{div} b_{n}=0$ for every $n$. Let $u_{n}$ be the solution to the problem

$$
\left\{\begin{array}{l}
\partial_{t} u_{n}+\operatorname{div}\left(b_{n} u_{n}\right)=f \\
u_{n}(0, \cdot)=u^{0}
\end{array}\right.
$$

Then, by standard results on the smooth theory of transport equations (see, for example, [6]), we know that the solution $u_{n}$ is unique in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ and is given by

$$
u_{n}(t, x)=u^{0}\left(X_{n}(0, t, x)\right)+\int_{0}^{t} f\left(\tau, X_{n}(\tau, t, x)\right) d \tau
$$

where $X_{n}(s, t, x)$ is the flow of $b_{n}$ at time $s$, starting at the point $x$ at time $t$, i.e., the solution to the ordinary differential equation

$$
\left\{\begin{array}{l}
\frac{d X_{n}}{d s}(s, t, x)=b_{n}\left(s, X_{n}(s, t, x)\right) \\
X_{n}(t, t, x)=x
\end{array}\right.
$$

Recalling that $\operatorname{div} b_{n}=0$, so that $X_{n}(s, t, \cdot)_{\#} \mathcal{L}^{d}=\mathcal{L}^{d}$ for every $s$ and $t$ (we denote by $\mathcal{L}^{d}$ the $d$-dimensional Lebesgue measure on $\mathbb{R}^{d}$ ), we can estimate the $L^{2}$ norm of $u_{n}(t, \cdot)$ as follows:

$$
\begin{aligned}
\left\|u_{n}(t, \cdot)\right\|_{L^{2}} & \leq\left\|u^{0}\left(X_{n}(0, t, \cdot)\right)\right\|_{L^{2}}+\int_{0}^{t}\left\|f\left(\tau, X_{n}(\tau, t, \cdot)\right)\right\|_{L^{2}} d \tau \\
& \leq\left\|u^{0}\right\|_{L^{2}}+\int_{0}^{t}\|f(\tau, \cdot)\|_{L^{2}} d \tau \\
& \leq\left\|u^{0}\right\|_{L^{2}}+\sqrt{T}\|f\|_{L^{2}}
\end{aligned}
$$

This implies that the sequence $\left\{u_{n}\right\}_{n}$ is equibounded in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$. From the equation on $u_{n}$, we have also that for any $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right), d / d t\left(\int u_{n} \varphi d x\right)$ is bounded in $L^{2}(0, T)$. We deduce that for any $\varphi \in L^{2}\left(\mathbb{R}^{d}\right), \int u_{n} \varphi d x$ is uniformly in $n$ equicontinuous in $[0, T]$. Thus, up to the passage to a subsequence (which does not depend on $t$ ), we can suppose that $u_{n}(t, \cdot) \rightharpoonup u(t, \cdot)$ in $L^{2}\left(\mathbb{R}^{d}\right)-w$, with $u \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$. By the semicontinuity of the norm with respect to weak convergence we also obtain that

$$
\begin{equation*}
\|u(t, \cdot)\|_{L^{2}} \leq\left\|u^{0}\right\|_{L^{2}}+\sqrt{T}\|f\|_{L^{2}} \tag{5}
\end{equation*}
$$

Passing to the limit in the transport equation, we obtain that $u$ solves the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\operatorname{div}(b u)=f \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

Noticing that $\partial_{t} u+\operatorname{div}(b u)=f \in L^{2}$, we conclude that $u \in \mathcal{F}$. Uniqueness is clear: every solution to the Cauchy problem (4) is by definition a weak solution in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ of the forward Cauchy problem with right-hand side, and thus by linearity, uniqueness is guaranteed by the forward part of assumption (i).

Step 2. Density of smooth functions. Define a linear operator

$$
\begin{aligned}
\mathcal{F} & \rightarrow \\
& \rightarrow L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right), \\
u & \mapsto \quad\left(u(0, \cdot), \partial_{t} u+\operatorname{div}(b u)\right) .
\end{aligned}
$$

This operator in clearly bounded by the definition of the norm we have taken on $\mathcal{F}$. It is also a bijection because of Step 1 , with continuous inverse because of (5). This means that $A$ is an isomorphism, and thus we can identify $\mathcal{F}$ with the space $L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$, and its dual $\mathcal{F}^{*}$ with $L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$. Therefore, for every functional $L \in \mathcal{F}^{*}$, we can uniquely define $v_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and $v \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ in such a way that

$$
L u=\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} u+\operatorname{div}(b u)\right) v d t d x+\int_{\mathbb{R}^{d}} u(0, \cdot) v_{0} d x \quad \text { for every } u \in \mathcal{F}
$$

We recall the classical fact that a subspace of a Banach space is dense if and only if every functional which is zero on the subspace is in fact identically zero. Then the density of smooth functions is equivalent to the following implication:

$$
\begin{gather*}
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} u+\operatorname{div}(b u)\right) v d t d x+\int_{\mathbb{R}^{d}} u(0, \cdot) v_{0} d x=0 \\
\text { for every } u \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right) \text { with compact support in } x  \tag{6}\\
\Longrightarrow v_{0}=0 \text { and } v=0
\end{gather*}
$$

If we first take $u$ arbitrary but with compact support also in time, we obtain that

$$
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} u+\operatorname{div}(b u)\right) v d t d x=0
$$

and since $\operatorname{div} b=0$, this is precisely the weak form of

$$
\partial_{t} v+\operatorname{div}(b v)=0
$$

This implies that $v \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$. Now let $\chi$ be a cut-off function on $\mathbb{R}$, i.e., $\chi \in C_{c}^{\infty}(\mathbb{R}), \chi(z)=1$ for $|z| \leq 1$, and $\chi(z)=0$ for $|z| \geq 2$. For every function $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, take a function $\tilde{u} \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in $x$ such that $\tilde{u}(T, \cdot)=\varphi$. Then, testing in (6) with $u(t, x)=\tilde{u}(t, x) \chi((T-t) / \varepsilon)$, we obtain for $0<\varepsilon<T / 2$

$$
\begin{aligned}
0 & =\int_{(0, T) \times \mathbb{R}^{d}}\left[\partial_{t}\left(\tilde{u}(t, x) \chi\left(\frac{T-t}{\varepsilon}\right)\right)+\operatorname{div}\left(b(t, x) \tilde{u}(t, x) \chi\left(\frac{T-t}{\varepsilon}\right)\right)\right] v(t, x) d t d x \\
& =\int_{(0, T) \times \mathbb{R}^{d}}\left[\partial_{t} \tilde{u}(t, x)+\operatorname{div}(b(t, x) \tilde{u}(t, x))\right] v(t, x) \chi\left(\frac{T-t}{\varepsilon}\right) d t d x \\
(7) & -\int_{(0, T) \times \mathbb{R}^{d}} \frac{1}{\varepsilon} \chi^{\prime}\left(\frac{T-t}{\varepsilon}\right) \tilde{u}(t, x) v(t, x) d t d x .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we observe that the first integral clearly converges to 0 since the support of $\chi((T-t) / \varepsilon)$ is contained in $[T-2 \varepsilon, T+2 \varepsilon]$. The second integral can be rewritten as

$$
-\int_{0}^{T} \frac{1}{\varepsilon} \chi^{\prime}\left(\frac{T-t}{\varepsilon}\right)\left[\int_{\mathbb{R}^{d}} \tilde{u}(t, x) v(t, x) d x\right] d t
$$

Now, since $\tilde{u}$ is smooth and $v \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$, the integral over $\mathbb{R}^{d}$ is a continuous function of $t$. Moreover, it is easy to check that

$$
-\int_{0}^{T} \frac{1}{\varepsilon} \chi^{\prime}\left(\frac{T-t}{\varepsilon}\right) d t=1
$$

Therefore, coming back to (7) and letting $\varepsilon \rightarrow 0$ we get

$$
0=\int_{\mathbb{R}^{d}} \tilde{u}(T, x) v(T, x) d x=\int_{\mathbb{R}^{d}} \varphi(x) v(T, x) d x
$$

Since $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is arbitrary, we obtain $v(T, \cdot)=0$. We conclude that $v \in$ $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ solves the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} v+\operatorname{div}(b v)=0 \\
v(T, \cdot)=0
\end{array}\right.
$$

Thus, by the backward part of the uniqueness assumption (i), we get that $v=0$. Substituting in (6), we get that $\int_{\mathbb{R}^{d}} u(0, \cdot) v_{0} d x=0$ for every $u \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in space, and this implies that $v_{0}=0$. This concludes the proof of the implication (6), which ensures that (ii) holds.
(ii) $\Rightarrow$ (iii). Let $u \in C\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ satisfy $\partial_{t} u+\operatorname{div}(b u)=0$. Then by (ii), there exists a sequence $\left\{u_{n}\right\}$ of functions in $C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in space such that $\left\|u_{n}-u\right\|_{\mathcal{F}} \rightarrow 0$. In particular this gives that $u_{n} \rightarrow u$ in $B\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$; thus $u \in C\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)-s\right)$. Then, define $f_{n}=\partial_{t} u_{n}+\operatorname{div}\left(b u_{n}\right) \in$ $L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$. By the definition of convergence in $\mathcal{F}$ we have that $f_{n} \rightarrow 0$ strongly in $L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$. For every function $\beta$ with the regularity stated we can apply the classical chain-rule, giving

$$
\partial_{t}\left(\beta\left(u_{n}\right)\right)+\operatorname{div}\left(b \beta\left(u_{n}\right)\right)=\beta^{\prime}\left(u_{n}\right) f_{n} .
$$

The left-hand side clearly converges to $\partial_{t}(\beta(u))+\operatorname{div}(b \beta(u))$ in the sense of distributions. According to the assumed bound on $\beta^{\prime}$, we have that the sequence $\beta^{\prime}\left(u_{n}\right)$ is equibounded in $L_{l o c}^{2}\left((0, T) \times \mathbb{R}^{d}\right)$; hence with the strong convergence of $f_{n}$ we deduce that the right-hand side converges strongly in $L_{l o c}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$ to zero. This implies that $\partial_{t}(\beta(u))+\operatorname{div}(b \beta(u))=0$.
(iii) $\Rightarrow$ (i). This step is classical. Let $u \in C\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ satisfy $\partial_{t} u+$ $\operatorname{div}(b u)=0$. According to (iii), $u$ lies in $C\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)-s\right)$, and applying the renormalization property with $\beta(u)=u^{2}$, we get

$$
\partial_{t}\left(u^{2}\right)+\operatorname{div}\left(b u^{2}\right)=0,
$$

with $u^{2} \in C\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)-s\right)$. Testing this equation against smooth functions of the form $\psi(t) \varphi_{R}(x)$, where $\psi \in C_{c}^{\infty}((0, T))$ and $\varphi_{R}(x)=\varphi(x / R)$ with $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is a cut-off function equal to 1 on the ball of radius 1 and equal to 0 outside the ball of radius 2, we get

$$
\int_{0}^{T}\left[\int_{\mathbb{R}^{d}} u^{2} \varphi\left(\frac{x}{R}\right) d x\right] \psi^{\prime}(t) d t+\int_{0}^{T}\left[\int_{\mathbb{R}^{d}} b u^{2} \frac{1}{R} \nabla \varphi\left(\frac{x}{R}\right) d x\right] \psi(t) d t=0
$$

Thus, we get in the sense of distributions in $(0, T)$

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} u^{2} \varphi\left(\frac{x}{R}\right) d x=\int_{\mathbb{R}^{d}} b u^{2} \frac{1}{R} \nabla \varphi\left(\frac{x}{R}\right) d x
$$

Since the right-hand side is in $L^{\infty}(0, T)$ and since for every $t$ it is bounded by $\frac{1}{R}\|b\|_{L_{t, x}^{\infty}}\|\nabla \varphi\|_{L_{x}^{\infty}}\|u(t, \cdot)\|_{L_{x}^{2}}^{2}$, letting $R \rightarrow+\infty$ we obtain

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} u(t, x)^{2} d x=0 \quad \text { in }(0, T) .
$$

Recalling that $u^{2} \in C\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)-s\right)$, this yields $\int u(t, x)^{2} d x=c s t$ on $[0, T]$, which implies uniqueness for both forward and backward Cauchy problems, proving (i).

Remark 2.2 (well-posedness). The space $\mathcal{F}$ defined in (2) is a natural space for the study of the Cauchy problem (4). Whenever one of the statements of Theorem 2.1 is true, we have existence and uniqueness in $\mathcal{F}$ with the estimate (5), as shown in the proof. Moreover, every solution is renormalized and strongly continuous with respect to time, i.e., $u \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-s\right)$. Overall, the following weak stability holds: If $\left\{f_{n}\right\}_{n}$ is a bounded sequence in $L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ which converges weakly to $f,\left\{u_{n}^{0}\right\}_{n}$ is a bounded sequence in $L^{2}\left(\mathbb{R}^{d}\right)$ which converges weakly to $u^{0}$, and $\left\{b_{n}\right\}_{n}$ is a bounded sequence in $L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$ which converges strongly in $L_{l o c}^{1}$ to $b$ and such that $\operatorname{div} b_{n}=0$ for every $n$, then the solutions $\left\{u_{n}\right\}_{n}$ to

$$
\partial_{t} u_{n}+\operatorname{div}\left(b_{n} u_{n}\right)=f_{n}, \quad u_{n}(0, \cdot)=u_{n}^{0}
$$

converge in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ to the solution $u$ to the Cauchy problem (4).
Remark 2.3 ( $L^{p}$ case). We can modify the summability exponent in the definition of the space $\mathcal{F}$. For every $p \in] 1, \infty\left[\right.$, define $\mathcal{F}_{p}$ as the space containing those functions $u \in C\left([0, T] ; L^{p}\left(\mathbb{R}^{d}\right)-w\right)$ that satisfy $\partial_{t} u+\operatorname{div}(b u) \in L^{p}\left((0, T) \times \mathbb{R}^{d}\right)$ and define the norm $\|\cdot\|_{\mathcal{F}_{p}}$ in the obvious way, which makes $\mathcal{F}_{p}$ a Banach space. Denoting by $p^{\prime}$ the conjugate exponent of $p$, i.e., $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, the following statements are equivalent:
(i) Smooth functions with compact support in $x$ are dense in $\mathcal{F}_{p}$ and in $\mathcal{F}_{p^{\prime}}$.
(ii) The vector field $b$ has the forward uniqueness property for weak solutions in $C\left([0, T] ; L^{p}\left(\mathbb{R}^{d}\right)-w\right)$ and the backward uniqueness property for weak solutions in $C\left([0, T] ; L^{p^{\prime}}\left(\mathbb{R}^{d}\right)-w\right)$.

Remark 2.4 (equivalent norms). According to the proof of Theorem 2.1, if one of the properties (i), (ii), and (iii) holds, then the norm of $\mathcal{F}$ is equivalent to the norm

$$
\|u\|_{\mathcal{F}, 0}=\|u(0, \cdot)\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{d}\right)}
$$

(see the estimate (5)). In the same spirit, it is easy to prove that $\|\cdot\|_{\mathcal{F}}$ is in fact equivalent to every norm of the form

$$
\|u\|_{\mathcal{F}, s}=\|u(s, \cdot)\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{d}\right)}
$$

for $s \in[0, T]$.
Remark 2.5 (Depauw's counterexample). A simple modification (translation in time) of the counterexample constructed in [12] shows that the renormalization property is really linked to the uniqueness in both the forward and the backward Cauchy problems. In fact, we can construct a divergence-free vector field $b \in L^{\infty}\left((0,1) \times \mathbb{R}^{2}\right.$; $\mathbb{R}^{2}$ ) and a function $\bar{u} \in L^{\infty}\left(\mathbb{R}^{2}\right)$ such that

1. the backward Cauchy problem with datum $\bar{u}$ at time $t=1$ has a unique solution, which is, however, not renormalized and not strongly continuous with respect to time;
2. the forward Cauchy problem with datum 0 at time $t=0$ has more than one solution;
3. the unique solution $u(t, x)$ to the backward Cauchy problem with datum $\bar{u}$ at time $t=1$ satisfies

$$
\left\{\begin{array}{l}
|u(t, x)|=0 \quad \text { for } 0 \leq t \leq 1 / 2 \\
|u(t, x)|=1
\end{array} \text { for } 1 / 2<t \leq 1\right.
$$

hence the equivalence of the norms in Remark 2.4 does not hold.
Remark 2.6 (the Sobolev and the $B V$ cases). In the case of a vector field with Sobolev regularity with respect to the space variable, $b \in L^{1}\left((0, T) ; W_{l o c}^{1, p^{\prime}}\left(\mathbb{R}^{d}\right)\right)$ with $1<p<\infty$, it is almost possible to prove that the natural regularization by convolution with respect to the space variable of $u \in \mathcal{F}_{p}$ (see Remark 2.3) converges to $u$ with respect to $\|\cdot\|_{\mathcal{F}_{p}}$. Indeed, let $\eta_{\varepsilon}$ be a standard convolution kernel in $\mathbb{R}^{d}$ and set $u_{\varepsilon}=u * \eta_{\varepsilon}$. We can compute

$$
\begin{aligned}
\partial_{t} u & +\operatorname{div}(b u)-\partial_{t} u_{\varepsilon}-\operatorname{div}\left(b u_{\varepsilon}\right) \\
& =\left[\partial_{t} u+\operatorname{div}(b u)\right]-\left[\partial_{t} u+\operatorname{div}(b u)\right] * \eta_{\varepsilon}+\left[\operatorname{div}(b u) * \eta_{\varepsilon}-\operatorname{div}\left(b u_{\varepsilon}\right)\right] .
\end{aligned}
$$

Then the convergence of $u_{\varepsilon}$ to $u$ with respect to $\|\cdot\|_{\mathcal{F}_{p}}$ is equivalent to the strong convergence in $L^{p}\left((0, T) \times \mathbb{R}^{d}\right)$ to zero of the commutator

$$
r_{\varepsilon}=\operatorname{div}(b u) * \eta_{\varepsilon}-\operatorname{div}\left(b u_{\varepsilon}\right)
$$

The results of [13] ensure this strong convergence for every convolution kernel $\eta_{\varepsilon}$, except that it holds in $L_{l o c}^{1}$ instead of $L^{p}$. We need also a regularization with respect to time and a cut-off in order to get the density property in Theorem 2.1(ii), but this means that our strategy is more or less "equivalent" to the one of [13], in the framework of Sobolev vector fields. However, the situation is different in the $B V$ case studied in [2]. In general, the commutator $r_{\varepsilon}$ is not expected to converge strongly to zero; our result shows that, even in this case, there exists some smooth approximation of the solution, but it is less clear how to construct it in an explicit way.

Remark 2.7 (strong continuity condition). The condition of continuity with values in strong $L^{2}$ in Theorem 2.1(iii) cannot be removed; otherwise the equivalence with (i) fails. This can be seen again with Depauw's counterexample with singularity at time $t=0$. In this case all weak solutions are renormalized in $(0, T) \times \mathbb{R}^{d}$ since $b$ is locally $B V$ in $x$, but uniqueness of weak solutions does not hold. Another remark is that, in general, a renormalized solution does not need to be continuous with values in strong $L^{2}$, even inside the interval, as the following counterexample shows. On the interval $(-1,1)$, take for $b$ the one of Depauw's counterexample in $(0,1)$ (with singularity at 0 ), and define on $(-1,0)$ the vector field as $b(t, x)=-b(-t, x)$. Consider then the weak solution $u$ with value 0 at $t=0$, which we extend on $(-1,0)$ by $u(t, x)=u(-t, x)$. Then $u$ is a renormalized solution on $(-1,1)$ but is not strongly continuous at $t=0$.

## 3. One-way formulation.

Theorem 3.1. Let $b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ such that $\operatorname{div} b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$, and let $c \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$. Define the Banach space $\mathcal{F}$ and its norm $\|\cdot\|_{\mathcal{F}}$ as in (2)-(3). Moreover, define $\mathcal{F}^{0} \subset \mathcal{F}$ as the closure (with respect to $\|\cdot\|_{\mathcal{F}}$ ) of the subspace of functions in $C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in $x$. Then the following statements are equivalent:
(i) For every $u^{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and every $f \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ there exists a solution $u \in \mathcal{F}^{0}$ to the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\operatorname{div}(b u)+c u=f, \\
u(0, \cdot)=u^{0},
\end{array} \quad u \in \mathcal{F}^{0}\right.
$$

(ii) There is uniqueness for weak solutions in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ for the backward dual Cauchy problem starting from $T$; i.e., the only function $v$ belonging to $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ which solves

$$
\left\{\begin{array}{l}
\partial_{t} v+b \cdot \nabla v-c v=0 \\
v(T, \cdot)=0
\end{array}\right.
$$

is $v \equiv 0$.
Here and further on, the advection term $b \cdot \nabla v$ is defined according to $b \cdot \nabla v \equiv$ $\operatorname{div}(b v)-v \operatorname{div} b$, which makes sense since $\operatorname{div} b \in L^{\infty}$.

Remark 3.2. The two statements in Theorem 3.1 are really the "nontrivial" properties relative to the vector field $b$. In general, there is always uniqueness in $\mathcal{F}^{0}$ (see Step 1 in the proof) and there is always existence of weak solutions in $\mathcal{F}$ (this can be easily proved by regularization, as in the first step of the proof of Theorem 2.1).

Before proving the theorem, we recall the following standard result of functional analysis (see, for example, Theorems II. 19 and II. 20 of [7]).

Lemma 3.3. Let $E$ and $F$ be Banach spaces and let $L: E \rightarrow F$ be a bounded linear operator. Denote by $L^{*}: F^{*} \rightarrow E^{*}$ the adjoint operator, defined by

$$
\langle v, L u\rangle_{F^{*}, F}=\left\langle L^{*} v, u\right\rangle_{E^{*}, E} \quad \text { for every } u \in E \text { and } v \in F^{*}
$$

Then
(i) $L$ is surjective if and only if $L^{*}$ is injective and with closed image;
(ii) $L^{*}$ is surjective if and only if $L$ is injective and with closed image.

Proof of Theorem 3.1.
Step 1. An energy estimate in $\mathcal{F}^{0}$. In this first step we prove that for every $u \in \mathcal{F}^{0}$ the following energy estimate holds:

$$
\begin{equation*}
\|u(t, \cdot)\|_{L_{x}^{2}} \leq\left(\|u(0, \cdot)\|_{L_{x}^{2}}+\sqrt{T}\left\|\partial_{t} u+\operatorname{div}(b u)+c u\right\|_{L_{t, x}^{2}}\right) \exp \left(T\left\|c+\frac{1}{2} \operatorname{div} b\right\|_{L_{t, x}^{\infty}}\right) \tag{8}
\end{equation*}
$$

Let us first prove the estimate for $u$ smooth with compact support in $x$. We define

$$
f=\partial_{t} u+\operatorname{div}(b u)+c u
$$

and we multiply this relation by $u$, giving

$$
\partial_{t} \frac{u^{2}}{2}+\operatorname{div}\left(b \frac{u^{2}}{2}\right)+\left(c+\frac{1}{2} \operatorname{div} b\right) u^{2}=f u
$$

For justifying the previous identity, we used the Leibnitz rule

$$
\begin{equation*}
\partial_{i}(H \psi)=\psi \partial_{i} H+H \partial_{i} \psi \tag{9}
\end{equation*}
$$

valid for $\psi \in C^{\infty}$ and $H$ any distribution. Then, integrating over $x \in \mathbb{R}^{d}$ we get in the sense of distributions in $(0, T)$

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} u(t, x)^{2} d x=2 \int_{\mathbb{R}^{d}} f u d x-2 \int_{\mathbb{R}^{d}}\left(c+\frac{1}{2} \operatorname{div} b\right) u^{2} d x
$$

Therefore, we get for a.e. $t \in(0, T)$

$$
\left|\frac{d}{d t} \int_{\mathbb{R}^{d}} u(t, x)^{2} d x\right| \leq 2\|f(t, \cdot)\|_{L_{x}^{2}}\|u(t, \cdot)\|_{L_{x}^{2}}+2\left\|\left(c+\frac{1}{2} \operatorname{div} b\right)(t, \cdot)\right\|_{L_{x}^{\infty}}\|u(t, \cdot)\|_{L_{x}^{2}}^{2}
$$

This differential inequality can be easily integrated, obtaining

$$
\begin{aligned}
\|u(t, \cdot)\|_{L_{x}^{2}} \leq & \|u(0, \cdot)\|_{L_{x}^{2}} \exp \left(\int_{0}^{t}\left\|\left(c+\frac{1}{2} \operatorname{div} b\right)(s, \cdot)\right\|_{L_{x}^{\infty}} d s\right) \\
& +\int_{0}^{t}\|f(s, \cdot)\|_{L_{x}^{2}} \exp \left(\int_{s}^{t}\left\|\left(c+\frac{1}{2} \operatorname{div} b\right)(\tau, \cdot)\right\|_{L_{x}^{\infty}} d \tau\right) d s
\end{aligned}
$$

which clearly implies (8). In the general case of $u \in \mathcal{F}^{0}$, we can find approximations $u_{n}$ smooth with compact support such that $\left\|u_{n}-u\right\|_{\mathcal{F}} \rightarrow 0$, and we obtain the estimate (8) at the limit.

Step 2. The operator $A^{0}$. As in the proof of Theorem 2.1, we consider the linear operator

$$
\begin{aligned}
A^{0}: & \mathcal{F}^{0}
\end{aligned} \quad \rightarrow \quad L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right), ~ 子 ~\left(u(0, \cdot), \partial_{t} u+\operatorname{div}(b u)+c u\right) .
$$

Since we can estimate

$$
\begin{aligned}
\left\|A^{0} u\right\|_{L_{x}^{2} \times L_{t, x}^{2}} & =\|u(0, \cdot)\|_{L_{x}^{2}}+\left\|\partial_{t} u+\operatorname{div}(b u)+c u\right\|_{L_{t, x}^{2}} \\
& \leq\|u\|_{B_{t}\left(L_{x}^{2}\right)}+\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L_{t, x}^{2}}+\|c\|_{L_{t, x}^{\infty}} \sqrt{T}\|u\|_{B_{t}\left(L_{x}^{2}\right)} \\
& \leq\left(1+\|c\|_{L_{t, x}^{\infty}} \sqrt{T}\right)\|u\|_{\mathcal{F}}
\end{aligned}
$$

we deduce that $A^{0}$ is a bounded operator. Next, the energy estimate established in the first step gives that for any $u \in \mathcal{F}^{0}$,

$$
\|u\|_{B_{t}\left(L_{x}^{2}\right)} \leq \exp \left(T\left\|c+\frac{1}{2} \operatorname{div} b\right\|_{L_{t, x}^{\infty}}\right) \max (1, \sqrt{T})\left\|A^{0} u\right\|_{L_{x}^{2} \times L_{t, x}^{2}}
$$

But we have

$$
\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L_{t, x}^{2}} \leq\left\|\partial_{t} u+\operatorname{div}(b u)+c u\right\|_{L_{t, x}^{2}}+\|c\|_{L_{t, x}^{\infty}} \sqrt{T}\|u\|_{B_{t}\left(L_{x}^{2}\right)}
$$

and we conclude that

$$
\begin{equation*}
\|u\|_{\mathcal{F}} \leq C\left\|A^{0} u\right\|_{L_{x}^{2} \times L_{t, x}^{2}}, \quad u \in \mathcal{F}^{0} \tag{10}
\end{equation*}
$$

This means that $A^{0}$ is injective and with closed image. Notice that the injectivity of $A^{0}$ is equivalent to the fact that the only solution $u \in \mathcal{F}^{0}$ to

$$
\left\{\begin{array}{l}
\partial_{t} u+\operatorname{div}(b u)+c u=0 \\
u(0, \cdot)=0
\end{array}\right.
$$

is $u \equiv 0$.
Step 3. Proof of the equivalence of the two statements. Since by Step 2, $A^{0}$ is injective with closed image, we can apply Lemma 3.3(ii) to get the surjectivity of the adjoint operator $\left(A^{0}\right)^{*}: L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right) \rightarrow\left(\mathcal{F}^{0}\right)^{*}$. We recall that the adjoint operator is characterized by the condition

$$
\begin{align*}
\left\langle\left(A^{0}\right)^{*}\left(v_{0}, v\right), u\right\rangle & =\left\langle\left(v_{0}, v\right), A^{0} u\right\rangle \\
& =\int_{\mathbb{R}^{d}} v_{0} u(0, \cdot) d x+\int_{(0, T) \times \mathbb{R}^{d}} v\left(\partial_{t} u+\operatorname{div}(b u)+c u\right) d t d x \tag{11}
\end{align*}
$$

for $\left(v_{0}, v\right) \in L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ and $u \in \mathcal{F}^{0}$. Since $\left(A^{0}\right)^{*}$ is surjective, in particular it has closed image. Therefore, applying Lemma 3.3(i) we get the equivalence between surjectivity of $A^{0}$ and injectivity of $\left(A^{0}\right)^{*}$.

It is clear that the surjectivity of the operator $A^{0}$ is equivalent to the existence of solutions in $\mathcal{F}^{0}$ (statement (i)). Therefore, it remains only to characterize the injectivity of $\left(A^{0}\right)^{*}$. Recalling the definition of $\mathcal{F}^{0}$ as the closure of the set of smooth functions with compact support in $x$, and recalling the characterization of the adjoint operator given in (11), we obtain that the injectivity of $\left(A^{0}\right)^{*}$ is equivalent to the following implication:

$$
\begin{gather*}
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} u+\operatorname{div}(b u)+c u\right) v d t d x+\int_{\mathbb{R}^{d}} u(0, \cdot) v_{0} d x=0 \\
\text { for every } u \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right) \text { with compact support in } x  \tag{12}\\
\Longrightarrow v_{0}=0 \text { and } v=0
\end{gather*}
$$

Arguing as in Step 2 of the proof of Theorem 2.1, and eventually testing the integral condition with smooth functions of the form $u(t, x)=\chi(t / \varepsilon) \tilde{u}(t, x)$ (using the same notation as in the proof of Theorem 2.1), we obtain that the following two properties are equivalent for given $v_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and $v \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ :

1. For every $u \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in $x$ we have

$$
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t} u+\operatorname{div}(b u)+c u\right) v d t d x+\int_{\mathbb{R}^{d}} u(0, \cdot) v_{0} d x=0
$$

2. $v \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right), v_{0}=v(0, \cdot)$, and $v$ is a weak solution of the backward dual Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} v+b \cdot \nabla v-c v=0 \\
v(T, \cdot)=0
\end{array}\right.
$$

Therefore we deduce that the implication (12) is equivalent to the uniqueness of weak solutions in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ of the backward dual Cauchy problem, i.e., statement (ii).

Remark 3.4 (time inversion). By reversing the direction of time, we see that there is existence for the backward Cauchy problem in $\mathcal{F}^{0}$ if and only if there is uniqueness for weak solutions to the forward dual Cauchy problem.

Remark 3.5 (approximation by smooth functions and renormalization). Solutions in $\mathcal{F}^{0}$ lie in $C\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)-s\right)$ and are renormalized: this can be seen as in the proof of the implication (ii) $\Rightarrow$ (iii) of Theorem 2.1, using the density of smooth functions in $\mathcal{F}^{0}$. Conversely, it is possible that some renormalized solutions do not belong to $\mathcal{F}^{0}$. This can be seen by noticing that one can have several renormalized solutions to the same Cauchy problem (see an example in [13]), while there is always uniqueness in $\mathcal{F}^{0}$. Another difference between the criterion of approximation by smooth functions and the renormalization property is that $\mathcal{F}^{0}$ is a vector space, while in general, renormalized solutions are not a vector space.

Remark 3.6 (Depauw's example again). We notice that forward uniqueness and backward uniqueness of weak solutions are really distinct properties: the example described in Remark 2.5 shows how to construct bounded divergence-free vector fields with backward uniqueness, but not forward uniqueness, and vice versa.
4. Vector fields of bounded compression. We shall say that a vector field $b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ has bounded compression if there exists a function
$\rho \in C\left([0, T] ; L^{\infty}\left(\mathbb{R}^{d}\right)-w^{*}\right)$, with $0<C^{-1} \leq \rho \leq C<\infty$ for some constant $C>0$, such that the identity

$$
\begin{equation*}
\partial_{t} \rho+\operatorname{div}(b \rho)=0 \tag{13}
\end{equation*}
$$

holds in the sense of distributions in $(0, T) \times \mathbb{R}^{d}$. We remark that every vector field $b$ with bounded divergence has bounded compression (if $b$ is smooth, take for $\rho$ the Jacobian determinant of the flow generated by $b, \rho(t, x)=\operatorname{det} \nabla_{x} X(0, t, x)$, which is bounded since $\rho(t, x)=\exp \left[-\int_{0}^{t}(\operatorname{div} b)(\sigma, X(\sigma, t, x)) d \sigma\right]$, where $X(s, t, x)$ satisfies $d X(s, t, x) / d s=b(s, X(s, t, x)), X(t, t, x)=x)$, but in general a vector field of bounded compression does not need to have absolutely continuous divergence.

Theorem 4.1. Let $b \in L^{\infty}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be a vector field of bounded compression, and fix an associated function $\rho \in C\left([0, T] ; L^{\infty}\left(\mathbb{R}^{d}\right)-w^{*}\right)$. We define the Banach space $\mathcal{F}$ and its norm $\|\cdot\|_{\mathcal{F}}$ as in (2)-(3). Let $\mathcal{F}^{1} \subset \mathcal{F}$ be the closure of

$$
\left\{\rho \varphi: \quad \varphi \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right) \text { with compact support in } x\right\}
$$

with respect to $\|\cdot\|_{\mathcal{F}}$. Then the following statements are equivalent:
(i) For every $u^{0} \in L^{2}$ and every $f \in L^{2}$ there exists a solution $u \in \mathcal{F}^{1}$ to the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\operatorname{div}(b u)=f, \\
u(0, \cdot)=u^{0},
\end{array} \quad u \in \mathcal{F}^{1}\right.
$$

(ii) There is uniqueness for weak solutions in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ for the backward dual Cauchy problem starting from $T$; i.e., the only function $\rho$ belonging to $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right)$ which solves

$$
\left\{\begin{array}{l}
\partial_{t}(\rho v)+\operatorname{div}(b \rho v)=0 \\
\rho(T, \cdot) v(T, \cdot)=0
\end{array}\right.
$$

is $\rho v \equiv 0$.
Remark 4.2. In this context, the equation $\partial_{t}(\rho v)+\operatorname{div}(b \rho v)=0$ is dual to the equation $\partial_{t} u+\operatorname{div}(b u)=0$, since we can write (formally, since it is not possible to give a meaning to the product $b \cdot \nabla v$ without a condition of absolute continuity of $\operatorname{div} b)$

$$
\partial_{t}(\rho v)+\operatorname{div}(b \rho v)=\rho\left(\partial_{t} v+b \cdot \nabla v\right)
$$

Proof of Theorem 4.1. The proof is very close to that of Theorem 3.1; thus we shall sometimes omit the technical details.

Step 1. An energy estimate in $\mathcal{F}^{1}$. We preliminarily prove that for every $u \in \mathcal{F}^{1}$ the following estimate holds ( $C$ is the constant related to the function $\rho$ ):

$$
\begin{equation*}
\|u\|_{B_{t}\left(L_{x}^{2}\right)} \leq C\|u(0, \cdot)\|_{L_{x}^{2}}+C \sqrt{T}\left\|\partial_{t} u+\operatorname{div}(b u)\right\|_{L_{t, x}^{2}} . \tag{14}
\end{equation*}
$$

Fix a smooth function $\varphi$ with compact support in $\mathbb{R}^{d}$, and define $f=\partial_{t}(\rho \varphi)+$ $\operatorname{div}(b \rho \varphi)=\rho\left(\partial_{t} \varphi+b \cdot \nabla \varphi\right)$ (use the Leibniz rule (9) and formula (13)). We deduce with the same argument that $2 \varphi f=\rho\left(\partial_{t} \varphi^{2}+b \cdot \nabla \varphi^{2}\right)=\partial_{t}\left(\rho \varphi^{2}\right)+\operatorname{div}\left(b \rho \varphi^{2}\right)$. Thus, we get the following estimate in the sense of distributions in $(0, T)$ :

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \rho(t, x) \varphi(t, x)^{2} d x & =2 \int_{\mathbb{R}^{d}} \varphi(t, x) f(t, x) d x \\
& \leq 2\|f(t, \cdot)\|_{L_{x}^{2}}\|\varphi(t, \cdot)\|_{L_{x}^{2}} \\
& \leq 2 \sqrt{C}\|f(t, \cdot)\|_{L_{x}^{2}}\left[\int_{\mathbb{R}^{d}} \rho(t, x) \varphi(t, x)^{2} d x\right]^{1 / 2}
\end{aligned}
$$

By integration with respect to time this implies

$$
\left[\int_{\mathbb{R}^{d}} \rho(t, x) \varphi(t, x)^{2} d x\right]^{1 / 2} \leq\left[\int_{\mathbb{R}^{d}} \rho(0, x) \varphi(0, x)^{2} d x\right]^{1 / 2}+\sqrt{C} \int_{0}^{t}\|f(s, \cdot)\|_{L_{x}^{2}} d s
$$

Using the fact that $C^{-1} \leq \rho \leq C$ we deduce

$$
\frac{1}{\sqrt{C}}\|\rho(t, \cdot) \varphi(t, \cdot)\|_{L_{x}^{2}} \leq \sqrt{C}\|\rho(0, \cdot) \varphi(0, \cdot)\|_{L_{x}^{2}}+\sqrt{C} \int_{0}^{t}\|f(s, \cdot)\|_{L_{x}^{2}} d s
$$

and thus

$$
\begin{equation*}
\|\rho(t, \cdot) \varphi(t, \cdot)\|_{L_{x}^{2}} \leq C\|\rho(0, \cdot) \varphi(0, \cdot)\|_{L_{x}^{2}}+C \sqrt{T}\left\|\partial_{t}(\rho \varphi)+\operatorname{div}(b \rho \varphi)\right\|_{L_{t, x}^{2}} \tag{15}
\end{equation*}
$$

But by definition of $\mathcal{F}^{1}$, the validity of (15) for every smooth function $\varphi$ with compact support in $x$ implies the validity of (14) for every function $u \in \mathcal{F}^{1}$.

Step 2. The operator $A^{1}$. We define the linear operator

$$
\begin{aligned}
& \mathcal{F}^{1} \quad \rightarrow \quad L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right), \\
& A^{1} \text { : } \\
& u \quad \mapsto \quad\left(u(0, \cdot), \partial_{t} u+\operatorname{div}(b u)\right) .
\end{aligned}
$$

It is immediate to see that the operator $A^{1}$ is bounded. Using the energy estimate (14) it is also immediate to check that $\|u\|_{\mathcal{F}} \leq \tilde{C}\left\|A^{1} u\right\|$, and therefore that $A^{1}$ is injective with closed image. Applying Lemma 3.3(ii) we obtain that the adjoint operator

$$
\left(A^{1}\right)^{*}: L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right) \rightarrow\left(\mathcal{F}^{1}\right)^{*}
$$

is surjective. The adjoint operator is characterized by the identity

$$
\begin{align*}
\left\langle\left(A^{1}\right)^{*}\left(v_{0}, v\right), u\right\rangle & =\left\langle\left(v_{0}, v\right), A^{1} u\right\rangle \\
& =\int_{\mathbb{R}^{d}} v_{0} u(0, \cdot) d x+\int_{(0, T) \times \mathbb{R}^{d}} v\left(\partial_{t} u+\operatorname{div}(b u)\right) d t d x \tag{16}
\end{align*}
$$

for $\left(v_{0}, v\right) \in L^{2}\left(\mathbb{R}^{d}\right) \times L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ and $u \in \mathcal{F}^{1}$.
Step 3. Proof of the equivalence of the two statements. Statement (i) (existence of solutions in $\mathcal{F}^{1}$ ) is the surjectivity of the operator $A^{1}$, which is equivalent (applying Lemma 3.3(i) and using the surjectivity of $\left(A^{1}\right)^{*}$ proved in Step 2) to the injectivity of $\left(A^{1}\right)^{*}$. But recalling the characterization (16) and the definition of the space $\mathcal{F}^{1}$, we see that the injectivity of $\left(A^{1}\right)^{*}$ is equivalent to the following implication for $v_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and $v \in L^{2}\left((0, T) \times \mathbb{R}^{d}\right)$ :

$$
\begin{gather*}
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t}(\rho \varphi)+\operatorname{div}(b \rho \varphi)\right) v d t d x+\int_{\mathbb{R}^{d}} \rho(0, \cdot) \varphi(0, \cdot) v_{0} d x=0 \\
\text { for every } \varphi \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right) \text { with compact support in } x  \tag{17}\\
\Longrightarrow v_{0}=0 \text { and } v=0 .
\end{gather*}
$$

Arguing as in Step 3 of the proof of Theorem 3.1 we obtain that the following two properties are equivalent:

1. For every $\varphi \in C^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ with compact support in $x$ we have

$$
\int_{(0, T) \times \mathbb{R}^{d}}\left(\partial_{t}(\rho \varphi)+\operatorname{div}(b \rho \varphi)\right) v d t d x+\int_{\mathbb{R}^{d}} \rho(0, \cdot) \varphi(0, \cdot) v_{0} d x=0
$$

2. $\rho v \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)-w\right), \rho(0, \cdot) v_{0}=\rho(0, \cdot) v(0, \cdot)$, and $\rho v$ is a weak solution of the backward dual Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t}(\rho v)+\operatorname{div}(b \rho v)=0 \\
\rho(T, \cdot) v(T, \cdot)=0
\end{array}\right.
$$

Then we deduce that implication (17) is equivalent to statement (ii), and this concludes the proof of the theorem.
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#### Abstract

The problem of scattering of electromagnetic waves by a thin dielectric planar structure is considered. If the squared index of refraction of the scatterer scales as $1 / h$, where $h$ is the thickness of the structure, we show that an approximate solution to the scattering problem can be obtained by a perturbation method. The approximate solution consists of two terms, the zeroth order term and the first order corrector, both of which can be found by solving 2-D integral equations for 3-D problems. We provide error estimates for the approximation. Therefore, the method described in this work can be viewed as a computational approach which can potentially greatly simplify scattering calculations for problems involving thin scatterers.
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1. Introduction. To understand how light behaves in a thin-film structure with a high-refractive-index contrast, we need to solve the time-harmonic Maxwell's equation. The structure is usually surrounded by air. Thus, the domain in which Maxwell's equation must be solved will be all of $\mathbb{R}^{3}$. The thin-film structure is modeled by prescribing the index of refraction to a subdomain of $\mathbb{R}^{3}$.

The standard approach for performing the required simulation of wave propagation in such a structure is the finite-difference time-domain (FDTD) method [2], with absorbing boundary conditions. While the computation proceeds in a straightforward manner, it can be very time consuming.

In this paper, we consider a scattering problem in which an incident wave strikes a thin-film structure. Our goal is to derive an asymptotic expansion for the solution of Maxwell's equation. The approach is to exploit the fact that the scattering structure is thin, and the index of refraction is large. In this work, we assume that the squared index of refraction is $O(1 / h)$, where $h$ is the scatterer thickness. Under a regularity assumption on the index of refraction, we show that an approximate solution, consisting of a leading term and first order (in $h$ ) corrector, can be obtained by solving a 2-D integral equation for a 3-D problem. Thus, the expansion described here can be thought of as a computational approach.

This work is an extension of [5] which considered the scattering problem in the context of the scalar Helmholtz equation. In that work, a perturbation approach

[^82]based on the thickness $h$ is developed to reduce the complexity of the computation by one dimension. The present paper addresses the case of Maxwell's equations, which is the correct model for the propagation phenomena. We start with the LippmannSchwinger formulation of the electromagnetic scattering problem which involves a 3-D (volume) integral equation. Based on delicate estimates on the kernels involved in this integral formulation, we carefully derive the asymptotic expansion of the electric field in $h$ and provide rigorous error estimates. Using our asymptotic expansion in $h$, we then simplify the scattering calculations to solving a $2-\mathrm{D}$ (surface) integral equation.

The paper is organized as follows. We give a description of the problem we wish to solve in the next section. The perturbation approach and its rigorous justification are presented in section 3. Our justification uses a nontrivial bound on the $\mathcal{C}^{1, \alpha}$-norm of the electric field proved in Appendix A.

The results in this paper are expected to lead to a very effective computational algorithm for solving the electromagnetic scattering problem for thin-film devices in the parameter regime, where the approximation is accurate.
2. Problem statement. Let $E$ and $H$ denote the electric and magnetic fields. The governing Maxwell's equations are given by

$$
\left\{\begin{array}{l}
\nabla \times E=i k H \\
\nabla \times H=-i k n(x, z) E
\end{array}\right.
$$

where $k>0$ is the normalized frequency. The total field consists of the incident field and the scattered field. We write $E=E^{i}+E^{s}$, where $E^{i}$ is a given incident wave. The scattered electric field $E^{s}$ satisfies the Sommerfeld radiation condition. We call the function $n(x, z)$ the squared index of refraction.

Here $x=\left(x_{1}, x_{2}\right)$ and $z$ is the third direction. The squared index of refraction $n(x, z)$ is defined by

$$
n(x, z):=\left\{\begin{array}{l}
1 \text { for }|z|>\frac{h}{2} \\
\frac{n_{0}(x)}{h} \text { for }|z|<\frac{h}{2}
\end{array}\right.
$$

Therefore, the thin scattering structure has been incorporated into the definition of $n(x, z)$. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$. We denote $\Omega_{h}:=\Omega \times(-h / 2, h / 2)$.

We assume that $n_{0}$ is a $\mathcal{C}^{2}$ function, and that $\left(1-n_{0} / h\right)$ is supported in $\Omega_{d}$ for some $d>0$, where $\Omega_{d}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>d\}$, $\Re n_{0}(x) \geq C>0$, and $\Im n_{0}(x) \geq 0$.

The problem we wish to solve is to determine the total field $E$ given the incident wave $E^{i}$ and a scatterer $n(x, z)$. We will seek an approximate solution for this problem by exploiting the fact that $h$ will be small. The approach we take is to write the field $E$ as a perturbation series in $h$.
3. Derivation of the asymptotic expansion. For $x, x^{\prime} \in \mathbb{R}^{2}$ and $z, z^{\prime} \in \mathbb{R}$, let the fundamental solution $\Phi$ be defined by

$$
\Phi\left(x, z, x^{\prime}, z^{\prime}\right):=\frac{1}{4 \pi} \frac{e^{i k\left|(x, z)-\left(x^{\prime}, z^{\prime}\right)\right|}}{\left|(x, z)-\left(x^{\prime}, z^{\prime}\right)\right|}
$$

According to [3], we can rewrite the problem as the following Lippmann-Schwinger equation:

$$
\begin{align*}
E(x, z)=E^{i}(x, z) & -k^{2} \int_{\Omega} \int_{-h / 2}^{h / 2} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)\left(1-\frac{n_{0}\left(x^{\prime}\right)}{h}\right) E\left(x^{\prime}, z^{\prime}\right) d x^{\prime} d z^{\prime}  \tag{3.1}\\
& -\nabla_{x, z} \int_{\Omega} \int_{-h / 2}^{h / 2} \Phi\left(x, z, x^{\prime}, z^{\prime}\right) \frac{\nabla n_{0}\left(x^{\prime}\right)}{n_{0}\left(x^{\prime}\right)} \cdot E\left(x^{\prime}, z^{\prime}\right) d x^{\prime} d z^{\prime}
\end{align*}
$$

Consequently, it suffices to construct an approximation of the electric field $E$ inside $\Omega_{h}$ and insert it into the right-hand side of (3.1) to obtain an expansion of $E$ for all points outside the thin structure $\Omega_{h}$.

After scaling $z=h \zeta$ and $z^{\prime}=h \zeta^{\prime}$, (3.1) can be written as

$$
\begin{align*}
E(x, h \zeta)= & E^{i}(x, h \zeta)-k^{2} \int_{\Omega} \int_{-1 / 2}^{1 / 2} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)\left(h-n_{0}\left(x^{\prime}\right)\right) E\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}  \tag{3.2}\\
& -\binom{h \nabla_{x}}{\nabla_{\zeta}} \int_{\Omega} \int_{-1 / 2}^{1 / 2} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) \frac{\nabla n_{0}\left(x^{\prime}\right)}{n_{0}\left(x^{\prime}\right)} \cdot E\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}
\end{align*}
$$

For a scalar function $f$ defined in $\Omega_{h}$, define the integral operators $K_{1}$ and $K_{2}$ by

$$
\begin{aligned}
K_{1}(f)(x, \zeta) & :=\int_{\Omega} \int_{-1 / 2}^{1 / 2} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
K_{2}(f)(x, \zeta) & :=\binom{h \nabla_{x}}{\nabla_{\zeta}} \int_{\Omega} \int_{-1 / 2}^{1 / 2} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}
\end{aligned}
$$

Then the integral representation (3.2) can be rewritten as

$$
\begin{equation*}
E(x, h \zeta)=E^{i}(x, h \zeta)+k^{2} K_{1}\left(n_{0} E\right)(x, \zeta)-h k^{2} K_{1}(E)(x, \zeta)-K_{2}\left(n_{0}^{-1} \nabla n_{0} \cdot E\right)(x, \zeta) \tag{3.3}
\end{equation*}
$$

We now investigate the behavior of the integral operators $K_{1}$ and $K_{2}$ as $h \rightarrow 0$. We begin by proving the following lemma.

Lemma 3.1. Let $0<\alpha<1$. Suppose that $f$ is $\mathcal{C}^{1, \alpha}$ in $\Omega_{h}$; then

$$
\begin{align*}
K_{1}\left(n_{0} f\right)(x, \zeta)= & \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}, 0\right) d x^{\prime}-\frac{h}{2}\left(\zeta^{2}+\frac{1}{4}\right) n_{0}(x) f(x, 0)  \tag{3.4}\\
& +O\left(h^{1+\alpha}\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}\right)
\end{align*}
$$

Suppose that $g \in L^{\infty}\left(\Omega_{h}\right)$; then

$$
\begin{equation*}
K_{1}(g)(x, \zeta)=\int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) g\left(x^{\prime}, 0\right) d x^{\prime}+O\left(h\|g\|_{L^{\infty}\left(\Omega_{h}\right)}\right) \tag{3.5}
\end{equation*}
$$

Proof. Observe that

$$
\begin{aligned}
& \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right) f\left(x^{\prime}, 0\right) \\
& =\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)\left(f\left(x^{\prime}, 0\right)+h \zeta^{\prime} \frac{\partial f}{\partial z}\left(x^{\prime}, 0\right)+O\left(h^{1+\alpha}\right)\right)-\Phi\left(x, 0, x^{\prime}, 0\right) f\left(x^{\prime}, 0\right) \\
& =\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] f\left(x^{\prime}, 0\right)+\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)\left(h \zeta^{\prime} \frac{\partial f}{\partial z}\left(x^{\prime}, 0\right)+O\left(h^{1+\alpha}\right)\right)
\end{aligned}
$$

Let $S:=\Omega \times(-1 / 2,1 / 2)$. We then have

$$
\begin{aligned}
& \int_{S}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}, 0\right)\right] d x^{\prime} d \zeta^{\prime} \\
& =\int_{S}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] n_{0}\left(x^{\prime}\right) f\left(x^{\prime}, 0\right) d x^{\prime} d \zeta^{\prime} \\
& +\int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) n_{0}\left(x^{\prime}\right) h \zeta^{\prime} \frac{\partial f}{\partial z}\left(x^{\prime}, 0\right) d x^{\prime} d \zeta^{\prime}+O\left(h^{1+\alpha}\right) \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) n_{0}\left(x^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
& :=I_{1}+I_{2}+I_{3}
\end{aligned}
$$

Since

$$
\left|\int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) n_{0}\left(x^{\prime}\right) d x^{\prime} d \zeta^{\prime}\right| \leq C
$$

regardless of $h$, one can see that $I_{3}=O\left(h^{1+\alpha}\right)$.
To estimate $I_{2}$, we first observe that

$$
\int_{-1 / 2}^{1 / 2} \zeta^{\prime} \frac{\partial f}{\partial z}\left(x^{\prime}, 0\right) d \zeta^{\prime}=0
$$

and hence

$$
I_{2}=h \int_{S}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] n_{0}\left(x^{\prime}\right) \zeta^{\prime} \frac{\partial f}{\partial z}\left(x^{\prime}, 0\right) d x^{\prime} d \zeta^{\prime}
$$

Therefore, we get

$$
\left|I_{2}\right| \leq\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)} h \int_{S}\left|\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right| d x^{\prime} d \zeta^{\prime}
$$

For a given $(x, \zeta) \in S$ and $h>0$, let $S_{h}:=\left\{\left(x^{\prime}, \zeta^{\prime}\right)| | x-x^{\prime}|>2 h| \zeta-\zeta^{\prime} \mid\right\}$. If $\left(x^{\prime}, \zeta^{\prime}\right) \in S_{h}$, then

$$
\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{1 / 2}=\left|x-x^{\prime}\right|\left(1+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{2}}\right)\right)
$$

and hence

$$
\begin{aligned}
\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) & =\frac{1}{4 \pi} \frac{e^{i k\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{1 / 2}}}{\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{1 / 2}} \\
& =\frac{1}{4 \pi} e^{i k\left|x-x^{\prime}\right|}\left(1+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|}\right)\right)\left(\frac{1}{\left|x-x^{\prime}\right|}+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{3}}\right)\right)
\end{aligned}
$$

Thus we get

$$
\begin{equation*}
\left|\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right| \leq C \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{2}}+C \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{3}}+C \frac{h^{4}\left|\zeta-\zeta^{\prime}\right|^{4}}{\left|x-x^{\prime}\right|^{4}} \tag{3.6}
\end{equation*}
$$

One can easily show that

$$
\int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right|>2 h\left|\zeta-\zeta^{\prime}\right|} \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{2}} d x^{\prime} d z^{\prime} \leq C h^{2}
$$

$$
\int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right|>2 h\left|\zeta-\zeta^{\prime}\right|} \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{3}} d x^{\prime} d z^{\prime} \leq C h
$$

and

$$
\int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right|>2 h\left|\zeta-\zeta^{\prime}\right|} \frac{h^{4}\left|\zeta-\zeta^{\prime}\right|^{4}}{\left|x-x^{\prime}\right|^{4}} d x^{\prime} d z^{\prime} \leq C h^{2}
$$

Thus we get

$$
\int_{S_{h}}\left|\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right| d x^{\prime} d \zeta^{\prime} \leq C h
$$

On the other hand, one can also easily see that

$$
\begin{aligned}
& \int_{S \backslash S_{h}}\left|\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right| d x^{\prime} d \zeta^{\prime} \\
& \leq \int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right| \leq 2 h\left|\zeta-\zeta^{\prime}\right|} \frac{1}{\left|x-x^{\prime}\right|+h\left|\zeta-\zeta^{\prime}\right|}+\frac{1}{\left|x-x^{\prime}\right|} d x^{\prime} d \zeta^{\prime} \leq C h
\end{aligned}
$$

and hence we obtain

$$
\left|I_{2}\right| \leq C h^{2}
$$

We now estimate $I_{1}$. Since $n_{0}\left(x^{\prime}\right)-h$ is compactly supported in $\Omega$, we can write

$$
\begin{aligned}
I_{1}= & \int_{-1 / 2}^{1 / 2} \int_{B_{R}(x)}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right]\left(n_{0}\left(x^{\prime}\right)-h\right) f\left(x^{\prime}, 0\right) d x^{\prime} d \zeta^{\prime} \\
& +h \int_{S}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] f\left(x^{\prime}, 0\right) d x^{\prime} d \zeta^{\prime}
\end{aligned}
$$

where $B_{R}(x)$ is a disk of radius $R$ centered at $x$ containing $\Omega$. One can prove that the second term in the right-hand side of above identity is $O\left(h^{2}\right)$ as before, while the first term equals

$$
\begin{aligned}
& \int_{B_{R}(x)}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right]\left[\left(n_{0}\left(x^{\prime}\right)-h\right) f\left(x^{\prime}, 0\right)-\left(n_{0}(x)-h\right) f(x, 0)\right] d x^{\prime} d \zeta^{\prime} \\
& \quad+\left(n_{0}(x)-h\right) f(x, 0) \int_{B_{R}(x)}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] d x^{\prime} d \zeta^{\prime}
\end{aligned}
$$

Since $\left|\left(n\left(x^{\prime}\right)-h\right) f\left(x^{\prime}, 0\right)-(n(x)-h) f(x, 0)\right| \leq C\left|x-x^{\prime}\right|$, one can show that the first term of the above is $O\left(h^{2}\right)$ in a similar way to the estimate of $I_{2}$. On the other hand, it is proved in [5] that

$$
\int_{B_{R}(x)}\left[\Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\Phi\left(x, 0, x^{\prime}, 0\right)\right] d x^{\prime} d \zeta^{\prime}=-\frac{h}{2}\left(\zeta^{2}+\frac{1}{4}\right)+O\left(h^{2}\right) \quad \text { as } h \rightarrow 0
$$

Thus we have

$$
I_{1}=-\frac{h}{2}\left(\zeta^{2}+\frac{1}{4}\right) n_{0}(x) f(x, 0)+O\left(h^{2}\right)
$$

Combining all these estimates we obtain (3.4).
Estimate (3.5) can be proved in a similar but simpler way, so we omit the proof.

We now derive the leading-order term in the asymptotic expansion of the integral operator $K_{2}$.

Lemma 3.2. Let $0<\alpha<1$. Define $\widetilde{K}_{2}^{1}(f)(x)$ by
$\widetilde{K}_{2}^{1}(f)(x):=\int_{\Omega} \nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\left[f\left(x^{\prime}, 0\right)-f(x, 0)\right] d x^{\prime}+f(x, 0) \int_{\Omega} \nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right) d x^{\prime}$, and $\widetilde{K}_{2}(f)(x, \zeta)$ by

$$
\begin{equation*}
\widetilde{K}_{2}(f)(x, \zeta):=\binom{\widetilde{K}_{2}^{1}(f)(x)}{\left(\frac{\zeta}{2}-1\right) f(x, 0)} \tag{3.8}
\end{equation*}
$$

Then, for any $\mathcal{C}^{1, \alpha}$-function $f$ such that $f(\cdot, z)$ is supported in $\Omega_{d}$ for each $z$,

$$
\begin{equation*}
K_{2}(f)(x, \zeta)=h \widetilde{K}_{2}(f)(x, \zeta)+O\left(h^{1+\alpha}\right) \tag{3.9}
\end{equation*}
$$

where $O\left(h^{1+\alpha}\right)$ is bounded by $C h^{1+\alpha}\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}$.
Proof. Note that

$$
\begin{aligned}
& \nabla_{x} \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
& =\int_{S} \nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)\left[f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)\right] d x^{\prime} d \zeta^{\prime} \\
& \quad+\int_{S} \nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \nabla_{x} \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}-\widetilde{K}_{2}^{1}(f(\cdot, 0))(x) \\
&= \int_{S}\left[\nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\right]\left[f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)\right] d x^{\prime} d \zeta^{\prime} \\
&+\int_{S} \nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\left[f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)-f\left(x^{\prime}, 0\right)+f(x, 0)\right] d x^{\prime} d \zeta^{\prime} \\
&+\int_{S}\left[\nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\right] f\left(x, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
&+\int_{S} \nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\left[f\left(x, h \zeta^{\prime}\right)-f(x, 0)\right] d x^{\prime} d \zeta^{\prime} \\
&:= I_{1}+I_{2}+I_{3}+I_{4} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) \\
& =\frac{1}{4 \pi} e^{i k\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{1 / 2}}\left[i k \frac{x-x^{\prime}}{\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}-\frac{x-x^{\prime}}{\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{3 / 2}}\right]
\end{aligned}
$$

we get for $\left|x-x^{\prime}\right| \geq 2 h\left|\zeta-\zeta^{\prime}\right|$

$$
\begin{aligned}
& \nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) \\
& =\frac{i k}{4 \pi} e^{i k\left|x-x^{\prime}\right|}\left[1+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|}\right)\right]\left[i k \frac{x-x^{\prime}}{\left|x-x^{\prime}\right|^{2}}-\frac{x-x^{\prime}}{\left|x-x^{\prime}\right|^{3}}+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{4}}\right)\right] \\
& =\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{4}}\right)
\end{aligned}
$$

It then follows that

$$
\begin{aligned}
& \int_{S_{h}}\left[\nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\right]\left[f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)\right] d x^{\prime} d \zeta^{\prime} \\
& \leq C\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)} \int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right| \geq 2 h\left|\zeta-\zeta^{\prime}\right|} \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}{\left|x-x^{\prime}\right|^{4}}\left|x-x^{\prime}\right| d x^{\prime} d \zeta^{\prime} \\
& \leq C h
\end{aligned}
$$

On the other hand, we get

$$
\begin{aligned}
& \int_{S \backslash S_{h}}\left[\nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\right]\left[f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)\right] d x^{\prime} d \zeta^{\prime} \\
& \leq C\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)} \int_{-1 / 2}^{1 / 2} \int_{\left|x-x^{\prime}\right| \geq 2 h\left|\zeta-\zeta^{\prime}\right|} \frac{1}{\left|x-x^{\prime}\right|^{2}}\left|x-x^{\prime}\right| d x^{\prime} d \zeta^{\prime} \\
& \leq C h
\end{aligned}
$$

Therefore, we obtain

$$
\left|I_{1}\right| \leq C h
$$

Observe that

$$
\begin{aligned}
\left|f\left(x^{\prime}, h \zeta^{\prime}\right)-f\left(x, h \zeta^{\prime}\right)-f\left(x^{\prime}, 0\right)+f(x, 0)\right| & =\left|\int_{0}^{h \zeta^{\prime}}\left[\frac{\partial}{\partial z} f\left(x^{\prime}, z\right)-\frac{\partial}{\partial z} f(x, z)\right]\right| \\
& \leq C\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)} h\left|x-x^{\prime}\right|^{\alpha}
\end{aligned}
$$

It then follows that

$$
\left|I_{2}\right| \leq C\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)} h \int_{-1 / 2}^{1 / 2} \int_{\Omega} \frac{1}{\left|x-x^{\prime}\right|^{2}}\left|x-x^{\prime}\right|^{\alpha} d x^{\prime} d \zeta^{\prime} \leq C\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)} h
$$

If $x \in \operatorname{supp}(f)$, then $B_{d}(x) \subset \Omega$. Moreover,

$$
\int_{B_{d}(x)} \nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) d x^{\prime}=\int_{B_{d}(x)} \nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right) d x^{\prime}=0 \quad \text { for all } \zeta \text { and } \zeta^{\prime}
$$

Therefore we get

$$
\begin{aligned}
\left|I_{3}\right| & =\int_{-1 / 2}^{1 / 2} \int_{\Omega \backslash B_{d}(x)}\left[\nabla_{x} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right)-\nabla_{x} \Phi\left(x, 0, x^{\prime}, 0\right)\right] f\left(x, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
& \leq C\|f\|_{L^{\infty}\left(\Omega_{h}\right)} h^{2} \int_{-1 / 2}^{1 / 2}\left|\zeta-\zeta^{\prime}\right|^{2} d \zeta^{\prime} \leq C\|f\|_{L^{\infty}\left(\Omega_{h}\right)} h^{2}
\end{aligned}
$$

Finally, we arrive at

$$
\left|I_{4}\right|=C\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)} h \int_{\Omega \backslash B_{d}(x)} \frac{1}{\left|x-x^{\prime}\right|^{2}} d x^{\prime} \leq C\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)} h .
$$

So far we proved that
$\nabla_{x} \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}=\widetilde{K}_{2}^{1}(f(\cdot, 0))(x)+O\left(h^{\alpha}\|f\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}\right) \quad$ as $h \rightarrow 0$.
We now investigate the behavior of

$$
\frac{\partial}{\partial z} \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime}
$$

as $h \rightarrow 0$.
Elementary computations show that

$$
\begin{aligned}
& \frac{\partial}{\partial z} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) \\
& =\frac{1}{4 \pi} e^{i k\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{1 / 2}}\left[i k \frac{h^{2}\left(\zeta-\zeta^{\prime}\right)}{\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}-\frac{h^{2}\left(\zeta-\zeta^{\prime}\right)}{\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{3 / 2}}\right] \\
& =-\frac{1}{4 \pi} \frac{h^{2}\left(\zeta-\zeta^{\prime}\right)}{\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{3 / 2}}+O\left(\frac{h^{2}\left|\zeta-\zeta^{\prime}\right|}{\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}\right) .
\end{aligned}
$$

Since $-\frac{1}{4 \pi} \frac{t}{\left(\left|x-x^{\prime}\right|^{2}+t^{2}\right)^{3 / 2}}$ is the Poisson kernel for the half space and $f\left(\cdot, h \zeta^{\prime}\right)$ has a compact support in $\Omega$, we get

$$
-\frac{1}{4 \pi} \int_{\Omega} \frac{h^{2}\left(\zeta-\zeta^{\prime}\right)}{\left(\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}\right)^{3 / 2}} f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime}=-\frac{h}{2} f(x, 0) \frac{\zeta-\zeta^{\prime}}{\left|\zeta-\zeta^{\prime}\right|}+O\left(h^{2}\right),
$$

where the $O\left(h^{2}\right)$-term is bounded by $h^{2}\|f\|_{\mathcal{C}^{1}\left(\Omega_{h}\right)}$. On the other hand,

$$
\int_{\Omega} \frac{h^{2}\left|\zeta-\zeta^{\prime}\right|}{\left|x-x^{\prime}\right|^{2}+h^{2}\left|\zeta-\zeta^{\prime}\right|^{2}}\left|f\left(x^{\prime}, h \zeta^{\prime}\right)\right| d x^{\prime} \leq C\|f\|_{L^{\infty}\left(\Omega_{h}\right)} h^{2}\left|\zeta-\zeta^{\prime}\right|\left|\ln \left(h\left|\zeta-\zeta^{\prime}\right|\right)\right| .
$$

It then follows that

$$
\begin{aligned}
& \frac{\partial}{\partial z} \int_{S} \Phi\left(x, h \zeta, x^{\prime}, h \zeta^{\prime}\right) f\left(x^{\prime}, h \zeta^{\prime}\right) d x^{\prime} d \zeta^{\prime} \\
& =-\frac{h}{2} f(x, 0) \int_{-1 / 2}^{1 / 2} \frac{\zeta-\zeta^{\prime}}{\left|\zeta-\zeta^{\prime}\right|} d \zeta^{\prime}+O\left(h^{2}|\ln h|\right) \\
& =h\left(\frac{\zeta}{2}-1\right) f(x, 0)+O\left(h^{2}|\ln h|\right) .
\end{aligned}
$$

This completes the proof.
Remark 3.3. It is worth noticing that the above lemma applies if $f$ is $\mathcal{C}^{1, \alpha}$ in the $z$ variable and only $\mathcal{C}^{1}$ in the $x$ variable.

The following lemma is also of use to us.
Lemma 3.4. The operator

$$
T: f \in \mathcal{C}^{0}(\bar{\Omega}) \mapsto f(x)-k^{2} \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}\right) d x^{\prime} \in \mathcal{C}^{0}(\bar{\Omega})
$$

is invertible.
Proof. As proved in [5], the operator

$$
f \in L^{2}(\Omega) \mapsto \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}\right) d x^{\prime} \in L^{2}(\Omega)
$$

is compact. Since $n_{0}(x)$ is compactly supported in $\Omega$, we can actually prove that

$$
f \in \mathcal{C}^{0}(\bar{\Omega}) \mapsto \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}\right) d x^{\prime} \in \mathcal{C}^{0}(\bar{\Omega})
$$

is compact. Thus, by the Fredholm alternative, it suffices to show that $T$ is injective on $\mathcal{C}^{0}(\bar{\Omega})$. Let $f \in \mathcal{C}^{0}(\bar{\Omega})$ be a solution to

$$
f(x)-k^{2} \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}\right) d x^{\prime}=0
$$

Define the function $u(x, z)$ in $\mathbb{R}^{3} \backslash \bar{\Omega}$ by

$$
u(x, z)=\int_{\Omega} \Phi\left(x, z, x^{\prime}, 0\right) n_{0}\left(x^{\prime}\right) f\left(x^{\prime}\right) d x^{\prime}
$$

It follows that

$$
\left\{\begin{array}{l}
\left(\Delta+k^{2}\right) u(x)=0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{\Omega}, \\
\left.u\right|_{+}-\left.u\right|_{-}=0 \quad \text { on } \Omega, \\
\left.\frac{\partial u}{\partial z}\right|_{+}(x)-\left.\frac{\partial u}{\partial z}\right|_{-}(x)=n_{0}(x) f(x) \quad \text { on } \Omega, \\
u \text { satisfies the Sommerfeld radiation condition. }
\end{array}\right.
$$

Let $B_{R}$ be a sphere of center the origin and of radius $R$ which is such that $\Omega \subset B_{R}$. Integrating by parts we obtain that

$$
\int_{B_{R} \backslash \bar{\Omega}}|\nabla u|^{2}-k^{2} \int_{B_{R}}|u|^{2}-\int_{\partial B_{R}} \frac{\partial u}{\partial \nu} \bar{u}-\int_{\Omega}\left[\frac{\partial u}{\partial z}\right] \bar{u}=0,
$$

where $[\partial u / \partial z]=\partial u /\left.\partial z\right|_{+}-\partial u /\left.\partial z\right|_{-}$denotes the jump of $\partial u / \partial z$ across $\Omega$. Since $u=\left(1 / k^{2}\right) f$ and $[\partial u / \partial z]=n_{0} f$ on $\Omega$ we get

$$
\int_{\Omega}\left[\frac{\partial u}{\partial z}\right] \bar{u}=\frac{1}{k^{2}} \int_{\Omega} n_{0}(x)|f(x)|^{2} d x
$$

Thus,

$$
\Im \int_{\partial B_{R}} \frac{\partial u}{\partial \nu} \bar{u}=-\Im \frac{1}{k^{2}} \int_{\Omega} n_{0}(x)|f(x)|^{2} d x \leq 0,
$$

since $\Im n_{0}(x) \geq 0$. By the Rellich lemma (see [3]), the above inequality implies that $u \equiv 0$ in $\mathbb{R}^{3} \backslash \bar{\Omega}$, and hence $n_{0} f=[\partial u / \partial z]=0$ which gives $f=0$ on $\Omega$ since $\Re n_{0}(x) \geq C>0$.

We finally establish the following bound on the $\mathcal{C}^{1, \alpha}$-norm of $E$.

Proposition 3.5. Let $E$ be the solution of the Lippmann-Schwinger equation (3.1). Then for any $0<\alpha<1$, there exists a constant $C$ independent of $h$ such that

$$
\begin{equation*}
\|E\|_{\mathcal{C}^{1, \alpha}\left(\overline{\Omega_{h}}\right)} \leq C|\log h|^{2} . \tag{3.10}
\end{equation*}
$$

We will give a proof of Proposition 3.5 in Appendix A.
At this point we have all the necessary ingredients to state and prove our main result in this paper. Let

$$
\begin{equation*}
\widetilde{K}_{1}(f)(x)=\int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) f\left(x^{\prime}\right) d x^{\prime}, \quad x \in \Omega \tag{3.11}
\end{equation*}
$$

and $\widetilde{K}_{2}(f)$ be as in (3.8). Equation (3.3), together with Lemmas 3.1 and 3.2 , yields the pointwise approximation

$$
\begin{align*}
E(x, h \zeta)= & E^{i}(x, h \zeta)+k^{2} \widetilde{K}_{1}\left(n_{0} E_{0}\right)(x, 0)  \tag{3.12}\\
& -h\left[k^{2} \widetilde{K}_{1}\left(E_{0}\right)(x)+\frac{k^{2}}{2}\left(\zeta^{2}+\frac{1}{4}\right) n_{0}(x) E_{0}(x)+\widetilde{K}_{2}\left(n_{0}^{-1} \nabla n_{0} \cdot E_{0}\right)(x, \zeta)\right] \\
& +O\left(h^{1+\alpha}\right)
\end{align*}
$$

where $E_{0}(x)=E(x, 0)$ and $O\left(h^{1+\alpha}\right) \leq C h^{1+\alpha}\|E\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}$ for some positive constant $C$. Using Lemma 3.4, we define $E^{(0)}$ and $E^{(1)}$ as the unique solutions to the integral equations posed on $\Omega$ :

$$
T\left(E^{(0)}\right):=E^{(0)}-k^{2} \widetilde{K}_{1}\left(n_{0} E^{(0)}\right)(x)=E^{i}(x, 0)
$$

and

$$
\begin{aligned}
T\left(E^{(1)}\right) & =-\left[k^{2} \widetilde{K}_{1}\left(E^{(0)}\right)(x)+\frac{k^{2}}{2}\left(\zeta^{2}+\frac{1}{4}\right) n_{0}(x) E^{(0)}(x)+\widetilde{K}_{2}\left(n_{0}^{-1} \nabla n_{0} \cdot E^{(0)}\right)(x, \zeta)\right] \\
& +\zeta \partial_{z} E^{i}(x, 0)
\end{aligned}
$$

Remark 3.6. Note that $E^{(0)}$ is independent of $\zeta$ while $E^{(1)}(x, \zeta)$ is a second order polynomial in the stretched variable $\zeta$.

Let

$$
\begin{align*}
\widetilde{E}(x, h \zeta)= & E^{i}(x, h \zeta)+k^{2} \widetilde{K}_{1}\left(n_{0}\left(E^{(0)}+h E^{(1)}\right)(x, 0)\right.  \tag{3.13}\\
& -h\left[k^{2} \widetilde{K}_{1}\left(E^{(0)}\right)(x)+\frac{k^{2}}{2}\left(\zeta^{2}+\frac{1}{4}\right) n_{0}(x) E^{(0)}(x)+\widetilde{K}_{2}\left(n_{0}^{-1} \nabla n_{0} \cdot E^{(0)}\right)(x, \zeta)\right],
\end{align*}
$$

for $x \in \Omega$ and $\zeta \in(-1 / 2,1 / 2)$. The following error estimate is our main result in this paper.

Theorem 3.7. Let $\widetilde{E}$ be defined by (3.13) in $\Omega \times(-1 / 2,1 / 2)$. For any $0<\nu<1$ we have

$$
\|E(x, h \zeta)-\widetilde{E}(x, h \zeta)\|_{\mathcal{C}^{0}(\bar{\Omega} \times[-1 / 2,1 / 2])} \leq C h^{1+\nu}
$$

for some positive constant $C$ independent of $h$ and $E$.

Proof. Let $0<\nu<1$. From (3.12) we immediately obtain that

$$
T\left(E_{0}-\left(E^{(0)}+h E^{(1)}\right)\right)=O\left(h^{1+\alpha}\right)
$$

where $\alpha=(1+\nu) / 2$, which shows that

$$
\left\|E_{0}-\left(E^{(0)}+h E^{(1)}\right)\right\|_{\mathcal{C}^{0}(\bar{\Omega})} \leq C h^{1+\alpha}\|E\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}
$$

Inserting this approximation of $E_{0}$ into the right-hand side of (3.12) and using the fact from Lemma 3.4 that $T$ has a bounded inverse together with the definition (3.13) of $\widetilde{E}$, we arrive at the desired estimate since, by Proposition 3.5, the quantity $h^{\frac{1-\alpha}{2}}\|E\|_{\mathcal{C}^{1, \alpha}\left(\Omega_{h}\right)}$ is uniformly bounded in $h$.

To conclude the paper we make the following remarks.
REMARK 3.8. To obtain an approximate solution to the scattering problem, we find $E^{(0)}$ and $E^{(1)}$ by solving integral equations in $\Omega \subset \subset \mathbb{R}^{2}$. The electric field within the thin structure is easily obtained using (3.13). Should we wish to evaluate the field outside the scatterer, we can use the Lippman-Schwinger equation. Thus, the analysis described in this work can be viewed as a computational method. The method is efficient since only 2-D integral equations need to be solved to obtain the desired approximate solution. We note that in [5] numerical calculations were carried out to assess the accuracy of the method for the scalar problem in two dimensions. See also [6].

REmark 3.9. If $n_{0}$ is constant, then the leading-order term $E^{(0)}$ satisfies the integral equation

$$
E^{(0)}(x, 0)-k^{2} n_{0} \int_{\Omega} \Phi\left(x, 0, x^{\prime}, 0\right) E^{(0)}\left(x^{\prime}, 0\right) d x^{\prime}=E^{i}(x, 0), \quad x \in \Omega
$$

and therefore, the tangential component of $E^{(0)}$ on $\Omega \times\{0\}$ is continuous while $e_{z} \times$ $\left(\nabla \times E^{(0)}\right)$ on $\Omega \times\{0\}$ has a jump given by $-k^{2} n_{0} e_{z} \times\left(e_{z} \times E^{(0)}\right)$, where $e_{z}$ is the basis vector in the z-direction. These jump conditions are exactly those derived by Bouchitté in [1].

REMARK 3.10. We should emphasize the fact that the asymptotic expansion derived in this paper is not valid in the case of piecewise constant media such as holes in the slab. The regularity assumption on $n_{0}$ is essential to first write the LippmannSchwinger equation on the electric field $E$ and then to establish the asymptotic expansion (3.12) using Lemmas 3.1 and 3.2. In fact, the estimate of the remainder in (3.12) may not be valid if the regularity assumption on $n_{0}$ does not hold. This important case in practice requires further delicate analysis and will be the subject of a forthcoming work.

Remark 3.11. We believe that the approach presented in this paper can be easily generalized to deal with a dielectric layer having a curved mean surface.

Appendix A. Proof of Proposition 3.5. Here we prove Proposition 3.5. Define

$$
T f(x, z):=\int_{\Omega} \int_{-h / 2}^{h / 2} \Phi\left(x, z, x^{\prime}, z^{\prime}\right) f\left(x^{\prime}, z^{\prime}\right) d x^{\prime} d z^{\prime}, \quad(x, z) \in \Omega_{h}
$$

We show the following regularity properties of the operator $T$.
Lemma A.1. Let $m(x)$ be a $\mathcal{C}^{1}$-function compactly supported in $\Omega$. For any $\alpha \in(0,1)$, there exists a constant $C$ independent of $h$ and $f$ such that
(i) $\|T(m f)\|_{\mathcal{C}^{2, \alpha}\left(\overline{\Omega_{h}}\right)} \leq C\|m\|_{\mathcal{C}^{1}(\Omega)}\|f\|_{\mathcal{C}^{\alpha}\left(\overline{\Omega_{h}}\right)}$,
(ii) $\|T(m f)\|_{\mathcal{C}^{1}\left(\overline{\Omega_{h}}\right)} \leq C h|\log h|\|m\|_{L^{\infty}(\Omega)}\|f\|_{L^{\infty}\left(\Omega_{h}\right)}$,
(iii) $\|T(m f)\|_{\mathcal{C}^{2}\left(\overline{\Omega_{h}}\right)} \leq C h|\log h|\|m\|_{\mathcal{C}^{1}(\Omega)}\|f\|_{\mathcal{C}^{1}\left(\overline{\Omega_{h}}\right)}$.

Before proving Lemma A.1, let us first show that Proposition 3.5 follows from Lemma A.1. Equation (3.1) can be written as

$$
\begin{equation*}
E=E^{i}-k^{2} T\left(\left(1-\frac{n_{0}}{h}\right) E\right)-\nabla_{x, z} T\left(\frac{\nabla n_{0}}{n_{0}} \cdot E\right) . \tag{A.1}
\end{equation*}
$$

Since the solution $E$ to (A.1) is uniformly bounded in $L^{\infty}\left(\Omega_{h}\right)$, it follows from Lemma A.1(ii) that $\|E\|_{\mathcal{C}^{1}\left(\overline{\Omega_{h}}\right)} \leq C|\log h|$, and hence from (A.1)(i), (iii) we obtain that $\|E\|_{\mathcal{C}^{1, \alpha}\left(\overline{\Omega_{h}}\right)} \leq C|\log h|^{2}$ for some constant $C$ independent of $h$.

Proof of Lemma A.1. We first note that

$$
\begin{equation*}
\left|D^{s} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)\right| \leq \frac{C}{\left|(x, z)-\left(x^{\prime}, z^{\prime}\right)\right|^{1+s}} \tag{A.2}
\end{equation*}
$$

for $s=0,1, \ldots$, where $D^{s}$ denotes any $s$ th order derivative.
Let $(x, z)=y,\left(x^{\prime}, z^{\prime}\right)=y^{\prime}$, and $D_{i j}$ denote the second order partial derivative with respect to $y_{i}$ and $y_{j}$. Then it is known that for $i, j=1,2,3$,

$$
\begin{align*}
D_{i j} T(m f)(y)= & \int_{\Omega_{h}} D_{i j} \Phi\left(y-y^{\prime}\right) m\left(x^{\prime}\right)\left(f\left(y^{\prime}\right)-f(y)\right) d y \\
& -f(y) \int_{\partial \Omega_{h}} D_{i} \Phi\left(y-y^{\prime}\right) m\left(x^{\prime}\right) \nu_{j}\left(y^{\prime}\right) d \sigma\left(y^{\prime}\right) \\
:= & I_{1}(y)-f(y) I_{2}(y) \tag{A.3}
\end{align*}
$$

where $\nu=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ is the outward unit normal to $\partial \Omega_{h}$. See Lemma 4.2 in [4, p. 55]. By a standard Hölder estimate (see, for example, the proof of Lemma 4.4 in [4, p. 57]), we can show that

$$
\left|I_{1}(y)-I_{1}(\bar{y})\right| \leq C\|m\|_{L^{\infty}(\Omega)}\|f\|_{\mathcal{C}^{\alpha}\left(\overline{\Omega_{h}}\right)}|y-\bar{y}|^{\alpha}, \quad y, \bar{y} \in \Omega_{h}
$$

Observe that $\partial \Omega_{h}$ consists of two parts: $\Omega \times\{h / 2,-h / 2\}$ and $\partial \Omega \times[-h / 2, h / 2]$. Since $m$ has a compact support in $\Omega$, we have

$$
I_{2}(y)=\int_{\Omega \times\{h / 2,-h / 2\}} D_{i} \Phi\left(y-y^{\prime}\right) m\left(x^{\prime}\right) \nu_{j}\left(y^{\prime}\right) d x^{\prime}
$$

Moreover, $\nu_{j}=0$ on $\partial \Omega \times\{h / 2,-h / 2\}$ if $j \neq 3$, and then we have only to consider the quantity $I_{2}$ when $j=3$. If $j=3$, then

$$
I_{2}(y)=\int_{\Omega} D_{i} \Phi\left(x, z, x^{\prime}, h / 2\right) m\left(x^{\prime}\right) d x^{\prime}-\int_{\Omega} D_{i} \Phi\left(x, z, x^{\prime},-h / 2\right) m\left(x^{\prime}\right) d x^{\prime}
$$

Suppose that $i=1$ or 2 . Then, since $m$ has a compact support in $\Omega$ and $D_{i} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)=-D_{i}^{\prime} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)$ where $D^{\prime}$ denotes the derivative with respect to $y^{\prime}$ variables, we have

$$
\begin{equation*}
I_{2}(y)=\int_{\Omega} \Phi\left(x, z, x^{\prime}, h / 2\right) D_{i} m\left(x^{\prime}\right) d x^{\prime}-\int_{\Omega} \Phi\left(x, z, x^{\prime},-h / 2\right) D_{i} m\left(x^{\prime}\right) d x^{\prime} \tag{A.4}
\end{equation*}
$$

Thus, we have

$$
\left|I_{2}(y)-I_{2}(\bar{y})\right| \leq C\|m\|_{\mathcal{C}^{1}(\Omega)}|y-\bar{y}|^{\alpha}, \quad y, \bar{y} \in \Omega_{h}
$$

for any $0<\alpha<1$.
Suppose now that $i=3$. In this case

$$
I_{2}(y)=-\int_{\partial \Omega} \frac{\partial}{\partial z^{\prime}} \Phi\left(x, z, x^{\prime}, \frac{h}{2}\right) m\left(x^{\prime}\right) d x^{\prime}+\int_{\partial \Omega} \frac{\partial}{\partial z^{\prime}} \Phi\left(x, z, x^{\prime},-\frac{h}{2}\right) m\left(x^{\prime}\right) d x^{\prime}
$$

Using once again the fact that $m$ has a compact support and $\Omega_{h}=\Omega \times(-h / 2, h / 2)$, we can write $I_{2}(y)$ as

$$
I_{2}(y)=-\int_{\partial \Omega_{h}} \nabla_{y^{\prime}} \Phi\left(y-y^{\prime}\right) \cdot \nu(y) m\left(x^{\prime}\right) d \sigma\left(y^{\prime}\right)
$$

Since $\left(\Delta+k^{2}\right) \Phi\left(y-y^{\prime}\right)=\delta\left(y-y^{\prime}\right)$, we obtain from the divergence theorem that

$$
\begin{equation*}
I_{2}(y)=-m(x)+k^{2} \int_{\Omega_{h}} \Phi\left(y-y^{\prime}\right) m\left(x^{\prime}\right) d y^{\prime}-\int_{\Omega_{h}} \nabla_{y^{\prime}} \Phi\left(y-y^{\prime}\right) \cdot \nabla m\left(x^{\prime}\right) d y^{\prime} \tag{A.5}
\end{equation*}
$$

Thus it follows from (A.2) and standard arguments that

$$
\left|I_{2}(y)-I_{2}(\bar{y})\right| \leq C\|m\|_{\mathcal{C}^{1}(\Omega)}|y-\bar{y}|^{\alpha}
$$

and hence

$$
\left|f(y) I_{2}(y)-f(\bar{y}) I_{2}(\bar{y})\right| \leq C\|m\|_{\mathcal{C}^{1}(\Omega)}\|f\|_{\mathcal{C}^{\alpha}\left(\overline{\Omega_{h}}\right)}|y-\bar{y}|^{\alpha}
$$

This completes the proof of (i).
To prove (ii), we first compute

$$
\begin{aligned}
\int_{\Omega_{h}}\left|D_{j} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)\right| d x^{\prime} d z^{\prime} & \leq C \int_{-h / 2}^{h / 2} \int_{\Omega} \frac{1}{\left|x-x^{\prime}\right|^{2}+\left|z-z^{\prime}\right|^{2}} d x^{\prime} d z^{\prime} \\
& \leq C \int_{-h / 2}^{h / 2}\left(1+|\log | z-z^{\prime}| |\right) d z^{\prime} \\
& \leq C h|\log h|
\end{aligned}
$$

for $h$ small enough. Therefore, we get

$$
\left|D_{j} T(m f)(x, z)\right| \leq C h|\log h|\|m f\|_{L^{\infty}\left(\Omega_{h}\right)}
$$

To prove (iii) we use (A.3), (A.4), and (A.5). Then the same estimates lead us to (iii). For example, from (A.4) we get

$$
\begin{aligned}
\left|I_{2}(y)\right| & \leq C \int_{-h / 2}^{h / 2} \int_{\Omega}\left|\frac{\partial}{\partial z^{\prime}} \Phi\left(x, z, x^{\prime}, z^{\prime}\right)\right|\left|\nabla m\left(x^{\prime}\right)\right| d x^{\prime} d z^{\prime} \\
& \leq C h|\log h|\|\nabla m\|_{L^{\infty}(\Omega)}
\end{aligned}
$$

This completes the proof.
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#### Abstract

This paper concerns transonic shocks in compressible inviscid flow passing a twodimensional variable-area duct for the complete steady Euler system. The flow is supersonic at the entrance of the duct, whose boundaries are slightly curved. The condition of impenetrability is posed on the boundaries. After crossing a nearly flat shock front, which passes through a fixed point on the boundary of the duct, the flow becomes subsonic. We show that to ensure the stability of such shocks, pressure should not be completely given at the exit: it only should be given with freedom one, that is, containing an unknown constant to be determined by the upstream flow and the profile of the duct. Careful analysis shows that this is due to the requirement of conservation of mass in the duct. We used Lagrangian transformation and characteristic decomposition to write the Euler system as a $2 \times 2$ system, which is valid for general smooth flows. Due to such a simplification, we can employ the theory of boundary value problems for elliptic equations to discuss well-posedness or ill-posedness of transonic shock problems in variable-area duct for various conditions given at the exit.
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1. Introduction. Using nozzles and pipes to transport and control fluid flows has numerous applications. For instance, one of the important phenomena in gas dynamics is that by appropriate design of a nozzle there may generate one or several shock waves to adjust the supersonic gas flow at the entrance of the nozzle to a certain subsonic state at the exit, which is required, for example, for the jet engines of some types of supersonic airplanes to work. (See, for instance, [31, section 7.13] for detailed discussions.) Other examples are various wind tunnels [25]. Since compressible flows in nozzles exhibit abundant phenomena; such as choking, local supersonic bubble, formation of shock waves and their interactions with the boundaries of nozzles, etc. (see [12, Chapter 5] and [24, section 6.2.3]), rigorous and thorough mathematical analysis of flows in nozzles is a formidable task.

Nevertheless, progress has been made for several model problems. For unsteady quasi-one-dimensional gas flow in a duct of variable area (see [27, section 8.1]), Liu showed in a series of papers [22], [23], [17] that supersonic and subsonic flows are stable, and for transonic flows, the shock waves tend to decelerate along an expanding duct and accelerate along a contracting duct. See also [18]. For inviscid isentropic irrotational gas flows, using the full velocity potential equation, Chen and Feldman studied the existence and stability of multidimensional transonic shocks through an infinite nozzle and determined the state of the flows at infinity by the data of the coming flows and the geometry of the nozzle [4], [5], [6]. In [28] Xin and Yin considered a similar problem for finite nozzle with a class of conditions involving potential giving

[^83]at the exit. It is also remarkable that Kuz'min [19] studied subsonic-supersonic smooth flows in nozzles by using the Chaplygin equation (which is equivalent to the full velocity potential equation) and the simplified von Kármán equation. See also, for example, $[9],[10],[13]$ for other interesting and important works concerning systems of conservation laws, multidimensional shock waves, and flow patterns in nature.

In this paper we study a class of transonic flows with shocks in a two-dimensional variable-area duct for the steady full Euler system, which is a more precise description of compressible inviscid flows. The flow is supersonic at the entrance of the duct, whose boundaries are suitable perturbations of straight lines, while the flow becomes subsonic across a nearly flat shock front. The condition of impenetrability is posed on the boundaries. We will show that for given pressure at the exit, in general such flow patterns may not exist except when the pressure at the exit satisfies an additional restriction: Its mean value has already been determined by the state of the flow at the entrance and the geometry of the duct. Precisely, to ensure the stability of such transonic shocks, the pressure at the exit can be given only apart from a constant difference, that is, it should contain an unknown constant to be solved simultaneously with the flow fields in the duct. The proof reveals that the requirement of conservation of mass in the duct is closely connected to this phenomenon (see Remark 8.1 in section 8.1).

On the other hand, given pressure at the exit is a physically well accepted condition for flows in nozzles [12]. So our result indicates that the transonic shock we investigated here is unstable and not likely to be observed in practice. However, since the flow fields of the transonic shock we studied here are relatively simple, it may help us gain some insight into understanding those more complicated transonic shocks appearing, for example, in de Laval nozzles. Note that all the works cited above on transonic shocks and [7], [8], [29] are devoted to the study of the class of transonic shocks we investigate here.

In this paper we also discuss, from the mathematical point of view, the wellposedness or ill-posedness of a transonic shock problem in variable-area ducts if other conditions are given at the exit. It is shown that for given density, entropy, Mach number, or the velocity component parallel to the axis of the duct, the problem is in general ill-posed; however, it is well-posed for the given velocity component, which is perpendicular to the axis of the duct. For a list of such results, see section 11.

We remark that in [8] Chen has discussed the special case when the boundaries of the duct are straight lines and the flow has certain symmetric properties, while the upstream supersonic flow is perturbed. The author [29] has also investigated the case for flows in a cylinder with cylindrical symmetry by a different method from [8], and the radial velocity vanishing condition was posed at the exit. In [7] Chen and Yuan developed the methods initiated in [29] and solved the transonic shock problem for the three-dimensional steady full Euler system under the periodic conditions on the lateral boundary of the duct, and hence obtained the solution of the transonic shock problem in a three-dimensional duct with a constant square section under certain assumptions on the symmetry of the coming flow. The ill-posedness for given pressure at the exit is also demonstrated in detail there. However, due to the special structure of the two-dimensional stationary Euler system, we developed a different and more powerful approach here and obtained more results.

Now we comment on several difficulties which lie in the transonic shock problem we investigate presently. First is the treatment of the shock front, which is a free boundary and should be determined with the solutions (the subsonic states of the
gas flows) simultaneously. Fruitful techniques have been developed in [1], [2], [3], [8], [20] to deal with the type of free boundaries we meet here. In a rough way, those techniques allow us, by suitable reformulation of the Rankine-Hugoniot jump conditions, to construct a boundary modifying mapping, whose fixed point is the desired free boundary. The definition of the boundary modifying mapping involves solving a series of nonlinear fixed boundary problems.

Second, the steady full Euler system is a hyperbolic-elliptic composite system for subsonic flow. For such a system, classical techniques such as energy estimates, maximum principle, and estimates of fundamental solutions, are not valid in a straightforward way. One needs to separate the "elliptic part" and "hyperbolic part" appropriately to use the classical theory of elliptic and hyperbolic differential equations. To cope with the curved boundary, we also write the system in Lagrangian coordinates by virtue of the law of conservation of mass, and then decompose it into a $2 \times 2$ system (which is elliptic for subsonic flow, hyperbolic for supersonic flow, and of mixed type for transonic flow) and two algebraic equations (one is Bernoulli's law and the other is the invariance of entropy along streamlines for $C^{1}$ flows). This simplifies greatly the Euler system and enables us to study the transonic shock problem comprehensively. For example, one of the merits of this approach is that it avoids loss of derivatives. We remark that this formulation may be used to study other smooth flow patterns in ducts. Such a technic has already been used by Chen to study a flat Mach configuration in [11] and by Fang to study the transonic shocks attached to a curved wedge [14].

Third, later on we will find out that we need to solve an elliptic system in a rectangular domain. It is well known that the corners may cause singularities in the solutions (even the well-posedness; see an example in [30]), which in turn affect the regularity of the shock front, and then the smoothness of the boundary itself, and then may cause new trouble in the regularity of solutions. Another feature is that the "hyperbolic part" may transport the singularity at the corners produced by the "elliptic part" to other points in the domain. We are lucky that we can use weighted Hölder spaces and the results established in [16] by Gilbarg, Hörmander and in [21] by Lieberman to overcome this difficulty.

Fourth, as mentioned above, it turns out we are in fact dealing with an ill-posed problem if we give directly the pressure at the exit. We will show its relation to the Neumann boundary problems for Poisson equations and determine appropriate boundary conditions to make such a problem well-posed.

We will use the following well-known Banach contraction mapping principle twice to solve the transonic shock problem:

Any contractive mapping on a complete metric space has one and only one fixed point.
To find the transonic shock front, we will show that the boundary modifying mapping is contractive (see section 10). However, to define the boundary modifying mapping, we need again the Banach contraction mapping principle to show that a series of nonlinear fixed boundary problems are uniquely solvable under some hypothesis (see section 9). Due to our great efforts contributed to simplify the original problem (section 3-7), obtaining the necessary estimates is straightforward and not hard work.

The paper is organized as follows. In section 2 we rigorously formulate the problem of transonic shocks in variable-area ducts (denoted as problem (A)) and state our main results, i.e., Theorem 2.6. In section 3 we write the Euler system in Lagrangian coordinates, which also transform the curved boundaries of ducts into straight lines.

In section 4 we decompose the resulted system into the "elliptic part" and "hyperbolic part" and in section 5 we show the existence of supersonic flow in the ducts. In section 6 we formulate a free boundary problem (denoted as problem (B)) and then reduce it to a set of fixed boundary problems (denoted as problem (C)) and a boundary modifying problem. In section 7, by rewriting the Rankine-Hugoniot jump conditions we express problem (C) in an equivalent but more transparent form (denoted as problem (D)). Section 8 is devoted to the linearized version of problem (D). In section 9 we solve problem (C) by the Banach contraction mapping principle. In section 10 we construct the boundary modifying mapping and show that it has a fixed point by using the Banach contraction mapping principle once again, thus finishing the proof of our main results, Theorem 2.6. The last section of this paper, section 11, is devoted to well-posedness or ill-posedness of the transonic shock problem (A) for various conditions given at the exits of the ducts. The detailed proofs of these results are omitted since they can be done in the same spirit as the proof of Theorem 2.6, but we have sketched out the main points.

## 2. Formulation of the transonic shock problem and main results.

2.1. Problem (A) and background solution. The Euler system, which models two-dimensional inviscid steady gas flow, is of the form

$$
\left\{\begin{array}{l}
\nabla \cdot \mathbf{m}=0  \tag{2.1}\\
\nabla \cdot\left(\frac{\mathbf{m} \otimes \mathbf{m}}{\rho}\right)+\nabla p=0
\end{array}\right.
$$

with Bernoulli's law

$$
\begin{equation*}
\frac{1}{2} \mathbf{u}^{2}+i=\text { const }, \tag{2.2}
\end{equation*}
$$

where $\rho, p, i$ are the density, pressure, and enthalpy of the fluid, while $\mathbf{u}=(u, v)$ and $\mathbf{m}=\rho \mathbf{u}$ are the velocity and the momentum density vector, respectively. The first equation in (2.1) is the conservation of mass, the second is the conservation of momentum, and the Bernoulli's law corresponds to the conservation of energy. Note that the const in (2.2) depends on streamlines but is invariant on the same streamline even across a shock [12].

In the case of polytropic gas $p=A(S) \rho^{\gamma}, \gamma \in(1, \infty)$, with $S$ the entropy, (2.2) takes the form

$$
\begin{equation*}
\frac{1}{2}\left(u^{2}+v^{2}\right)+\frac{a^{2}}{\gamma-1}=\mathrm{const} \tag{2.3}
\end{equation*}
$$

where $a=\sqrt{\gamma A(S) \rho^{\gamma-1}}$ is the local speed of sound. For $C^{1}$ flow, (2.1) can also be written as a symmetric system:

$$
\left(\begin{array}{ccc}
\rho u & 0 & 1  \tag{2.4}\\
0 & \rho u & 0 \\
1 & 0 & \frac{u}{\rho a^{2}}
\end{array}\right) \partial_{x} U+\left(\begin{array}{ccc}
\rho v & 0 & 0 \\
0 & \rho v & 1 \\
0 & 1 & \frac{v}{\rho a^{2}}
\end{array}\right) \partial_{y} U=0
$$

In this form, the first two equations are the conservation of momentum, and the last is the conservation of mass.

Remark 2.1. In (2.4) we have set

$$
U=\left(\begin{array}{lll}
u & v & p \tag{2.5}
\end{array}\right)^{t}
$$

as the state of the gas. Since $a^{2}=\gamma p / \rho$, we may obtain $\rho$ from (2.3) once the const in it is known. Sometimes we will also set

$$
U=\left(\begin{array}{llll}
u & v & p & \rho \tag{2.6}
\end{array}\right)^{t}
$$

Later we will introduce

$$
\begin{equation*}
w=\frac{v}{u} \tag{2.7}
\end{equation*}
$$

To simplify the notation, for $u$ nonzero we will also set $U$ as

$$
\left(\begin{array}{lll}
u & w & p \tag{2.8}
\end{array}\right)^{t}
$$

There will be no confusion in using $U$ to express these vectors later.
Without loss of generality, we set $\mathbb{P}:=\left\{(x, y) \in \mathbb{R}^{2}: x \in[-1,1], 0 \leq y \leq \Gamma(x)\right\}$ to be a two-dimensional duct with variable sections, and denote the upper wall $\{y=$ $\Gamma(x): x \in[-1,1]\}$ as $\Gamma_{+}$with $\Gamma(x)$ a positive function, and $\Gamma_{-}=\{y=0: x \in[-1,1]\}$ the lower wall. We also set $\Gamma_{s}=\{x=s: y \in[0, \Gamma(s)]\}$ for $s \in[-1,1]$.

We are interested in the following boundary value problem (A):

$$
(\mathbf{A}): \begin{cases}(2.1),(2.2) & \text { in } \mathbb{P}  \tag{2.9}\\ v=0 & \text { on } \quad \Gamma_{-} \\ v-u \Gamma^{\prime}(x)=0 & \text { on } \quad \Gamma_{+} \\ U=U_{b}^{-} & \text {on } \quad \Gamma_{-1} \\ p=p_{1} & \text { on } \quad \Gamma_{1}\end{cases}
$$

The conditions on $\Gamma_{ \pm}$mean that the boundary is impermeable and it is natural for ducts without holes on its boundaries. We suppose $U_{b}^{-}:=\left(\begin{array}{cccc}u_{b}^{-} & 0 & p_{b}^{-} & \rho_{b}^{-}\end{array}\right)^{t}$ is a constant supersonic state with $\rho_{b}^{-}>0$ on $\Gamma_{-1}$, which represents supersonic flow entering the duct when $u_{b}^{-}>0$. Hence the const in Bernoulli's law (2.3) is

$$
c_{0}=\left(u_{b}^{-}\right)^{2} / 2+\left(a_{b}^{-}\right)^{2} /(\gamma-1)
$$

and independent of streamlines. It is necessary to control the pressure at $\Gamma_{1}$ to obtain transonic flows in $\mathbb{P}$; otherwise the flow may be purely supersonic in $\mathbb{P}$, which is why we need the last condition in (2.9). However, the following simple but fundamental result indicates we may have trouble if we give $p_{1}$ in an arbitrary way. (Giving other conditions on $\Gamma_{1}$ instead of $p$ will be discussed in section 11. In the following sections $2-10$ we concentrate only on the typical case, i.e., problem (A).)

Proposition 2.1. For the special case $\Gamma(x) \equiv 1$, suppose the solution $U$ to (2.9) depends only on $x$; then for given supersonic state $U_{b}^{-}$, there exists a unique constant $p_{1}=p_{b}^{+}$determined by $U_{b}^{-}$such that

$$
\begin{equation*}
S_{b}:\{x=0\} \tag{2.10}
\end{equation*}
$$

is a shock front with uniform supersonic state $U_{b}^{-}$ahead of it (i.e., in $\{x<0\}$ ) and uniform subsonic state $U_{b}^{+}=\left(\begin{array}{cccc}u_{b}^{+} & 0 & p_{b}^{+} & \rho_{b}^{+}\end{array}\right)^{t}$ behind it (i.e., in $\left.\{x>0\}\right)$. $S_{b}$ and $\left(U_{b}^{-}, U_{b}^{+}\right)$make up a piecewise smooth weak entropy solution to (2.9) containing shocks. Here "uniform" means that the states $U_{b}^{ \pm}$are constant vectors.

Proof. From the one-dimensional steady Euler system it is obvious that any solution without a jump must be uniform. So $U \equiv U_{b}^{-}$for $x \in[-1,0]$. The RankineHugoniot jump conditions (see $[4,13]$ ) now takes the form

$$
\rho u=\rho_{b}^{-} u_{b}^{-}, \quad \rho u^{2}+p=\rho_{b}^{-}\left(u_{b}^{-}\right)^{2}+p_{b}^{-}, \quad E u=E_{b}^{-} u_{b}^{-},
$$

where $E=\frac{\gamma}{\gamma-1} p+\frac{1}{2} \rho|\mathbf{u}|^{2}$. By supersonic condition $u_{b}^{-}>a_{b}^{-}$it is easy to get

$$
\begin{aligned}
& u=\frac{c_{*}}{u_{b}^{-}}, \quad c_{*}:=2 c_{0} \frac{\gamma-1}{\gamma+1} \\
& \rho=\frac{\rho_{b}^{-}\left(u_{b}^{-}\right)^{2}}{c_{*}}, \\
& p=\rho_{b}^{-}\left(u_{b}^{-}\right)^{2}+p_{b}^{-}-c_{*} \rho_{b}^{-} .
\end{aligned}
$$

Direct calculation demonstrates that $u<a$ (subsonic) and the Lax entropy condition (see [13])

$$
\begin{equation*}
p>p_{b}^{-} . \tag{2.11}
\end{equation*}
$$

So $U_{b}^{+} \equiv U=(u, 0, p, S)^{t}$ for $x \in[0,1]$, and thus $p_{1}=p$ is uniquely determined by $U_{b}^{-}$as well as $U_{b}^{ \pm}$.

Remark 2.2. In the rest of this paper we call the above obtained $\left(U_{b}^{ \pm}\right)$and $S_{b}:\left\{x_{0}=0\right\}$ a background solution and denote it as $U_{b}=\left(U_{b}^{-}, U_{b}^{+} ; S_{b}\right)$. Equation (2.10) is used to fix the position of the shock front since we may set $x=c$ for any $c \in(-1,1)$ as the shock front and obtain the same $U_{b}^{ \pm}$. One may also observe from the above result that the pressure $p=p_{1}$ at $\Gamma_{1}$ is necessary, though it cannot be given arbitrarily. The main result of this paper, Theorem 2.6 below, shows that for two-dimensional flow this observation is also valid.
2.2. Function spaces. Although the background solution provides us with some useful information, however, when $\Gamma(x)$ is slightly curved, rigorously solving problem (A) still involves several difficulties, as mentioned in the introduction. For subsonic flow, the steady Euler system is of hyperbolic-elliptic composite type: it has a real (generalized) eigenvalue of multiplicity 1 and a pair of conjugate complex eigenvalues. Due to conservation of mass we can introduce the Lagrangian transformation to reduce the original equations to two algebraic equations (Bernoulli's law and constancy of entropy along streamlines for $C^{1}$ flows) and a $2 \times 2$ system of partial differential equations, which is hyperbolic for supersonic flow, elliptic for subsonic flow, and of mixed type for transonic flow. Thus to obtain the subsonic flow behind the shock front $S$, we have to confront elliptic boundary value problems on rectangular domains

$$
\begin{equation*}
\Omega=\{(x, y): 0 \leq y \leq \Gamma(x), f(y) \leq x \leq 1\}, \tag{2.12}
\end{equation*}
$$

where $x=f(y)$ is the equation of the shock front $S$ which satisfies $f(0)=0$. Suppose $S$ and $\Gamma_{+}$intersect at the point $\Sigma_{4}=\left(x_{*}, y_{*}\right)$. It is well known that the corners

$$
\begin{equation*}
\Sigma_{1}=(0,0), \quad \Sigma_{2}=(1,0), \quad \Sigma_{3}=(1, \Gamma(1)), \quad \Sigma_{4}=\left(x_{*}, y_{*}\right) \tag{2.13}
\end{equation*}
$$

in general will cause singularities to the solutions, and the popular Schauder theory for $C^{2, \alpha}(\alpha \in(0,1))$ domains (see [15]) may be invalid. The loss of regularity at the corners will also influence the regularity of the shock front $S$ itself, which in turn has
an effect on the smoothness of the domain $\Omega$, and thus may cause new trouble when solving the elliptic problems. The hyperbolic part may also transport the singularities at corners to other points in the duct. Fortunately, Gilbarg and Hörmander [16] and Lieberman [21] have established the intermediate Schauder estimates to attack elliptic problems on nonsmooth domain (see also the Notes of Chapter 6 in [15]), and their theory is powerful enough to handle our dilemma. Following their ideas, we introduce the function spaces $H_{a}^{(b)}(\Omega), H_{a}^{\prime b}\left[0, y_{*}\right]$ to describe precisely the regularity of our desired subsonic flow and the transonic shock front, respectively. Our definition is a little different from theirs, but due to the boundary regularity estimates (Lemmas 6.18 and 6.29 in [15]), there is no problem later in using their theorems. Note that in the following we always suppose that $0 \leq k<a=k+\alpha \leq k+1, a+b>0$, with $k$ an integer and $\alpha \in(0,1]$ for such spaces.

The Banach spaces $H_{a}^{\prime(b)}\left[0, y_{*}\right]$ is defined as follows. A function $f$ on $\left[0, y_{*}\right]$ is in $H_{a}^{\prime(b)}\left[0, y_{*}\right]$ if and only if

$$
\begin{equation*}
\|f\|_{a ;\left[0, y_{*}\right]}^{\prime(b)}:=\sup _{\delta>0} \delta^{a+b}\|f\|_{C^{a}\left[\delta, y_{*}-\delta\right]}<\infty \tag{2.14}
\end{equation*}
$$

with $C^{a}$ here the usual Hölder space $C^{k, \alpha}$. We define $\|\cdot\|_{a ;\left[0, y_{*}\right]}^{\prime(b)}$ as the norm of $H_{a}^{\prime(b)}\left[0, y_{*}\right]$.

The Banach space $H_{a}^{(b)}(\Omega)$ is by definition the set of functions $\phi$ defined on $\Omega$ with the property that

$$
\begin{equation*}
\|\phi\|_{a: \Omega}^{(b)}:=\sup _{\delta>0} \delta^{a+b}\|\phi\|_{C^{a}\left(\Omega_{\delta}\right)}<\infty \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{\delta}:=\left\{P=(\bar{\xi}, \bar{\eta}) \in \Omega: \operatorname{distance}\left(P, \Gamma^{ \pm}\right)>\delta\right\} \tag{2.16}
\end{equation*}
$$

Here $\Omega$ as in (2.12) with $f \in H_{a}^{\prime(b)}\left[0, y_{*}\right]$, while $\Gamma^{+}:=\left\{(x, \Gamma(x)): x_{*} \leq x \leq 1\right\}, \Gamma^{-}:=$ $\{(x, 0): 0 \leq x \leq 1\}$ are, respectively, the upper and lower boundary of $\Omega$.

Notice that the Lagrangian transformation also has the advantage that it straightens the curved boundary since it straightens the streamlines. So later by introducing certain homeomorphisms $\Phi: \Omega \rightarrow[0,1 ; 0,1]$ which are of class $H_{a}^{(b)}(\Omega)$ with $b<-1$, we will actually solve elliptic boundary problems on the square $[0,1 ; 0,1]$. For simplicity, we write $H_{a}^{(b)}([0,1 ; 0,1])$ as $H_{a}^{(b)}$, and $H_{a}^{\prime(b)}[0,1]$ as $H_{a}^{\prime(b)}$. The corresponding norms are simply denoted as $\|\cdot\|_{a}^{(b)},\|\cdot\|_{a}^{\prime(b)}$, respectively. By direct calculations one can verify the following.

Proposition 2.2. Suppose $b<-1, \Omega$ as before, $u \in H_{a}^{(b)}$, and $\Phi: \Omega \rightarrow[0,1 ; 0,1]$ satisfy $\Phi \in H_{a}^{(b)}\left(\bar{\Omega} ; \mathbb{R}^{2}\right)$. Then $u \circ \Phi \in H_{a}^{(b)}(\bar{\Omega})$ and

$$
\begin{equation*}
\|u \circ \Phi\|_{H_{a}^{(b)}(\bar{\Omega})} \leq C\|u\|_{H_{a}^{(b)}} \tag{2.17}
\end{equation*}
$$

where $C=C\left(n,\|\Phi\|_{H_{a}^{(b)}\left(\bar{\Omega} ; \mathbb{R}^{n}\right)}\right)$.
A similar result also holds for $H_{a}^{(b)}$. This means that the homeomorphisms introduced later (including the Lagrangian transformation) will not influence our resultant estimates.

We list here several useful properties of spaces $H_{a}^{(b)}$ (they also hold for $H_{a}^{(b)}$ ) which are used later to obtain estimates of certain nonlinear terms. The proof and more information about this class of weighted Hölder spaces can be found in [16].

Proposition 2.3.

$$
\begin{align*}
& \|\nabla \phi\|_{a-1}^{(1+b)} \leq C\|\phi\|_{a}^{(b)} \quad \text { if } \quad a>1,  \tag{2.18}\\
& \|\phi\|_{a}^{(b)} \leq C\|\phi\|_{a}^{\left(b^{\prime}\right)} \quad \text { if } \quad b^{\prime} \leq b . \tag{2.19}
\end{align*}
$$

Proposition 2.4. If $0 \leq a^{\prime} \leq a, a^{\prime}+b \geqslant 0$, and $b$ is not an integer $\leq 0$, then

$$
\begin{equation*}
\|\phi\|_{a^{\prime}}^{(b)} \leq C\|\phi\|_{a}^{(b)} . \tag{2.20}
\end{equation*}
$$

Proposition 2.5. If $0 \leq c_{j} \leq a+b, a \geqslant 0$, then

$$
\begin{equation*}
\|\phi \psi\|_{a}^{(b)} \leq C\left(\|\phi\|_{a}^{\left(b-c_{1}\right)}\|\psi\|_{0}^{\left(c_{1}\right)}+\|\phi\|_{0}^{\left(c_{2}\right)}\|\psi\|_{a}^{\left(b-c_{2}\right)}\right) . \tag{2.21}
\end{equation*}
$$

2.3. Main results. There are two main results in this paper. Now we can state precisely the first one as the following theorem. Another is indicated in Remark 2.6. For details, see section 11 .

Theorem 2.6. There exists a $\varepsilon_{0}>0$ such that if

$$
\begin{align*}
& \|\Gamma(x)-1\|_{C^{5}[-1,1]} \leq \varepsilon<\varepsilon_{0},  \tag{2.22}\\
& \left.\frac{\mathrm{~d}^{k}(\Gamma(x)-1)}{\mathrm{d} x^{k}}\right|_{x=-1}=0, \quad k=0,1,2,3,4,5 \tag{2.23}
\end{align*}
$$

then there is a unique $e \in \mathbb{R}$ with

$$
\begin{equation*}
|e|<C_{0} \varepsilon \tag{2.2.2}
\end{equation*}
$$

such that (2.9) with

$$
\begin{equation*}
p_{1}=p_{b}^{+}+e \tag{2.25}
\end{equation*}
$$

has a unique weak entropy solution $\left(U_{-}, U_{+} ; S\right)$ with the following properties:
(i) $U_{-}$is supersonic, $U_{+}$is subsonic, and $S$ is the shock front separating $U_{-}$and $U_{+}$with entropy condition.
(ii) $S: x=f(y), y \in\left[0, y_{*}\right]$, with $y_{*}$ satisfying $y_{*}=\Gamma\left(f\left(y_{*}\right)\right)$ and

$$
\begin{equation*}
f(0)=0 . \tag{2.26}
\end{equation*}
$$

(iii) For some $\alpha \in(0,1)$, the following estimates hold:

$$
\begin{align*}
& \left\|U_{-}-U_{b}^{-}\right\|_{C^{3, \alpha}\left(\mathbb{P}_{-}\right)}<C_{0} \varepsilon,  \tag{2.27}\\
& \left\|U_{+}-U_{b}^{+}\right\|_{2+\alpha ; \Omega}^{(-\alpha)}<C_{0} \varepsilon,  \tag{2.28}\\
& \|f\|_{3+\alpha ;\left[0, y_{*}\right]}^{(-1-\alpha)}<C_{0} \varepsilon . \tag{2.29}
\end{align*}
$$

Here $\varepsilon_{0}, C_{0}$ are constants depending only on $U_{b}$, and we have

$$
\mathbb{P}_{-}:=\{(x, y) \in \mathbb{P}: x<f(y)\},
$$

with $\Omega$ the same as in (2.12).

Remark 2.3. We suppose (2.26) holds to fix the position of the shock front. This is necessary, as indicated by the translation invariance along the $x$ axis for the background solution: for the same $p_{1}$ in Proposition 2.1 at the exit, the position of the shock cannot be uniquely determined (see also Remark 2.2 and [4], [28]). We note that this phenomena is different from those transonic shocks observed in de Laval nozzles.

Remark 2.4. Equation (2.25) may be replaced by

$$
\begin{equation*}
p_{1}=p_{b}^{+}+g(y)+e \tag{2.30}
\end{equation*}
$$

with $e$ a constant to be determined simultaneously with $U$ for any $g \in C^{2, \alpha}[0, \Gamma(1)]$ with small norm. There is no additional difficulty in the proof. Giving pressure at the exit in this way implies that the value of the pressure at the exit can be given only apart from a constant difference. We note that $e$ in most cases does not vanish, as was shown by Proposition 2.1 if $g$ is a nonzero number: it has already been determined by the coming upstream flow and the shape of the duct and $g$. This implies that for given pressure at the exit of the duct the transonic shock problem is ill-posed. As can be seen from the background solution, the ill-posedness is not related to the fact that we fixed the position of the shock.

Remark 2.5. Our proof can be modified to treat the case when the upstream supersonic flow at the entrance of the duct is also perturbed slightly if certain orders of compatibility conditions hold at the entrance, and a similar result can be proved. The major difference is that the constant in Bernoulli's law may be different on different streamlines. In [7] we have studied this case for the three-dimensional Euler system.

Remark 2.6. We note that the method developed in this paper provides us with more information than just presented in Theorem 2.6. It indicates clearly the wellposedness of giving $v, w$ at $\Gamma_{1}$; ill-posedness of giving $u, \rho, S$, or the Mach number $M=|\mathbf{u}| / a$ as well as $p$ there will be discussed in detail in section 11 .

Remark 2.7. We emphasize here that the uniqueness of transonic shock in Theorem 2.6 is proved only in the class of functions satisfying properties (i)-(iii) listed there. The "global uniqueness" is an interesting open problem. Noting the nonuniqueness of transonic shocks claimed by Smith in [26] and symmetry breaking phenomena discussed by Kuz'min [19] and references therein, rigorous analysis of uniqueness or nonuniqueness of certain problems in aerodynamics is very important to understand some widely used models in practice and numerical simulations.
3. Euler equations in Lagrangian coordinates. The Euler equations (2.1), (2.2) are difficult to handle directly. In this section we use conservation of mass to write them in Lagrangian coordinates, which simplifies the geometry of the domain, as well as the "hyperbolic" part of the Euler system, as will be shown in the next section.

Set

$$
\begin{equation*}
w=\frac{v}{u} \tag{3.1}
\end{equation*}
$$

and denote the integral curves of

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \hat{y}(x, h)}{\mathrm{d} x}=w(x, \hat{y}(x, h))  \tag{3.2}\\
\hat{y}(0, h)=h
\end{array}\right.
$$

by

$$
\left\{\begin{array}{l}
x=\xi  \tag{3.3}\\
\hat{y}=\hat{y}(\xi, h)
\end{array}\right.
$$

(These are exactly streamlines.) Let

$$
\begin{equation*}
\eta=\eta(x, h)=\int_{\hat{y}(x, 0)}^{\hat{y}(x, h)} \rho u(x, y) \mathrm{d} y \tag{3.4}
\end{equation*}
$$

be the flux of mass between two such curves. Then by using the first equation in (2.1) we have

$$
\begin{align*}
\partial_{x} \eta= & \rho u(x, \hat{y}(x, h)) \frac{\partial \hat{y}(x, h)}{\partial x} \\
& -\rho u(x, \hat{y}(x, 0)) \frac{\partial \hat{y}(x, 0)}{\partial x}-\int_{\hat{y}(x, 0)}^{\hat{y}(x, h)} \partial_{y}(\rho v(x, y)) \mathrm{d} y \\
= & 0 \tag{3.5}
\end{align*}
$$

Hence $\eta=\eta(-1, h)$ and $\eta(-1,0)=0$. Thus if

$$
\begin{equation*}
\frac{\partial \eta(0, h)}{\partial h}=\rho u(0, \hat{y}(0, h)) \frac{\partial \hat{y}(0, h)}{\partial h}=\rho u(0, \hat{y}(0, h)) \neq 0 \tag{3.6}
\end{equation*}
$$

we may obtain the inverse function $h=h(\eta)$ of $\eta=\eta(-1, h)$ and $h(0)=0$. Set

$$
\begin{equation*}
y(x, \eta)=\hat{y}(x, h(\eta)) \tag{3.7}
\end{equation*}
$$

then (3.4) becomes

$$
\begin{equation*}
\eta=\int_{y(x, 0)}^{y(x, \eta)} \rho u(x, s) \mathrm{d} s \tag{3.8}
\end{equation*}
$$

and by differentiating it with $\eta$ one has

$$
\begin{equation*}
\frac{\partial y}{\partial \eta}=\frac{1}{\rho u} \tag{3.9}
\end{equation*}
$$

Now we introduce the following Lagrangian transformation $(x, y) \mapsto(\xi, \eta)$ :

$$
\left\{\begin{array}{l}
x=\xi  \tag{3.10}\\
y=y(\xi, \eta)
\end{array}\right.
$$

Then by

$$
\frac{\partial(x, y)}{\partial(\xi, \eta)}=\left(\begin{array}{cc}
1 & 0  \tag{3.11}\\
w & \frac{1}{\rho u}
\end{array}\right)
$$

we have

$$
\frac{\partial(\xi, \eta)}{\partial(x, y)}=\left(\begin{array}{cc}
1 & 0  \tag{3.12}\\
-\rho v & \rho u
\end{array}\right)
$$

thus

$$
\left\{\begin{array}{l}
\partial_{x}=\partial_{\xi}-\rho v \partial_{\eta}  \tag{3.13}\\
\partial_{y}=\rho u \partial_{\eta}
\end{array}\right.
$$

So a little computation shows that (2.1) or (2.4) may be written as conservation laws

$$
\begin{cases}\partial_{\xi}\left(\frac{1}{\rho u}\right)-\partial_{\eta} w=0 & (\text { conservation of mass })  \tag{3.14}\\ \partial_{\xi}\left(u+\frac{p}{\rho u}\right)-\partial_{\eta}(p w)=0 & (\text { conservation of momentum along } \xi) \\ \partial_{\xi} v+\partial_{\eta} p=0 & (\text { conservation of momentum along } \eta)\end{cases}
$$

or as symmetric system

$$
\begin{equation*}
A \partial_{\xi} U+B \partial_{\eta} U=0 \tag{3.15}
\end{equation*}
$$

with

$$
A=\left(\begin{array}{ccc}
u & 0 & \frac{1}{\rho}  \tag{3.16}\\
0 & u & 0 \\
\frac{1}{\rho} & 0 & \frac{u}{\rho^{2} a^{2}}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
0 & 0 & -v \\
0 & 0 & u \\
-v & u & 0
\end{array}\right)
$$

and

$$
U=\left(\begin{array}{lll}
u & v & p \tag{3.17}
\end{array}\right)^{t}
$$

The above transformation is valid if and only if

$$
\begin{equation*}
\rho u \neq 0 \tag{3.18}
\end{equation*}
$$

Note that in (3.16) the last equation corresponds to conservation of mass.
Next we consider boundary conditions on $\Gamma_{ \pm}$. By (2.9) and (3.2) (and uniqueness of solutions to Cauchy problems of ODEs) $\Gamma_{ \pm}$are streamlines. Thus $\Gamma_{-}$in the $(\xi, \eta)$ coordinates is

$$
\begin{equation*}
\tilde{\Gamma}_{-}: \eta=0, \quad \xi \in[-1,1] \tag{3.19}
\end{equation*}
$$

while $\Gamma_{+}$is

$$
\begin{equation*}
\tilde{\Gamma}_{+}: \eta=\eta_{0}=\int_{0}^{1} \rho u(-1, s) \mathrm{d} s, \quad \xi \in[-1,1] \tag{3.20}
\end{equation*}
$$

In the latter, without loss of generality we always suppose that $\eta_{0} \equiv 1$ by suitable normalization of the unit of the coming flow. The corresponding boundary conditions are

$$
\begin{cases}w=0 & \text { on } \quad \tilde{\Gamma}_{-}  \tag{3.21}\\ w=\Gamma^{\prime}(\xi) & \text { on } \quad \tilde{\Gamma}_{+}\end{cases}
$$

Since the shock front may be curved, with the equation

$$
\begin{equation*}
\xi=\psi(\eta), \quad \eta \in[0,1] \tag{3.22}
\end{equation*}
$$

we introduce further the following transformation $\mathbf{\Phi}_{\psi}:(\xi, \eta) \mapsto(\bar{\xi}, \bar{\eta})$ to straighten the shock front:

$$
\left\{\begin{array}{l}
\bar{\xi}=\frac{\xi-\psi(\eta)}{1-\psi(\eta)}, \quad \text { or } \quad\left\{\begin{array}{l}
\xi=(1-\psi(\bar{\eta})) \bar{\xi}+\psi(\bar{\eta}) \\
\eta=\bar{\eta}
\end{array}, .\right. \tag{3.23}
\end{array}\right.
$$

So

$$
(\bar{\xi}, \bar{\eta}) \in[0,1 ; 0,1]
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial \xi}=\frac{1}{1-\psi(\bar{\eta})} \frac{\partial}{\partial \bar{\xi}}  \tag{3.24}\\
\frac{\partial}{\partial \eta}=\frac{\partial}{\partial \bar{\eta}}+\frac{(\bar{\xi}-1) \psi^{\prime}(\bar{\eta})}{1-\psi(\bar{\eta})} \frac{\partial}{\partial \bar{\xi}}
\end{array}\right.
$$

Thus (3.15) becomes

$$
\begin{equation*}
\bar{A} \partial_{\bar{\xi}} U+\bar{B} \partial_{\bar{\eta}} U=0 \tag{3.25}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{A}=A+(\bar{\xi}-1) \psi^{\prime}(\bar{\eta}) B, \quad \bar{B}=(1-\psi(\bar{\eta})) B \tag{3.26}
\end{equation*}
$$

Finally, note that after passing the shock front, (3.21) in the $(\bar{\xi}, \bar{\eta})$ coordinates is

$$
\begin{cases}w=0 & \text { on } \quad \bar{\Gamma}_{-}:=\{(\bar{\xi}, 0): \bar{\xi} \in[0,1]\}  \tag{3.27}\\ w=\Gamma^{\prime}((1-\psi(1)) \bar{\xi}+\psi(1)) & \text { on } \quad \bar{\Gamma}_{+}:=\{(\bar{\xi}, 1): \bar{\xi} \in[0,1]\}\end{cases}
$$

4. Decomposition of elliptic-hyperbolic composite system. The idea involved in this section to write (3.25) as separate elliptic and hyperbolic equations is rudimentary. Let $\lambda$ be a generalized eigenvalue of $\bar{B}$ with respect to $\bar{A}$ :

$$
\begin{equation*}
\operatorname{det}(\lambda \bar{A}-\bar{B})=0 \tag{4.1}
\end{equation*}
$$

and let the corresponding generalized left (row) eigenvector be l, i.e.,

$$
\begin{equation*}
l \bar{B}=\lambda l \bar{A} \tag{4.2}
\end{equation*}
$$

then multiply (3.25) from the left by $l$ to get

$$
\begin{equation*}
l \bar{A}\left(\partial_{\bar{\xi}}+\lambda \partial_{\bar{\eta}}\right) U=0 \tag{4.3}
\end{equation*}
$$

Now suppose $\lambda$ (and thus $l$ ) is complex:

$$
\begin{equation*}
\lambda=\lambda_{R}+i \lambda_{I}, \quad l=l_{R}+i l_{I}, \quad i=\sqrt{-1} \tag{4.4}
\end{equation*}
$$

then (4.3) is equivalent to

$$
\left\{\begin{array}{l}
l_{R} \bar{A} \partial_{I} U+l_{I} \bar{A} \partial_{R} U=0  \tag{4.5}\\
l_{R} \bar{A} \partial_{R} U-l_{I} \bar{A} \partial_{I} U=0
\end{array}\right.
$$

with

$$
\begin{equation*}
\partial_{R}=\partial_{\bar{\xi}}+\lambda_{R} \partial_{\bar{\eta}}, \quad \partial_{I}=\lambda_{I} \partial_{\bar{\eta}} \tag{4.6}
\end{equation*}
$$

So roughly speaking, the real eigenvalue $\lambda$ corresponds to the hyperbolic equation (4.3) while the complex $\lambda$ and its conjugation $\bar{\lambda}$ correspond to the elliptic system (4.5).

System (3.25) has a real eigenvalue $\lambda_{0}$ and a pair of complex eigenvalues $\lambda=$ $\lambda_{R} \pm i \lambda_{I}$ if the Mach number $M=|\mathbf{u}| / a<1$ (the computation is straightforward and we omit it):

$$
\begin{gather*}
\lambda_{0}=0  \tag{4.7}\\
\lambda_{R}=-\frac{(1-\psi)\left((\bar{\xi}-1) \psi^{\prime}\left(u^{2}+v^{2}\right)-\frac{v}{\rho}\right)}{\frac{1}{\rho^{2}}\left(\frac{u^{2}}{a^{2}}-1\right)-(\bar{\xi}-1)^{2} \psi^{\prime 2}\left(u^{2}+v^{2}\right)+\frac{2}{\rho}(\bar{\xi}-1) \psi^{\prime} v}  \tag{4.8}\\
\lambda_{I}=\frac{(1-\psi) \frac{u}{\rho} \sqrt{1-M^{2}}}{\frac{1}{\rho^{2}}\left(\frac{u^{2}}{a^{2}}-1\right)-(\bar{\xi}-1)^{2} \psi^{\prime 2}\left(u^{2}+v^{2}\right)+\frac{2}{\rho}(\bar{\xi}-1) \psi^{\prime} v} \tag{4.9}
\end{gather*}
$$

Here and in the following we write $\psi=\psi(\bar{\eta}), \psi^{\prime}=\psi^{\prime}(\bar{\eta})$. The corresponding left eigenvectors are

$$
\begin{gather*}
l_{0}=\left(\begin{array}{ccc}
u & v & 0
\end{array}\right),  \tag{4.10}\\
\frac{R}{\rho}-\lambda_{R}(\bar{\xi}-1) v \psi^{\prime}+(1-\psi) v \\
\lambda_{R}(\bar{\xi}-1) \psi^{\prime} u-(1-\vartheta \\
l_{I}=\left(\begin{array}{cll}
\frac{\lambda_{I}}{\rho}-\lambda_{I}(\bar{\xi}-1) v \psi^{\prime} & \lambda_{I}(\bar{\xi}-1) \psi^{\prime} u & -\lambda_{I} u
\end{array}\right) .
\end{gather*}
$$

Thus

$$
\begin{gather*}
l_{0} \bar{A}=\left(\begin{array}{lll}
u^{2} & u v & \frac{u}{\rho}
\end{array}\right),  \tag{4.13}\\
l_{R} \bar{A}=\left(\begin{array}{lll}
(1-\psi) u v & -(1-\psi) u^{2} & 0
\end{array}\right),  \tag{4.14}\\
l_{I} \bar{A}=\left(\begin{array}{lll}
0 & 0 & -(1-\psi) u \frac{\sqrt{1-M^{2}}}{\rho}
\end{array}\right) . \tag{4.15}
\end{gather*}
$$

By (4.3), (4.7), and (4.13) we get the hyperbolic equation

$$
\begin{equation*}
\frac{1}{2} \partial_{\bar{\xi}}\left(u^{2}+v^{2}\right)+\frac{1}{\rho} \partial_{\bar{\xi}} p=0 \tag{4.16}
\end{equation*}
$$

if $u \neq 0$. On the other hand, from Bernoulli's law (2.3) one gets

$$
\frac{1}{2} \partial_{\bar{\xi}}\left(u^{2}+v^{2}\right)+\frac{1}{\gamma-1} \partial_{\bar{\xi}} a^{2}=0
$$

hence

$$
\frac{1}{\rho} \partial_{\bar{\xi}} p-\frac{1}{\gamma-1} \partial_{\bar{\xi}} a^{2}=0 .
$$

By $p=A(S) \rho^{\gamma}, a^{2}=\gamma A(S) \rho^{\gamma-1}$ the above equation is actually the constancy of entropy along streamlines for $C^{1}$ solutions

$$
\begin{equation*}
\partial_{\bar{\xi}}\left(\frac{p}{\rho^{\gamma}}\right)=0 . \tag{4.17}
\end{equation*}
$$

Similarly, we can write (4.5) as

$$
\left\{\begin{array}{l}
\partial_{\bar{\xi}} p+\lambda_{R} \partial_{\bar{\eta}} p-\beta_{1} \partial_{\bar{\eta}} w=0  \tag{4.18}\\
\partial_{\bar{\xi}} w+\beta_{2} \partial_{\bar{\eta}} p+\lambda_{R} \partial_{\bar{\eta}} w=0
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\beta_{1}=-\frac{(1-\psi) u^{3}}{\frac{1}{\rho^{2}}\left(\frac{u^{2}}{a^{2}}-1\right)-(\bar{\xi}-1)^{2} \psi^{\prime 2}\left(u^{2}+v^{2}\right)+\frac{2}{\rho}(\bar{\xi}-1) \psi^{\prime} v}  \tag{4.19}\\
\beta_{2}=-\frac{\frac{1}{u \rho^{2}}(1-\psi)\left(1-M^{2}\right)}{\frac{1}{\rho^{2}}\left(\frac{u^{2}}{a^{2}}-1\right)-(\bar{\xi}-1)^{2} \psi^{\prime 2}\left(u^{2}+v^{2}\right)+\frac{2}{\rho}(\bar{\xi}-1) \psi^{\prime} v}
\end{array}\right.
$$

When $M<1$, (4.18) is an elliptic system. However, for $M>1$, i.e., supersonic flow, we can also carry out similar calculations to obtain (4.18), which is a hyperbolic system. Thus if

$$
\operatorname{det}\left(\begin{array}{c}
l_{0}  \tag{4.20}\\
l_{R} \\
l_{I}
\end{array}\right)=(1-\psi) \lambda_{I} u\left(u^{2}+v^{2}\right)
$$

is nonzero, (4.17) and (4.18) are equivalent to (3.25) for $C^{1}$ solutions. This is true if

$$
\begin{equation*}
\rho u \neq 0, \quad M \neq 1, \quad u \neq a, \quad\|\psi\|_{C^{1}} \ll 1 . \tag{4.21}
\end{equation*}
$$

Remark 4.1. The first equation in (4.18) is in essence the conservation of mass. In fact, it is obtained by multiplying (3.25) from the left by $l_{I}$. Notice that the third argument in $l_{I}$ is nonzero and the last equation in (3.25) is the conservation of mass.
5. Existence of supersonic flow. In this section we always set $\psi \equiv 0$, and we will use (4.18) to show existence and uniqueness of supersonic flow in the duct $\mathbb{P}$ when its boundary is slightly curved, without considering the conditions at the exit. Now (4.18) is

$$
\partial_{\xi}\binom{w}{p}+\left(\begin{array}{cc}
\varpi & \beta  \tag{5.1}\\
\kappa & \varpi
\end{array}\right) \partial_{\eta}\binom{w}{p}=0
$$

with

$$
\varpi=\frac{\rho v a^{2}}{u^{2}-a^{2}}, \quad \beta=\frac{a^{2}\left(M^{2}-1\right)}{u\left(u^{2}-a^{2}\right)}, \quad \kappa=\frac{\rho^{2} a^{2} u^{3}}{u^{2}-a^{2}}
$$

Consider the following mixed initial-boundary value problem:

$$
\begin{cases}(5.1) & \text { in } \quad \tilde{\mathbb{P}}^{-}=[-1,1] \times[0,1]  \tag{5.2}\\ p=p_{b}^{-} & \text {on } \quad \tilde{\Gamma}_{-1}: \xi=-1 \\ w=0 & \text { on } \quad \tilde{\Gamma}_{-1}: \xi=-1 \\ w=0 & \text { on } \quad \tilde{\Gamma}_{-}: \eta=0 \\ w=\Gamma^{\prime}(\xi) & \text { on } \quad \tilde{\Gamma}_{+}: \eta=1\end{cases}
$$

where

$$
\begin{equation*}
p=d_{0} \rho^{\gamma}, \quad \text { or } \quad \rho=\left(\frac{p}{d_{0}}\right)^{\frac{1}{\gamma}} \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
u=\left\{\frac{2}{1+w^{2}}\left(c_{0}-\frac{\gamma d_{0}}{\gamma-1}\left(\frac{p}{d_{0}}\right)^{\frac{\gamma-1}{\gamma}}\right)\right\}^{\frac{1}{2}} \tag{5.4}
\end{equation*}
$$

with

$$
\begin{equation*}
d_{0}=p_{b}^{-} /\left(\rho_{b}^{-}\right)^{\gamma} \tag{5.5}
\end{equation*}
$$

Equation (5.3) originates from (4.17), and (5.4) comes from Bernoulli's law (2.3) and (5.3).

Remark 5.1. The system (5.1) is genuinely nonlinear in a neighborhood of $U_{b}^{-}$. Direct computation shows that the eigenvalues are

$$
\begin{equation*}
\lambda_{ \pm}=\varpi \pm \sqrt{\beta \kappa}=\frac{\rho a^{2}}{u^{2}-a^{2}}\left(v \pm u \sqrt{M^{2}-1}\right) \tag{5.6}
\end{equation*}
$$

and the corresponding left (resp., right) eigenvectors $l_{ \pm}\left(r_{ \pm}\right)$are

$$
\begin{align*}
l_{ \pm} & =\left(\begin{array}{ll} 
\pm \sqrt{\kappa} & \sqrt{\beta}
\end{array}\right)  \tag{5.7}\\
r_{ \pm} & =\left(\begin{array}{ll} 
\pm \sqrt{\beta} & \sqrt{\kappa}
\end{array}\right)^{t} \tag{5.8}
\end{align*}
$$

Thus

$$
\begin{equation*}
\nabla \lambda_{ \pm} \cdot r_{ \pm}\left(U_{b}^{-}\right)=\left.\frac{1}{2}(1+\gamma) \frac{\rho u^{4} \sqrt{u}}{\left(u^{2}-a^{2}\right)^{2}}\right|_{U=U_{b}^{-}} \neq 0 \tag{5.9}
\end{equation*}
$$

Set $W=(w, p)^{t}$. The characteristic form of (5.1) is

$$
\begin{gather*}
(\sqrt{\kappa}, \sqrt{\beta})\left(\partial_{\xi}+(\varpi+\sqrt{\beta \kappa}) \partial_{\eta}\right) W=0  \tag{5.10}\\
(-\sqrt{\kappa}, \sqrt{\beta})\left(\partial_{\xi}+(\varpi-\sqrt{\beta \kappa}) \partial_{\eta}\right) W=0 \tag{5.11}
\end{gather*}
$$

THEOREM 5.1. There exists a positive $\varepsilon_{0}$ such that if (2.22) and (2.23) hold, then problem (5.2) has a unique solution ( $w, p$ ) satisfying

$$
\begin{equation*}
\|w\|_{C^{3, \alpha}(\tilde{\mathbb{P}})}+\left\|p-p_{b}^{-}\right\|_{C^{3, \alpha}(\tilde{\mathbb{P}})} \leq C_{0} \varepsilon \tag{5.12}
\end{equation*}
$$

The constants $\varepsilon_{0}, C_{0}$ depend solely on $U_{b}^{-}$, and $\alpha \in(0,1)$ may be arbitrary.
Corollary 5.2. Under the same assumptions of Theorem 5.1, by (3.1), (5.3), (5.4), and (5.12) we also have

$$
\begin{equation*}
\left\|u-u_{b}^{-}\right\|_{C^{3, \alpha}(\mathbb{P})}+\|v\|_{C^{3, \alpha}(\mathbb{P})}+\left\|\rho-\rho_{b}^{-}\right\|_{C^{3, \alpha}(\mathbb{P})}+\left\|p-p_{b}^{-}\right\|_{C^{3, \alpha}(\mathbb{P})} \leq C_{0} \varepsilon \tag{5.13}
\end{equation*}
$$

Remark 5.2. Hereafter we denote the $u, v, p, \rho, w, S$ obtained in Theorem 5.1 and Corollary 5.2 as $u_{-}, v_{-}, p_{-}, \rho_{-}, w_{-}, S_{-}$in accordance with the notation in Theorem 2.6 .

The proof of Theorem 5.1 is standard; it just needs a little modification of the proof of Theorem 3.3 in Chapter 4 of [20] (p. 180). (We may get local existence directly by this theorem.) In fact, if the boundary condition is a small perturbation of zero, then the existence can be semiglobal. It means that the life span of the smooth solution depends on the smallness of the perturbation of boundary data. In other words, the life span can be larger than any given number, provided the perturbation is small enough.

Remark 5.3. For $\Gamma^{\prime}(\xi)<0$ and the case when perturbation is not small, Chen has proved in [10] that the solution may blow up in finite distance from the entrance and shocks will appear.

## 6. Free boundary problem (B) and fixed boundary problem (C).

6.1. Problem (B). Knowing the supersonic flow, now we are in the position to determine the shock front and the subsonic state behind it simultaneously, satisfying the restrictions of pressure at the exit. We formulate it as the free boundary problem (B).

Let

$$
\begin{equation*}
S: \xi=\psi(\eta), \quad \eta \in[0,1] \tag{6.1}
\end{equation*}
$$

be the shock front. By (3.14) the following Rankine-Hugoniot jump conditions [12] should hold across $S$ :

$$
\begin{align*}
-\left[\frac{1}{\rho u}\right] & =[w] \psi^{\prime}(\eta)  \tag{6.2}\\
-\left[u+\frac{p}{\rho u}\right] & =[p w] \psi^{\prime}(\eta)  \tag{6.3}\\
{[v] } & =[p] \psi^{\prime}(\eta) \tag{6.4}
\end{align*}
$$

By (6.4) we have

$$
\begin{equation*}
\psi^{\prime}(\eta)=\frac{[v]}{[p]} . \tag{6.5}
\end{equation*}
$$

Due to Remark 2.3 concerning (2.26), we set

$$
\begin{equation*}
\psi(0)=0 \tag{6.6}
\end{equation*}
$$

Substituting (6.5) in (6.2) and (6.3), we have

$$
\begin{align*}
& G_{1}\left(U, U_{-}\right):=[w][u w]+\left[\frac{1}{\rho u}\right][p]=0,  \tag{6.7}\\
& G_{2}\left(U, U_{-}\right):=[p w][u w]+\left[u+\frac{p}{\rho u}\right][p]=0 . \tag{6.8}
\end{align*}
$$

Here $U:=\left(\begin{array}{ccc}u & w & p\end{array}\right)^{t}$, and $U_{-}:=\left(\begin{array}{lll}u_{-} & w_{-} & p_{-}\end{array}\right)^{t}$ with $U_{-}=U_{-}(\psi(\eta), \eta)$. Note that (6.5), (6.7), and (6.8) are equivalent to (6.2)-(6.4) provided $[p] \neq 0$, which is guaranteed by (2.11) if the perturbations are small.

Problem (B) can be stated now as the following:
Find $U, \psi(\eta)$ and a real number $e$ such that
(i) $\psi(\eta)$ satisfies (6.1), (6.5), (6.6);
(ii) (6.7), (6.8) hold on $S$;
(iii) $w=0$ on $\tilde{\Gamma}_{-}$;
(iv) $w=\Gamma^{\prime}(\xi)$ on $\tilde{\Gamma}_{+}$;
(v) $p=p_{b}^{+}+e$ on $\tilde{\Gamma}_{1}$.
(vi) Set $\Omega_{\psi}:=\{(\xi, \eta): \eta \in[0,1], \psi(\eta) \leq \xi \leq 1\}$; then (4.17), (4.18) should hold in $\Omega_{\psi}$ as well as Bernoulli's law (2.3).
6.2. Problem (C). The idea of dealing with problem $(\mathbf{B})$ is, roughly speaking, by iteration: first we fix the boundary and solve a fixed boundary problem, use (6.5), (6.6) to update the boundary, and then solve another fixed boundary problem, etc.

Set

$$
\begin{equation*}
\mathcal{S}_{\sigma}=\left\{\psi(\eta) \in H_{3+\alpha}^{\prime(-1-\alpha)}[0,1]:\|\psi\|_{3+\alpha ;[0,1]}^{(-1-\alpha)} \leq \sigma, \psi(0)=0\right\} \tag{6.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma \leq \sigma_{0}<\frac{1}{2} \tag{6.10}
\end{equation*}
$$

For any $\psi \in \mathcal{S}_{\sigma}$, we may use transformation (3.23), which is of class $H_{3+\alpha ; \Omega_{\psi}}^{(-1-\alpha)}$, to state the fixed boundary problem $\left(\mathbf{C}_{\psi}\right)$ as follows:

Find $U$ and $e \in \mathbb{R}$ such that
(i) (4.17), (4.18), and (2.3) hold in $\Omega:=[0,1] \times[0,1]$;
(ii) (3.27) holds on $\bar{\Gamma}_{ \pm}$;
(iii) (6.7), (6.8) hold on $\bar{\xi}=0$;
(iv) $p=p_{b}^{+}+e$ holds on $\bar{\xi}=1$.

Now if problem $\left(\mathbf{C}_{\psi}\right)$ is uniquely solvable, with the solution $U_{\psi}$, then by the Cauchy problem of the ODE (note that $\eta=\bar{\eta}$ )

$$
\left\{\begin{array}{l}
\tilde{\psi}^{\prime}(\eta)=\frac{\left[v_{\psi}\right]}{\left[p_{\psi}\right]}  \tag{6.11}\\
\tilde{\psi}(0)=0
\end{array}\right.
$$

later (section 10) we will construct a mapping $\Psi: \mathcal{S}_{\sigma} \rightarrow \mathcal{S}_{\sigma}$ given by $\Psi(\psi)=\tilde{\psi}$ if $\varepsilon_{0}$ in Theorem 2.6 is small. Clearly the fixed point $\bar{\psi}$ of $\Psi$ corresponds to the desired shock front in problem $(\mathbf{B})$, and the solution $U_{\bar{\psi}}$ obtained by problem $\left(\mathbf{C}_{\bar{\psi}}\right)$ is the subsonic state we are looking for. We call $\Psi$ the boundary modifying mapping.
7. Problem (D): An equivalent form of problem (C). This section is devoted to writing problem $\left(\mathbf{C}_{\psi}\right)$ in an equivalent, but more transparent and tractable, form called problem $\left(\mathbf{D}_{\psi}\right)$. This is a nonlinear boundary problem for nonlinear systems.

We first deal with the boundary conditions. Since $G_{i}\left(U_{b}^{+}, U_{b}^{-}\right)=0$ for $i=1,2$ holds, we may write (6.7), (6.8) as

$$
\begin{align*}
& \nabla_{+} G_{i}\left(U_{b}^{+}, U_{b}^{-}\right) \cdot\left(U-U_{b}^{+}\right)  \tag{7.1}\\
& \quad=\nabla_{+} G_{i}\left(U_{b}^{+}, U_{b}^{-}\right) \cdot\left(U-U_{b}^{+}\right)-\left(G_{i}\left(U, U_{b}^{-}\right)-G_{i}\left(U_{b}^{+}, U_{b}^{-}\right)\right) \\
& +\left(G_{i}\left(U, U_{b}^{-}\right)-G_{i}\left(U, U_{-}\right)\right) \\
& \quad:=g_{i}\left(U, U_{-}\right)
\end{align*}
$$

where $\nabla_{+} G_{i}\left(U, U_{-}\right)$is the gradient of $G_{i}\left(U, U_{-}\right)$with respect to the variables $U$. By direct calculations (note that here by Bernoulli's law we consider $\rho$ as a function of $p, w, u)$,

$$
\begin{align*}
\nabla_{+} G_{i}\left(U_{b}^{+}, U_{b}^{-}\right) & =\left.\frac{\partial\left(G_{1}, G_{2}\right)\left(U, U_{-}\right)}{\partial(u, w, p)}\right|_{\left(U, U_{-}\right)=\left(U_{b}^{+}, U_{b}^{-}\right)} \\
& =\left(\begin{array}{ccc}
a_{1} & 0 & b_{1} \\
a_{2} & 0 & b_{2}
\end{array}\right) \tag{7.2}
\end{align*}
$$

with

$$
\begin{aligned}
a_{1} & =-\left.\frac{2 c_{0}+u^{2}}{2 c_{0}-u^{2}} \cdot \frac{[p]}{\rho u^{2}}\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)} \\
& =-\frac{2 c_{0}+u_{b}^{+^{2}}}{2 c_{0}-u_{b}^{+^{2}}} \cdot \frac{p_{b}^{+}-p_{b}^{-}}{\rho_{b}^{+} u_{b}^{+2}} \\
b_{1} & =-\left.\frac{[p]}{\rho u p}\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)} \\
a_{2} & =\left.[p]\left(\frac{1}{\gamma}-\frac{p}{\rho u^{2}}\right)\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)} \\
b_{2} & =\left.\left[u+\frac{p}{\rho u}\right]\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)} \\
& =0
\end{aligned}
$$

Thus
$d_{1}:=\operatorname{det}\left(\begin{array}{cc}a_{1} & b_{1} \\ a_{2} & b_{2}\end{array}\right)=\left.\frac{[p]^{2}}{\rho u p}\left(\frac{1}{\gamma}-\frac{p}{\rho u^{2}}\right)\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)}=-\left.\frac{[p]^{2}}{\gamma \rho u p}\left(\frac{a^{2}}{u^{2}}-1\right)\right|_{\left(U_{b}^{+}, U_{b}^{-}\right)} \neq 0$,
and we may rewrite (7.1) as

$$
\begin{align*}
& p-p_{b}^{+}=\frac{1}{d_{1}}\left(a_{1} g_{2}-a_{2} g_{1}\right):=h_{1}\left(U, U_{-}\right),  \tag{7.3}\\
& u-u_{b}^{+}=\frac{1}{d_{1}}\left(b_{2} g_{1}-b_{1} g_{2}\right):=h_{2}\left(U, U_{-}\right) . \tag{7.4}
\end{align*}
$$

They should hold on $\bar{\xi}=0$.
Next we manipulate the equations. In the following we denote the value of $U$ on $\bar{\xi}=0$ as $U_{0}$. For example, by (7.3), (7.4), $p_{0}=h_{1}+p_{b}^{+}, u_{0}=h_{2}+u_{b}^{+}$.

Now by (4.17) and Bernoulli's law (2.3) we get

$$
\begin{align*}
\rho_{0} & =\frac{\gamma}{\gamma-1} \cdot \frac{p_{0}}{c_{0}-\frac{1}{2} u_{0}^{2}\left(1+w_{0}^{2}\right)}  \tag{7.5}\\
\rho & =\rho_{0}\left(\frac{p}{p_{0}}\right)^{\frac{1}{\gamma}},  \tag{7.6}\\
u & =\left\{\frac{2}{1+w^{2}} \cdot\left(c_{0}-\frac{\gamma}{\gamma-1} \cdot \frac{p}{\rho}\right)\right\}^{\frac{1}{2}} \tag{7.7}
\end{align*}
$$

while $w, p$ may be solved from (4.18).
Let

$$
\begin{equation*}
\lambda_{i}:=\left.\beta_{i}\right|_{U=U_{b}^{+}, \psi=0} \quad \text { for } \quad i=1,2 \tag{7.8}
\end{equation*}
$$

with $\beta_{i}$ defined as in (4.19), and let

$$
\begin{align*}
& f_{1}(U, \psi)=-\lambda_{R} \partial_{\bar{\eta}} p+\left(\beta_{1}-\lambda_{1}\right) \partial_{\bar{\eta}} w  \tag{7.9}\\
& f_{2}(U, \psi)=-\lambda_{R} \partial_{\bar{\eta}} w+\left(\lambda_{2}-\beta_{2}\right) \partial_{\bar{\eta}} p \tag{7.10}
\end{align*}
$$

then $\lambda_{i}$ is positive and we may write (4.18) as

$$
\left\{\begin{align*}
\partial_{\bar{\xi}} p-\lambda_{1} \partial_{\bar{\eta}} w & =f_{1}(U, \psi)  \tag{7.11}\\
\partial_{\bar{\xi}} w+\lambda_{2} \partial_{\bar{\eta}} p & =f_{2}(U, \psi)
\end{align*}\right.
$$

For subsonic flow this is a first order nonlinear elliptic system.
So far problem (C) may be expressed in the following equivalent way if (4.21) holds.

Problem (D1) -boundary value problem for a first order elliptic system:

$$
\begin{cases}\partial_{\bar{\xi}} p-\lambda_{1} \partial_{\bar{\eta}} w=f_{1}(U, \psi) & \text { in } \Omega  \tag{7.12}\\ \partial_{\bar{\xi}} w+\lambda_{2} \partial_{\bar{\eta}} p=f_{2}(U, \psi) & \text { in } \Omega \\ p=p_{b}^{+}+h_{1}\left(U, U_{-}\right) & \text {on } \bar{\xi}=0 \\ p=p_{b}^{+}+e & \text { on } \bar{\xi}=1 \\ w=0 & \text { on } \bar{\eta}=0 \\ w=\Gamma^{\prime}((1-\psi(1)) \bar{\xi}+\psi(1)) & \text { on } \bar{\eta}=1\end{cases}
$$

Problem (D2)—algebraic equations (recall that $U_{0}=\left.U\right|_{\bar{\xi}=0}$ ):

$$
\left\{\begin{array}{l}
u_{0}=u_{b}^{+}+h_{2}\left(U, U_{-}\right)  \tag{7.13}\\
p_{0}=p_{b}^{+}+h_{1}\left(U, U_{-}\right) \\
\rho_{0}=\frac{p_{0}}{\gamma-1} \cdot \frac{p_{0}}{c_{0}-\frac{1}{2} u_{0}^{2}\left(1+w_{0}^{2}\right)} \\
\rho=\rho_{0}\left(\frac{p}{p_{0}}\right)^{\frac{1}{\gamma}} \\
u=\left\{\frac{2}{1+w^{2}} \cdot\left(c_{0}-\frac{\gamma}{\gamma-1} \cdot \frac{p}{\rho}\right)\right\}^{\frac{1}{2}}
\end{array}\right.
$$

We call the above two coupled problems problem $\left(\mathbf{D}_{\psi}\right)$ (or problem (D) for simplicity). The equivalence for smooth solutions is obvious from the deductions in the above sections.
8. Solving linearized problem (D). It is nature and standard to use iteration methods, such as the Banach contraction mapping principle, to solve problem (D). Thus in this section we concentrate on the related "linearized" problems.
8.1. Linearized problem (D1). Problem D1 solves $\bar{p}, \bar{w}$, and $e \in \mathbb{R}$ satisfying

$$
\begin{cases}\partial_{\bar{\xi}} \bar{p}-\lambda_{1} \partial_{\bar{\eta}} \bar{w}=f_{1} & \text { in } \Omega,  \tag{8.1}\\ \partial_{\bar{\xi}} \bar{w}+\lambda_{2} \partial_{\bar{\eta}} \bar{p}=f_{2} & \text { in } \Omega, \\ \bar{p}=p_{b}^{+}+h_{1} & \text { on } \bar{\xi}=0 \\ \bar{p}=p_{b}^{+}+e & \text { on } \bar{\xi}=1, \\ \bar{w}=0 & \text { on } \bar{\eta}=0 \\ \bar{w}=g(\bar{\xi}) & \text { on } \bar{\eta}=1,\end{cases}
$$

where $f_{1}, f_{2}, h_{1}, g$ are suitable nonhomogeneous terms. This is a boundary value problem on a domain with a piecewise smooth boundary, so we need a generalized version of the usual Schauder theory for elliptic equations.

We may separate problem (8.1) into the following two problems:

$$
\begin{align*}
& \begin{cases}\partial_{\bar{\xi}} \bar{p}_{1}-\lambda_{1} \partial_{\bar{\eta}} \bar{w}_{1}=f_{1} & \text { in } \Omega, \\
\partial_{\bar{\xi}} \bar{w}_{1}+\lambda_{2} \partial_{\bar{\eta}} \bar{p}_{1}=0 & \text { in } \Omega, \\
\bar{p}_{1}=p_{b}^{+}+h_{1} & \text { on } \bar{\xi}=0, \\
\bar{p}_{1}=p_{b}^{+}+e & \text { on } \bar{\xi}=1, \\
\bar{w}_{1}=0 & \text { on } \bar{\eta}=0, \\
\bar{w}_{1}=g(\bar{\xi}) & \text { on } \bar{\eta}=1 ;\end{cases}  \tag{8.2}\\
& \begin{cases}\partial_{\bar{\xi}} \bar{p}_{2}-\lambda_{1} \partial_{\bar{\eta}} \bar{w}_{2}=0 & \text { in } \Omega, \\
\partial_{\bar{\xi}} \bar{w}_{2}+\lambda_{2} \partial_{\bar{\eta}} \bar{p}_{2}=f_{2} & \text { in } \Omega, \\
\bar{p}_{2}=0 & \text { on } \bar{\xi}=0, \\
\bar{p}_{2}=0 & \text { on } \bar{\xi}=1, \bar{\eta}=0, \\
\bar{w}_{2}=0 & \text { on } \bar{\eta}=1 . \\
\bar{w}_{2}=0 & \end{cases} \tag{8.3}
\end{align*}
$$

Then

$$
\begin{equation*}
\bar{p}=\bar{p}_{1}+\bar{p}_{2}, \quad \bar{w}=\bar{w}_{1}+\bar{w}_{2} \tag{8.4}
\end{equation*}
$$

is the solution of problem (8.1). Since $\Omega$ is simply connected, we may introduce potentials $\phi_{1}(\bar{\xi}, \bar{\eta}), \phi_{2}(\bar{\xi}, \bar{\eta})$ such that

$$
\begin{gather*}
\partial_{\bar{\xi}} \phi_{1}=-\lambda_{2}\left(\bar{p}_{1}-p_{b}^{+}\right), \quad \partial_{\bar{\eta}} \phi_{1}=\bar{w}_{1}  \tag{8.5}\\
\partial_{\bar{\xi}} \phi_{2}=\lambda_{1} \bar{w}_{2}, \quad \partial_{\bar{\eta}} \phi_{2}=\bar{p}_{2} \tag{8.6}
\end{gather*}
$$

and write (8.2), (8.3) as

$$
\begin{align*}
& \begin{cases}\frac{1}{\lambda_{2}} \partial_{\bar{\xi}}^{2} \phi_{1}+\lambda_{1} \partial_{\bar{\eta}}^{2} \phi_{1}=-f_{1} & \text { in } \Omega \\
\partial_{\bar{\xi}} \phi_{1}=-\lambda_{2} h_{1} & \text { on } \bar{\xi}=0 \\
\partial_{\bar{\xi}} \phi_{1}=-\lambda_{2} e & \text { on } \bar{\xi}=1, \\
\partial_{\bar{\eta}} \phi_{1}=0 & \text { on } \bar{\eta}=0 \\
\partial_{\bar{\eta}} \phi_{1}=g(\bar{\xi}) & \text { on } \bar{\eta}=1 ;\end{cases}  \tag{8.7}\\
& \begin{cases}\frac{1}{\lambda_{1}} \partial_{\bar{\xi}}^{2} \phi_{2}+\lambda_{2} \partial_{\bar{\eta}}^{2} \phi_{2}=f_{2} & \text { in } \Omega \\
\phi_{2}=0 & \text { on } \partial \Omega\end{cases} \tag{8.8}
\end{align*}
$$

Equation (8.8) is the Dirichlet problem for Poisson equations. By Theorem 7.2 and Remark (2) following it in [16], and Theorem 1.4 in [21], we know there is a unique solution $\phi_{2}$ and

$$
\begin{equation*}
\left\|\phi_{2}\right\|_{3+\alpha}^{(-1-\alpha)} \leq C\left\|f_{2}\right\|_{1+\alpha}^{(1-\alpha)} \tag{8.9}
\end{equation*}
$$

where $C$ depends only on $U_{b}$ and $\sigma_{0}$, and $\alpha \in\left(0, \alpha_{0}\right)$ may be arbitrary for a fixed $\alpha_{0}$.
Next we consider (8.7), which is actually the Neumann problem for Poisson equations:

$$
\begin{cases}\triangle \phi=f & \text { in } \quad \Omega \\ \frac{\partial \phi}{\partial \nu}=g & \text { on } \quad \partial \Omega\end{cases}
$$

where $\nu$ is the unit outward normal of $\partial \Omega$. It is well known that such a problem is solvable if and only if

$$
\begin{equation*}
\int_{\Omega} f \mathrm{~d} \bar{\xi} \mathrm{~d} \bar{\eta}=\int_{\partial \Omega} g \mathrm{~d} s \tag{8.10}
\end{equation*}
$$

This is in essence the reason why we have to introduce the number $e$ in the pressure giving at the exit of the duct.

Applying (8.10) to (8.7), we get

$$
\int_{\Omega} f_{1} \mathrm{~d} \bar{\xi} \mathrm{~d} \bar{\eta}=\int_{0}^{1}\left(e-h_{1}\right) \mathrm{d} \bar{\eta}-\lambda_{1} \int_{0}^{1} g(\bar{\xi}) \mathrm{d} \bar{\xi}
$$

thus if we take

$$
\begin{equation*}
e=\int_{\Omega} f_{1} \mathrm{~d} \bar{\xi} \mathrm{~d} \bar{\eta}+\lambda_{1} \int_{0}^{1} g(\bar{\xi}) \mathrm{d} \bar{\xi}+\int_{0}^{1} h_{1} \mathrm{~d} \bar{\eta} \tag{8.11}
\end{equation*}
$$

(8.7) is solvable, and any two solutions differ only from a constant.

Now if (8.11) holds, then by Theorem 1.4 in [21] there exists a unique solution $\phi_{1}$ to (8.7) with $\phi_{1}(0,0)=0$, and furthermore the following estimate holds for $\alpha \in\left(0, \alpha_{1}\right)$ with a fixed $\alpha_{1} \in(0,1)$ :

$$
\begin{equation*}
\left\|\phi_{1}\right\|_{3+\alpha}^{(-1-\alpha)} \leq C\left(\left\|f_{1}\right\|_{1+\alpha}^{(1-\alpha)}+\|g\|_{C^{2+\alpha}[0,1]}+\left\|h_{1}\right\|_{2+\alpha}^{(-\alpha)}\right) \tag{8.12}
\end{equation*}
$$

So finally by (8.4)-(8.6), (8.9), and (8.12) we get

$$
\begin{align*}
& \left\|\bar{p}-p_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\|\bar{w}\|_{2+\alpha}^{(-\alpha)}+|e|  \tag{8.13}\\
& \leq C\left(\left\|f_{1}\right\|_{1+\alpha}^{(1-\alpha)}+\left\|f_{2}\right\|_{1+\alpha}^{(1-\alpha)}+\|g\|_{C^{2+\alpha}[0,1]}+\left\|h_{1}\right\|_{2+\alpha}^{\prime(-\alpha)}\right)
\end{align*}
$$

Remark 8.1. An important observation is that the first equation in (8.1), which is responsible for the well-posedness or ill-posedness of the transonic shock problem under pressure giving on the exit, is in essence the equation of conservation of mass, as can be checked by tracing its origin. This fact can be seen more clearly by using another completely different method which was developed in [7].
8.2. "Linearized" problem (D2). This problem solves (recall that $U_{0}=$ $\left.\left.U\right|_{\bar{\xi}=0}\right)$ :

$$
\left\{\begin{array}{l}
\bar{u}_{0}=u_{b}^{+}+h_{2}\left(U, U_{-}\right)  \tag{8.14}\\
\bar{p}_{0}=p_{b}^{+}+h_{1}\left(U, U_{-}\right) \\
\bar{\rho}_{0}=\frac{\gamma}{\gamma-1} \cdot \frac{\bar{p}_{0}}{c_{0}-\frac{1}{2} \bar{u}_{0}^{2}\left(1+\bar{w}_{0}^{2}\right)}, \\
\bar{\rho}=\bar{\rho}_{0}\left(\frac{\bar{p}}{\bar{p}_{0}}\right)^{\frac{1}{\gamma}} \\
\bar{u}=\left\{\frac{2}{1+\bar{w}^{2}} \cdot\left(c_{0}-\frac{\gamma}{\gamma-1} \cdot \frac{\bar{p}}{\bar{\rho}}\right)\right\}^{\frac{1}{2}}
\end{array}\right.
$$

9. Solution of problem (C). With the above preparations, we solve in this section problem (D) (i.e., problem $(\mathbf{C})$ ) by the Banach contraction mapping principle.

Set

$$
\begin{align*}
\mathcal{O}_{\delta}:=\{U= & (u, w, p, \rho)^{t}:\left\|u-u_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\|w\|_{2+\alpha}^{(-\alpha)} \\
& \left.+\left\|p-p_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\rho-\rho_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)} \leq \delta\right\}, \tag{9.1}
\end{align*}
$$

with

$$
\begin{equation*}
\delta<\delta_{0} \tag{9.2}
\end{equation*}
$$

and $\delta_{0}$ a constant depending only on $U_{b}$ such that our preparations in the preceding sections are valid. $\mathcal{O}_{\delta}$ is a closed subset of Banach space $\left(H_{2+\alpha}^{(-\alpha)}\right)^{4}$. By Proposition 2.2 the norm here is in fact equivalent to that used in Theorem 2.6. We will construct a mapping $\mathcal{T}$ from $\mathcal{O}_{\delta}$ to $\mathcal{O}_{\delta}$ by problem (D) and show this mapping contracts when $\varepsilon_{0}$ (the perturbation of the wall of the duct) is small.

For any $U=(u, w, p, \rho)^{t} \in \mathcal{O}_{\delta}$, substitute

$$
\begin{align*}
f_{1} & =f_{1}(U, \psi)  \tag{9.3}\\
f_{2} & =f_{2}(U, \psi)  \tag{9.4}\\
h_{1} & =h_{1}\left(U, U_{-}\right)  \tag{9.5}\\
g(\bar{\xi}) & =\Gamma^{\prime}((1-\psi(1)) \bar{\xi}+\psi(1)) \tag{9.6}
\end{align*}
$$

in problem (D1), with $f_{i}(U, \psi)(i=1,2)$ as in (7.9), (7.10) and $h_{1}\left(U, U_{-}\right)$defined by (7.3). By (2.18)-(2.21) and (7.1), (7.9), (7.10) we have the following estimates for $i=1,2$ :

$$
\begin{align*}
\left\|f_{i}(U, \psi)\right\|_{1+\alpha}^{(1-\alpha)} & \leq C\left(\delta^{2}+\delta \sigma\right)  \tag{9.7}\\
\left\|h_{i}\left(U, U_{-}\right)\right\|_{2+\alpha}^{(-\alpha)} & \leq C\left(\delta^{2}+\varepsilon\right)  \tag{9.8}\\
\|g\|_{C^{2, \alpha}[0,1]} & \leq C \varepsilon \tag{9.9}
\end{align*}
$$

We may get unique $\bar{p}, \bar{w}, e$ from problem (D1), and by (8.13) we have

$$
\begin{equation*}
\left\|\bar{p}-p_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\|\bar{w}\|_{2+\alpha}^{(-\alpha)}+|e| \leq C\left(\delta^{2}+\delta \sigma+\varepsilon\right) \tag{9.10}
\end{equation*}
$$

Now consider problem (D2). By (8.14) and analyticity of each expression, we easily obtain that

$$
\begin{align*}
\left\|\bar{u}-u_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)} & \leq C\left(\delta^{2}+\delta \sigma+\varepsilon\right)  \tag{9.11}\\
\left\|\bar{\rho}-\rho_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)} & \leq C\left(\delta^{2}+\delta \sigma+\varepsilon\right) \tag{9.12}
\end{align*}
$$

So far we obtained the unique $\bar{U}:=(\bar{p}, \bar{u}, \bar{w}, \bar{\rho})^{t}$ from $U=(p, u, w, \rho)^{t} \in \mathcal{O}_{\delta}$ and have the estimate

$$
\begin{equation*}
\left\|\bar{p}-p_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\|\bar{w}\|_{2+\alpha}^{(-\alpha)}+\left\|\bar{u}-u_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\bar{\rho}-\rho_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+|e| \leq C\left(\delta^{2}+\delta \sigma+\varepsilon\right) \tag{9.13}
\end{equation*}
$$

Now choosing $\varepsilon_{0}, \sigma_{0}$ such that

$$
\begin{align*}
C \delta_{0} & \leq \frac{1}{4}  \tag{9.14}\\
C \sigma_{0} & \leq \frac{1}{4} \tag{9.15}
\end{align*}
$$

and

$$
\begin{equation*}
\delta=2 C \varepsilon \tag{9.16}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left\|\bar{p}-p_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\|\bar{w}\|_{2+\alpha}^{(-\alpha)}+\left\|\bar{u}-u_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\bar{\rho}-\rho_{b}^{+}\right\|_{2+\alpha}^{(-\alpha)}+|e| \leq \delta . \tag{9.17}
\end{equation*}
$$

Thus the mapping $\mathcal{T}: U=(u, w, p, \rho)^{t} \mapsto \bar{U}=(\bar{u}, \bar{w}, \bar{p}, \bar{\rho})^{t}$ maps $\mathcal{O}_{\delta}$ into $\mathcal{O}_{\delta}$.
What is left is to show the contraction of $\mathcal{T}$. For $i=1,2$, suppose

$$
\begin{gathered}
\psi^{(i)} \in \mathcal{S}_{\sigma} \\
U^{(i)}=\left(u^{(i)}, w^{(i)}, p^{(i)}, \rho^{(i)}\right)^{t} \in \mathcal{O}_{\delta}
\end{gathered}
$$

and denote

$$
\begin{gather*}
\bar{U}^{(i)}=\left(\bar{u}^{(i)}, \bar{w}^{(i)}, \bar{p}^{(i)}, \bar{\rho}^{(i)}\right)^{t}=\mathcal{T}\left(\left(u^{(i)}, w^{(i)}, p^{(i)}, \rho^{(i)}\right)^{t}\right), \\
U_{-}^{(i)}=U_{-}\left(\psi^{(i)}(\bar{\eta}), \bar{\eta}\right),  \tag{9.18}\\
g^{(i)}=\Gamma^{\prime}\left(\left(1-\psi^{(i)}(1)\right) \bar{\xi}+\psi^{(i)}(1)\right) . \tag{9.19}
\end{gather*}
$$

Recall that $\left\|U_{-}-U_{b}^{-}\right\|_{C^{3, \alpha}(\mathbb{P})} \leq C_{0} \varepsilon$; we get

$$
\left\|U_{-}^{(1)}-U_{-}^{(2)}\right\|_{2+\alpha}^{\prime(-\alpha)} \leq C \varepsilon\left\|\psi^{(1)}-\psi^{(2)}\right\|_{2+\alpha}^{\prime(-\alpha)} \leq C \varepsilon\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)}
$$

Then direct calculation shows that for $j=1,2$,

$$
\begin{equation*}
\left\|h_{j}\left(U^{(1)}, U_{-}^{(1)}\right)-h_{j}\left(U^{(2)}, U_{-}^{(2)}\right)\right\|_{2+\alpha}^{\prime(-\alpha)} \tag{9.21}
\end{equation*}
$$

$$
\leq C(\delta+\varepsilon)\left(\left\|U^{(1)}-U^{(2)}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)}\right)
$$

$$
\begin{align*}
& \left\|f_{j}\left(U^{(1)}, \psi^{(1)}\right)-f_{j}\left(U^{(2)}, \psi^{(2)}\right)\right\|_{1+\alpha}^{(1-\alpha)}  \tag{9.20}\\
& \leq C(\delta+\sigma)\left(\left\|U^{(1)}-U^{(2)}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{\prime(-1-\alpha)}\right),
\end{align*}
$$

$$
\begin{equation*}
\left\|g^{(1)}-g^{(2)}\right\|_{C^{2, \alpha}[0,1]} \leq C \varepsilon\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)} \tag{9.22}
\end{equation*}
$$

Thus by solving corresponding problem (D) we get

$$
\begin{align*}
& \left\|\bar{U}^{(1)}-\bar{U}^{(2)}\right\|_{2+\alpha}^{(-\alpha)}  \tag{9.23}\\
& \leq C(\delta+\sigma+\varepsilon)\left(\left\|U^{(1)}-U^{(2)}\right\|_{2+\alpha}^{(-\alpha)}+\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)}\right)
\end{align*}
$$

For $\psi^{(1)}=\psi^{(2)}=\psi$, we obtain contraction of $\mathcal{T}$ by choosing $\delta_{0}, \varepsilon_{0}, \sigma_{0}$ such that

$$
\begin{equation*}
C\left(\varepsilon_{0}+\delta_{0}+\sigma_{0}\right)<\frac{1}{2} \tag{9.24}
\end{equation*}
$$

This solves problem $\left(\mathbf{C}_{\psi}\right)$ for any $\psi \in \mathcal{S}_{\sigma}$ with $\sigma_{0}$ small.
10. Solution of problem (B): Determination of shock front. For any $\psi \in \mathcal{S}_{\sigma}$, we have solved problem $\left(\mathbf{C}_{\psi}\right)$ to obtain the unique solution $U_{\psi}$. Now by solving the Cauchy problem

$$
\left\{\begin{array}{l}
\tilde{\psi}^{\prime}(\eta)=\frac{\left[v_{\psi}\right]}{\left[p_{\psi}\right]}  \tag{10.1}\\
\tilde{\psi}(0)=0
\end{array}\right.
$$

we constructed a mapping by $\Psi(\psi)=\tilde{\psi}$.
Obviously we have

$$
\begin{equation*}
\|\tilde{\psi}\|_{3+\alpha}^{\prime(-1-\alpha)} \leq C(\delta+\varepsilon) \leq C \varepsilon \tag{10.2}
\end{equation*}
$$

by using (9.16). Taking

$$
\begin{equation*}
\sigma=C \varepsilon \tag{10.3}
\end{equation*}
$$

we then have $\Psi: \mathcal{S}_{\sigma} \mapsto \mathcal{S}_{\sigma}$ provided $\varepsilon_{0}$ is sufficiently small.
For $\psi^{(i)} \in \mathcal{S}_{\sigma}, i=1,2$, denote $U^{(i)}$ as $U_{\psi^{(i)}}$; then by (9.23) (recall now that $\left.\bar{U}^{(i)}=U^{(i)}\right)$ one gets

$$
\begin{equation*}
\left\|U^{(1)}-U^{(2)}\right\|_{2+\alpha}^{(-\alpha)} \leq C(\delta+\sigma+\varepsilon)\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)} \tag{10.4}
\end{equation*}
$$

thus

$$
\begin{align*}
& \left\|\tilde{\psi}^{(1)}-\tilde{\psi}^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)}  \tag{10.5}\\
& \leq C\left\|U^{(1)}-U^{(2)}\right\|_{2+\alpha}^{(-\alpha)}+C \varepsilon\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{\prime(-1-\alpha)} \\
& \leq C(\delta+\sigma+\varepsilon)\left\|\psi^{(1)}-\psi^{(2)}\right\|_{3+\alpha}^{(-1-\alpha)}
\end{align*}
$$

If (9.24) holds, $\Psi$ contracts on $\mathcal{S}_{\sigma}$. By the Banach contraction mapping principle we know the free boundary problem $(\mathbf{B})$ is uniquely solvable. Combining this result and Theorem 5.1, we proved Theorem 2.6.

Remark 10.1. We explain here further why the uniqueness claimed in Theorem 2.6 holds. By (10.5) we see the fixed point, i.e., the transonic shock front $\bar{\psi}$ is unique. Uniqueness for nonlinear problem $\left(\mathbf{D}_{\bar{\psi}}\right)$ in section 9 (thus problem $\left(\mathbf{C}_{\bar{\psi}}\right)$ ) follows from the contraction argument of the mapping $\mathcal{T}$ defined on the line after estimate (9.17) (consult (9.23) with the case $\psi^{(1)}=\psi^{(2)}=\bar{\psi}$ ). Moreover, uniqueness of constant $e$ for nonlinear problem $\left(\mathbf{D}_{\bar{\psi}}\right)$ follows by writing the nonlinear problem as a linear problem (8.1) with right-hand sides defined by (9.3)-(9.6), and then using uniqueness of $e$ for linear problem (8.1). Thus the subsonic flow is also unique.
11. Discussion on well-posedness or ill-posedness for other conditions given at the exit of duct. In this section we discuss the well-posedness or illposedness of transonic shock problem (A) if other conditions are given at the exit of the duct. Our tool is the well-posedness or ill-posedness of the corresponding boundary value problem for elliptic systems (8.1). We remark that all the results listed below can be proved rigorously in the same fashion as we have done for giving
pressure at the exit before. We just sketch out the key points that are needed for such proofs.

1. As have been shown above (in section 8), given $p$ at $\Gamma_{1}$ corresponds to the Neumann problem for Poisson equations. So in general for given pressure at the exit, problem (A) is ill-posed.
2. However, if we give $w$ at the exit, then we need to solve a mixed boundary value problem for Poisson equations with Dirichlet data nonempty. It is well known that such a problem is well-posed; i.e., we can give $w$ at the exit in an arbitrary way and also obtain a unique solution (although we require that $\left.w\right|_{\Gamma_{1}}$ should be small since we are dealing with a small perturbation problem). So for $w$ given at the exit, problem (A) is well-posed.
3. For arbitrarily given $v=g$ at the exit, $\operatorname{Problem}(\mathbf{A})$ is still well-posed. In fact, this corresponds to given

$$
w=\frac{g}{u}
$$

for any $U=(u, v, p, \rho)^{t} \in \mathcal{O}_{\delta}$ in the linearized problem (D1). The linearized problem (D1) is then uniquely solvable, and the contraction by

$$
w^{(1)}-w^{(2)}=g \frac{u^{(1)}-u^{(2)}}{u^{(1)} u^{(2)}}
$$

is still available, since $g$ is small.
4. For given entropy $S=g$ at the exit, problem (A) is ill-posed. In fact, by constancy of entropy along streamlines behind the shock front, we get

$$
\frac{p_{0}}{\rho_{0}^{\gamma}}=g .
$$

Now by the third equation in (7.13), one has

$$
w_{0}=\left\{2 \frac{c_{0}-p_{0} \frac{\gamma}{\gamma-1}\left(\frac{g}{p_{0}}\right)^{\frac{1}{\gamma}}}{u_{0}^{2}}\right\}^{\frac{1}{2}}
$$

Since $p_{0}, u_{0}$ are known, we obtain both $p_{0}$ and $w_{0}$ on $\bar{\xi}=0$. This means we encounter an initial-boundary value problem for the elliptic system (i.e., the first two equations in (8.1) or (7.12)). It is well known that such problems are ill-posed.
5. For giving Mach number $M=g$ at the exit, Problem (A) is ill-posed. Indeed, by Bernoulli's law (2.3) we have

$$
\gamma \frac{p}{\rho}=a^{2}=\frac{c_{0}}{\frac{1}{\gamma-1}+\frac{1}{2} g^{2}} .
$$

From constancy of entropy we get

$$
\frac{p}{\rho^{\gamma}}=\frac{p_{0}}{\rho_{0}^{\gamma}},
$$

where $\rho_{0}$ can be expressed by the third equation in (7.13). Thus we can solve the above two equations to obtain

$$
p=p_{0} h
$$

where

$$
h=\left\{\frac{c_{0}}{\left(c_{0}-\frac{1}{2} u_{0}^{2}\left(1+w_{0}^{2}\right)\right)\left(1+\frac{1}{2}(\gamma-1) g^{2}\right)}\right\}^{\frac{\gamma}{\gamma-1}} .
$$

Thus we get

$$
p-p_{b}^{+}=\left(p_{0}-p_{b}^{+}\right) h+p_{b}^{+}(h-1)
$$

Notice that

$$
h\left(U_{b}^{+}\right)=1
$$

and

$$
\|h-1\| \leq C\left(\left\|u_{0}-u_{b}^{+}\right\|+\left\|g-M_{b}^{+}\right\|+\left\|w_{0}\right\|^{2}\right)
$$

(Note here that $w_{0}$ is itself small and that fortunately $w_{0}^{2}$ appears in the expression of $h$. This observation is of crucial importance!) With such an estimate in hand, the remaining work is the same as giving pressure at the exit. Thus problem (A) is not well-posed for the given arbitrary Mach number at the exit of the duct.
6. For given arbitrary density $\rho=g$ at the exit, problem (A) is not well-posed. From constancy of entropy we have

$$
p=\frac{p_{0} g^{\gamma}}{\rho_{0}^{\gamma}}
$$

Due to the third equation in (7.13), we get

$$
p=\left(\frac{\gamma}{\gamma-1}\right)^{\gamma} p_{0}^{1-\gamma} g^{\gamma}\left(c_{0}-\frac{1}{2} u_{0}^{2}\left(1+w_{0}^{2}\right)\right)^{\gamma} .
$$

The left analysis is the same as in 5.
7. For given $u=g$ at the exit, problem (A) is still ill-posed. By Bernoulli's law we get

$$
\frac{p}{\rho}=\frac{\gamma-1}{\gamma}\left(c_{0}-\frac{1}{2} g^{2}\left(1+w_{1}^{2}\right)\right) ;
$$

here $w_{1}$ is the value of $w$ restricted on $\bar{\xi}=1$. Using constancy of entropy we also have

$$
\frac{p}{\rho^{\gamma}}=\frac{p_{0}}{\rho_{0}^{\gamma}} .
$$

By the expressions of $\rho_{0}$ (the third equation in (7.13)) we can solve from the above two equations that

$$
p=p_{0}\left(\frac{c_{0}-\frac{1}{2} g^{2}\left(1+w_{1}^{2}\right)}{c_{0}-\frac{1}{2} u_{0}^{2}\left(1+w_{0}^{2}\right)}\right)^{\frac{\gamma}{\gamma-1}}
$$

Note $w_{0}, w_{1}$ are small quantities and appeared as squares in the above expressions; $u_{0}, p_{0}$ are known and are second order terms as shown in section 9 . Thus we can use similar methods as above to show the ill-posedness of problem (A).

Remark 11.1. All the above results may be surprising at first glance. However, a deep consideration of the background solution suggests these results are natural, since for the one-dimensional case, $S, p, \rho, M, u$ have already been completely determined.
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#### Abstract

We show that chemical kinetics relations can be used to describe processes that involve binding and dissociation reactions that take place on surfaces. From a mathematical perspective, the problem we study is a singular limit of a reaction-diffusion system in which one of the variables concentrates on a lower-dimensional set in the limit, while the other continues to diffuse in a fixed domain.
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1. Introduction. Numerous biological processes involve binding and dissociation reactions that take place on surfaces. For example, in antibody-antigen interactions, antibodies immobilize and agglutinate infectious agents by binding to specific receptors located on the surface of antigens [1, 19, 22]. Additional examples include the binding of proteins to cell membranes either to initiate transduction of external signals into the cell (signal transduction) or to open the ion channels of the membrane (see, e.g., [18]); the binding of microbiological cultures to attachment sites on the inner walls of flow reactors [12]; and the phenomenon of surface plasmon resonance, which involves interactions of biopolymers with various ligands [13].

A natural way to model surface reactions is to adapt the standard chemicalkinetics approach used for reactions occurring in volumes. This means that the binding rate for surface reactions is assumed to be proportional to the product of the volumetric concentration of the reactant at the surface and the surface concentration of the binding sites [18, 20]. There is a methodological problem with this approach, however, since chemical-kinetics relations are usually derived under the assumption that reactions take place in a volume, in which the two reactants are well mixed.

Our goal here is to justify the use of chemical-kinetics relations for reactions that take place on surfaces. To do so, we will first construct a volumetric model in which the binding sites, and hence also the binding and dissociation reactions, take place in a narrow volumetric layer around the surface. We will then show that as the width of the binding sites layer shrinks to zero, the volumetric model reduces to a surface model, in which binding sites are located on the surface, and for which the reactions are still described by chemical-kinetics relations.

From a mathematical perspective, the problem we study is a singular limit of a

[^84]reaction-diffusion system. The problem here differs from the widely studied case of thin domains (see, e.g., [10]) in that here only one of the variables concentrates on a lower-dimensional set in the limit, while the other continues to diffuse in a fixed domain.

In this study we analyze the problem of chemical kinetics on surfaces in the context of a mathematical model for a novel in-vivo imaging technique for identifying and locating cancerous tumors, which are sphere-like, isolated, three-dimensional objects, with a smooth boundary. ${ }^{1}$ This model consists of a diffusion equation in the volume surrounding the tumor, and binding and dissociation reactions that take place on the tumor surface. We note, however, that the methodology developed in this study, namely, the study of "surface models" as the limit of "volumetric models," can be applied to other models that involve binding and dissociation reactions on surfaces. Moreover, our approach may also be relevant to problems in combustion (e.g., burning of coal) in which the reactions take place between one or more species (e.g., coal) that are confined to narrow regions near the reactor boundaries and other species that are free to diffuse over larger domains (e.g., oxygen) [2].

The paper is organized as follows. In section 2 we construct two mathematical models, a surface model and a volumetric model. In section 3 we present a heuristic derivation of the surface model from the volumetric model. This is done by taking the limit as the width of the volumetric layer tends to zero while assuming that the limits of the concentrations exist in appropriate senses. For further clarity, we consider only the radially symmetric case. In section 4 we rigorously prove that solutions of the volumetric model converge to those of the surface model, without assuming radial symmetry. Finally, in section 5 we comment briefly on the possibility of extending our results to other models.

## 2. Mathematical models.

2.1. Fluorophore-antibody imaging. Our interest in this problem originated from the need to model a novel in-vivo imaging technique for identifying and locating cancerous tumors [11]. This method is based on one of the immune system responses to tumors, which is the concentration of white blood cells, known as T cells, around the tumor. These T cells have receptors which are specific to some antibodies of the immune system. The imaging technique involves selecting an antibody with high specificity to T cells [3], artificially conjugating it with a fluorescent marker compound, and injecting the fluorescenated antibodies into the suspected tumor area $[5,6,7,8,9]$. After some time, the fluorescenated antibodies, hereinafter denoted markers, will diffuse away from the tumor area, except for those that are bound to the T cell receptors around the tumor. Hence, when an external laser excitation is applied, the fluorescence of the markers indicates the location of the tumor.

The mathematical model that we use to describe the method of fluorophoreantibody imaging involves diffusion of markers in the tissue, binding of markers to T cells receptors (binding sites), and dissociation of markers that are already bound to sites. The methodology developed in this study can, however, be extended to more complex models that allow for diffusion of markers into the tissue area, advection effects, etc.

To simplify the presentation, in this section we assume that the tumor is the radially symmetric ball $0 \leq r<r_{\text {tumor }}$, where $r$ is the radial distance from the tumor
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Fig. 1. The surface model. Binding sites are located on the boundary of the tumor.
center. The assumption of radial symmetry is reasonable for young, small-size tumors. Our results, however, are also valid for more advanced tumors, which are half-spheres or isolated, three-dimensional lumps, so long that their boundary remains smooth (see section 4). For simplicity we also assume that the initial markers distribution is radially symmetric.
2.2. The surface model. We first develop a surface model in which the T cell binding sites are located on the tumor surface (see Figure 1). In the tissue area, the motion of the markers is governed by the diffusion equation

$$
\begin{equation*}
\frac{\partial M(r, t)}{\partial t}=D \Delta M(r, t), \quad 0<t, \quad r_{\text {tumor }}<r<\infty \tag{1}
\end{equation*}
$$

where $M(r, t)$ is the volumetric concentration of the free (i.e., unbound) markers, and $D$ is the diffusion coefficient of markers in the tissue. The initial condition for (1) is

$$
\begin{equation*}
M(r, 0)=M_{0}(r) \tag{2}
\end{equation*}
$$

where $M_{0}(r)$ is the initial concentration of markers.
Let us assume that chemical-kinetics relations can be used to model the reactions that take place on a surface. Then the free sites concentration at the tumor surface ( $r=r_{\text {tumor }}$ ) is governed by the equation

$$
\begin{equation*}
\frac{\partial S(t)}{\partial t}=k_{d}^{\text {sur }}\left[S_{t o t}-S(t)\right]-k_{b}^{\text {sur }} M\left(r_{t u m o r}, t\right) S(t) \tag{3}
\end{equation*}
$$

where $S(t)$ denotes the free sites concentration, $k_{b}^{\text {sur }}$ and $k_{d}^{\text {sur }}$ are the binding and dissociation rate constants, respectively, and $S_{t o t}$ is the total concentration of sites, both free and occupied. Equation (3) shows that the free sites concentration increases as a result of dissociation of marker-site complexes and decreases as a result of binding of free markers to binding sites. The dissociation rate is linearly proportional to the bound sites concentration, $\left[S_{t o t}-S(t)\right]$. Under the assumption of chemical kinetics, the binding rate is linearly proportional to the concentration of free binding sites, $S(t)$, and also linearly proportional to the concentration of free markers on the tumor boundary, $M\left(r_{\text {tumor }}, t\right)$.

We assume that before the injection of markers (i.e., at $t=0$ ), all binding sites are unoccupied, so the initial condition for the sites equation is given by the total sites concentration $S_{t o t}$, i.e.,

$$
\begin{equation*}
S(0)=S_{t o t} \tag{4}
\end{equation*}
$$

We now derive the boundary conditions for the markers at the tumor boundary. Markers may be either free (i.e., in the tissue area) or bound (to T cell binding sites). If we assume that a single marker binds to a single site, then the concentration of bound markers on the surface equals $S_{t o t}-S(t)$. In view of the fact that the total area of the tumor surface is $4 \pi r_{\text {tumor }}^{2}$, the total number of bound markers is then $4 \pi r_{\text {tumor }}^{2}$ [ $\left.S_{\text {tot }}-S(t)\right]$. Thus, the global conservation of markers is given by

$$
\begin{array}{cc}
4 \pi r_{\text {tumor }}^{2}\left[S_{t o t}-S(t)\right]+4 \pi \int_{\text {reund markers }}^{\infty} M(r, t) r^{2} d r=4 \pi \int_{r_{\text {tumor }}}^{\infty} M_{0}(r) r^{2} d r . \\
\text { free markers } & \text { total markers }
\end{array}
$$

Differentiating this equation with respect to $t$, and using (1) and the formula for $\Delta$ in polar coordinates, shows that

$$
\begin{align*}
r_{\text {tumor }}^{2} \frac{\partial S(t)}{\partial t} & =\int_{r_{\text {tumor }}}^{\infty} \frac{\partial M(r, t)}{\partial t} r^{2} d r \\
& =D \int_{r_{\text {tumor }}}^{\infty} \Delta M(r, t) r^{2} d r=D \int_{r_{\text {tumor }}}^{\infty}\left[\frac{\partial^{2} M}{\partial r^{2}}+\frac{2}{r} \frac{\partial M}{\partial r}\right] r^{2} d r  \tag{5}\\
& =D \int_{r_{\text {tumor }}}^{\infty} \frac{\partial\left[r^{2} \frac{\partial M}{\partial r}\right]}{\partial r} d r=-D r_{\text {tumor }}^{2} \frac{\partial M}{\partial r}\left(r_{\text {tumor }}, t\right),
\end{align*}
$$

provided that the concentration of markers decays sufficiently rapidly at large distances so that they have no flux at infinity. Upon substituting in the value of $\frac{\partial S(t)}{\partial t}$ from (3) we find that the boundary condition at the tumor surface is given by

$$
\begin{equation*}
\frac{\partial M}{\partial r}\left(r_{\text {tumor }}, t\right)=\frac{1}{D}\left\{k_{b}^{\text {sur }} M\left(r_{\text {tumor }}, t\right) S(t)-k_{d}^{\text {sur }}\left[S_{t o t}-S(t)\right]\right\} \tag{6}
\end{equation*}
$$

2.3. The volumetric model. As mentioned in the introduction, there is a methodological problem with the surface model since we used chemical-kinetics relations to model surface reactions; see (3). In order to avoid this problem, we now adopt a different approach and assume that the T cell binding sites are located in a narrow volumetric layer around the tumor (see Figure 2). This approach also has a physiological justification. Indeed, data collected in histological staining experiments show that T cells are not located strictly on the tumor surface but rather in a thin volumetric layer around the tumor (see Figure 3). The existence of a layer of T-lymphocytes (CD3 positive cells) around the tumor was also reported in, e.g., [4, 25].

Let $\varepsilon$ denote the width of the volumetric layer in which binding sites are located. Then the volume density $S_{\text {tot }}^{\varepsilon}(r)$ of total binding sites vanishes identically for $r>$ $r_{\text {tumor }}+\varepsilon$, i.e.,

$$
\begin{equation*}
S_{\mathrm{tot}}^{\varepsilon}(r) \equiv 0 \quad \text { for } r>r_{\text {tumor }}+\varepsilon \tag{7}
\end{equation*}
$$

Of course this implies that the density $S^{\varepsilon}(t, r)$ of free binding sites also vanishes for $r>r_{\text {tumor }}+\varepsilon$.

The equation of evolution for the concentration $M^{\varepsilon}(t, r)$ of free markers now takes the form

$$
\begin{gather*}
\frac{\partial M^{\varepsilon}(r, t)}{\partial t}=D \Delta M^{\varepsilon}(r, t)+k_{d}^{v o l}\left[S_{\mathrm{tot}}^{\varepsilon}(r)-S^{\varepsilon}(r, t)\right]-k_{b}^{v o l} M^{\varepsilon}(r, t) S^{\varepsilon}(r, t), \\
0<t, \quad r_{\text {tumor }}<r<\infty \tag{8}
\end{gather*}
$$



Fig. 2. The volumetric model. Binding sites are located in a thin volumetric layer around the tumor.


Fig. 3. Histological staining of a 5-day old tumor squamous cell carcinoma in the oral cavity (mag. X200). Binding sites (stained in black) can be seen to the left of the solid line. Figure supplied by Dr. Gallya Gannot, National Institutes of Health, Bethesda, MD.
where $k_{b}^{v o l}$ and $k_{d}^{v o l}$ are the volumetric model binding and dissociation rate constants, respectively. The first term on the right is the diffusion term, the second term describes the dissociation of marker-site complexes, and the third term describes the creation of these complexes. Note that in contrast to (3), there is no problem with using chemical-kinetics relations.

The rate of change of the free sites concentration is derived using chemical-kinetics relations, as was done for (3) of the surface model, yielding

$$
\begin{equation*}
\frac{\partial S^{\varepsilon}(r, t)}{\partial t}=k_{d}^{v o l}\left[S_{\mathrm{tot}}^{\varepsilon}(r)-S^{\varepsilon}(r, t)\right]-k_{b}^{v o l} M^{\varepsilon}(r, t) S^{\varepsilon}(r, t) \tag{9}
\end{equation*}
$$

The only difference is that now these reactions take place in a volumetric layer rather than on a surface as in the previous model.

As in the surface model, we assume that at time $t=0$ all the binding sites are unoccupied. Therefore, the initial condition for the free sites concentration is given
by

$$
\begin{equation*}
S^{\varepsilon}(r, 0)=S_{\mathrm{tot}}^{\varepsilon}(r) \tag{10}
\end{equation*}
$$

The initial distribution of markers will be assumed to be the same as for the surface model:

$$
\begin{equation*}
M^{\varepsilon}(r, 0)=M_{0}(r) \tag{11}
\end{equation*}
$$

independently of $\varepsilon$. We also assume that markers cannot diffuse into the tumor. Therefore, at the tumor surface we impose the no-flux boundary condition

$$
\begin{equation*}
\frac{\partial M^{\varepsilon}(r, t)}{\partial r}\left(r_{\text {tumor }}, t\right)=0 \tag{12}
\end{equation*}
$$

3. Heuristic justification of the surface model from the volumetric model. We now show, under some scientifically natural assumptions, that as the width $\varepsilon$ of the binding sites layer goes to zero the volumetric model reduces to the surface model.

As already mentioned, we assume that both models have the same initial distribution of markers, and that in both models all the sites are unoccupied at time $t=0$. We also assume that both models have the same total number of sites, i.e.,

$$
\begin{array}{cc}
4 \pi \int_{r_{\text {tumor }}}^{\infty} S_{\text {tot }}^{\varepsilon}(r) r^{2} d r= & 4 \pi r_{\text {tumor }}^{2} S_{t o t}  \tag{13}\\
\text { total number of sites } & \\
\text { total number of sites } \\
\text { for volumetric model } & \text { for the surface model }
\end{array}
$$

Next, we assume that the solution $M^{\varepsilon}(r, t), S^{\varepsilon}(r, t)$ of the volumetric model (7)(12) and the solution $M(r, t), S(t)$ of the surface model (1)-(4), (6) exist for all positive time and are unique.

Finally, we assume that as $\varepsilon$ tends to zero both the concentration $M^{\varepsilon}(r, t)$ of markers in the volumetric model and the radial integral of the concentration $S^{\varepsilon}(r, t)$ of free sites in that model tend to definite values. In other words, we assume that

$$
\begin{equation*}
M^{0}(r, t):=\lim _{\varepsilon \rightarrow 0} M^{\varepsilon}(r, t) \quad \text { and } \quad \mathcal{S}^{0}(t):=\frac{1}{r_{\text {tumor }}^{2}} \lim _{\varepsilon \rightarrow 0} \int_{r_{\text {tumor }}}^{\infty} S^{\varepsilon}(r, t) r^{2} d r \tag{14}
\end{equation*}
$$

exist. Furthermore, we assume that in the region $r>r_{\text {tumor }}$ those equations may be differentiated and integrated as often as needed, and that the order of the resulting derivatives, integrals, and limits may be freely interchanged.

Proposition 3.1. Under the above assumptions, the limits (14) of the volumetric model are the solution of the surface model with the same binding and dissociation constants. In other words,

$$
\begin{equation*}
M^{0}(r, t) \equiv M(r, t) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}^{0}(t) \equiv S(t) \tag{16}
\end{equation*}
$$

the latter of which may also be expressed as

$$
\lim _{\varepsilon \rightarrow 0} S^{\varepsilon}(r, t) \equiv S(t) \cdot \delta\left(r-r_{t u m o r}\right)
$$

where $\delta$ is the Dirac $\delta$ function.
Proof. Since $S_{\mathrm{tot}}^{\varepsilon}(r)$ is nonnegative, (7) plus (13) implies that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} S_{\text {tot }}^{\varepsilon}(r)=S_{t o t} \cdot \delta\left(r-r_{\text {tumor }}\right) \tag{17}
\end{equation*}
$$

Similarly, since

$$
\begin{equation*}
0 \leq S^{\varepsilon}(r, t) \leq S_{\mathrm{tot}}^{\varepsilon}(r) \tag{18}
\end{equation*}
$$

it follows from (7) plus (14) that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} S^{\varepsilon}(r, t)=\mathcal{S}^{0}(t) \cdot \delta\left(r-r_{\text {tumor }}\right) \tag{19}
\end{equation*}
$$

and (17)-(19) imply further that

$$
0 \leq \mathcal{S}^{0}(t) \leq S_{t o t}
$$

We now show that for $r>r_{\text {tumor }}$ and $t \geq 0,(15)-(16)$ hold, by showing that $M^{0}$ and $\mathcal{S}^{0}$ satisfy the surface model equations (1)-(4), (6).

Integrating both sides of (9) and taking the limit as $\varepsilon \rightarrow 0$ gives

$$
\begin{aligned}
& \frac{1}{r_{\text {tumor }}^{2}} \lim _{\varepsilon \rightarrow 0} \int_{r_{\text {tumor }}}^{\infty} \frac{\partial S^{\varepsilon}(r, t)}{\partial t} r^{2} d r \\
= & \frac{1}{r_{\text {tumor }}^{2}} \lim _{\varepsilon \rightarrow 0} \int_{r_{\text {tumor }}}^{\infty} k_{d}^{v o l}\left[S_{\mathrm{tot}}^{\varepsilon}(r)-S^{\varepsilon}(r, t)\right] r^{2} d r \\
& -\frac{1}{r_{\text {tumor }}^{2}} \lim _{\varepsilon \rightarrow 0} \int_{r_{\text {tumor }}}^{\infty} k_{b}^{v o l} M^{\varepsilon}(r, t) S^{\varepsilon}(r, t) r^{2} d r .
\end{aligned}
$$

Combining the above with (14), (17), and (19) gives

$$
\begin{equation*}
\mathcal{S}_{t}^{0}=k_{d}^{v o l}\left[S_{t o t}-\mathcal{S}^{0}\right]-k_{b}^{v o l} M^{0}\left(r_{\text {tumor }}, t\right) \mathcal{S}^{0} \tag{20}
\end{equation*}
$$

which corresponds to (3).
Similarly, in light of (14), (17), and (19) the limit $\varepsilon \rightarrow 0$ of the volumetric markers equation (8) yields

$$
\begin{equation*}
\frac{\partial M^{0}(r, t)}{\partial t}=D \Delta M^{0}(r, t) \quad \text { for } r>r_{t u m o r} \tag{21}
\end{equation*}
$$

which is the analogue of (1).
From (10), (13), and (14) it follows that

$$
\mathcal{S}^{0}(0)=S_{t o t}
$$

More simply, (11) plus (14) implies

$$
M^{0}(r, 0)=M_{0}(r)
$$

These two equations correspond to (4) and (2).
Finally, we derive the boundary condition for $M^{0}$ at $r=r_{\text {tumor }}$. In contrast to the assumed differentiability of the limits (14) for $r>r_{\text {tumor }}$, on the boundary we must expect that

$$
\left.\frac{\partial M^{0}}{\partial r}\right|_{r_{\text {tumor }}} \neq\left.\lim _{\varepsilon \rightarrow 0} \frac{\partial M^{\varepsilon}}{\partial r}\right|_{r_{\text {tumor }}}=0
$$

Indeed, although we assume, as in the surface model, that the markers cannot diffuse into the tumor, the existence of binding sites on the boundary effectively results in "disappearance" of markers at $r=r_{\text {tumor }}$. Hence, in the surface model the boundary $r=r_{\text {tumor }}$ is absorbing.

To derive the correct boundary condition there, we first note that the conservation law for the total number of markers may be written as

$$
\frac{d}{d t} \frac{1}{r_{\text {tumor }}^{2}} \int_{r_{\text {tumor }}}^{\infty}\left\{M^{\varepsilon}(r, t)+\left[S_{\mathrm{tot}}^{\varepsilon}(r)-S^{\varepsilon}(r, t)\right]\right\} \quad r^{2} d r=0
$$

since $M^{\varepsilon}(r, t)$ and $\left[S_{\mathrm{tot}}^{\varepsilon}(r)-S^{\varepsilon}(r, t)\right]$ are the concentrations of free and bound markers, respectively. Taking the limit as $\varepsilon \rightarrow 0$ and using (14), (17), and (19) gives

$$
\frac{d}{d t}\left\{\frac{1}{r_{\text {tumor }}^{2}} \int_{r_{\text {tumor }}}^{\infty} M^{0}(r, t) r^{2} d r+\left[S_{t o t}-\mathcal{S}^{0}\right]\right\}=0
$$

Therefore, by (14), (21), (20), and a calculation similar to (5) we get

$$
\begin{aligned}
\frac{\partial M^{0}\left(r_{\text {tumor }}, t\right)}{\partial r} & =-\frac{1}{D} \frac{\partial \mathcal{S}^{0}}{\partial t} \\
& =-\frac{1}{D} k_{d}^{v o l}\left[S_{t o t}-S^{0}(r, t)\right]+\frac{1}{D} k_{b}^{v o l} M^{0}\left(r_{t u m o r}, t\right) S^{0}(r, t)
\end{aligned}
$$

in accordance with (6).
4. Rigorous justification of the surface model from the volumetric model. We now present a rigorous derivation of the surface model as the limit of the volumetric model. Unlike in sections 2 and 3, we do not make the assumption of radial symmetry.
4.1. Equations and results. When radial symmetry is not assumed we may write the equations governing the concentrations of unbound markers $M^{\varepsilon}$ and unoccupied sites $S^{\varepsilon}$ in the volumetric model in the form

$$
\begin{align*}
M_{t}^{\varepsilon}(t, x) & =D \Delta M^{\varepsilon}+k_{d}\left(S_{\mathrm{tot}}^{\varepsilon}(x)-S^{\varepsilon}\right)-k_{b} S^{\varepsilon} M^{\varepsilon}  \tag{22}\\
S_{t}^{\varepsilon}(t, x) & =k_{d}\left(S_{\mathrm{tot}}^{\varepsilon}(x)-S^{\varepsilon}\right)-k_{b} S^{\varepsilon} M^{\varepsilon} \tag{23}
\end{align*}
$$

Here $x$ is a vector in $\mathbb{R}^{d}$ for some $d>1$ and $S_{\text {tot }}^{\varepsilon}(x)$ is the total concentration of sites, which depends only on $x$ since the sites are still assumed to remain stationary. Equations (22)-(23) are to hold in a smooth domain $\Omega$ in $\mathbb{R}^{d}$ whose inner surface $\partial_{i} \Omega$ is the boundary of the region occupied by the tumor. In order to reduce the technical complications we will assume that $\Omega$ is bounded, and its outer boundary, far from the tumor, will be denoted $\partial_{o} \Omega$. See Figure 4. However, the case when $\Omega$ is the entire exterior of the tumor surface $\partial_{i} \Omega$ could also be treated; in particular, the theorem on invariant regions (Theorem 3 below) is still valid in that case.

The total concentration of sites is clearly nonnegative, i.e.,

$$
\begin{equation*}
S_{\mathrm{tot}}^{\varepsilon}(x) \geq 0 \tag{24}
\end{equation*}
$$

Also, since the sites are located near the surface of the tumor,

$$
\begin{equation*}
S_{\mathrm{tot}}^{\varepsilon}(x)=0 \quad \text { for } d\left(x, \partial_{i} \Omega\right)>\varepsilon \tag{25}
\end{equation*}
$$



FIG. 4. The domain $\Omega$ and its inner and outer boundaries $\partial_{i} \Omega$ and $\partial_{o} \Omega$.
where $d\left(x, \partial_{i} \Omega\right)$ is the distance from a point $x$ to the interior region $\Omega_{i}$ occupied by the tumor. We shall also assume that

$$
\begin{equation*}
S_{\mathrm{tot}}^{\varepsilon, 0}(y):=\int_{0}^{\varepsilon} S_{\mathrm{tot}}^{\varepsilon}(y+\tau \nu) d \tau \text { converges uniformly to some } S_{\mathrm{tot}}^{0}(y) \text { as } \varepsilon \rightarrow 0, \tag{26}
\end{equation*}
$$

where $\nu$ denotes the unit normal on $\partial_{i} \Omega$ pointing into $\Omega$. Note that conditions (24)(26) are satisfied when $S_{\mathrm{tot}}^{\varepsilon}(y+\tau \nu)=\frac{1}{\varepsilon} \phi(y) \psi\left(\frac{\tau}{\varepsilon}\right)$, where $\phi$ and $\psi$ are nonnegative continuous functions and $\psi(s)$ vanishes for $s>1$.

The boundary condition for $M^{\varepsilon}$ is

$$
\begin{equation*}
\nu \cdot \nabla M^{\varepsilon}=0 \quad \text { on } \partial \Omega, \tag{27}
\end{equation*}
$$

which means that markers do not leave the region $\Omega$. The initial conditions are

$$
\begin{equation*}
S^{\varepsilon}(0, x)=S_{\mathrm{tot}}^{\varepsilon}(x), \tag{28}
\end{equation*}
$$

which means that all sites are originally unoccupied, and

$$
\begin{equation*}
M^{\varepsilon}(0, x)=M_{0}(x) \geq 0 . \tag{29}
\end{equation*}
$$

Furthermore, we will assume that

$$
\begin{equation*}
S_{\mathrm{tot}}^{\varepsilon}(x) M_{0}(x) \equiv 0 \tag{30}
\end{equation*}
$$

i.e., that initial locations of the markers and sites do not overlap. Physically this is another expression of the assumption that time zero occurs before the sites start to become occupied, since if the marker and site locations overlapped at time zero, then some sites would have become occupied before then. Mathematically it avoids having an initial layer in which the site-occupation reaction would quickly reduce the size of the reaction term down to order one.

The local-in-time existence of a unique solution to (22)-(23), (27)-(29) can be obtained via the method of [23], by substituting the Green's function for the Neumann boundary value problem for $u_{t}=D \Delta u$ in place of the whole-space Green's function
in [23, eq. (2.7)]. Furthermore, the uniform bounds on the solution obtained in the next subsection imply that solution exists for all positive time.

The equations for the surface model are

$$
\begin{equation*}
M_{t}=D \Delta M \tag{31}
\end{equation*}
$$

in $\Omega$,

$$
\begin{equation*}
\nu \cdot \nabla M=\frac{k_{d}\left(S_{\mathrm{tot}}^{0}(x)-S\right)-k_{b} S M}{D} \tag{32}
\end{equation*}
$$

on the inner boundary $\partial_{i} \Omega$ bounding the tumor region, (27) on the outer boundary $\partial_{o} \Omega$, and

$$
\begin{equation*}
S_{t}=k_{d}\left(S_{\mathrm{tot}}^{0}(y)-S\right)-k_{b} S M \tag{33}
\end{equation*}
$$

on the inner boundary $\partial_{i} \Omega$. Although the existence of solutions to the surface model could be obtained by an appropriate adaptation of the method used for the volumetric model, we will obtain existence here as a by-product of our convergence result.

Our main result is that solutions of the volumetric model converge to those of the boundary model as the parameter $\varepsilon$ tends to zero.

Theorem 1. Assume that $S_{\text {tot }}^{\varepsilon}$ satisfies (24)-(26). Let $\left(M^{\varepsilon}, S^{\varepsilon}\right)$ be the solution of (22)-(23) and (27) having initial data of the form (28)-(29) belonging to $C^{2}(\bar{\Omega})$ and satisfying (30). Then as $\varepsilon \rightarrow 0, M^{\varepsilon}$ and

$$
\begin{equation*}
\mathcal{S}^{\varepsilon}(y, t):=\int_{0}^{\varepsilon} S^{\varepsilon}(y+\tau \nu, t) d \tau \tag{34}
\end{equation*}
$$

converge to the unique solution $(M, S)$ of (31) and (33) satisfying (32) on $\partial_{i} \Omega$ and (27) on $\partial_{o} \Omega$ and having initial data (29) and $S(0, y)=S_{t o t}^{0}(y)$.

In the next subsection we will prove some uniform bounds that will be used in the subsequent subsection to take the limit as $\varepsilon \rightarrow 0$. Those uniform bounds also imply an upper bound for the fraction of sites that are occupied at any time.

Theorem 2. The ratio

$$
\frac{\int_{\Omega}\left[S_{t o t}^{\varepsilon}(x)-S^{\varepsilon}(x, t)\right] d x}{\int_{\Omega} S_{t o t}^{\varepsilon}(x) d x}
$$

of occupied sites to total sites is never more than

$$
\begin{equation*}
\frac{k_{b} \max _{x \in \Omega} M_{0}(x)}{k_{d}+k_{b} \max _{x \in \Omega} M_{0}(x)} . \tag{35}
\end{equation*}
$$

### 4.2. Uniform estimates.

4.2.1. Invariant regions. In order to be able to take the limit of the solutions as $\varepsilon \rightarrow 0$, we need certain uniform bounds on those solutions. Some of the required bounds follow from the theory of invariant domains. See [24, Chap. 14] for an introduction and references. The version we will apply, in which the hypotheses have been weakened somewhat, is the following special case of [21, Thm. 3].

Theorem 3. Assume that the following hold:

1. Domain: $\Omega$ is either a smooth bounded domain or the exterior of a smooth bounded domain.
2. Smoothness: $u:=\left(u_{1}, \ldots, u_{p}\right)$ is continuous on $[0, T] \times \bar{\Omega}$, and $u_{t}, u_{x_{j}}$, and $u_{x_{j} x_{k}}$ are continuous on $(0, T) \times \Omega$.
3. PDE: u satisfies the system

$$
\begin{equation*}
\partial_{t} u_{j}-d_{j} \Delta u_{j}=f_{j}(t, x, u) \tag{36}
\end{equation*}
$$

for $0<t<T \leq \infty$ and $x \in \Omega$, where $d_{j} \geq 0$ and $f_{j} \in C^{1}$.
4. Region: The region $\mathcal{R}:=\left\{u \mid a_{j} \leq u_{j} \leq b_{j}\right\}$ is invariant for the system of ODEs obtained by setting every $d_{j}$ in (36) to zero, i.e., $f_{j} \leq 0$ when $u_{j}=b_{j}$ and $a_{k} \leq u \leq b_{k}$ for each $k \neq j$, and $f_{j} \geq 0$ when $u_{j}=a_{j}$ and $a_{k} \leq u \leq b_{k}$ for each $k \neq j$.
5. Initial condition: $u(0, x)=u_{0}(x)$ for $x \in \Omega$, where $u_{0}(x) \in \mathcal{R}$ for all such $x$.
6. Boundary condition: $\partial_{\nu} u=0$ for $0<t<T$ and $x \in \partial \Omega$, where $\nu$ denotes the exterior normal on the boundary $\partial \Omega$.
7. Behavior at infinity: If $\Omega$ is unbounded, then $u(t, x)=o\left(|x|^{2}\right)$ as $x \rightarrow \infty$. Then the solution $u(t, x)$ remains in $\mathcal{R}$ for $0 \leq t \leq T$ and $x \in \bar{\Omega}$.

The region that we wish to show to be invariant for (22)-(23) depends on $x$, as will be apparent below, so Theorem 3 does not apply directly. That theorem could be extended to the case of $x$-dependent invariant regions either by using the fact that the $S$-component does not diffuse or via the approach of [15]. However, it will in any case be convenient to transform our system via

$$
\begin{equation*}
N^{\varepsilon}=1+\frac{k_{b} M^{\varepsilon}}{k_{d}}, \quad R^{\varepsilon}=\frac{S^{\varepsilon}}{S_{\mathrm{tot}}^{\varepsilon}(x)} \tag{37}
\end{equation*}
$$

which yields equations whose invariant sets will not depend on $x$. Although $S_{\text {tot }}^{\varepsilon}(x)$ vanishes in much of the domain $\Omega$, which makes $R^{\varepsilon}(0, x)$ undefined, the initial condition (28) implies that $R^{\varepsilon}(0, x) \equiv 1$ where $S_{\text {tot }}^{\varepsilon}(x)$ is nonzero, so the initial data for $R^{\varepsilon}$ extend naturally to

$$
\begin{equation*}
R^{\varepsilon}(0, x)=1 \tag{38}
\end{equation*}
$$

The initial data

$$
\begin{equation*}
N^{\varepsilon}(0, x)=1+\frac{k_{b} M_{0}(x)}{k_{d}} \tag{39}
\end{equation*}
$$

for $N^{\varepsilon}$ are obtained directly from those of $M$ via the transformation (37).
In terms of the new variables $N^{\varepsilon}$ and $R^{\varepsilon}$, system (22)-(23) becomes

$$
\begin{align*}
N_{t}^{\varepsilon} & =D \Delta N^{\varepsilon}+k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left[1-N^{\varepsilon} R^{\varepsilon}\right],  \tag{40}\\
R_{t}^{\varepsilon} & =k_{d}\left[1-N^{\varepsilon} R^{\varepsilon}\right] . \tag{41}
\end{align*}
$$

The boundary condition (27) becomes

$$
\begin{equation*}
\nu \cdot \nabla N^{\varepsilon}=0 \quad \text { on } \partial \Omega \tag{42}
\end{equation*}
$$

Lemma 4. Suppose that $N^{\varepsilon}$ and $R^{\varepsilon}$ satisfy the system (40)-(41) plus the boundary condition (42) and have initial data (38)-(39). Define $N_{\max }:=\max N^{\varepsilon}(0, x)$. Then

$$
\begin{equation*}
1 \leq N^{\varepsilon} \leq N_{\max }, \quad \frac{1}{N_{\max }} \leq R^{\varepsilon} \leq 1 \tag{43}
\end{equation*}
$$

Proof. The vector field $\left(k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left(1-N^{\varepsilon} R^{\varepsilon}\right), k_{d}\left(1-N^{\varepsilon} R^{\varepsilon}\right)\right)$ points left and down at points above the curve $R^{\varepsilon}=\frac{1}{N^{\varepsilon}}$, and up and to the right below that curve. For
any $k$, that curve intersects the rectangle $1 \leq N^{\varepsilon} \leq k, \frac{1}{k} \leq R^{\varepsilon} \leq 1$ at the upper left and lower right corners, and so points inwards everywhere on the boundary of that rectangle, except at those corners, where it vanishes. Since $M_{0}(x) \geq 0$, the initial data (39) for $N^{\varepsilon}$ satisfy $N^{\varepsilon}(0, x) \geq 1$, while the initial data for $R^{\varepsilon}$ are identically one. Thus, the initial data lie in the rectangle (43). Now apply Theorem 3.

Translating the bounds (43) back into the original variables $\left(M^{\varepsilon}, S^{\varepsilon}\right)$ yields Theorem 2.

In order to obtain convergence of solutions as $\varepsilon \rightarrow 0$ it is necessary to obtain estimates for derivatives as well. However, since $S_{\mathrm{tot}}^{\varepsilon}(x)$ and its derivatives are not uniformly bounded, it is not convenient to estimate the evolution of spatial derivatives of $N^{\varepsilon}$. But $S_{\mathrm{tot}}^{\varepsilon}(x)$ is independent of time, so we can obtain estimates for time derivatives; a spatial estimate will then be obtained by using the theory of elliptic PDEs.

Lemma 5. Let $N^{\varepsilon}$ and $R^{\varepsilon}$ satisfy the conditions of Lemma 4. Suppose in addition that condition (30) holds and that for some $\tilde{b}_{ \pm}$,

$$
\begin{equation*}
\tilde{b}_{-} \leq D \Delta N_{0}(x) \leq \tilde{b}_{+} \tag{44}
\end{equation*}
$$

Then for some $b_{-}, b_{+}, B_{-}$, and $B_{+}$

$$
\begin{equation*}
b_{-} \leq N_{t}^{\varepsilon} \leq b_{+}, \quad B_{-} \leq R_{t}^{\varepsilon} \leq B_{+} \tag{45}
\end{equation*}
$$

Proof. Since the equation for $R^{\varepsilon}$ is an ODE, a uniform bound on its time derivative follows from the bounds for $N^{\varepsilon}$ and $R^{\varepsilon}$; i.e., the second half of (45) holds. Taking the time derivative of (40) for $N^{\varepsilon}$ and substituting for the time derivative of $R^{\varepsilon}$ from (41) yields

$$
\begin{equation*}
\left(N_{t}^{\varepsilon}\right)_{t}=D \Delta\left(N_{t}^{\varepsilon}\right)-k_{b} R^{\varepsilon} S_{\mathrm{tot}}^{\varepsilon}(x)\left[\left(N_{t}^{\varepsilon}\right)+\frac{k_{d} N^{\varepsilon}\left(1-N^{\varepsilon} R^{\varepsilon}\right)}{R^{\varepsilon}}\right] \tag{46}
\end{equation*}
$$

The bounds (43) imply both a lower bound $\hat{b}_{-}$and an upper bound $\hat{b}_{+}$for the expression $\frac{k_{d} N^{\varepsilon}\left(1-N^{\varepsilon} R^{\varepsilon}\right)}{R^{\varepsilon}}$ appearing in (46). Condition (30) implies that $N_{t}^{\varepsilon}(0, x)=$ $D \Delta N^{\varepsilon}(0, x)$, so the bounds (44) imply the same bounds for $N_{t}^{\varepsilon}(0, x)$. Define $b_{-}:=$ $\min \left\{\hat{b}_{-}, \tilde{b}_{-}\right\}$and $b_{+}:=\max \left\{\hat{b}_{+}, \tilde{b}_{+}\right\}$. Since differentiating (42) with respect to time shows that $\nu \cdot \nabla\left(N_{t}^{\varepsilon}\right)$ also vanishes on the boundary, another application of Theorem 3 shows that the first half of (45) holds.
4.2.2. Elliptic estimate. Solving (40) for $\Delta N^{\varepsilon}$ yields

$$
\begin{equation*}
\Delta N^{\varepsilon}=\frac{N_{t}^{\varepsilon}-k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left[1-N^{\varepsilon} R^{\varepsilon}\right]}{D} \tag{47}
\end{equation*}
$$

Although the right side of (47) is not known to be uniformly bounded, it is a uniformly bounded function times the known expression $S_{\text {tot }}^{\varepsilon}(x)$ plus a bounded function. This will allow us to obtain uniform estimates for $N^{\varepsilon}$ and $R^{\varepsilon}$ in an appropriate Hölder space, and also to determine the behavior of $\nu \cdot \nabla N^{\varepsilon}$ near the boundary.

Definition 6. Let $\Omega$ be a domain in $\mathbb{R}^{d}$, let $B_{r}\left(x_{0}\right)$ denote the ball of radius $r$ centered at $x_{0}$, and suppose that $1 \leq p \leq \infty$. A measurable function $f$ belongs to the Morrey space $\mathcal{M}^{p}(\Omega)$ if

$$
\begin{equation*}
\|f\|_{\mathcal{M}^{p}}:=\sup _{x_{0} \in \Omega} \sup _{r>0} \frac{\int_{B_{r}\left(x_{0}\right) \cap \Omega}|f(x)| d x}{r^{d(1-1 / p)}}<\infty . \tag{48}
\end{equation*}
$$

An easy calculation shows that $L^{p}(\Omega) \subset \mathcal{M}^{p}(\Omega)$ [9, sect. 7.9]. However, the reverse is not true. In particular, although $S_{\mathrm{tot}}^{\varepsilon}$ is uniformly bounded in $L^{p}$ only for $p=1$, its structural properties (24)-(26) ensure that $S_{\mathrm{tot}}^{\varepsilon}$, and hence also $g(x) S_{\mathrm{tot}}^{\varepsilon}$ for any bounded $g$, belong to $\mathcal{M}^{d}(\Omega)$.

Lemma 7. Suppose that $S_{\text {tot }}^{\varepsilon}$ satisfies (24)-(26) and that $g^{\varepsilon}(x)$ is uniformly bounded. Then for some fixed constant $c$,

$$
\begin{equation*}
\left\|g^{\varepsilon}(x) S_{\mathrm{tot}}^{\varepsilon}(x)\right\|_{\mathcal{M}^{d}} \leq c \tag{49}
\end{equation*}
$$

Proof. Since $g^{\varepsilon}$ is bounded it suffices to prove estimate (49) for $g^{\varepsilon} \equiv 1$. Since assumptions (24)-(26) imply that the total number of sites $\int_{\Omega} S^{\varepsilon}(x) d x$ is uniformly bounded, for any positive $\delta$

$$
\sup _{x_{0} \in \Omega} \sup _{r \geq \delta} \frac{\int_{B_{r}\left(x_{0}\right)}\left|S_{\mathrm{tot}}^{\varepsilon}(x)\right| d x}{r^{d(1-1 / p)}}
$$

is uniformly bounded. By picking $\delta$ small enough so that the map

$$
\begin{equation*}
(y, \tau) \mapsto y+\tau \nu(y) \tag{50}
\end{equation*}
$$

is one to one $\partial_{i} \Omega \times[0, \delta]$ and satisfies $\left|\left[y_{1}+\tau_{1} \nu\left(y_{1}\right)\right]-\left[y_{2}+\tau_{2} \nu\left(y_{2}\right)\right]\right| \geq c\left|y_{1}-y_{2}\right|$ there for some fixed positive $c$, we obtain that the intersection of the support of $S_{\mathrm{tot}}^{\varepsilon}$ with any ball $B_{r}\left(x_{0}\right)$ of radius at most $\delta$ is contained in a set of the form $\{y+\tau \nu(y) \mid y \in$ $\left.\partial_{i} \Omega \cap B_{k r}\left(y_{0}\right), \tau \in[0, \delta]\right\}$. Assumption (26) implies that the integral of $S_{\mathrm{tot}}^{\varepsilon}$ over such a set is bounded by a constant times the volume of a ball of radius $k r$ in dimension $d-1$, which is a constant times $r^{d-1}$. Combining this with the bound for $r \geq \delta$ yields (49).

Although integration against the Green's function for the Laplacian does not map $L^{1}$ into $C^{0}$ since functions in $L^{1}$ can tend weakly to a delta function, it does map $\mathcal{M}^{p}$ for $p$ sufficiently large into the space $C^{0, \alpha}$ of Hölder-continuous functions for some appropriate positive $\alpha$. We begin with a general result.

Lemma 8. Suppose that $f \in \mathcal{M}^{p}$ with $p>1$. Then for $\mu>\frac{1}{p}, \operatorname{Tf}(x):=$ $\int_{\Omega} \frac{f(y)}{|x-y|^{d(1-\mu)}} d y$ belongs to $C^{0, \alpha}$ for $\alpha<\min \left\{1, d\left(\mu-\frac{1}{p}\right)\right\}$, where $d$ is the spatial dimension. Furthermore, the $C^{0, \alpha}$ seminorm of $T f$ is bounded by a constant times the $\mathcal{M}^{p}$ norm of $f$.

Proof. By interpolating between the elementary inequalities

$$
\left|\frac{1}{\left|x_{1}-y\right|^{\beta}}-\frac{1}{\left|x_{2}-y\right|^{\beta}}\right| \leq\left[\frac{1}{\left|x_{1}-y\right|^{\beta}}+\frac{1}{\left|x_{2}-y\right|^{\beta}}\right]
$$

and

$$
\left|\frac{1}{\left|x_{1}-y\right|^{\beta}}-\frac{1}{\left|x_{2}-y\right|^{\beta}}\right| \leq c\left|x_{1}-x_{2}\right|\left[\frac{1}{\left|x_{1}-y\right|^{\beta+1}}+\frac{1}{\left|x_{2}-y\right|^{\beta+1}}\right]
$$

we obtain that for any $\gamma \in[0,1]$,

$$
\begin{equation*}
\left|\frac{1}{\left|x_{1}-y\right|^{\beta}}-\frac{1}{\left|x_{2}-y\right|^{\beta}}\right| \leq c(\gamma)\left|x_{1}-x_{2}\right|^{\gamma}\left[\frac{1}{\left|x_{1}-y\right|^{\beta+\gamma}}+\frac{1}{\left|x_{2}-y\right|^{\beta+\gamma}}\right] \tag{51}
\end{equation*}
$$

Pick $\alpha \in(0,1)$ such that $\alpha<d\left(\mu-\frac{1}{p}\right)$. Applying (51) with $\gamma=\alpha$ and $\beta=d(1-\mu)$ yields

$$
\begin{equation*}
\left|[T f]\left(x_{1}\right)-[T f]\left(x_{2}\right)\right| \leq c(\alpha)\left|x_{1}-x_{2}\right|^{\alpha} \sum_{j=1}^{2} \int_{\Omega} \frac{1}{\left|x_{j}-y\right|^{d\left(1-\left[\mu-\frac{\alpha}{d}\right]\right)}} f(y) d y \tag{52}
\end{equation*}
$$

Since $\mu-\frac{\alpha}{d}>\frac{1}{p}$ by construction, the integrals on the right side of (52) are bounded by [9, Lem. 7.18].

Using Lemma 8 we can show that $N^{\varepsilon}$ and $R^{\varepsilon}$ are uniformly bounded in some Hölder space.

Lemma 9. Under the conditions of Lemma 5, for bounded times the solutions $N^{\varepsilon}$ and $R^{\varepsilon}$ are uniformly bounded in $C^{0, \alpha}$ for $\alpha<1$.

Proof. Let $G$ be the Neumann Green's function for the Laplacian in $\Omega$, so that for any $f$ having mean zero, the solutions to $\Delta u=f$ in $\Omega, \frac{\partial u}{\partial \nu}=0$ on $\partial \Omega$, are $u(x)=\int_{\Omega} G(x, y) f(y) d y+c$. The singularity of $G$ when $x=y$ is of the same order as the Newtonian potential, i.e., $\frac{1}{|x-y|^{d-2}}$, or $\log (|x-y|)$ when $d=2$. Since the smooth part of $G$ makes a smooth contribution to $u$, it suffices to show that $\int_{\Omega} \frac{1}{|x-y|^{d(1-\mu)}} \Delta N^{\varepsilon}(y) d y$ belongs to $C^{0, \alpha}$ for $\alpha<1$, where $\mu=\frac{2}{d}$ for $d>2$ and is arbitrarily close to one for $d=2$.

Now any bounded function belongs to $\mathcal{M}^{\infty}$ and hence also to $\mathcal{M}^{p}$ for any $p<\infty$. Hence (47) plus the bounds for $N^{\varepsilon}, R^{\varepsilon}$, and $N_{t}^{\varepsilon}$ and Lemma 7 implies that $\Delta N^{\varepsilon}$ belongs to $\mathcal{M}^{d}$.

Lemma 8 therefore shows that $\int_{\Omega} \frac{1}{|x-y|^{d(1-\mu)}} \Delta N^{\varepsilon}(y) d y$ belongs to $C^{0, \alpha}$ for $\alpha<$ $d\left(\frac{2}{d}-\frac{1}{d}\right)=1$, and that its $C^{0, \alpha}$ seminorm is uniformly bounded.
4.3. Taking the limit. By Ascoli's theorem, the uniform bounds obtained in the previous subsection imply the convergence along subsequences as $\varepsilon \rightarrow 0$.

Corollary 10. Under the conditions of Lemma 5, for every sequence of values of $\varepsilon$ there is a subsequence for which $N^{\varepsilon}$ and $R^{\varepsilon}$ converge uniformly in $\Omega$ for bounded times. The limits $N$ and $R$ satisfy the same bounds (43) as $N^{\varepsilon}$ and $R^{\varepsilon}$.

We first consider the limit in terms of the variables $(N, R)$.
Lemma 11. The limits $(N, R)$ satisfy

$$
\begin{equation*}
N_{t}=D \Delta N \tag{53}
\end{equation*}
$$

in $\Omega$,

$$
\begin{equation*}
\nu \cdot \nabla N=\frac{k_{b} S_{t o t}^{0}(y)(1-N R)}{D} \tag{54}
\end{equation*}
$$

on the inner boundary $\partial_{i} \Omega$ bounding the tumor region, (42) on the outer boundary $\partial_{o} \Omega$, and

$$
\begin{equation*}
R_{t}=k_{d}(1-N R) \tag{55}
\end{equation*}
$$

in $\bar{\Omega}$, including in particular, on the inner boundary $\partial_{i} \Omega$. The initial values of $N$ and $R$ are the same as for the original system.

Proof. Taking the weak limit of the PDE (40) yields (53) within the domain $\Omega$, since $N_{t}^{\varepsilon}$ converges weakly to $N_{t}$ and the reaction term tends to zero in every compact subset of $\Omega$. Since $R^{\varepsilon}$ satisfies an ODE, the convergence of $N^{\varepsilon}$ and $R^{\varepsilon}$ implies that the limits satisfy (55). Since the convergence of $N^{\varepsilon}$ and $R^{\varepsilon}$ is uniform in time as well as space, their limits have the same initial values.

Finally, in order to obtain (54), let $\Omega_{\delta}$ denote the subset of $\Omega$ whose distance to the inner boundary $\partial_{i} \Omega$ is less than $\delta$. For sufficiently small $\delta, \Omega_{\delta}=\{y+\tau \nu \mid y \in$ $\left.\partial_{i} \Omega, 0<\tau<\delta\right\}$. The boundary of $\Omega_{\delta}$ is then the disjoint union of $\partial_{i} \Omega$, and the set $\partial_{\delta} \Omega$ of points in $\Omega$ whose distance to $\partial_{i} \Omega$ is exactly $\delta$. Since (53) implies that $N$ is smooth in $\Omega$, the derivative $\frac{\partial N}{\partial \nu}$ of $N$ with respect to the outer normal on $\partial_{\delta} \Omega$ is well defined. As before, let $y(x)$ denote the mapping sending $x=y+\tau \nu$ to $y$.

By Green's formula, for any smooth function $\psi$

$$
\begin{equation*}
\int_{\partial_{\delta} \Omega} \psi(y(x)) \frac{\partial N^{\varepsilon}}{\partial \nu}=\int_{\Omega_{\delta}} \psi \Delta N^{\varepsilon}-N^{\varepsilon} \Delta \psi+\int_{\partial_{\delta} \Omega} N^{\varepsilon} \frac{\partial \psi(y(x))}{\partial \nu} \tag{56}
\end{equation*}
$$

since both $\frac{\partial N^{\varepsilon}}{\partial \nu}$ and $\frac{\partial \psi(y(x))}{\partial \nu}$ vanish on $\partial_{i} \Omega$.
Since $\frac{\partial \psi(y(x))}{\partial \nu}$ vanishes on $\partial_{i} \Omega$, it is $O(\delta)$ on $\partial_{\delta} \Omega$. Also, since $N^{\varepsilon}$ is uniformly bounded and the volume of $\Omega_{\delta}$ is $O(\delta), \int_{\Omega_{\delta}} N^{\varepsilon} \Delta \psi=O(\delta)$. Similarly, upon substituting (47) into (56), the term involving $N_{t}^{\varepsilon}$ contributes $O(\delta)$. Hence

$$
\begin{equation*}
\int_{\partial_{\delta} \Omega} \psi(y(x)) \frac{\partial N^{\varepsilon}}{\partial \nu}=-\int_{\Omega_{\delta}} \psi(y(x)) \frac{k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left[1-N^{\varepsilon} R^{\varepsilon}\right]}{D}+O(\delta) . \tag{57}
\end{equation*}
$$

Now take the limit as first $\varepsilon \rightarrow 0$ and then $\delta \rightarrow 0$. The left side of (57) tends to $\int_{\partial_{i} \Omega} \psi(y) \frac{\partial N}{\partial \nu}$. Since the term $O(\delta)$ on the right side is uniform in $\varepsilon$, it contributes nothing to the combined limit. Hence

$$
\begin{align*}
& \int_{\partial_{i} \Omega} \psi(y) \frac{\partial N}{\partial \nu} d \sigma(y)=-\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\delta}} \psi(y(x)) \frac{k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left[1-N^{\varepsilon} R^{\varepsilon}\right]}{D} d x  \tag{58}\\
& =-\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} \psi(y(x)) \frac{k_{b} S_{\mathrm{tot}}^{\varepsilon}(x)\left[1-N^{\varepsilon} R^{\varepsilon}\right]}{D} d x \\
& =-\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \int_{\partial_{i} \Omega} \psi(y) \int_{0}^{\varepsilon} \frac{k_{b} S_{\mathrm{tot}}^{\varepsilon}(y+\tau \nu)\left[1-N^{\varepsilon}(y+\tau \nu) R^{\varepsilon}(y+\tau \nu)\right]}{D} d \tau d \sigma(y),
\end{align*}
$$

where we have used the fact that the difference between $d x$ and $d \tau d \sigma(y)$ tends to zero with the distance from the boundary. Since the total integral of $S_{\text {tot }}^{\varepsilon}$ is uniformly bounded, and $N^{\varepsilon} R^{\varepsilon}$ converge uniformly, we may replace that expression in (58) with its limit $N R$. In addition, $N(y+\tau \nu) R(y+\tau \nu)=N(y) R(y)+o(1)$, so in fact

$$
\begin{align*}
\int_{\partial_{i} \Omega} & \psi(y) \frac{\partial N}{\partial \nu} d \sigma(y) \\
& =-\int_{\partial_{i} \Omega} \psi(y) \frac{k_{b}[1-N(y) R(y)]}{D}\left[\lim _{\varepsilon \rightarrow 0} \int_{0}^{\varepsilon} S_{\mathrm{tot}}^{\varepsilon}(y+\tau \nu) d \tau\right] d \sigma(y) \\
& =-\int_{\partial_{i} \Omega} \psi(y) \frac{k_{b}[1-N(y) R(y)]}{D} S_{\mathrm{tot}}^{\varepsilon, 0}(y) d \sigma(y)  \tag{59}\\
& =-\int_{\partial_{i} \Omega} \psi(y) \frac{k_{b}[1-N(y) R(y)]}{D} S_{\mathrm{tot}}^{0}(y) d \sigma(y)
\end{align*}
$$

by assumption (26). Since $\psi$ is an arbitrary smooth function, (59) implies (54).
In order to obtain convergence of the full sequence ( $N^{\varepsilon}, R^{\varepsilon}$ ) without restricting to some subsequence, it suffices to show that the limit obtained along different subsequences is unique.

Lemma 12. A bounded solution of (53) in $\Omega$, (54) and (55) on the inner boundary $\partial_{i} \Omega$, and (42) on the outer boundary, with given initial data, is unique.

Proof. Suppose that ( $N_{j}, R_{j}$ ), $j=1,2$, are solutions having the same initial data. Define $N:=N 1-N_{2}$ and $R:=R_{1}-R_{2}$. Multiplying the difference of (53) for $N_{1}$ and $N_{2}$ by $N$, integrating over $\Omega$, and adding the integral over $\partial_{i} \Omega$ of $R$ times the
difference of (55) for $R_{1}$ and $R_{2}$ yields

$$
\begin{align*}
\frac{d}{d t} \frac{1}{2}\left[\int_{\Omega} N^{2} d x\right. & \left.+\int_{\partial_{i} \Omega} R^{2} d \sigma(y)\right]  \tag{60}\\
= & -D \int_{\Omega} \nabla N^{2}-\int_{\partial_{i} \Omega}\left[\frac{k_{b} S^{0}(y)}{D} N+k_{d} R\right]\left[R_{1} N+N_{2} R\right] d \sigma(y)
\end{align*}
$$

Since both $R_{1}$ and $N_{2}$ are bounded and strictly positive, the elementary inequality $-c_{1} x^{2}+c_{2} x y-c_{3} y^{2} \leq c_{4} y^{2}$ allows us to reduce (60) to

$$
\begin{align*}
\frac{d}{d t} \frac{1}{2}\left[\int_{\Omega} N^{2} d x+\int_{\partial_{i} \Omega} R^{2} d \sigma(y)\right] & \leq c \int_{\partial_{i} \Omega} R^{2} d \sigma(y)  \tag{61}\\
& \leq c \cdot \frac{1}{2}\left[\int_{\Omega} N^{2} d x+\int_{\partial_{i} \Omega} R^{2} d \sigma(y)\right]
\end{align*}
$$

Since $N \equiv 0$ and $R \equiv 0$ initially, (61) shows that they remain zero for all time.
We are finally ready to prove the main result in terms of the original variables $M^{\varepsilon}$ and $S^{\varepsilon}$.

Proof of Theorem 1. Lemma 12 implies the convergence of $N^{\varepsilon}$ and $R^{\varepsilon}$ to $N$ and $R$ holds without restricting to a subsequence. Upon transforming back to the variable $M$, (53) becomes (31). In view of the uniform convergence of $R^{\varepsilon},(26)$ implies the convergence of (34) to $S_{\text {tot }}^{0} R$, so (54)-(55) yield (32)-(33). The convergence of the initial data is obtained similarly.
5. Possible extensions. In this study we have aimed to give both heuristic and rigorous justifications for using the laws of chemical kinetics to describe binding and dissociation reactions that take place on surfaces. Our results were obtained, however, for a specific model involving a single reaction taking place on the boundary, with purely diffusive dynamics away from the boundary. Furthermore, a more realistic model of the fluorophore-antibody-based imaging studied here should also include advection effects to account for the continuous drainage of the interstitial fluid. Other chemical and biological systems involve more complicated interactions, possibly including several reactions on the boundary. To what extent can our methods be applied in these more general situations?

Since both our heuristic and rigorous analyses implicitly or explicitly require uniform bounds on reaction concentrations or ratios, our methods seem to require the presence of an invariant region for the reaction dynamics. Models of a variety of chemical and biological systems for which the existence of such regions have been deduced or assumed have been studied $[14,16,17]$.

Additional restrictions must be placed on reactants that concentrate at the boundary surface. First, the reaction terms must be at most linear in those reactants. In terms of our heuristic analysis, this condition arises because the volumetric concentrations of those reactants tend to Dirac delta functions, which makes superlinear functions of those concentrations diverge to infinity even when considered in the sense of distributions. In our rigorous analysis linearity is needed in order for the second change of variables in (37) to be helpful.

That reaction terms be at most linear in "surface" reactants seems to be a necessary condition for our results to hold, rather than a technical limitation. The presence of a superlinear growth term would make the reaction blow up as the reactant concentrates at the boundary, while superlinear decay terms would make reactions disappear in the limit.

Our methods can accommodate advection terms involving the "volumetric" reactants that do not concentrate at the boundary (e.g., advection of markers). Note, however, that our analysis does not apply to models that allow for advection or even diffusion of the "surface" reactants. Indeed, such advection or diffusion terms would change the model substantially, since they would cause the "surface" reactants to leave the region near the boundary.
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#### Abstract

From an average (ideal) sampling/reconstruction process, the question arises whether the original signal can be recovered from its average (ideal) samples and, if so, how. We consider the above question under the assumption that the original signal comes from a prototypical space modeling signals with a finite rate of innovation, which includes finitely generated shift-invariant spaces, twisted shift-invariant spaces associated with Gabor frames and Wilson bases, and spaces of polynomial splines with nonuniform knots as its special cases. We show that the displayer associated with an average (ideal) sampling/reconstruction process, which has a well-localized average sampler, can be found to be well-localized. We prove that the reconstruction process associated with an average (ideal) sampling process is robust, locally behaved, and finitely implementable, and thus we conclude that the original signal can be approximately recovered from its incomplete average (ideal) samples with noise in real time. Most of our results in this paper are new even for the special case when the original signal comes from a finitely generated shift-invariant space.
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1. Introduction. Modern digital data processing of functions (or signals or images) uses a discretized version of the original function that is obtained by (average) sampling on a discrete set [2]. The classical model is the Shannon sampling and reconstruction on the band-limited space $B_{\Omega}$, the space of all square-integrable functions on the real line with their Fourier transform supported in $[-\Omega, \Omega]$. From the Shannon sampling theorem, sampling a function $f$ in $B_{\pi}$ on the uniform grid $\mathbf{Z}$ yields an $\ell^{2}$ sequence $(f(k))_{k \in \mathbf{Z}}$, and conversely the original function $f$ can be recovered from its sampling data $\{f(k), k \in \mathbf{Z}\}$ by the following reconstruction formula:

$$
\begin{equation*}
f(x)=\sum_{k \in \mathbf{Z}} f(k) \operatorname{sinc}(x-k), x \in \mathbf{R} \tag{1.1}
\end{equation*}
$$

where the sinc function is defined by $\operatorname{sinc}(x)=\frac{\sin \pi x}{\pi x}$. The above sampling and reconstruction theorem gives a framework for converting analogue signals into sequences, which can be processed digitally and converted back into analogue signals via the reconstruction formula (1.1). For the ideal sampling and reconstruction on the bandlimited space and the finitely generated shift-invariant spaces, there is an extensive literature (see, for example, the recent review papers [2, 57] and monographs [12, 14, 43]).

In most physical circumstances, due to the nonideal acquisition device at the sampling location, it is not realistic to measure the sample $f(\gamma)$ of the original signal $f$ in a space $V$ at the location $\gamma$ exactly. So a better assumption is that the sampled data are of the form $\left\langle f, \psi_{\gamma}\right\rangle$,

$$
\begin{equation*}
A: V \ni f \longmapsto\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}, \tag{1.2}
\end{equation*}
$$

[^86]where $\psi_{\gamma}$, to be known as the average sampling functional, reflects the characteristic of the nonideal acquisition device at the sampling location $\gamma$. We call the above sampling process an average sampling process, and call the collection $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$ of average sampling functionals an average sampler. Clearly, the average sampling process becomes an ideal sampling process if the delta function $\delta_{\gamma}$ is used as the average sampling functional $\psi_{\gamma}$ on every sampling location $\gamma$.

An easy model for the average sampling process is the discretization of the blurring process encountered in many practical situations, such as in the process of a remote camera imaging a scene and an observer viewing the sampled image [59]. For the average sampling and reconstruction on the band-limited space and on the finitely generated shift-invariant spaces, the reader may refer $[1,4,5,6,22,25,28,53,54,55$, 61] and references cited therein.

The question arises from the average sampling process whether the original function can be recovered from its average samples and, if so, how. Specifically, the first part of the above question, which will be discussed in section 4 , can be described as follows: Given a class of functions $V$ on $\mathbf{R}^{d}$, find conditions on the average sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ under which any function $f$ in $V$ can be reconstructed uniquely and stably from its average samples $\left\{\left\langle f, \psi_{\gamma}\right\rangle: \gamma \in \Gamma\right\}$.

The second part of the above question arising from the average sampling process is the reconstruction process from the average (ideal) samples:

$$
\begin{equation*}
D:\left(c_{\gamma}\right)_{\gamma \in \Gamma} \longmapsto \sum_{\gamma \in \Gamma} c_{\gamma} \tilde{\psi}_{\gamma} \in V \tag{1.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
D A f=f \quad \text { for all } f \in V \tag{1.4}
\end{equation*}
$$

Here for each $\gamma \in \Gamma$, the function $\tilde{\psi}_{\gamma}$, to be known as the display block at the location $\gamma$, reflects the characteristic of the display device at the sampling location $\gamma$. We call the above reconstruction process an average reconstruction process and the collection $\Psi:=\left\{\tilde{\psi}_{\gamma}, \gamma \in \Gamma\right\}$ of display blocks an displayer.

For the efficiency and stability of the reconstruction process (1.3), (1.4) to recover a function $f$ in the space $V$ from its averaging samples $\left\{\left\langle f, \psi_{\gamma}\right\rangle, \gamma \in \Gamma\right\}$ or from its ideal samples $\{f(\gamma), \gamma \in \Gamma\}$, we require the corresponding displayer $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}, \gamma \in \Gamma\right\}$ to be well-localized, and the average sampling/reconstruction process $(1.3),(1.4)$ to be robust, local-behaved, and finitely implementable. In this paper, we show that those natural requirements for the average (ideal) sampling/reconstruction process would be met when signals in the space $V$ have a finite rate of innovation and the average sampler $\Psi$ is well-localized; see section 2.3 for our reasons for considering sampling/reconstruction of signals with a finite rate of innovation. Here a signal is said to have a finite rate of innovation if it has a finite degree of freedom per unit of time; see $[23,34,40,42,45,46,58]$.

The paper is organized as follows. We divide section 2 into five subsections. In the first three subsections, we make some basic assumptions on the sampling set $\Gamma$, the average sampler $\Psi=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$, and the space $V$, which is where the original function $f$ for the average sampling/reconstruction process comes from. Briefly, we assume that the sampling set $\Gamma$ is a relatively separated subset of $\mathbf{R}^{d}$, the average sampler $\Psi$ is well-localized in the sense that every average sampling functional $\psi_{\gamma}$ in the average sampler $\Psi$ is essentially located in a neighborhood of $\gamma \in \Gamma$, and the space $V$ is the space $V_{q}(\Phi, \Lambda)$, that is, as originally introduced in [52] for modeling
signals with a finite rate of innovation. In the last two subsections, we recall some basic properties of the space $V_{q}(\Phi, \Lambda)$ from [52], and introduce a simplified model of our average (ideal) sampling/reconstruction process for the readers' convenience.

Since each display block $\tilde{\psi}_{\gamma}$ in the displayer $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}, \gamma \in \Gamma\right\}$ reflects the characteristic of the display device at the sampling location $\gamma, \gamma \in \Gamma$, it is reasonable to require that for each $\gamma \in \Gamma$, the display block $\tilde{\psi}_{\gamma}$ be essentially supported in a neighborhood of the sampling location $\gamma$. In section 3, derived from a general theorem for localized frames (see [8, Theorem 1], [24, Theorem 3.6], and [32, Theorem 13]), it is shown that such a requirement would be met for average (ideal) sampling in the space $V_{2}(\Phi, \Lambda)$ if the average sampler $\Psi$ and the generator $\Phi$ for the space $V_{2}(\Phi, \Lambda)$ are well-localized (Theorems 3.1 and 3.2); see Remark 3.1 for a more general formulation of the well-localization of a displayer. The well-localization of displayers will play a crucial role in our study of stable average sampling in $V_{r}(\Phi, \Lambda)$ with $r \neq 2$ (Corollary 3.4), the robustness and local convergence of the reconstruction process from average (ideal) samples (Theorems 5.1-5.3 and 6.1-6.3), and exponential convergence of an iterative algorithm for the reconstruction process from average (ideal) samples (Theorems 7.1 and 7.2).

In section 4 , we find conditions on the average sampling sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ (respectively, on the ideal sampling set $\Gamma$ ) under which any function $f$ in $V_{2}(\Phi, \Lambda)$ can be reconstructed uniquely and stably from its average samples $\left\{\left\langle f, \psi_{\gamma}\right\rangle: \gamma \in \Gamma\right\}$ (respectively, from its ideal samples $\{f(\gamma), \gamma \in \Gamma\}$ ); see Theorems 4.1 and 4.2.

In the average (ideal) sampling/reconstruction process, we should bring the following situations into our consideration: the average samples $\left\{\left\langle f, \psi_{\gamma}\right\rangle: \gamma \in \Gamma\right\}$ may involve some noises (caused by, for example, measurement, storage, or transmission), and the average sampler $\Psi$ may not be exactly the same as the one we expect (because of the mathematical modeling or the measurement of the acquisition device). In section 5 , we consider the numerical stability of the reconstruction process (1.3), (1.4). We show that if the average sampler $\Psi$ and the generator $\Phi$ for the space $V_{2}(\Phi, \Lambda)$ are well-localized, then the reconstruction process (1.3), (1.4) for $f \in V_{2}(\Phi, \Lambda)$ is stable under the corruption of the average (ideal) sampling data, and under the perturbation of averaging samplers, ideal sampling sets and the displayers; see Theorems 5.1, 5.2, and 5.3 for details. Then we conclude that the reconstruction process (1.3), (1.4) for $f \in V_{2}(\Phi, \Lambda)$ is robust.

By the reconstruction process (1.3), (1.4), any function $f$ in the space $V$ can be recovered fully when its average (ideal) sampling data are received completely. In some situations (such as when data missing are in the transmission and in the real-time reconstruction process), we are required to recover the original function (signal) partially from incomplete (ideal) average samples. We observe from the well-localization of the average sampler $\Psi$ and of the ideal sampling set $\Gamma$ that the average sampling data $\left\langle f, \psi_{\gamma}\right\rangle$ and the ideal sampling data $f(\gamma)$ catch the information of the function $f$ essentially in a neighborhood of the sampling location $\gamma$ for every $\gamma \in \Gamma$, which implies that the average (ideal) sampling procedure is locally behaved. So a natural question is whether the reconstruction procedure is locally behaved, or particularly whether a function $f \in V_{2}(\Phi, \Lambda)$ on a certain region $K$ can be recovered approximately (or exactly) from the average sampling data $\left\langle f, \psi_{\gamma}\right\rangle$ and the ideal sampling data $f(\gamma)$ for the sampling location $\gamma$ in a neighborhood of that region. In section 6, it is proved that for any bounded region $K$, the original function in the space $V_{2}(\Phi, \Lambda)$ can be approximately recovered from its average (ideal) samples in an $R$-neighborhood $B(K, R)=\left\{y: \inf _{x \in K}|y-x| \leq R\right\}$ of that region $K$ via a finite algorithm (see

Theorems 6.1 and 6.2 for details), and moreover that the local convergence rate of the local reconstruction procedure is almost the same as the rate of polynomial (subexponential) decay of the generator $\Phi$ and of the average sampler $\Psi$. Therefore we conclude that the reconstruction process (1.3), (1.4) for $f \in V_{2}(\Phi, \Lambda)$ is locally behaved and finitely implementable (hence it could lead possibly to a real-time reconstruction algorithm) when the average sampler $\Psi$ and the generator $\Phi$ are well-localized. As a by-product of the local reconstruction theorems, we obtain a necessary condition on the location $\Gamma$ of average (ideal) sampling devices, which states that, for a stable average (ideal) sampling/reconstruction procedure on the space $V_{2}(\Phi, \Lambda)$, there exists a positive constant $R_{0}$ such that for any domain $K \subset \mathbf{R}^{d}$, the number of average (ideal) sampling devices located in $R_{0}$-neighborhood $B\left(K, R_{0}\right)$ of that domain $K$ should exceed the degrees of freedom of the space $V_{2}(\Phi, \Lambda)$ in the domain $K$; see Theorem 6.3 for details. The above necessary condition, which is usually known as the density property, is established in [3] for the ideal sampling on the B-spline space (see $[2,3]$ and references cited therein for nonuniform sampling on the band-limited space, and see $[8,9]$ for nonuniform Gabor system).

In the average (ideal) sampling/reconstruction process, we need an efficient and fast numerical algorithm that recovers any function $f \in V_{r}(\Phi, \Lambda)$ from its average sampling values $\left\langle f, \psi_{\gamma}\right\rangle, \gamma \in \Gamma$, or from its ideal sampling values $f(\gamma), \gamma \in \Gamma$. In section 7 , we modify the standard Richardson-Landweber iterative frame algorithm to implement the reconstruction process (1.3), (1.4) for signals $f \in V_{r}(\Phi, \Lambda)$ when average (ideal) samples are received completely, and show that the new iterative algorithm converges exponentially for any initial data in $\ell^{r}$ and that the limit agrees with the signal in the space $V_{r}(\Phi, \Lambda)$ whenever the initial data are obtained from average (ideal) sampling of that signal (see [2, 6, 22] for convergence results similar to the standard Richardson-Landweber iterative frame algorithm in the shift-invariant setting). The Richardson-Landweber iterative algorithm is easily implemented, but it provides slow convergence in general. Relaxation and acceleration techniques, such as the conjugate gradient acceleration, help to alleviate the convergence problem [29, 30], but their consideration is beyond the scope of this paper and will be discussed in a subsequent paper.

The proofs of all results are collected in section 8.
In this paper, an uppercase letter $C$, if unspecified, denotes an absolute constant which may be different at different occurrences.

## 2. Preliminaries.

2.1. The sampling set $\boldsymbol{\Gamma}$. Every $\gamma$ in the sampling set $\Gamma$ is used as the location of a (non-)ideal sampling acquisition device, which has the average sampling characteristic $\psi_{\gamma}$. Then reasonable assumptions on the sampling set $\Gamma$ are that only finitely many such sampling acquisition devices are located in any unit interval, and that the distribution of those devices is almost location invariant. So in this paper, we make the following basic assumption on the sampling set $\Gamma$ :
(i) The sampling set $\Gamma$ is a relatively separated subset of $\mathbf{R}^{d}$.

Here, given a subset $X=\left\{x_{j}\right\}$ of $\mathbf{R}^{d}$, we say that $X$ is relatively separated if there exists a positive constant $D(X)$ such that

$$
\begin{equation*}
\sum_{x_{j} \in X} \chi_{x_{j}+[0,1]^{d}}(x) \leq D(X) \quad \text { for all } x \in \mathbf{R}^{d} \tag{2.1}
\end{equation*}
$$

2.2. The average sampler $\boldsymbol{\Psi}$. We say that a positive function $u$ on $\mathbf{R}^{d}$ is a weight if it is continuous, symmetric, and satisfies $1=u(0) \leq u(x)<\infty$ for
all $x \in \mathbf{R}^{d}$, and the inequality $u(x+y) \leq u(x) v(y), x, y \in \mathbf{R}^{d}$, holds for another continuous function $v$ on $\mathbf{R}^{d}$. The model examples of weights convenient for our consideration of the sampling/reconstruction process are the polynomial weights

$$
\begin{equation*}
u_{\alpha}(x)=(1+|x|)^{\alpha} \tag{2.2}
\end{equation*}
$$

with $\alpha \geq 0$, and the subexponential weights

$$
\begin{equation*}
e_{D, \delta}(x)=\exp \left(D|x|^{\delta}\right) \tag{2.3}
\end{equation*}
$$

with $D>0$ and $\delta \in(0,1)$.
Given $1 \leq p, q \leq \infty$, a weight $u$, a relatively separated subset $\Gamma$ of $\mathbf{R}^{d}$, and a family $\Psi=\left\{\bar{\psi}_{\gamma}: \gamma \in \Gamma\right\}$ of functions on $\mathbf{R}^{d}$, we define $\|\Psi\|_{q, p, u}$ by

$$
\begin{align*}
\|\Psi\|_{q, p, u}:= & \sup _{\gamma \in \Gamma}\left\|\left(\left\|\psi_{\gamma}(\cdot) u(\cdot-\gamma)\right\|_{L^{q}\left(k+[0,1]^{d}\right)}\right)_{k \in \mathbf{Z}^{d}}\right\|_{\ell^{p}\left(\mathbf{Z}^{d}\right)} \\
& +\sup _{k \in \mathbf{Z}^{d}}\left\|\left(\left\|\psi_{\gamma}(\cdot) u(\cdot-\gamma)\right\|_{L^{q}\left(k+[0,1]^{d}\right)}\right)_{\gamma \in \Gamma}\right\|_{\ell^{p}(\Gamma)} \tag{2.4}
\end{align*}
$$

where, as usual, $\|\cdot\|_{L^{q}(K)}$ denotes the usual $L^{q}$ norm on the space $L^{q}(K)$ of all $q$-integrable functions on a measurable set $K$, and $\|\cdot\|_{\ell^{p}(X)}$ (or $\|\cdot\|_{\ell^{p}}$ for short) is the usual $\ell^{p}(X)$ norm on the space of all $q$-summable sequences on the index set $X$. For $q=p=\infty$, it is obvious that $\|\Psi\|_{q, p, u}<\infty$ if and only if $\left|\psi_{\gamma}(x)\right| \leq$ $\|\Psi\|_{q, p, u}(u(x-\gamma))^{-1}$ for all $x \in \mathbf{R}^{d}$ and $\gamma \in \Gamma$. In general, for the family of functions $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ with $\|\Psi\|_{q, p, u}<\infty$, each function $\psi_{\gamma}, \gamma \in \Gamma$, is an $L^{q}$ function "locally" and a weighted $L^{p}$ function centered at $\gamma$ "globally." Therefore for each $\gamma \in \Gamma$, the function $\psi_{\gamma}$ in the collection $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$ with $\|\Psi\|_{q, p, u}<\infty$ can be thought of as essentially supported in a neighborhood of $\gamma \in \Gamma$.

For the average sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$, each average sampling functional $\psi_{\gamma}$ reflects the characteristic of the nonideal acquisition device at the location $\gamma \in \Gamma$, and hence it should be essentially supported in a neighborhood of the sampling location $\gamma$. So we make the following basic assumption on the average sampler $\Psi$ :
(ii) The average sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ satisfies

$$
\begin{equation*}
\|\Psi\|_{q, p, u}<\infty \tag{2.5}
\end{equation*}
$$

for some $1 \leq p, q \leq \infty$, and weight $u$.
We interpret any average sampler that satisfies the basic assumption (ii) as having polynomial (subexponential) decay, due to the interpretation of the collection $\Psi$ of average sampling functional $\psi_{\gamma}, \gamma \in \Gamma$, with $\|\Psi\|_{q, p, u}<\infty$ and the model assumption on the weight $u$ that is convenient for our consideration of the sampling/reconstruction process in which $u$ is a polynomial weight $u_{\alpha}$ or a subexponential weight $e_{D, \delta}$.

Remark 2.1. For adapting to different average (ideal) sampling situations, we add some flexibility to the basic assumption (ii) on the average sampler $\Psi$ with variable exponents $p$ and $q$ and weights $u$. For instance, we may use $q=1$ for approximating ideal sampling $\left(\psi_{\gamma} \approx \delta_{\gamma}\right.$; see $\left.[6]\right), q=2$ for frame sampling (for instance, $\Psi=$ $\left\{\phi(\cdot-k), k \in \mathbf{Z}^{d}\right\}$ for frame sampling in the shift-invariant space $V_{2}(\phi)$ generated by $\phi,[7,13,39,52]$ ), $q=\infty$ in local blurring or local averaging (for instance, $\psi_{\gamma}=h(\cdot-\gamma)$ for some compactly supported phase function $h,[5,25,59]$ ), and the subexponential weight $e_{D, \delta}$ for oversampling band-limited signals [35].

Remark 2.2. Given $p \in[1, \infty]$, a weight $u$, and two relatively separated subsets $\Gamma, \Gamma^{\prime}$ of $\mathbf{R}^{d}$, we define the matrix algebra $\mathcal{A}_{p, u}\left(\Gamma, \Gamma^{\prime}\right)$ of Schur class by

$$
\begin{equation*}
\mathcal{A}_{p, u}\left(\Gamma, \Gamma^{\prime}\right):=\left\{A:=\left(A\left(\gamma, \gamma^{\prime}\right)\right)_{\gamma \in \Gamma, \gamma^{\prime} \in \Gamma^{\prime}}:\|A\|_{\mathcal{A}_{p, u}}<\infty\right\} \tag{2.6}
\end{equation*}
$$

where

$$
\|A\|_{\mathcal{A}_{p, u}}:=\sup _{\gamma \in \Gamma}\left\|\left(A\left(\gamma, \gamma^{\prime}\right) u\left(\gamma-\gamma^{\prime}\right)\right)_{\gamma^{\prime} \in \Gamma^{\prime}}\right\|_{\ell^{p}\left(\Gamma^{\prime}\right)}+\sup _{\gamma^{\prime} \in \Gamma^{\prime}}\left\|\left(A\left(\gamma, \gamma^{\prime}\right) u\left(\gamma-\gamma^{\prime}\right)\right)_{\gamma \in \Gamma}\right\|_{\ell^{p}(\Gamma)}
$$

(see, e.g., $[32,37,51]$ ). Then the basic assumption $\|\Psi\|_{q, p, u}<\infty$ on the average sampler $\Psi$ is characterized by

$$
\begin{equation*}
\|\Psi\|_{q, p, u}<\infty \text { if and only if }\left(\left\|\psi_{\gamma}\right\|_{L^{q}\left(k+[0,1]^{d}\right)}\right)_{\gamma \in \Gamma, k \in \mathbf{Z}^{d}} \in \mathcal{A}_{p, u}\left(\Gamma, \mathbf{Z}^{d}\right) \tag{2.7}
\end{equation*}
$$

For the basic assumption $\|\Psi\|_{q, p, u}<\infty$ with different exponents $p, q$ and weights $u$, we have the following results, which will be used frequently in the proofs:

$$
\begin{equation*}
\|\Psi\|_{q_{1}, p, u} \leq C\|\Psi\|_{q_{2}, p, u} \tag{2.8}
\end{equation*}
$$

if $q_{1} \leq q_{2}$, and

$$
\begin{equation*}
\|\Psi\|_{q, p_{1}, u} \leq C\|\Psi\|_{q, p_{2}, v} \tag{2.9}
\end{equation*}
$$

if $p_{1} \leq p_{2}$ and $\left\|u v^{-1}\right\|_{L^{r}}<\infty$, where $1 / r=1 / p_{1}-1 / p_{2}$; see [52] for details.
2.3. The space $V$ in which functions are sampled and recovered. The band-limited space $B_{\Omega}, \Omega>0$, is a prototypical space for sampling theory and for signal processing in the classical band-limited model [2]. By the Whittaker representation theorem, the band-limited space $B_{\pi}$ is spanned by the shifted sinc function $\operatorname{sinc}(x-k):=\frac{\sin \pi(x-k)}{\pi(x-k)}, k \in \mathbf{Z}$, using $\ell^{2}$ coefficients, i.e., $B_{\Omega}=\left\{\sum_{k \in \mathbf{Z}} c(k) \operatorname{sinc}(x-k)\right.$ : $\left.(c(k)) \in \ell^{2}\right\}$.

Since the sinc function has infinite support and slow decay at infinity, the bandlimited space is often unsuitable for numerical implementations (see, e.g., [2, 35]). Hence people consider other models that retain some of the simplicity and structure of the band-limited model, but are more amenable to numerical implementation and are more flexible for approximate real data (see $[2,11,15,36,56]$ and references cited therein).

Other than the band-limited model, a widely used model is the finitely generated shift-invariant model; see, e.g., $[1,2,4,5,6,19,28,41,53,54,55]$. Here the finitely generated shift-invariant space $V_{q}\left(\phi_{1}, \ldots, \phi_{N}\right)$, that has functions $\phi_{1}, \ldots, \phi_{N}$ on $\mathbf{R}^{d}$ as its generators, is defined by

$$
\begin{equation*}
V_{q}\left(\phi_{1}, \ldots, \phi_{N}\right):=\left\{\sum_{n=1}^{N} \sum_{k \in \mathbf{Z}^{d}} c_{n}(k) \phi_{n}(\cdot-k):\left(c_{n}(k)\right)_{k \in \mathbf{Z}^{d}} \in \ell^{q}, 1 \leq n \leq N\right\} \tag{2.10}
\end{equation*}
$$

where $1 \leq q \leq \infty$ (see, e.g., $[7,13,16,21,39]$ for the applications of finitely generated shift-invariant spaces in wavelet analysis and approximation theory). Clearly the finitely generated shift-invariant space $V_{q}\left(\phi_{1}, \ldots, \phi_{N}\right)$ becomes the band-limited space $B_{\pi}$ if we let $q=2, N=1$, and $\phi_{1}=$ sinc.

The space $V_{q}(\Phi, \Lambda)$,

$$
\begin{equation*}
V_{q}(\Phi, \Lambda):=\left\{\sum_{\lambda \in \Lambda} c(\lambda) \phi_{\lambda}:\left\|(c(\lambda))_{\lambda \in \Lambda}\right\|_{\ell^{q}(\Lambda)}<\infty\right\} \tag{2.11}
\end{equation*}
$$

that was recently introduced by the author in [52] is a new model (other than the above band-limited model and shift-invariant model), where $1 \leq q \leq \infty, \Lambda$ is a relatively separated subset of $\mathbf{R}^{d}$, and $\Phi=\left\{\phi_{\lambda}, \lambda \in \Lambda\right\}$ satisfies $\|\Phi\|_{q, p, u}<\infty$ for
some $1 \leq p, q \leq \infty$ and some weight $u$. We call $\Phi$ the generator of the space $V_{q}(\Phi, \Lambda)$, and call $\Lambda$ the location of the generator.

The prototypical space $V_{q}(\Phi, \Lambda)$ has shift-invariant spaces, twisted shift-invariant spaces generated by (non-)uniform Gabor frame system (or Wilson basis) in the timefrequency analysis (see, e.g., $[8,17,26,38,47]$ and references cited therein), and spaces of polynomial splines (which are widely used as approximating spaces in data fitting problems and operator-equation problems [15, 36, 48]) as its special cases. Particularly the space $V_{q}(\Phi, \Lambda)$ and the shift-invariant space $V_{q}\left(\phi_{1}, \ldots, \phi_{N}\right)$ are related as follows:

$$
\begin{equation*}
V_{q}(\Phi, \Lambda)=V_{q}\left(\phi_{1}, \ldots, \phi_{N}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\Phi\|_{q, p, u}<\infty \text { if and only if } \phi_{1}, \ldots, \phi_{N} \in W_{q}\left(L_{p, u}\right) \tag{2.13}
\end{equation*}
$$

if we let $\Lambda:=\left\{x_{1}, \ldots, x_{N}\right\}+\mathbf{Z}^{d}$ and $\phi_{\lambda}:=\phi_{n}(\cdot-k)$ if $\lambda=x_{n}+k$ for some $k \in \mathbf{Z}^{d}$, where $\left\{x_{1}, \ldots, x_{N}\right\}$ is a discrete set in $\mathbf{R}^{d} / \mathbf{Z}^{d}$; see [52] for details. Here we recall that the Wiener amalgam space $W_{q}\left(L_{p, u}\right)$, which consists of functions that are "locally" in $L^{q}$ and "globally" in weighted $L^{p}$ space with weight $u$ [2], is defined by

$$
\begin{equation*}
W_{q}\left(L_{p, u}\right):=\left\{f:\|f\|_{W_{q}\left(L_{p, u}\right)}:=\left\|\left(\|f u\|_{L^{q}\left(k+[0,1]^{d}\right)}\right)_{k \in \mathbf{Z}^{d}}\right\|_{\ell^{p}\left(\mathbf{Z}^{d}\right)}<\infty\right\} . \tag{2.14}
\end{equation*}
$$

The prototypical space $V_{q}(\Phi, \Lambda)$ is suitable for modeling signals with a finite rate of innovations $[23,34,40,42,44,45,46,58]$ in, for instance, (i) stream of pulses $\sum_{l} a_{l} p(t-$ $t_{l}$ ) found in global positioning system (GPS) applications and cellular radio, where $p(t)$ is the antenna transmit pulse shape; (ii) stream of different pulses $\sum_{l} a_{l} p_{l}\left(t-t_{l}\right)$ found in modeling ultra wide-band, where different incoming paths are subjected to different frequency-selective attenuations; (iii) band-limited signals with additive shot noise $\sum_{k \in \mathbf{Z}} c(k) \operatorname{sinc}(t-k)+\sum_{l} d(l) \delta\left(t-t_{l}\right)$; (iv) sum of band-limited signals and nonuniform spline signals, convenient for modeling electrocardiogram signals.

The prototypical space $V_{q}(\Phi, \Lambda)$ retains some of the simplicity and structure of a finitely generated shift-invariant space of the form (2.10), is amenable to numerical implementation (see sections 5, 6, and 7), and is more flexible for approximating real data than the band-limited model and the shift-invariant model (see [52] for details).

So in this paper, we make the following basic assumption on the space $V$ in which functions are sampled and recovered:
(iii) The space $V$ is of the form $V_{q}(\Phi, \Lambda)$, where $1 \leq q \leq \infty, \Lambda$ is a relatively separated subset of $\mathbf{R}^{d}$, and $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ is a family of functions on $\mathbf{R}^{d}$ satisfying $\|\Phi\|_{q, p, u}<\infty$ for some $1 \leq p \leq \infty$ and weight $u$.
Remark 2.3. Signals in the space $V:=V_{q}(\Phi, \Lambda)$, which satisfies the above basic assumption (iii), have a finite rate of innovation because a signal $f=\sum_{\lambda \in \Lambda} c(\lambda) \phi_{\lambda} \in$ $V_{q}(\Phi, \Lambda)$ on a unit interval $t+[-1 / 2,1 / 2)^{d}$ is essentially determined by the coefficients $c(\lambda)$ with $\lambda \in t+[-1 / 2,1 / 2)^{d}$ because of the well-localization property of the generator $\Phi$, and the total number of the locations $\lambda \in \Lambda$ on the unit interval $t+[-1 / 2,1 / 2)^{d}$ is bounded by some constant $C_{0}$ independent of the center $t$ of the unit interval due to the relative separatedness of the location $\Lambda$ of the generator $\Phi$.

Remark 2.4. We provide some flexibility on the assumption $\|\Phi\|_{q, p, u}<\infty$ on the generator $\Phi$ of the space $V_{q}(\Phi, \Lambda)$ for adapting to different modeling situations. For instance, we may use $q=1$ and $p=\infty$ when modeling slow-varying signals with shot noises [58], $1 \leq p, q \leq \infty$ when modeling signals in a finitely generated shift-invariant space [2], and $q=\infty$ and $1 \leq p \leq \infty$ for decomposing a time signal via (non-)uniform Gabor frame system or Wilson basis [26].
2.4. The space $V_{q}(\Phi, \Lambda)$ for modeling signals with a finite rate of innovations. Let $\delta_{\lambda \lambda^{\prime}}$ stand for the usual Kronecker symbol. For a Hilbert space $H$ with $E=\left\{e_{\lambda}, \lambda \in \Lambda\right\}$ being its Riesz basis, we say that $E^{d}=\left\{e_{\lambda}^{d}: \lambda \in \Lambda\right\} \subset H$ is a dual Riesz basis of $E$ if $E^{d}$ is a Riesz basis of $H$ and $\left\langle e_{\lambda}, e_{\lambda^{\prime}}^{d}\right\rangle=\delta_{\lambda \lambda^{\prime}}$ for all $\lambda, \lambda^{\prime} \in \Lambda$, and we say that $E^{o}=\left\{e_{\lambda}^{o}: \lambda \in \Lambda\right\}$ is an orthonormal basis for $H$ if $E^{o}$ is a basis of $H$ and $\left\langle e_{\lambda}^{o}, e_{\lambda^{\prime}}^{o}\right\rangle=\delta_{\lambda \lambda^{\prime}}$ for all $\lambda, \lambda^{\prime} \in \Lambda$.

Let $1 \leq p \leq \infty$. We say that a weight $u$ is $p$-admissible if there exist a weight $v$ and two positive constants $D:=D(u) \in(0, \infty)$ and $\theta:=\theta(u) \in(0,1)$ such that

$$
\begin{gather*}
u(x+y) \leq D(u(x) v(y)+v(x) u(y)) \quad \text { for all } x, y \in \mathbf{R}^{d},  \tag{2.15}\\
\qquad\left\|\left(v u^{-1}\right)\right\|_{L^{p^{\prime}}} \leq D, \text { and }  \tag{2.16}\\
\inf _{\tau>0}\|v\|_{L^{1}(B(\tau))}+t\left\|v u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(\tau)\right)} \leq D t^{\theta} \quad \text { for all } t \geq 1, \tag{2.17}
\end{gather*}
$$

where $p^{\prime}=p /(p-1)$ and $B(\tau)=\left\{x \in \mathbf{R}^{d}:|x| \leq \tau\right\}$. The $p$-admissibility of a weight $u$ is a technical condition in [51] for establishing the Wiener lemma for matrix algebras of Schur class and of Sjöstrand class; see also Lemmas 8.1 and 8.2. It is verified in [51] that the polynomial weight $u_{\alpha}$ with $\alpha>d(1-1 / p)$ and the subexponential weight $e_{D, \delta}$ with $D>0$ and $\delta \in(0,1)$ are $p$-admissible weights. The reader may refer to those two model examples for simplification; see also subsection 2.5.

Now we recall some properties of the space $V_{q}(\Phi, \Lambda)$ in [52]; see, e.g., [2, 39] for similar results for our familiar shift-invariant setting.

Proposition 2.1 (see [52]). Let $1 \leq q \leq \infty, u_{\alpha}(x):=(1+|x|)^{\alpha}, \alpha \geq 0$, be the polynomial weights, $\Lambda$ be a relatively separated subset of $\mathbf{R}^{d}, \Phi=\left\{\phi_{\lambda}, \lambda \in \Lambda\right\}$ satisfy $\|\Phi\|_{q, 1, u_{0}}<\infty$, and $V_{q}(\Phi, \Lambda)$ be defined as in (2.11). Then $V_{q}(\Phi, \Lambda) \subset L^{q}$. Moreover,

$$
\begin{equation*}
\left\|\sum_{\lambda \in \Lambda} c(\lambda) \phi_{\lambda}\right\|_{L^{r}} \leq C\left\|(c(\lambda))_{\lambda \in \Lambda}\right\|_{\ell^{r}(\Lambda)}\|\Phi\|_{q, 1, u_{0}} \tag{2.18}
\end{equation*}
$$

for every sequence $(c(\lambda))_{\lambda \in \Lambda} \in \ell^{r}(\Lambda)$ with $1 \leq r \leq q$, and

$$
\begin{equation*}
\left\|\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}\right\|_{\ell^{r}(\Lambda)} \leq C\|f\|_{L^{r}}\|\Phi\|_{q, 1, u_{0}} \tag{2.19}
\end{equation*}
$$

for all $f \in L^{r}$ with $q /(q-1) \leq r \leq \infty$.
Proposition 2.2 (see [52]). Let $2 \leq q \leq \infty$, $1 \leq p \leq \infty$, u be a p-admissible weight, $\Lambda$ be a relatively separated subset of $\mathbf{R}^{d}$, $\Phi=\left\{\phi_{\lambda}, \lambda \in \Lambda\right\}$ be a family of functions on $\mathbf{R}^{d}, V_{2}(\Phi, \Lambda)$ be as in (2.11), and the frame operator $S$ on $V_{2}(\Phi, \Lambda)$ be defined by

$$
\begin{equation*}
S f=\sum_{\lambda \in \Lambda}\left\langle f, \phi_{\lambda}\right\rangle \phi_{\lambda}, \quad f \in V_{2}(\Phi, \Lambda) \tag{2.20}
\end{equation*}
$$

Assume that $\Phi$ is a Riesz basis for $V_{2}(\Phi, \Lambda)$ and satisfies $\|\Phi\|_{q, p, u}<\infty$. Then $S^{-1} \Phi:=$ $\left\{S^{-1} \phi_{\lambda}: \lambda \in \Lambda\right\}$ is a dual Riesz basis of $\Phi, S^{-1 / 2} \Phi:=\left\{S^{-1 / 2} \phi_{\lambda}: \lambda \in \Lambda\right\}$ is an orthonormal basis of $V_{2}(\Phi, \Lambda)$, and $\left\|S^{-1} \Phi\right\|_{q, p, u}+\left\|S^{-1 / 2} \Phi\right\|_{q, p, u}<\infty$. If we further assume that $\Lambda$ is a lattice, and that the generator $\Phi$ of the space $V_{2}(\Phi, \Lambda)$ is enveloped by a function in the Wiener amalgam space $W_{\infty}\left(L_{p, u}\right)$ (hence $\|\Phi\|_{q, p, u} \leq\|\Phi\|_{\infty, p, u} \leq$ $\left.C\|h\|_{W_{\infty}\left(L_{p, u}\right)}<\infty\right)$, i.e., $\left|\phi_{\lambda}(x)\right| \leq h(x-\lambda)$ for some $h \in W_{\infty}\left(L_{p, u}\right)$, then so are dual Riesz basis $S^{-1} \Phi$ and orthonormal basis $S^{-1 / 2} \Phi$.

Remark 2.5. Let $1 \leq p, r \leq \infty$; we say that a weight $u$ is $(p, r)$-admissible (or we say that $w(x, y):=u(x-y)$ is a $(p, r)$-admissible translation-invariant weight [51]) if there exist a weight $v$ and two positive constants $D \in(0, \infty)$ and $\theta \in(0,1)$ such that (2.15), (2.16), and

$$
\begin{equation*}
\inf _{\tau>0}\|v\|_{L^{r^{\prime}}(B(\tau))}+t\left\|v u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(\tau)\right)} \leq D t^{\theta} \quad \text { for all } t \geq 1 \tag{2.21}
\end{equation*}
$$

hold, where $p^{\prime}=p /(p-1)$ and $r^{\prime}=r /(r-1)$. Clearly the $p$-admissibility of a weight agrees with its $(p, \infty)$-admissibility. Since for any weight $v$ it holds that $\|v\|_{L^{r^{\prime}(B(\tau))}} \leq$ $C\|v\|_{L^{1}(B(\tau))}$ for all $\tau \geq 1$, we then conclude that $p$-admissibility of a weight implies its $(p, r)$-admissibility for any $1 \leq r \leq \infty$.
2.5. Model. The reader may consider the following model for simplification:
(i) The generator $\Phi:=\left\{\phi_{\lambda}, \lambda \in \Lambda\right\}$ of the space $V_{r}(\Phi, \Lambda)$ is enveloped by some function $g$ in the Wiener amalgam space $W_{q}\left(L_{p, u}\right)$ with $2 \leq q \leq \infty$, i.e.,

$$
\begin{equation*}
\left|\phi_{\lambda}(x)\right| \leq g(x-\lambda) \quad \text { for all } x \in \mathbf{R}^{d} \text { and } \lambda \in \Lambda \tag{2.22}
\end{equation*}
$$

(The above envelopment assumption (2.22) for the generator $\Phi$ implies that the basic assumption (iii) $\|\Phi\|_{q, p, u}<\infty$ for the generator $\Phi$ is satisfied. The converse is true in the shift-invariant setting, $V_{r}(\Phi, \Lambda)=V_{r}\left(\phi_{1}, \ldots, \phi_{N}\right)$; particularly, the above envelopment property for the generator $\Phi$ of the space $V_{r}(\Phi, \Lambda)$ is equivalent to the basic assumption (iii) $\|\Phi\|_{q, p, u}<\infty$, and also equivalent to the property that the generators $\phi_{1}, \ldots, \phi_{N}$ of the space $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$ belong to the Wiener amalgam space $W_{q}\left(L_{p, u}\right)$. The envelopment assumption (2.22) for the generator $\Phi$ is not satisfied when the space $V_{q}(\Phi, \Lambda)$ is used for modeling slow-varying signals with shot noises [42].)
(ii) The average sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ is enveloped by some function $h$ in the Wiener amalgam space $W_{q^{*}}\left(L_{p, u}\right)$ with $q /(q-1) \leq q^{*} \leq \infty$, i.e.,

$$
\begin{equation*}
\left|\psi_{\gamma}(x)\right| \leq h(x-\gamma) \quad \text { for all } x \in \mathbf{R}^{d} \text { and } \gamma \in \Gamma \tag{2.23}
\end{equation*}
$$

(The above envelopment assumption (2.23) for the average sampler $\Psi$ implies that the basic assumption (ii) $\|\Psi\|_{q^{*}, p, u}<\infty$ for the average sampler $\Psi$ is satisfied. The above envelopment assumption (2.23) for the average sampler $\Psi$ is not satisfied when it is a family of approximating delta functionals with variable width [28].)
(iii) The weight $u$ in the above envelopment assumptions on the generator $\Phi$ and the average sampler $\Psi$ is the polynomial weight $u_{\alpha}(x):=(1+|x|)^{\alpha}$ with $\alpha>d(1-1 / p)$ or the exponential weight $e_{D, \delta}(x):=\exp \left(D|x|^{\delta}\right)$ with $D>0$ and $\delta \in(0,1)$.
Remark 2.6. Given an exponent $p \in[1, \infty]$, a weight $u$, and two relatively separated subsets $\Gamma, \Gamma^{\prime}$ of $\mathbf{R}^{d}$, we define the matrix algebra $\mathcal{C}_{p, u}\left(\Gamma, \Gamma^{\prime}\right)$ of Sjöstrand class by

$$
\begin{equation*}
\mathcal{C}_{p, u}\left(\Gamma, \Gamma^{\prime}\right):=\left\{A:=\left(A\left(\gamma, \gamma^{\prime}\right)\right)_{\gamma, \gamma^{\prime} \in \Gamma},\|A\|_{\mathcal{C}_{p, u}}<\infty\right\} \tag{2.24}
\end{equation*}
$$

where

$$
\left.\|A\|_{\mathcal{C}_{p, u}}:=\|(A u)_{*}(k)\right)_{k \in \mathbf{Z}^{d}} \|_{\ell^{p}}
$$

and

$$
(A u)_{*}(k)=\sup _{\gamma \in m+[-1 / 2,1 / 2)^{d}, \gamma^{\prime} \in m+k+[-1 / 2,1 / 2)^{d}, m \in \mathbf{Z}^{d}}\left|A\left(\gamma, \gamma^{\prime}\right) u\left(\gamma-\gamma^{\prime}\right)\right|, k \in \mathbf{Z}^{d}
$$

(see, e.g., $[8,10,27,49,51]$ ). For the case when $q=\infty, 1 \leq p \leq \infty$, and $\Gamma$ is a lattice, the envelopment property (2.23) for the average sampler $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$ is characterized by $\left(\left\|\psi_{\gamma}\right\|_{L^{q}\left(\mu+[0,1]^{d}\right)}\right)_{\gamma, \mu \in \Gamma} \in \mathcal{C}_{p, u}(\Gamma, \Gamma)$. Here a subset $X$ of $\mathbf{R}^{d}$ is said to be a lattice if $1 \leq \sum_{x_{j} \in X} \chi_{x_{j}+[0,1]^{d}}(x) \leq D(X)$ for all $x \in \mathbf{R}^{d}$ and some $D(X)<\infty$.
3. Well-localized displayer. Let $1 \leq q \leq \infty$ and $V$ be a subspace of $L^{q}$. We say that $\Gamma$, a subset of $\mathbf{R}^{d}$, is a stable ideal sampling set for the space $V$ if there exist two positive constants $A, B$ such that

$$
\begin{equation*}
A\|f\|_{L^{q}} \leq\left\|(f(\gamma))_{\gamma \in \Gamma}\right\|_{\ell^{q}(\Gamma)} \leq B\|f\|_{L^{q}} \quad \text { for all } f \in V \tag{3.1}
\end{equation*}
$$

and that $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$, a family of average sampling functionals, is a stable averaging sampler for the space $V$ if there exist two positive constants $A^{\prime}, B^{\prime}$ such that

$$
\begin{equation*}
A^{\prime}\|f\|_{L^{q}} \leq\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{q}(\Gamma)} \leq B^{\prime}\|f\|_{L^{q}} \quad \text { for all } f \in V \tag{3.2}
\end{equation*}
$$

(see [5]). From the above definitions of a stable ideal sampling set $\Gamma$ and a stable average sampler $\Psi$, we have that any function $f \in V$ can be reconstructed uniquely and stably from its samples $\{f(\gamma): \gamma \in \Gamma\}$ if $\Gamma$ is a stable ideal sampling set for $V$, and similarly that any function $f \in V$ can be reconstructed uniquely and stably from its average samples $\left\{\left\langle f, \psi_{\gamma}\right\rangle: \gamma \in \Gamma\right\}$ if $\Psi$ is a stable averaging sampler for $V$.

For average (ideal) sampling on the space $V_{2}(\Phi, \Lambda)$, derived from a general theorem for localized frames (see [8, Theorem 1], [24, Theorem 3.6], and [32, Theorem 13]), we have the following well-localization results for its displayer (Theorems 3.1 and 3.2); see Remark 3.1 for a more general formulation of the well-localization of a displayer. From those results, it concludes that the displayer $\tilde{\Psi}$ associated with a stable (ideal) averaging sampler $\Psi$ has the same polynomial (subexponential) decay when both the average sampler $\Psi$ and the generator $\Phi$ for the space $V_{2}(\Phi, \Lambda)$ have polynomial (subexponential) decay.

THEOREM 3.1. Let $2 \leq q \leq \infty, q /(q-1) \leq q^{*} \leq \infty, 1 \leq r \leq q, 1 \leq p \leq \infty, u$ be a p-admissible weight, the subsets $\Lambda, \Gamma$ of $\mathbf{R}^{d}$ be relatively separated, the generator $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ satisfy

$$
\begin{equation*}
\|\Phi\|_{q, p, u}<\infty \tag{3.3}
\end{equation*}
$$

the average sampler $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ satisfy

$$
\begin{equation*}
\|\Psi\|_{q^{*}, p, u}<\infty \tag{3.4}
\end{equation*}
$$

and the space $V_{r}(\Phi, \Lambda)$ be as in (2.11). Assume that $\Phi$ is a Riesz basis of $V_{2}(\Phi, \Lambda)$ and that $\Psi$ is a stable averaging sampler for $V_{2}(\Phi, \Lambda) \subset L^{2}$. Then there exists a displayer $\tilde{\Psi}=\left\{\tilde{\psi}_{\gamma}: \gamma \in \Gamma\right\} \subset V_{1}(\Phi, \Lambda)$ such that

$$
\begin{equation*}
\|\tilde{\Psi}\|_{q, p, u}<\infty \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
f=\sum_{\gamma \in \Gamma}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma} \quad \text { for all } f \in V_{r}(\Phi, \Lambda) \tag{3.6}
\end{equation*}
$$

If we further assume that $\Lambda$ is a lattice and that the generator $\Phi$ and the average sampler $\Psi$ are enveloped by some functions in the Wiener amalgam space $W_{\infty}\left(L_{p, u}\right)$, then so is the displayer $\tilde{\Psi}$.

ThEOREM 3.2. Let $1 \leq p, r \leq \infty$, u be a p-admissible weight, the subsets $\Lambda, \Gamma$ of $\mathbf{R}^{d}$ be relatively separated, $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ be a family of continuous functions on $\mathbf{R}^{d}$ that satisfies

$$
\begin{equation*}
\|\Phi\|_{\infty, p, u}<\infty \tag{3.7}
\end{equation*}
$$

and the space $V_{r}(\Phi, \Lambda)$ be as in (2.11). Assume that $\Phi$ is a Riesz basis of $V_{2}(\Phi, \Lambda)$, and that $\Gamma$ is a stable ideal sampling set for $V_{2}(\Phi, \Lambda) \subset L^{2}$. Then there exists a displayer $\tilde{\Psi}=\left\{\tilde{\psi}_{\gamma}: \gamma \in \Gamma\right\}$ such that $\tilde{\Psi} \subset V_{1}(\Phi, \Lambda),\|\tilde{\Psi}\|_{\infty, p, u}<\infty$, and

$$
\begin{equation*}
f=\sum_{\gamma \in \Gamma} f(\gamma) \tilde{\psi}_{\gamma} \quad \text { for all } f \in V_{r}(\Phi, \Lambda) \tag{3.8}
\end{equation*}
$$

If we further assume that $\Gamma$ is a lattice and that $\Phi$ is enveloped by a function in the Wiener amalgam space $W_{\infty}\left(L_{p, u}\right)$, then so is the displayer $\tilde{\Psi}$.

Remark 3.1. For the well-localization of the displayer $\tilde{\Psi}$, the following general principle can be derived from theorems for localized frames (see [8, Theorem 1], [24, Theorem 3.6], and [32, Theorem 13]): Let $\Lambda$ and $\Gamma$ be two index sets, and let the families $\mathcal{A}(\Lambda)=\left\{\left(a\left(\lambda, \lambda^{\prime}\right)\right)_{\lambda, \lambda^{\prime} \in \Lambda}\right\}$ and $\mathcal{A}(\Gamma, \Lambda)=\left\{(a(\gamma, \lambda))_{\gamma \in \Gamma, \lambda \in \Lambda}\right\}$ of infinite matrices have the following algebraic properties that (i) $\mathcal{A}(\Lambda)$ is an inverse-closed matrix algebra in $\mathcal{B}\left(\ell^{2}(\Lambda)\right)$ (the space of all bounded operators on $\left.\ell^{2}(\Lambda)\right)$, (ii) $A^{T} A \in \mathcal{A}(\Lambda)$ for any $A \in \mathcal{A}(\Gamma, \Lambda)$, and (iii) $A B \in \mathcal{A}(\Gamma, \Lambda)$ for any $A \in \mathcal{A}(\Gamma, \Lambda)$ and $B \in \mathcal{A}(\Lambda)$. Then on the space $V_{2}(\Phi, \Lambda)$ whose generator $\Phi:=\left(\phi_{\lambda}\right)_{\lambda \in \Lambda}$ is a frame, there exists an $\mathcal{A}(\Gamma, \Lambda)$-localized displayer $\tilde{\Psi}:=\left(\tilde{\psi}_{\gamma}\right)_{\gamma \in \Gamma}$ associated with a stable average sampling processing

$$
\begin{equation*}
V_{2}(\Phi, \Lambda) \ni f \longmapsto\langle f, \Psi\rangle \in \ell^{2}(\Gamma) \tag{3.9}
\end{equation*}
$$

whose average sampler $\Psi:=\left(\psi_{\gamma}\right)_{\gamma \in \Gamma}$ is $\mathcal{A}(\Gamma, \Lambda)$-localized. Here we say that $\Psi:=$ $\left(\psi_{\gamma}\right)_{\gamma \in \Gamma}$ is $\mathcal{A}(\Gamma, \Lambda)$-localized on $V_{2}(\Phi, \Lambda)$ if $A_{\Psi, \Phi}:=\left(\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle\right)_{\gamma \in \Gamma, \lambda \in \Lambda} \in \mathcal{A}(\Gamma, \Lambda)$ and $A_{\Psi, \tilde{\Phi}}:=\left(\left\langle\psi_{\gamma}, \tilde{\phi}_{\lambda}\right\rangle\right)_{\gamma \in \Gamma, \lambda \in \Lambda} \in \mathcal{A}(\Gamma, \Lambda)$, where $\tilde{\Phi}=\left(\tilde{\phi}_{\lambda}\right)_{\lambda \in \Lambda}$ is the dual frame generator $\tilde{\Phi}$ associated with the frame $\Phi$. Thus the well-localization for the displayer in Theorems 3.1 and 3.2 becomes essentially a concrete example of the above general principle (particularly in Theorems 3.1 and 3.2 , the Schur class $\mathcal{A}_{p, u}(\Gamma, \Lambda)$ and the Sjöstrand class $\mathcal{C}_{p, u}(\Gamma, \Lambda)$ are used as $\mathcal{A}(\Gamma, \Lambda)$ in the above principle, and $\mathcal{A}_{p, u}(\Lambda, \Lambda)$ and $\mathcal{C}_{p, u}(\Lambda, \Lambda)$ as $\left.\mathcal{A}(\Lambda)\right)$. The well-localization of the displayer in the above principle and the localization of the dual frame in the theory of frames are equivalent since for the case when $\Psi \in V_{2}(\Phi, \Lambda)$ (otherwise replacing $\Psi$ with the projection $P \Psi$ of $\Psi$ on $V_{2}(\Phi, \Lambda)$; see Remark 3.2 below) the stability of the average sampling process (3.9) is equivalent to the frame property for $\Psi$, and the displayer $A_{\Psi, \Phi}\left(A_{\Psi, \Phi}^{T} A_{\Psi, \Phi}\right)^{\dagger} \Phi$ associated with the average sampling processing (3.9) is the canonical dual frame associated with the frame $\Psi$, where $\left(A_{\Psi, \Phi}^{T} A_{\Psi, \Phi}\right)^{\dagger}$ is the pseudo-inverse of the matrix $A_{\Psi, \Phi}^{T} A_{\Psi, \Phi}$. Therefore the above principle for the well-localization of a displayer is established (i) in [8, Theorem 1] for the case when $\Psi=\Phi, \Gamma=\Lambda, \mathcal{A}(\Lambda, \Lambda)$, and $\mathcal{A}(\Lambda)$ are the $\operatorname{Sjöstrand}$ class $\mathcal{C}_{1,0}(\Lambda, \Lambda)$ defined by

$$
\mathcal{C}_{1,0}(\Lambda, \Lambda)=\left\{\left(c\left(\lambda, \lambda^{\prime}\right)_{\lambda, \lambda^{\prime} \in \Lambda}:\left(\sup _{a(\lambda)-a\left(\lambda^{\prime}\right)=g \in G}\left|c\left(\lambda, \lambda^{\prime}\right)\right|\right)_{g \in G} \in \ell^{1}(G)\right\}\right.
$$

where $G$ is an additive discrete group of the form $B_{0} \mathbf{Z}^{d} \times\left(\mathbf{Z}^{d^{\prime}} / B_{1} \mathbf{Z}^{d^{\prime}}\right)$ for some nonsingular diagonal matrices $B_{0}$ and $B_{1}$, and $a: \Lambda \rightarrow G$ is a map with $\sup _{g \in G} \#\{\lambda \in$ $\Lambda: a(\lambda)=g\}<\infty$; (ii) in [24, Theorem 3.6] for the case when $\Psi=\Phi, \Gamma=\Lambda$, $\mathcal{A}(\Lambda, \Lambda)$ and $\mathcal{A}(\Lambda)$ are a solid, inverse-closed, involute Banach algebra; and (iii) in [32, Theorem 13] for the case that $\Lambda=\mathbf{Z}^{d}, \Gamma$ is a relative separated subset of $\mathbf{R}^{d}$, $\mathcal{A}(\Lambda)=\mathcal{A}$, and $\mathcal{A}(\Gamma, \Lambda)=\left\{(a(\gamma, k))_{\gamma \in \Gamma, k \in \mathbf{Z}^{d}}:(\tilde{a}(m, n))_{m, n \in \mathbf{Z}^{d}} \in \mathcal{A}\right\}$, where $\mathcal{A}$ is a solid, inverse-closed, involute Banach algebra, and

$$
\tilde{a}(m, n)= \begin{cases}\sup _{\gamma \in\left(m+[0,1)^{d}\right) \cap \Gamma}|a(\gamma, n)| & \text { if }\left(m+[0,1)^{d}\right) \cap \Gamma \neq \emptyset \\ 0 & \text { if }\left(m+[0,1)^{d}\right) \cap \Gamma=\emptyset\end{cases}
$$

The above principle for the well-localization of the displayer can be derived from [32, Theorem 13] with identical proof.

Remark 3.2. Let $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ and $\Psi=\left\{\psi_{\gamma}: \gamma \in \Gamma\right\}$ be as in either Theorem 3.1 or Theorem 3.2, and let $S^{-1} \Phi=\left\{S^{-1} \phi_{\lambda}: \lambda \in \Lambda\right\}$ be the dual Riesz basis for the space $V_{2}(\Phi, \Lambda)$ in Proposition 2.2. By Propositions 2.1 and 2.2 , the operator $P$ defined by $\operatorname{Pf}:=\sum_{\lambda \in \Lambda}\left\langle f, S^{-1} \phi_{\lambda}\right\rangle \phi_{\lambda}$ is a projection operator from $L^{2}$ to $V_{2}(\Phi, \Lambda)$. We can extend the domain of the projection operator $P$ so that $P \psi_{\gamma}$ is well defined for every sampling functional $\psi_{\gamma}$ in the average sampling case and for the delta functional $\delta_{\gamma}$ in the ideal sampling case. Moreover, $\left\langle f, \psi_{\gamma}\right\rangle=\left\langle f, P \psi_{\gamma}\right\rangle$ for all $\gamma \in \Gamma$ and $f \in V_{2}(\Phi, \Lambda)$. We then have that if $\Psi$ is a stable average sampler, then $P \Psi=\left\{P \psi_{\gamma}: \gamma \in \Gamma\right\}$ is a frame of $V_{2}(\Phi, \Lambda)$; that is, there exist two positive constants $A, B>0$ such that

$$
\begin{equation*}
A\|f\|_{2} \leq\left\|\left(\left\langle f, P \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{2}(\Gamma)} \leq B\|f\|_{2} \quad \text { for all } f \in V_{2}(\Phi, \Lambda) \tag{3.10}
\end{equation*}
$$

So by the general frame theory, a displayer $\tilde{\Psi} \subset V_{2}(\Phi, \Lambda)$, which may or may not have polynomial (subexponential) decay, can be constructed, while we show in Theorems 3.1 and 3.2 that a displayer $\tilde{\Psi}$ can be constructed to has polynomial (subexponential) decay whenever the generator $\Phi$ and the average sampler $\Psi$ have it. The reader may refer to [2] and references cited therein for the connection among average (ideal) sampling, reproducing kernel Hilbert space, and frame theory in the shift-invariant setting.

By Theorems 3.1 and 3.2, we have the following corollary for the uniform sampling in the familiar shift-invariant space.

Corollary 3.3. Let $1 \leq p \leq \infty, 2 \leq q \leq \infty, 1 \leq r \leq q, q /(q-1) \leq q^{*} \leq \infty$, $u$ be the polynomial weight $u_{\alpha}$ with $\alpha>d(1-1 / p)$ or the subexponential weight $e_{D, \delta}$ with $D>0$ and $\delta \in(0,1)$, and $\phi_{1}, \ldots, \phi_{N} \in W_{q}\left(L_{p, u}\right)$, and $\Phi=\left\{\phi_{n}(\cdot-k): 1 \leq n \leq\right.$ $\left.N, k \in \mathbf{Z}^{d}\right\}$ be a Riesz basis of $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$. Then we have that
(i) if $\psi_{1}, \ldots, \psi_{L} \in W_{q^{*}}\left(L_{p, u}\right)$, and $\Psi:=\left\{\psi_{l}(\cdot-k): 1 \leq l \leq L, k \in \mathbf{Z}^{d}\right\}$ is a stable average sampler for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$, then there exist functions $\tilde{\psi}_{1}, \ldots, \tilde{\psi}_{L} \in$ $W_{q}\left(L_{p, u}\right)$ such that $f=\sum_{l=1}^{L} \sum_{k \in \mathbf{Z}^{d}}\left\langle f, \psi_{l}(\cdot-k)\right\rangle \tilde{\psi}_{l}(\cdot-k)$ holds for all $f \in$ $V_{r}\left(\phi_{1}, \ldots, \phi_{N}\right)$.
(ii) if $\phi_{1}, \ldots, \phi_{N}$ are continuous functions in $W_{\infty}\left(L_{p, u}\right)$, and $X_{0}+\mathbf{Z}^{d}$ is a stable ideal sampling set for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$, where $X_{\tilde{\sim}}=\left\{x_{1}, \ldots, x_{L}\right\} \subset[0,1)^{d}$, then there exist continuous functions $\tilde{\psi}_{1}, \ldots, \tilde{\psi}_{L} \in W_{\infty}\left(L_{p, u}\right)$ such that $f=$ $\sum_{l=1}^{L} \sum_{k \in \mathbf{Z}^{d}} f\left(x_{l}+k\right) \tilde{\psi}_{l}(\cdot-k)$ holds for all $f \in V_{r}\left(\phi_{1}, \ldots, \phi_{N}\right)$.
Remark 3.3. For the shift-invariant setting $V_{2}(\Phi, \Lambda)=V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$ for some functions $\phi_{1}, \ldots, \phi_{N}$, it is shown in [28] that if the generator $\phi_{1}, \ldots, \phi_{N}$ satisfies $\left|\phi_{n}(x)\right| \leq C_{0}(1+|x|)^{-\alpha}$ for all $1 \leq n \leq N$ and $x \in \mathbf{R}^{d}$, (i.e., $\|\Phi\|_{\infty, \infty, u_{\alpha}}<\infty$, where $\Phi:=\left\{\phi_{n}(\cdot-k), 1 \leq n \leq N, k \in \mathbf{Z}^{d}\right\}$ ), and if the average sampling functional
$\psi_{\gamma}$ is supported in $\gamma+[-a, a]$ and $\left\|\psi_{\gamma}\right\|_{L^{1}} \leq C_{0}$ for some positive constants $C_{0}$ and $a$ (which implies that $\|\Psi\|_{1, \infty, u}<\infty$ for any weight $u$, where $\Psi:=\left\{\psi_{\gamma}, \gamma \in\right.$ $\Gamma\}$ ), then the corresponding displayer $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}: \gamma \in \Gamma\right\}$ can be chosen to satisfy $\left|\tilde{\psi}_{\gamma}(x)\right| \leq C_{1}(1+|x-\gamma|)^{-\alpha}$ for some positive constant $C_{1}$ (i.e., $\left.\|\tilde{\Psi}\|_{\infty, \infty, u_{\alpha}}<\infty\right)$. A similar result for the ideal sampling process is also established in [28]. The above results for the average (ideal) sampling process follow from Theorems 3.1 and 3.2 with $p=q=\infty, q^{*}=1, u=u_{\alpha}$, and $V_{2}(\Phi, \Lambda)$ being a finitely generated shift-invariant space. Other than those exponents $p, q, q^{*}$ and weight $u$ mentioned above, the results in Theorems 3.1 and 3.2 are new even for our familiar shift-invariant setting.

By Theorems 3.1 and 3.2 , we have the following result for the stability of the average sampler $\Psi$ in the space $V_{r}(\Phi, \Lambda) \subset L^{r}$ with $r \neq 2$, which can also derived from [24, Theorem 2.7] and [28, Theorem 10].

Corollary 3.4. Let $2 \leq q \leq \infty, 1 \leq p \leq \infty$, u be a $p$-admissible weight, and the subsets $\Lambda, \Gamma$ of $\mathbf{R}^{d}$ be relatively separated. Then we have that
(i) if $\Phi$ is a Riesz basis of $V_{2}(\Phi, \Lambda)$ and satisfies (3.3), and if $\Psi$ is a stable averaging sampler for $V_{2}(\Phi, \Lambda) \subset L^{2}$ and satisfies (3.4) for some $q /(q-1) \leq$ $q^{*} \leq \infty$, then the stable average sampler $\Psi$ for $V_{2}(\Phi, \Lambda)$ is also a stable averaging sampler for $V_{r}(\Phi, \Lambda) \subset L^{r}$ for all $q^{*} /\left(q^{*}-1\right) \leq r \leq q$.
(ii) if the family $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ of continuous functions on $\mathbf{R}^{d}$ is a Riesz basis of $V_{2}(\Phi, \Lambda)$ and satisfies (3.7), and if $\Gamma$ is a stable ideal sampling set for $V_{2}(\Phi, \Lambda)$, then the ideal sampling set $\Gamma$ for $V_{2}(\Phi, \Lambda)$ is also a stable ideal sampling set for $V_{r}(\Phi, \Lambda) \subset L^{r}$ for all $1 \leq r \leq \infty$.
Remark 3.4. By Corollary 3.4, the stability of the average (ideal) sampler for $V_{2}(\Phi, \Lambda) \subset L^{2}$ implies the stability of the average (ideal) sampler for $V_{r}(\Phi, \Lambda) \subset L^{r}$ with $r \neq 2$. Such an implication can also be derived from [24, Theorem 2.7] and [28, Theorem 10], where the formulation of localized frames are used. (The author thank the anonymous referee for pointing out that derivation.) The above implication is observed in $[22,28]$ for the shift-invariant setting under slightly stronger assumptions on the average sampler $\Psi$, the generator $\Phi$, and the nonuniform sampling set $\Gamma$ than the ones in Corollary 3.4. As for the case when the average sampler and the generator are identical and when the grid $\Lambda$ and the sampling set $\Gamma$ are $\mathbf{Z}^{d}$, the above implication has long been known (and even the converse is also true); see, for instance, [7, 39].
4. Stability of the average (ideal) sampling/reconstruction process. For a matrix $A:=\left(A\left(\lambda, \lambda^{\prime}\right)\right)_{\lambda \in \Lambda, \lambda \in \Lambda^{\prime}}$, we define its transpose $A^{*}$ by $A^{*}:=\left(\overline{A\left(\lambda, \lambda^{\prime}\right)}\right)_{\lambda^{\prime} \in \Lambda^{\prime}, \lambda \in \Lambda}$. For a space $V_{2}(\Phi, \Lambda)$ generated by $\Phi:=\left\{\phi_{\lambda}, \lambda \in \Lambda\right\}$, an average sampling on the space $V_{2}(\Phi, \Lambda)$ with the average sampler $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$, and an ideal sampling on the space $V_{2}(\Phi, \Lambda)$ with the sampling set $\Gamma$, we define the subspace $H$ of $\ell^{2}$ by

$$
\begin{equation*}
H=\left\{\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}: f \in V_{2}(\Phi, \Lambda)\right\} \tag{4.1}
\end{equation*}
$$

and two Gram matrices $A_{\Psi, \Phi}$ and $A_{\delta_{\Gamma}, \Phi}$ by

$$
\begin{equation*}
A_{\Psi, \Phi}=\left(\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle\right)_{\gamma \in \Gamma, \lambda \in \Lambda} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\delta_{\Gamma}, \Phi}=\left(\phi_{\lambda}(\gamma)\right)_{\gamma \in \Gamma, \lambda \in \Lambda} \tag{4.3}
\end{equation*}
$$

Theorem 4.1. Let $2 \leq q \leq \infty, q /(q-1) \leq q^{*} \leq \infty ; q^{*} /\left(q^{*}-1\right) \leq r \leq q ; 1 \leq$ $p \leq \infty$; u be a p-admissible weight; the subsets $\Lambda, \Gamma$ of $\mathbf{R}^{d}$ be relatively separated; the
generator $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ satisfy $\|\Phi\|_{q, p, u}<\infty$; the average sampler $\Psi=\left\{\psi_{\gamma}\right.$ : $\gamma \in \Gamma\}$ satisfy $\|\Psi\|_{q^{*}, p, u}<\infty$; and the space $V_{r}(\Phi, \Lambda)$, the subspace $H$ of $\ell^{2}$, and the matrix $A_{\Psi, \Phi}$ be as in (2.11), (4.1), and (4.2), respectively. Assume that $\Phi$ is a frame of $V_{2}(\Phi, \Lambda)$. Then $\Psi$ is a stable averaging sampler for $V_{2}(\Phi, \Lambda) \subset L^{2}$ if and only if there exists a positive constant $C$ such that

$$
\begin{equation*}
C^{-1}\|c\|_{\ell^{2}(\Lambda)}^{2} \leq\left\langle\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi} c, c\right\rangle \leq C\|c\|_{\ell^{2}(\Lambda)}^{2} \text { for all } c \in H \tag{4.4}
\end{equation*}
$$

Theorem 4.2. Let $1 \leq p, r \leq \infty$; u be a p-admissible weight; the subsets $\Lambda, \Gamma$ of $\mathbf{R}^{d}$ be relatively separated; $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$ be a family of continuous functions on $\mathbf{R}^{d}$ that satisfies (3.7); and the space $V_{r}(\Phi, \Lambda)$, the space $H$, and the matrix $A_{\delta_{\Gamma}, \Phi}$ be as in (2.11), (4.1), and (4.3), respectively. Assume that $\Phi$ is a frame of $V_{2}(\Phi, \Lambda)$. Then $\Gamma$ is a stable ideal sampling set for $V_{2}(\Phi, \Lambda)$ if and only if there exists a positive constant $C$ such that

$$
\begin{equation*}
C^{-1}\|c\|_{\ell^{2}(\Lambda)}^{2} \leq\left\langle\left(A_{\delta_{\Gamma}, \Phi}\right)^{*} A_{\delta_{\Gamma}, \Phi} c, c\right\rangle \leq C\|c\|_{\ell^{2}(\Lambda)}^{2} \text { for all } c \in H \tag{4.5}
\end{equation*}
$$

Remark 4.1. For the uniform average sampling on finitely generated shift-invariant spaces, that is, $V_{2}(\Phi, \Lambda)=V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$ and $\Psi=\left\{\psi_{l}(\cdot-k), 1 \leq l \leq L, k \in \mathbf{Z}^{d}\right\}$ for some functions $\phi_{n}, 1 \leq n \leq N$, and $\psi_{l}, 1 \leq l \leq L$, the matrix $\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}$ in (4.4) can be written as

$$
\begin{aligned}
& \left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi} \\
& \quad=\left(\sum_{l=1}^{N} \sum_{j \in \mathbf{Z}^{d}}\left\langle\phi_{n}(\cdot-k), \psi_{l}(\cdot-j)\right\rangle\left\langle\psi_{l}(\cdot-j), \phi_{n^{\prime}}\left(\cdot-k^{\prime}\right)\right\rangle\right)_{(n, k),\left(n^{\prime}, k^{\prime}\right) \in\{1, \ldots, N\} \times \mathbf{Z}^{d}} .
\end{aligned}
$$

Due to the shift-invariant structure of the matrix $\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}$, we may use the Fourier technique to interpret (4.4) in Theorem 4.1 as

$$
\begin{equation*}
C^{-1} G(\xi) \leq A_{a s}(\xi) \leq C G(\xi) \text { a.e. } \xi \in \mathbf{R}^{d} \tag{4.6}
\end{equation*}
$$

where the Fourier transform $\hat{f}$ of an integrable function $f$ is defined by $\hat{f}(\xi)=$ $\int_{\mathbf{R}^{d}} f(x) e^{-i x \xi} d x$, and the $N \times N$ matrices $G(\xi)$ and $A_{a s}(\xi)$ are defined by

$$
G(\xi)=\left(\sum_{k \in \mathbf{Z}^{d}} \widehat{\phi}_{n}(\xi+2 k \pi) \overline{\widehat{\phi}_{n^{\prime}}(\xi+2 k \pi)}\right)_{1 \leq n, n^{\prime} \leq N}
$$

and

$$
A_{a s}(\xi)=\sum_{l=1}^{L} \sum_{k, k^{\prime} \in \mathbf{Z}^{d}}\left(\widehat{\phi}_{n}(\xi+2 k \pi) \overline{\widehat{\psi}_{l}(\xi+2 k \pi)} \widehat{\psi}_{l}\left(\xi+2 k^{\prime} \pi\right) \overline{\widehat{\phi}_{n^{\prime}}\left(\xi+2 k^{\prime} \pi\right)}\right)_{1 \leq n, n^{\prime} \leq N}
$$

The above characterization (4.6) of the stable averaging sampler $\Psi$ is given in [5] under weaker assumptions on the generator $\phi_{1}, \ldots, \phi_{N}$ and the average sampler $\psi_{1}, \ldots, \psi_{L}$ than the ones for the generator $\Phi$ and the average sampler $\Psi$ in Theorem 4.1.

Remark 4.2. For the uniform ideal sampling on a single generated shift-invariant space, that is, $V_{2}(\Phi, \Lambda)=V_{2}(\phi)$ and $\Gamma=\mathbf{Z}^{d}$, the matrix $\left(A_{\delta_{\Gamma}, \Phi}\right)^{*} A_{\delta_{\Gamma}, \Phi}$ in (4.5) can be
written as $\left(A_{\delta_{\Gamma}, \Phi}\right)^{*} A_{\delta_{\Gamma}, \Phi}=\left(\sum_{j \in \mathbf{Z}^{d}} \phi(j-k) \phi\left(j-k^{\prime}\right)\right)_{k, k^{\prime} \in \mathbf{Z}^{d}}$. Similar to the uniform average sampling case, we may use the Fourier technique to interpret (4.5) in Theorem 4.2 as follows: $C^{-1} \leq\left|\sum_{k \in \mathbf{Z}^{d}} \widehat{\phi}(\xi+2 k \pi)\right| \leq C$ for almost all $\xi \in \mathbf{R}^{d}$, which was given in [60].

Remark 4.3. For the characterization of the stable average sampler and stable ideal sampling set for various spaces, there is an extensive literature (see, for instance, the recent review papers [2,57] and monographs [12, 14, 43] for ideal sampling, and [1, 2, 4, 5, 6, 28, 53, 54, 55] for average sampling).
5. Robustness of the reconstruction process. For the numerical stability of the reconstruction formulas (3.6) and (3.8) when the average (ideal) sampling data and the displayer are corrupted, for instance, by the noise in the measurement, we have the following result.

ThEOREM 5.1. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}$ be as either in Theorem 3.1 or in Theorem 3.2. Assume that the original function $f$ belongs to $V_{r}(\Phi, \Lambda)$, and that $G=$ $\left\{g_{\gamma}: \gamma \in \Gamma\right\}$ and $\tilde{\Psi}^{\prime}=\left\{\tilde{\psi}_{\gamma}^{\prime}: \gamma \in \Gamma\right\}$ are the corrupted average sampling data and displayer, respectively. Then there exists a positive constant $C$ (independent of $f, G$, and $\left.\tilde{\Psi}^{\prime}\right)$ such that

$$
\begin{align*}
\left\|f-\sum_{\gamma \in \Gamma} g_{\gamma} \tilde{\psi}_{\gamma}^{\prime}\right\|_{r} \leq & C\left\|\left(g_{\gamma}-\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{r}(\Gamma)}\|\tilde{\Psi}\|_{q, p, u} \\
& +C\left\|\tilde{\Psi}-\tilde{\Psi}^{\prime}\right\|_{q, p, u}\left\|\left(g_{\gamma}\right)_{\gamma \in \Gamma}\right\|_{\ell^{r}(\Gamma)} \tag{5.1}
\end{align*}
$$

For the numerical stability of the reconstruction processes (3.6) and (3.8) when there is certain perturbation for the average sampler and for the ideal sampling set, we have the following results.

Theorem 5.2. Let $p, q, q^{*}, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}, V_{q}(\Phi, \Lambda)$ be as in Theorem 3.1. Then there exist a sufficiently small positive number $\delta_{0}$ and a positive constant $C$ such that any average sampler $\Psi^{\prime}=\left\{\psi_{\gamma}^{\prime}: \gamma \in \Gamma\right\}$ with the property that

$$
\begin{equation*}
\left\|\Psi^{\prime}-\Psi\right\|_{q^{*}, p, u} \leq \delta_{0} \tag{5.2}
\end{equation*}
$$

is a stable average sampler for the space $V_{2}(\Phi, \Lambda)$, and the corresponding displayer $\tilde{\Psi}^{\prime}$ satisfies

$$
\begin{equation*}
\left\|\tilde{\Psi}^{\prime}-\tilde{\Psi}\right\|_{q^{*}, p, u} \leq C\left\|\Psi^{\prime}-\Psi\right\|_{q^{*}, p, u} \tag{5.3}
\end{equation*}
$$

Theorem 5.3. Let $p, u, \Lambda, \Gamma, \Phi, \tilde{\Psi}, V_{q}(\Phi, \Lambda)$ be as in Theorem 3.2. Assume that $\Phi_{\delta}=\left\{\phi_{\gamma, \delta}: \gamma \in \Gamma\right\}$ satisfies

$$
\begin{equation*}
\left\|\Phi_{\delta}\right\|_{\infty, p, u} \rightarrow 0 \text { as } \delta \rightarrow 0 \tag{5.4}
\end{equation*}
$$

where $\phi_{\gamma, \delta}(x)=\sup _{|t| \leq \delta}\left|\phi_{\gamma}(x+t)-\phi_{\gamma}(x)\right|$. Then there exist a sufficiently small positive number $\delta_{0}$ and a positive constant $C$ such that any sampling set $\Gamma^{\prime}:=\left\{\gamma+\delta_{\gamma}\right.$ : $\gamma \in \Gamma\}$ with $\sup _{\gamma \in \Gamma}\left|\delta_{\gamma}\right| \leq \delta_{0}$ is a stable ideal sampling set for the space $V_{2}(\Phi, \Lambda)$, and the corresponding displayer $\tilde{\Psi}^{\prime}$ satisfies $\left\|\tilde{\Psi}^{\prime}-\tilde{\Psi}\right\|_{\infty, p, u} \leq C\left\|\Phi_{\delta_{0}}\right\|_{\infty, p, u}$.

By Theorems 5.2 and 5.3, we have the following results about perturbation for nonuniform average (ideal) sampling on a finitely generated shift-invariant space.

Corollary 5.4. Let $1 \leq p \leq \infty, 2 \leq q \leq \infty, q /(q-1) \leq q^{*} \leq \infty$; u be the polynomial weight $u_{\alpha}$ with $\alpha>d(1-1 / p)$ or the subexponential weight $e_{D, \delta}$ with
$D>0$ and $\delta \in(0,1), \phi_{1}, \ldots, \phi_{N} \in W_{q}\left(L_{p, u}\right) ; \Gamma$ be a relatively separated subset of $\mathbf{R}^{d}$; and $\Phi:=\left\{\phi_{n}(\cdot-k), \quad 1 \leq n \leq N, k \in \mathbf{Z}^{d}\right\}$ be a Riesz basis of the shift-invariant space $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$. Then
(i) if $\psi_{1}, \ldots, \psi_{L} \in W_{q^{*}}\left(L_{p, u}\right)$, and $\Psi:=\left\{\psi_{l}(\cdot-\gamma), 1 \leq l \leq L, \gamma \in \Gamma\right\}$ is a stable average sampler for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$, then there exists a positive constant $\delta_{0}$ such that for any functions $\theta_{1}, \ldots, \theta_{L}$ with $\sum_{l=1}^{L}\left\|\psi_{l}-\theta_{l}\right\|_{W_{q *}\left(L_{p, u}\right)} \leq \delta_{0}$, their generating average sampler $\Theta:=\left\{\theta_{l}(\cdot-\gamma), 1 \leq l \leq L, \gamma \in \Gamma\right\}$ is a stable average sampler for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$.
(ii) if $\phi_{1}, \ldots, \phi_{N}$ are continuous functions in $W_{\infty}\left(L_{p, u}\right)$, and $\Gamma$ is a stable ideal sampling set for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$, then there exists a positive constant $\delta_{0}$ such that any relatively separated set $\tilde{\Gamma}=\left\{\gamma+\delta_{\gamma}: \gamma \in \Gamma\right\}$ with $\sup _{\gamma \in \Gamma}\left|\delta_{\gamma}\right| \leq \delta_{0}$ is a stable ideal sampling set for $V_{2}\left(\phi_{1}, \ldots, \phi_{N}\right)$.
Remark 5.1. From Corollary 5.4, we see that for the shift-invariant setting, the stability of the nonuniform average (ideal) sampling is preserved under small perturbation. Such a phenomenon is observed in [19, 41, 57] for the ideal sampling process in the band-limited spaces and the finite-generated shift-invariant spaces, and in [4] for the average sampling process in the finitely generated shift-invariant spaces. We use a different approach than the ones in $[4,19,41,57]$ to consider the perturbation problem, and then the stability under small perturbation is shown to be preserved under weak assumptions on the generator $\Phi$ and the average sampler $\Psi$; see, for instance, [4] in which such a preservation is established only for the case when $q=\infty, q^{*}=1, p=1$, and $u=u_{0}$.

Remark 5.2. Unlike in the shift-invariant setting, the stability of the ideal sampling set is not preserved under small perturbation in our general setting, or in other words, assumption (5.4) in Theorem 5.3 cannot be eliminated if we expect that the stability of the ideal sampling set is preserved under small perturbation. For instance, let $\Lambda=\mathbf{Z}$ and $\Phi:=\left\{\phi_{k}(x):=h(2(x-k)) \cos ^{2}(4 k \pi(x-k)): k \in \mathbf{Z}\right\}$, where $h(x)=\max (1-|x|, 0)$ is the hat function. For the space $V_{2}(\Phi, \mathbf{Z})$ generated by that family of functions $\Phi$, we see that $f(k)=c(k), k \in \mathbf{Z}$, for any $f=\sum_{k \in \mathbf{Z}} c(k) \phi_{k} \in$ $V_{2}(\Phi, \mathbf{Z})$. Thus $\|f\|_{2} \leq\left\|(f(k))_{k \in \mathbf{Z}}\right\|_{\ell^{2}(\mathbf{Z})} \leq 4\|f\|_{2}$ for all $f \in V_{2}(\Phi, \mathbf{Z})$, where we have also used the facts that $\phi_{k}, k \in \mathbf{Z}$, are supported in $k+[-1 / 2,1 / 2]$ and satisfy $\frac{1}{4} \leq\left\|\phi_{k}\right\|_{2} \leq 1$. This shows that $\mathbf{Z}$ is a stable sampling set for $V_{2}(\Phi, \mathbf{Z})$. Noting that $f(k+1 /(8 k))=0, k \in \mathbf{Z}$, for any $f=\sum_{k \in \mathbf{Z}} c(k) \phi_{k} \in V_{2}(\Phi, \mathbf{Z})$, we then conclude that for any $0<\delta<1 / 2$, the small perturbation $\mathbf{Z}_{\delta}=\left\{k+(-1)^{k} \min (\delta, 1 /(8|k|)), 0 \neq k \in\right.$ $\mathbf{Z}\}$ of the stable sampling set $\mathbf{Z}$ is not a stable sampling set for $V_{2}(\Phi, \Lambda)$. Moreover, assumption (5.4) does not hold for that family of functions $\Phi$, since for any $\delta>0$,

$$
\left\|\Phi_{\delta}\right\|_{q, p, \alpha} \geq\left\|\phi_{k}-\phi_{k}\left(\cdot+\frac{1}{8 k}\right)\right\|_{L^{q}(k+[0,1])} \geq \frac{1}{2} \int_{0}^{1 / 4}|\cos 8 k \pi x| d x \geq \frac{1}{16}
$$

where the integer $k$ is chosen so that $8 k \delta \geq 1$.
6. Locally finite reconstruction process. For a bounded set $K$ and a positive number $R$, we let $B(K, R):=\left\{y \in \mathbf{R}^{d}: \inf _{x \in K}|y-x| \leq R\right\}$ be the $R$-neighborhood of the set $K$. For an average sampling process on the space $V_{r}(\Phi, \Lambda)$ with the average sampler $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$, we define the locally finite reconstruction approximation of a function $f \in V_{r}(\Phi, \Lambda)$ on a bounded set $K$ using average sampling data on the $R$-neighborhood $B(K, R)$ of the set $K$ by

$$
\begin{equation*}
\tilde{f}_{K, R}^{a}=\sum_{\gamma \in \Gamma \cap B(K, R)}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma, K, R}^{a}, \tag{6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\psi}_{\gamma, K, R}^{a}=\sum_{\lambda_{1}, \lambda_{2} \in B(K, 2 R)}\left\langle\psi_{\gamma}, \phi_{\lambda_{1}}\right\rangle\left(\tilde{A}_{\Psi, \Phi, K, R}\right)^{-1}\left(\lambda_{1}, \lambda_{2}\right) \phi_{\lambda_{2}} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{A}_{\Psi, \Phi, K, R}=\left(\sum_{\gamma \in \Gamma \cap B(K, 4 R)}\left\langle\phi_{\lambda}, \psi_{\gamma}\right\rangle\left\langle\psi_{\gamma}, \phi_{\lambda^{\prime}}\right\rangle\right)_{\lambda, \lambda^{\prime} \in B(K, 3 R)} . \tag{6.3}
\end{equation*}
$$

Similarly for the ideal sampling process on the space $V_{r}(\Phi, \Lambda)$ with the sampling set $\Gamma$, we define the locally finite reconstruction approximation of a function $f \in V_{r}(\Phi, \Lambda)$ on a bounded set $K$ using the ideal sampling data on the $R$-neighborhood $B(K, R)$ of the set $K$ by

$$
\begin{equation*}
\tilde{f}_{K, R}^{i}=\sum_{\gamma \in \Gamma \cap B(K, R)} f(\gamma) \tilde{\psi}_{\gamma, K, R}^{i}, \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\psi}_{\gamma, K, R}^{i}=\sum_{\lambda_{1}, \lambda_{2} \in B(K, 2 R)} \phi_{\lambda_{1}}(\gamma)\left(\tilde{A}_{\delta_{\Gamma}, \Phi, K, R}\right)^{-1}\left(\lambda_{1}, \lambda_{2}\right) \phi_{\lambda_{2}} \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{A}_{\Psi, \Phi, K, R}=\left(\sum_{\gamma \in \Gamma \cap B(K, 4 R)} \phi_{\lambda}(\gamma) \phi_{\lambda^{\prime}}(\gamma)\right)_{\lambda, \lambda^{\prime} \in B(K, 3 R)} . \tag{6.6}
\end{equation*}
$$

For any bounded set $K$, we observe that the locally finite reconstruction approximation $\tilde{f}_{K, R}^{a}$ for the average sampling/reconstruction process and $\tilde{f}_{K, R}^{i}$ for the ideal sampling/reconstruction process are obtained by using the samples in a finite neighborhood of that set $K$ with finitely many steps. Then we conclude from Theorems 6.1 and 6.2 that the locally finite reconstruction approximation could be possibly used in the real-time reconstruction by selecting the parameter $R$ properly.

Using an idea similar to the finite section method in frame theory (see, e.g., $[18,20,35])$, we have the following locally finite reconstruction approximation for the average (ideal) sampling/reconstruction process.

ThEOREM 6.1. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}$ be as in Theorem 3.1, and let $\tilde{f}_{K, R}^{a}$ be defined as in (6.1) for any bounded set $K$, positive number $R \geq 1$, and function $f \in V_{r}(\Phi, \Lambda)$. Then there exists a positive constant $C$ (independent of the bounded set $K$, the positive number $R \geq 1$, and the function $\left.f \in V_{r}(\Phi, \Lambda)\right)$ such that

$$
\begin{align*}
\left\|\tilde{f}_{K, R}^{a}-f\right\|_{L^{r}(K)} \leq & C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{r}(\Gamma)} \\
& +C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma \backslash B(K, R)}\right\|_{\ell^{r}(\Gamma \backslash B(K, R))} \tag{6.7}
\end{align*}
$$

holds for any bounded set $K$, any positive number $R \geq 1$, and any $f \in V_{r}(\Phi, \Lambda)$.
Theorem 6.2. Let $p, r, u, \Lambda, \Gamma, \Phi, \tilde{\Psi}$ be as in Theorem 3.2, and let $\tilde{f}_{K, R}^{i}$ be defined as in (6.4) for any bounded set $K$, positive number $R \geq 1$, and function $f \in V_{r}(\Phi, \Lambda)$. Then there exists a positive constant $C$ (independent of the bounded set $K$, the positive number $R \geq 1$, and the function $\left.f \in V_{r}(\Phi, \Lambda)\right)$ such that

$$
\begin{align*}
\left\|\tilde{f}_{K, R}^{i}-f\right\|_{L^{r}(K)} \leq & C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|(f(\gamma))_{\gamma \in \Gamma}\right\|_{\ell^{r}(\Gamma)} \\
& +C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|(f(\gamma))_{\gamma \in \Gamma \backslash B(K, R)}\right\|_{\ell^{r}(\Gamma \backslash B(K, R))} \tag{6.8}
\end{align*}
$$

holds for any bounded set $K$, any positive number $R \geq 1$, and any $f \in V_{r}(\Phi, \Lambda)$.
As a by-product of Theorems 6.1 and 6.2 , we have the following result about the location of (non-)ideal sampling devices.

Theorem 6.3. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}$ be as in either Theorem 3.1 or Theorem 3.2. Then there exists a positive constant $R_{0}$ such that for any bounded set $K$, the number of (non-)ideal sampling devices located in $B\left(K, R_{0}\right)$ exceeds the degrees of freedom of the space $V_{2}(\Phi, \Lambda)$ in the domain $K$, that is,

$$
\begin{equation*}
\#\left(\Gamma \cap B\left(K, R_{0}\right)\right) \geq \#(\Lambda \cap K) \tag{6.9}
\end{equation*}
$$

where $\#(E)$ denotes the cardinality of a set $E$.
Remark 6.1. If $V_{2}(\Phi, \Lambda)$ is a shift-invariant space generated by a compactly supported continuous function $\phi$, then one may verify that the matrix $\left(\sum_{\gamma \in \Gamma} \phi_{\lambda}(\gamma) \phi_{\lambda^{\prime}}(\gamma)\right)$ associated with the ideal sampling on $\Gamma$ is a band-limited matrix. Furthermore for the case when finite truncation of that matrix is invertible (which is true if $\phi$ is a B-spline and $\Gamma$ is a sampling set with sampling density strictly less than the optimal density; see $[3,4]$ ), Gröchenig and Schwab [33] proposed an efficient local reconstruction algorithm to recover the original function in a domain exactly, instead of approximately as in Theorems 6.1 and 6.2, from its samples in a neighborhood of that domain. Comparing with the locally perfect recovery in [33], we see that the locally finite approximation in Theorems 6.1 and 6.2 works for the well-localized average sampling process as well as the ideal sampling process, and for most signals with a finite rate of innovation instead of signals of B-spline type.

Remark 6.2. The density property (6.9) in Corollary 6.3 is established in [3] for the ideal sampling of signals in a B-spline space; that is, $V_{2}(\Phi, \Lambda)$ is the shift-invariant space generated by the integer shifts of a B-spline. The reader may refer to [2] for similar results for average (ideal) sampling in the band-limited space, and to [8, 9] for the nonuniform Gabor system.
7. The Richardson-Landweber iterative reconstruction process. Let $\Phi$ be the generator of the space $V_{2}(\Phi, \Lambda), \Psi$ be an average sampler, and $\Gamma$ be an ideal sampling set. We define an iterative reconstruction algorithm from average sampling data $\left(a_{\gamma}\right)_{\gamma \in \Gamma} \in \ell^{r}$ by

$$
\left\{\begin{array}{l}
f_{0}=A^{-2} \sum_{\gamma \in \Gamma, \lambda \in \Lambda} a_{\gamma}\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle \phi_{\lambda}  \tag{7.1}\\
f_{n}=f_{0}+f_{n-1}-A^{-2} T_{a s} f_{n-1} \text { if } n \geq 1
\end{array}\right.
$$

where $A$ is a positive parameter and the operator $T_{a s}$ is defined by

$$
\begin{equation*}
T_{a s} f=\sum_{\gamma \in \Gamma, \lambda \in \Lambda}\left\langle f, \psi_{\gamma}\right\rangle\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle \phi_{\lambda} \tag{7.2}
\end{equation*}
$$

Similarly we define an iterative reconstruction algorithm from ideal sampling data $\left(a_{\gamma}\right)_{\gamma \in \Gamma} \in \ell^{r}$ by

$$
\left\{\begin{array}{l}
f_{0}=A^{-2} \sum_{\gamma \in \Gamma, \lambda \in \Lambda} a_{\gamma} \phi_{\lambda}(\gamma) \phi_{\lambda}  \tag{7.3}\\
f_{n}=f_{0}+f_{n-1}-A^{-2} T_{i s} f_{n-1}, n \geq 1
\end{array}\right.
$$

where $A$ is a positive parameter and the operator $T_{i s}$ is defined by

$$
\begin{equation*}
T_{i s} f=\sum_{\gamma \in \Gamma, \lambda \in \Lambda} f(\gamma) \phi_{\lambda}(\gamma) \phi_{\lambda} \tag{7.4}
\end{equation*}
$$

Since the operators $A_{a s}$ in (7.2) and $A_{i s}$ in (7.4) can be written as $T_{a s}=$ $T_{\Phi} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\left(T_{\Phi}\right)^{-1}$ and $T_{i s}=T_{\Phi} A_{\delta_{\Gamma}, \Phi}^{*} A_{\delta_{\Gamma}, \Phi}\left(T_{\Phi}\right)^{-1}$, where $T_{\Phi}:(c(\lambda)) \longmapsto \sum_{\lambda \in \Lambda}$ $c(\lambda) \phi_{\lambda}$, we then have that the iterative reconstruction algorithms from average sampling data and from ideal sampling data are equivalent to the familiar RichardsonLandweber iterative algorithms for the positive operators $A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}$ and $A_{\delta_{\Gamma}, \Phi}^{*} A_{\delta_{\Gamma}, \Phi}$ on $\ell^{2}(\Lambda)$, respectively. For the iterative reconstruction algorithms from average sampling data and from ideal sampling data, we have the following exponential convergence for signals in $V_{r}(\Phi, \Lambda)$.

THEOREM 7.1. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, V_{r}(\Phi, \Lambda)$ be as in Theorem 3.1. We assume that the parameter $A$ in (7.1) is a positive constant larger than the operator norm of the matrix $A_{\Psi, \Phi}$ from $\ell^{2}(\Lambda)$ to $\ell^{2}(\Gamma)$. Then the sequence $\left\{f_{n}, n \geq 1\right\}$ in (7.1) converges to a function $f_{\infty}$ in $V_{r}(\Phi, \Lambda)$ in the $L^{r}$ norm exponentially for any initial data $\left(a_{\gamma}\right)_{\gamma \in \Gamma} \in \ell^{r}$; that is, there exist two positive constants $C \in(0, \infty)$ and $s \in(0,1)$ such that

$$
\begin{equation*}
\left\|f_{n}-f_{\infty}\right\|_{r} \leq C s^{n}\left\|\left(a_{\gamma}\right)_{\gamma \in \Gamma}\right\|_{\ell^{r}(\Gamma)} \quad \text { for all } n \geq 1 . \tag{7.5}
\end{equation*}
$$

Furthermore if the initial data $\left(a_{\gamma}\right)_{\gamma \in \Gamma}$ are obtained from average sampling a function $f$ in $V_{r}(\Phi, \Lambda)$, that is, $a_{\gamma}=\left\langle f, \psi_{\gamma}\right\rangle$ for all $\gamma \in \Gamma$, then the limit function $f_{\infty}$ of the sequence $\left\{f_{n}, n \geq 1\right\}$ agrees with the original function $f$.

Theorem 7.2. Let p, r, u, $\Lambda, \Gamma, \Phi, V_{q}(\Phi, \Lambda)$ be as in Theorem 3.2. Assume that the parameter $A$ in (7.3) is a positive constant larger than the operator norm of the matrix $A_{\delta_{\Gamma}, \Phi}:=\left(\phi_{\lambda}(\gamma)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ from $\ell^{2}(\Lambda)$ to $\ell^{2}(\Gamma)$. Then the sequence $\left\{f_{n}, n \geq 1\right\}$ in (7.3) converges to a function $f_{\infty} \in V_{r}(\Phi, \Lambda)$ in the $L^{r}$ norm exponentially. Moreover if $a_{\gamma}=f(\gamma), \gamma \in \Gamma$, holds for some $f \in V_{r}(\Phi, \Lambda)$, then $f_{\infty}=f$.

Remark 7.1. For $\Phi=\left\{\phi_{\lambda}: \lambda \in \Lambda\right\}$, we let $P$ be the projection operator from $L^{2}$ to $V_{2}(\Phi, \Lambda)$; see Remark 3.2. Then for the average sampling/reconstruction process with $\Psi$ as its average sampler (resp., the ideal sampling/reconstruction process with $\Gamma$ as its sampling set), $P \Psi:=\left\{P \psi_{\gamma}, \psi_{\gamma} \in \Psi\right\}$ (resp., $P \delta_{\Gamma}:=\left\{P \delta_{\gamma}, \gamma \in \Gamma\right\}$ ) is a frame for $V_{2}(\Phi, \Lambda)$, and hence the corresponding frame algorithm is the familiar RichardsonLandweber iterative algorithm for the positive operator $\left(A_{\Phi, \Phi}\right)^{-1 / 2} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\left(A_{\Phi, \Phi}\right)^{-1 / 2}$ (resp., $\left(A_{\Phi, \Phi}\right)^{-1 / 2} A_{\delta_{\Gamma}, \Phi}^{*} A_{\delta_{\Gamma}, \Phi}\left(A_{\Phi, \Phi}\right)^{-1 / 2}$ ) on the space $\ell^{2}(\Lambda)$; see [2]. Clearly the iterative frame algorithm becomes the iterative algorithm proposed in this article when $\Phi$ is an orthonormal basis of $V_{2}(\Phi, \Lambda)$. In general, we need more computation for each iterative step of the iterative frame algorithm than that of the iterative algorithm in the paper. The consideration of which iterative algorithm converges faster, and of other implementations of the reconstruction process associated with the average (ideal) sampling/reconstruction process, is beyond the scope of this paper and will be discussed in a subsequent paper. By the general frame theory, the iterative frame algorithm associated with the average (ideal) sampling/reconstruction process on the space $V_{2}(\Phi, \Lambda) \subset L^{2}$ converges exponentially. Similar to the proofs of Theorems 7.1 and 7.2 , we have the exponential convergence of the iterative frame algorithm on the space $V_{r}(\Phi, \Lambda)$ with $r \neq 2$, under the assumption that $p, q, q^{*}, r, u, \Lambda, \Lambda, \Phi, \Psi$ are as in Theorems 3.1 or 3.2. The above exponential convergence theorem for the iterative frame algorithm is established in $[2,22]$ for the shift-invariant setting with some minor additional assumptions on the exponents $p, q, q^{*}$ and weight $u$.
8. Proofs. In this section, we collect the proofs of all theorems and corollaries stated in Sections 3, 4, 5, 6, and 7.
8.1. Proof of Theorem 3.1. Unlike in the study of average (ideal) sampling signals in a shift-invariant space, the main obstacle when considering well-localization of the displayer comes from the nongroup structure on the generator $\Phi$ and the average sampler $\Psi$, which makes the standard approach from Fourier analysis inapplicable. In the proof of Theorem 3.1, we will use the procedure used in the study of localized frames (see $[8,24,31,32,37,50,51,52]$ and references cited therein) with some nonessential modification (see also Remark 3.1). For the completeness of this paper, we include a complete proof.

For a matrix $A=\left(a\left(\lambda, \lambda^{\prime}\right)\right)_{\lambda, \lambda^{\prime} \in \Lambda}$, we denote by $\|A\|_{\mathcal{B}^{2}}$ its operator norm on $\ell^{2}(\Lambda)$. To prove Theorem 3.1, we recall some properties of the matrix algebras of the Schur class $\mathcal{A}_{p, u}\left(\Lambda, \Lambda^{\prime}\right)$ and of the Sjöstrand class $\mathcal{C}_{p, u}(\Lambda, \Lambda)$ in [51]. The third property in Lemmas 8.1 and 8.2 below is usually known as Wiener's lemma; see, for instance, $[8,10,24,27,31,32,37,49,50,51]$ and references cited therein for its recent development and various applications.

Lemma 8.1 (see [51]). Let $1 \leq p \leq \tilde{p} \leq \infty$, $u$ and $\tilde{u}$ be weights, and $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$ be relatively separated subsets of $\mathbf{R}^{d}$. Then the following statements are true:
(i) If $\left\|u \tilde{u}^{-1}\right\|_{L^{r}}<\infty$, where $r=p \tilde{p} /(\tilde{p}-p)$, then

$$
\begin{equation*}
\|A\|_{\mathcal{A}_{p, u}} \leq C\|A\|_{\mathcal{A}_{\tilde{p}, \tilde{u}}} \quad \text { for all } A \in \mathcal{A}_{\tilde{p}, \tilde{u}}\left(\Lambda, \Lambda^{\prime}\right) . \tag{8.1}
\end{equation*}
$$

(ii) If there exists another weight $v$ such that (2.15) and (2.16) hold, then

$$
\begin{equation*}
\|A B\|_{\mathcal{A}_{p, u}} \leq C\|A\|_{\mathcal{A}_{p, u}}\|B\|_{\mathcal{A}_{p, u}} \tag{8.2}
\end{equation*}
$$

for all $A \in \mathcal{A}_{p, u}\left(\Lambda, \Lambda^{\prime}\right)$ and $B \in \mathcal{A}_{p, w}\left(\Lambda^{\prime}, \Lambda^{\prime \prime}\right)$, where

$$
A B:=\left(\sum_{\lambda^{\prime} \in \Lambda^{\prime}} A\left(\lambda, \lambda^{\prime}\right) B\left(\lambda^{\prime}, \lambda^{\prime \prime}\right)\right)_{\lambda \in \Lambda, \lambda^{\prime \prime} \in \Lambda^{\prime \prime}}
$$

(iii) If $u$ is a p-admissible weight and $A$ is a matrix in $\mathcal{A}_{p, u}(\Lambda, \Lambda)$ satisfying

$$
\begin{equation*}
\|A c\|_{\ell^{2}} \geq D_{0}\|c\|_{\ell^{2}} \text { for all } c \in \ell^{2} \tag{8.3}
\end{equation*}
$$

for some positive constant $D_{0}$, then the inverse $A^{-1}$ of the matrix $A$ belongs to $\mathcal{A}_{p, u}(\Lambda, \Lambda)$.
(iv) If $u$ is a p-admissible weight, then there exist positive constants $C_{1}, C_{2} \in$ $(0, \infty)$ and $\theta \in(0,1)$ such that the following estimate holds for all $A \in$ $\mathcal{A}_{p, u}(\Lambda, \Lambda):$

$$
\begin{equation*}
\left\|A^{n}\right\|_{\mathcal{A}_{p, u}} \leq\left(C_{1} \frac{\|A\|_{\mathcal{A}_{p, u}}}{\|A\|_{\mathcal{B}^{2}}}\right)^{C_{2} n^{\theta}}\|A\|_{\mathcal{B}^{2}}^{n}, n \geq 1 \tag{8.4}
\end{equation*}
$$

Lemma 8.2 (see [51]). Let $1 \leq p \leq \tilde{p} \leq \infty$, u and $\tilde{u}$ be weights on $\mathbf{R}^{d}$, and $\Lambda$ be a lattice of $\mathbf{R}^{d}$. Then the following statements are true:
(i) If $\left\|u \tilde{u}^{-1}\right\|_{L^{r}}<\infty$, where $r=p \tilde{p} /(\tilde{p}-p)$, then

$$
\begin{equation*}
\|A\|_{\mathcal{C}_{p, u}} \leq C\|A\|_{\mathcal{C}_{\tilde{p}, \tilde{u}}} \quad \text { for all } A \in \mathcal{C}_{\tilde{p}, \tilde{u}}(\Lambda, \Lambda) \tag{8.5}
\end{equation*}
$$

(ii) If there exists another weight $v$ such that (2.15) and (2.16) hold, then

$$
\begin{equation*}
\|A B\|_{\mathcal{C}_{p, u}} \leq C\|A\|_{\mathcal{C}_{p, u}}\|B\|_{\mathcal{C}_{p, u}} \quad \text { for all } A, B \in \mathcal{C}_{p, u}(\Lambda, \Lambda) \tag{8.6}
\end{equation*}
$$

(iii) If $u$ is a p-admissible weight on $\mathbf{R}^{d}$ and if $A$ is a matrix in $\mathcal{C}_{p, u}(\Lambda, \Lambda)$ that satisfies (8.3), then the inverse $A^{-1}$ of the matrix $A$ belong to $\mathcal{C}_{p, u}(\Lambda, \Lambda)$.
Now we are ready to start the proof of Theorem 3.1.
Proof of Theorem 3.1. By Proposition 2.2, without loss of generality, we may assume that $\Phi$ is an orthonormal basis of $V_{2}(\Phi, \Lambda)$ for otherwise replacing $\Phi$ with $S^{-1 / 2} \Phi$. Therefore

$$
\begin{equation*}
\|c\|_{\ell^{2}(\Lambda)}=\left\|\sum_{\lambda \in \Lambda} c(\lambda) \phi_{\lambda}\right\|_{2} \quad \text { for all } c:=(c(\lambda))_{\lambda \in \Lambda} \in \ell^{2}(\Lambda) \tag{8.7}
\end{equation*}
$$

and

$$
\begin{equation*}
f=\sum_{\lambda \in \Lambda}\left\langle f, \phi_{\lambda}\right\rangle \phi_{\lambda} \quad \text { for all } f \in V_{2}(\Phi, \Lambda) . \tag{8.8}
\end{equation*}
$$

From (2.8), (3.3), and (3.4), it follows that $\|\Psi\|_{q /(q-1), p, u}+\|\Phi\|_{q, p, u}<\infty$. This, together with (2.7), Lemma 8.1, and the trivial estimate

$$
\left|A_{\Psi, \Phi}(\gamma, \lambda)\right| \leq \sum_{k \in \mathbf{Z}^{d}}\left\|\psi_{\gamma}\right\|_{L^{q /(q-1)}\left(k+[0,1]^{d}\right)}\left\|\phi_{\lambda}\right\|_{L^{q}\left(k+[0,1)^{d}\right)}
$$

proves that the matrix $A_{\Psi, \Phi}=\left(A_{\Psi, \Phi}(\gamma, \lambda)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ in (4.2) belongs to $\mathcal{A}_{p, u}(\Gamma, \Lambda)$ :

$$
\begin{equation*}
A_{\Psi, \Phi} \in \mathcal{A}_{p, u}(\Gamma, \Lambda) \tag{8.9}
\end{equation*}
$$

Furthermore, there exists a positive constant $C$ such that

$$
\begin{equation*}
\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}} \leq C\|\Psi\|_{q /(q-1), p, u}\|\Phi\|_{q, p, u} \tag{8.10}
\end{equation*}
$$

Clearly the transpose $A^{*}$ of a matrix $A \in \mathcal{A}_{p, u}$ has the same $\mathcal{A}_{p, u}$ norm as the one of the matrix $A$,

$$
\begin{equation*}
\left\|A^{*}\right\|_{\mathcal{A}_{p, u}}=\|A\|_{\mathcal{A}_{p, u}} \tag{8.11}
\end{equation*}
$$

Combining (8.2), (8.9), and (8.11) then yields

$$
\begin{equation*}
A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} \in \mathcal{A}_{p, u}(\Lambda, \Lambda) . \tag{8.12}
\end{equation*}
$$

For the matrix $A_{\Psi, \Phi}$, we obtain from (8.7) and the stable assumption on the averaging sampler $\Psi$ that

$$
\begin{equation*}
C^{-1}\|c\|_{2} \leq\left\|\left(\sum_{\lambda \in \Lambda} A_{\Psi, \Phi}(\gamma, \lambda) c(\lambda)\right)_{\gamma \in \Gamma}\right\|_{\ell^{2}(\Gamma)} \leq C\|c\|_{2} \tag{8.13}
\end{equation*}
$$

for any $\ell^{2}(\Lambda)$-sequence $c=(c(\lambda))_{\lambda \in \Lambda}$.

Combining (8.2), (8.12), and (8.13), and applying Lemma 8.1 to the matrix $A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}$, we conclude that

$$
\begin{equation*}
\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1} \in \mathcal{A}_{p, u}(\Lambda, \Lambda) . \tag{8.14}
\end{equation*}
$$

Let

$$
\begin{equation*}
R:=A_{\Psi, \Phi}\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1} \tag{8.15}
\end{equation*}
$$

write $R=(R(\gamma, \lambda))_{\gamma \in \Gamma, \lambda \in \Lambda}$, and define $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}: \gamma \in \Gamma\right\}$ by

$$
\begin{equation*}
\tilde{\psi}_{\gamma}=\sum_{\lambda \in \Lambda} R(\gamma, \lambda) \phi_{\lambda}, \quad \gamma \in \Gamma \tag{8.16}
\end{equation*}
$$

Now we prove that $\tilde{\Psi}$ satisfies all requirements of the displayer associated with the average sampler $\Psi$. By (8.2), (8.9), and (8.14), we have

$$
\begin{equation*}
R \in \mathcal{A}_{p, u}(\Gamma, \Lambda) \tag{8.17}
\end{equation*}
$$

This implies that the sequence $(R(\gamma, \lambda))_{\lambda \in \Lambda} \in \ell^{1}(\Lambda)$ for any $\gamma \in \Gamma$, and hence $\tilde{\Psi} \subset$ $V_{1}(\Phi, \Lambda)$.

From (2.7), (8.2), (8.17), and the trivial estimate for $\tilde{\Psi}:\left\|\tilde{\psi}_{\gamma}\right\|_{L^{q}\left(k+[0,1]^{d}\right)} \leq$ $\sum_{\lambda \in \Lambda}|R(\gamma, \lambda)|\left\|\psi_{\lambda}\right\|_{L^{q}\left(k+[0,1]^{d}\right)}$, we have

$$
\begin{equation*}
\|\tilde{\Psi}\|_{q, p, u} \leq C\|R\|_{\mathcal{A}_{p, u}}\|\Phi\|_{q, p, u}<\infty \tag{8.18}
\end{equation*}
$$

For any $f \in V_{2}(\Phi, \lambda)$, it follows from (8.8), (8.15), and (8.17) that

$$
\begin{aligned}
& \left(\left\langle\sum_{\gamma \in \Gamma}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma}, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda} \\
& \quad=\left(\sum_{\lambda_{1} \in \Lambda}\left\langle f, \phi_{\lambda_{1}}\right\rangle \times \sum_{\lambda_{2} \in \Lambda}\left\langle\phi_{\lambda_{2}}, \phi_{\lambda}\right\rangle\left(\sum_{\gamma \in \Gamma} A_{\Psi, \Phi}^{*}\left(\lambda_{1}, \gamma\right) R\left(\gamma, \lambda_{2}\right)\right)\right)_{\lambda \in \Lambda} \\
& \quad=\left(\sum_{\lambda_{1} \in \Lambda}\left\langle f, \phi_{\lambda_{1}}\right\rangle\left\langle\phi_{\lambda_{1}}, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}=\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}
\end{aligned}
$$

This proves the reconstruction formula (3.6) for $r=2$,

$$
\begin{equation*}
f=\sum_{\gamma \in \Gamma}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma} \quad \text { for any } f \in V_{2}(\Phi, \Lambda) \tag{8.20}
\end{equation*}
$$

For $1 \leq r<\infty$, we obtain from (2.8), (2.9), (8.2), (8.9), (8.17), and Proposition 2.1 that

$$
\begin{align*}
& \left\|\sum_{\gamma \in \Gamma} \sum_{\lambda, \lambda^{\prime} \in \Lambda}|c(\lambda)| \times\left|\left\langle\phi_{\lambda}, \psi_{\gamma}\right\rangle\right| \times\left|R\left(\gamma, \lambda^{\prime}\right)\right| \times\left|\phi_{\lambda^{\prime}}\right|\right\|_{L^{r}} \\
& \quad \leq C\|c\|_{\ell^{r}(\Lambda)}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\|R\|_{\mathcal{A}_{p, u}}\|\Phi\|_{r, p, u} \\
& \quad \leq C\|c\|_{\ell^{r}(\Lambda)}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\|R\|_{\mathcal{A}_{p, u}}\|\Phi\|_{q, p, u}<\infty \tag{8.21}
\end{align*}
$$

for any sequence $c:=(c(\lambda))_{\lambda \in \Lambda} \in \ell^{r}(\Lambda)$. Then for $1 \leq r<\infty$, the reconstruction formula (3.6) follows easily from (8.20), (8.21), and the density of $\ell^{2} \cap \ell^{r}$ in $\ell^{r}$.

For $r=\infty$, we have that $p=\infty$. Take $c=(c(\lambda))_{\lambda \in \Lambda} \in \ell^{\infty}(\Lambda)$. We let $f=$ $\sum_{\lambda \in \Lambda} c(\lambda) \phi_{\lambda}$ and $f_{k, \tau}=\sum_{|\lambda-k| \leq \tau} c(\lambda) \phi_{\lambda}$ for $\tau \geq 1$. Then there exists a positive constant $C$ (independent of $k \in \mathbf{Z}^{d}$ and $\tau \geq 1$ ) such that

$$
\begin{aligned}
\sup _{x \in k+[0,1]^{d}}\left|f(x)-f_{k, \tau}(x)\right| & \leq \sum_{|\gamma-k|>\tau}|c(\lambda)| \sup _{x \in k+[0,1]^{d}}\left|\phi_{\lambda}(x)\right| \\
& \leq C\|c\|_{\ell^{\infty}(\Lambda)}\|\Phi\|_{\infty, p, u}\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(\tau)\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sup _{x \in k+[0,1]^{d}}\left|\sum_{\gamma \in \Gamma}\left\langle f-f_{k, \tau}, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma}(x)\right| \\
& \quad \leq\|c\|_{\ell \infty}\left(\sum_{|\gamma-k| \geq \tau / 2, \gamma \in \Gamma} \sum_{\lambda \in \Lambda}+\sum_{\gamma \in \Gamma|\lambda-\gamma| \geq \tau / 2, \lambda \in \Lambda} \sum_{\lambda}\right)\left|\left\langle\phi_{\lambda}, \psi_{\gamma}\right\rangle\right|_{x \in k+[0,1]^{d}} \sup _{\gamma}\left|\tilde{\psi}_{\gamma}(x)\right| \\
& \leq C\|c\|_{\ell \infty}(\Lambda)\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\|\tilde{\Psi}\|_{\infty, p, u}\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(\tau / 2)\right)} .
\end{aligned}
$$

The above two estimates, together with (8.20), lead to

$$
\begin{aligned}
& \sup _{x \in k+[0,1]^{d}}\left|f(x)-\sum_{\gamma \in \Gamma}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma}(x)\right| \\
& \quad=\sup _{x \in k+[0,1]^{d}}\left|\left(f-f_{k, \tau}\right)(x)-\sum_{\gamma \in \Gamma}\left\langle f-f_{k, \tau}, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma}(x)\right| \\
& \leq C\|c\|_{\ell \infty(\Lambda)}\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(\tau / 2)\right)} \rightarrow 0 \text { as } \tau \rightarrow \infty
\end{aligned}
$$

for all $k \in \mathbf{Z}^{d}$, where we have used assumption (2.17) to obtain the last limit. This proves the reconstruction formula (3.6) for $r=\infty$, and hence completes the verification that the collection $\tilde{\Psi}$ in (8.16) is the desired displayer associated with the average sampler $\Psi$.

Now we prove that the displayer $\tilde{\Psi}$ in (8.16) is enveloped by a function in $W_{\infty}\left(L_{p, u}\right)$ when $\Lambda$ is a lattice, and the average sampler $\Psi$ and the generator $\Phi$ for the space $V_{2}(\Phi, \Lambda)$ are enveloped by some functions $g, h \in W_{\infty}\left(L_{p, u}\right)$, respectively. Let $A_{\Psi, \Phi}=\left(A_{\Psi, \Phi}(\gamma, \lambda)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ be as in (4.2). Then for any $\lambda \in m+[-1 / 2,1 / 2)^{d}$ and $\lambda^{\prime} \in m^{\prime}+[-1 / 2,1 / 2)^{d}$ with $m, m^{\prime} \in \mathbf{Z}^{d}$,

$$
\begin{aligned}
&\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)\left(\lambda, \lambda^{\prime}\right)\right| \leq \sum_{k, l \in \mathbf{Z}^{d}} \sum_{\mu \in \Gamma}\|h(\cdot+\lambda-k)\|_{L^{\infty}\left([0,1]^{d}\right)}\|g(\cdot+\mu-k)\|_{L^{\infty}\left([0,1]^{d}\right)} \\
& \leq \quad\left\|g \sum_{k, l, n \in \mathbf{Z}^{d}}\right\| h(\cdot+m-l)\left\|_{L^{\infty}\left([0,1]^{d}\right)}\right\| h\left(\cdot+\lambda^{\prime}-l\right) \|_{L^{\infty}\left([0,1]^{d}\right)} \\
&\quad \times \| g)\left\|_{L^{\infty}\left([-1,2]^{d}\right)}\right\| g(\cdot+n-k) \|_{L^{\infty}\left([-1,2]^{d}\right)} \\
& \leq d\left(m-m^{\prime}\right)
\end{aligned}
$$

for some sequence $(d(m))_{m \in \mathbf{Z}^{d}}$ with $(d(m) u(m))_{m \in \mathbf{Z}^{d}} \in \ell^{p}$. This implies that

$$
\begin{equation*}
A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} \in \mathcal{C}_{p, u}(\Lambda, \Lambda) . \tag{8.22}
\end{equation*}
$$

Therefore using (8.13) and (8.22), and applying Lemma 8.2 to the matrix $A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}$, we conclude that

$$
\begin{equation*}
\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1} \in \mathcal{C}_{p, u}(\Lambda, \Lambda) \tag{8.23}
\end{equation*}
$$

Let $R$ be the matrix in (8.15) and $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}, \gamma \in \Gamma\right\}$ be the displayer defined in (8.16). Then for $\gamma \in k+[0,1)^{d}$ and $x \in l+[0,1)^{d}$,

$$
\begin{aligned}
\left|\tilde{\psi}_{\gamma}(x)\right| \leq & \sum_{\lambda, \lambda^{\prime} \in \Lambda} \sum_{m \in \mathbf{Z}^{d}}\|g(\cdot+\gamma-m)\|_{L^{\infty}\left([0,1]^{d}\right)}\left\|h\left(\cdot+\lambda^{\prime}-m\right)\right\|_{L^{\infty}\left([0,1]^{d}\right)} \\
& \times\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\left(\lambda^{\prime}, \lambda\right)\right| h(x-\lambda) \\
\leq & C \sum_{n, n^{\prime}, m \in \mathbf{Z}^{d}}\|g\|_{L^{\infty}\left(m-k+[-1,2]^{d}\right)}\|h\|_{L^{\infty}\left(m-n^{\prime}+[-1,2]^{d}\right)} \\
& \times b\left(n-n^{\prime}\right) \sup _{y \in l-n+[-1,2]^{d}}|h(y)| \leq c(k-l)
\end{aligned}
$$

where $(b(k))_{k \in \mathbf{Z}^{d}}$ and $(c(k))_{k \in \mathbf{Z}^{d}}$ are sequences with $(b(k) u(k))_{k \in \mathbf{Z}^{d}}$ and $(c(k) u(k))_{k \in \mathbf{Z}^{d}}$ belonging to $\ell^{p}$. This proves that $\tilde{\Psi}:=\left\{\tilde{\psi}_{\gamma}, \gamma \in \Gamma\right\}$ is enveloped by some function in $W_{\infty}\left(L_{p, u}\right)$, and hence completes the proof.
8.2. Proof of Theorem 3.2. By (3.7) and the relative separatedness of the sets $\Gamma$ and $\Lambda$, the matrix $A_{\delta_{\Gamma}, \Phi}=\left(\phi_{\lambda}(\gamma)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ in (4.3) belongs to $\mathcal{A}_{p, u}(\Gamma, \Lambda)$. Then we may reach the conclusion of Theorem 3.2 using the same argument as the one in the proof of Theorem 3.1, except we replace the average sampler $\Psi$ with the ideal sampler $\delta_{\Gamma}$. We omit the details of the proof here.
8.3. Proof of Theorem 4.1. Let $S$ be the frame operator (2.20) on the space $V_{2}(\Phi, \Lambda)$. By the frame assumption on the generator $\Phi$, we have

$$
\begin{equation*}
C^{-1}\|f\|_{2} \leq\|S f\|_{2} \leq C\|f\|_{2} \quad \text { for all } f \in V_{2}(\Phi, \Lambda) \tag{8.24}
\end{equation*}
$$

and

$$
\begin{equation*}
C^{-1}\|f\|_{2} \leq\left\|\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}\right\|_{\ell^{2}(\Lambda)} \leq C\|f\|_{2} \quad \text { for all } f \in V_{2}(\Phi, \Lambda) \tag{8.25}
\end{equation*}
$$

Then the conclusion follows from (8.24), (8.25), and

$$
\left\langle A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} c, c\right\rangle=\left\|\left(\left\langle S f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{2}(\Lambda)}^{2}
$$

for any $c=\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}$, where $f \in V_{2}(\Phi, \Lambda)$.
8.4. Proof of Theorem 4.2. Note that $\left\langle A_{\delta_{\Gamma}, \Phi}^{*} A_{\delta_{\Gamma}, \Phi} c, c\right\rangle=\left\|(S f(\gamma))_{\gamma \in \Gamma}\right\|_{\ell^{2}(\Lambda)}^{2}$ for $c=\left(\left\langle f, \phi_{\lambda}\right\rangle\right)_{\lambda \in \Lambda}$, where $f \in V_{2}(\Phi, \Lambda)$. This, together with (8.24) and (8.25), proves the conclusion.
8.5. Proof of Theorem 5.1. The estimate (5.1) follows from (3.6), (3.8), Proposition 2.1, and the following inequality:

$$
\left|f-\sum_{\gamma \in \Gamma} g_{\gamma} \tilde{\psi}_{\gamma}^{\prime}\right| \leq \sum_{\gamma \in \Gamma}\left|\left\langle f, \psi_{\gamma}\right\rangle-g_{\gamma}\left\|\tilde{\psi}_{\gamma}\left|+\sum_{\gamma \in \Gamma}\right| g_{\gamma}\right\| \tilde{\psi}_{\gamma}-\tilde{\psi}_{\gamma}^{\prime}\right|
$$

8.6. Proof of Theorem 5.2. Let $A_{\Psi, \Phi}$ and $A_{\Psi^{\prime}, \Phi}$ be the Gram matrices as in (4.2). Then there exists a positive constant $C$ independent of the average samplers $\Psi^{\prime}$ and $\Psi$ by (2.8) and (8.10) such that

$$
\begin{align*}
\left\|A_{\Psi, \Phi}-A_{\Psi^{\prime}, \Phi}\right\|_{\mathcal{A}_{p, u}} & =\left\|A_{\Psi-\Psi^{\prime}, \Phi}\right\|_{\mathcal{A}_{p, u}} \\
& \leq C\left\|\Psi-\Psi^{\prime}\right\|_{q /(q-1), p, \alpha}\|\Phi\|_{q, p, u} \leq C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u}\|\Psi\|_{q, p, u} . \tag{8.26}
\end{align*}
$$

This, together with (8.2), yields the following estimate:

$$
\begin{equation*}
\left\|\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}-\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right\|_{\mathcal{A}_{p, u}} \leq C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u} \tag{8.27}
\end{equation*}
$$

which then implies that

$$
\begin{aligned}
& \left\|\left(\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right)^{-1}-\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}\right\|_{\mathcal{A}_{p, u}} \\
& \quad \leq C\left\|\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}\right\|_{\mathcal{A}_{p, u}} \\
& \quad \times \sum_{k=1}^{\infty}\left\|\left(\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}-\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right)\right)^{k}\right\|_{\mathcal{A}_{p, u}} \\
& \leq C\left\|\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}\right\|_{\mathcal{A}_{p, u}} \\
& \quad \times \sum_{k=1}^{\infty}\left(C\left\|\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}\right\|_{\mathcal{A}_{p, u}}\left\|\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}-\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right)\right\|_{\mathcal{A}_{p, u}}\right)^{k} \\
& \quad \leq C \sum_{k=1}^{\infty}\left(C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u}\right)^{k} \leq \frac{C^{2}\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u}}{1-C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u}} \leq \frac{C^{2} \delta_{0}}{1-C \delta_{0}}<\infty
\end{aligned}
$$

when $\delta_{0}$ in (5.2) is sufficiently small, where we have used the estimates in (5.2), (8.2), (8.14), and (8.27). This proves that $\left(\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right)^{-1} \in \mathcal{A}_{p, u}(\Lambda, \Lambda)$ as $\delta_{0}$ in (5.2) is sufficiently small. Moreover using the argument in the proof of Theorem 3.1, we conclude that $\Psi^{\prime}$ is a stable average sampler for the space $V_{2}(\Phi, \Lambda)$, and

$$
\begin{equation*}
\left\|R^{\prime}-R\right\|_{p, \alpha} \leq C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, \alpha} \tag{8.28}
\end{equation*}
$$

for some positive constant $C$, where $R^{\prime}=A_{\Psi^{\prime}, \Phi}\left(\left(A_{\Psi^{\prime}, \Phi}\right)^{*} A_{\Psi^{\prime}, \Phi}\right)^{-1}=\left(R^{\prime}(\gamma, \lambda)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ and $R=A_{\Psi, \Phi}\left(\left(A_{\Psi, \Phi}\right)^{*} A_{\Psi, \Phi}\right)^{-1}=(R(\gamma, \lambda))_{\gamma \in \Gamma, \lambda \in \Lambda}$. Therefore the displayers $\tilde{\Psi}^{\prime}=$ $\left\{\tilde{\psi}_{\gamma}^{\prime}: \gamma \in \Gamma\right\}$ and $\tilde{\Psi}=\left\{\tilde{\psi}_{\gamma}: \gamma \in \Gamma\right\}$ associated with the stable average samplers $\Psi^{\prime}$ and $\Psi$, respectively, which are defined by $\psi_{\gamma}^{\prime}=\sum_{\lambda \in \Lambda} R^{\prime}(\gamma, \lambda) \phi_{\lambda}$ and $\psi_{\gamma}=$ $\sum_{\lambda \in \Lambda} R(\gamma, \lambda) \phi_{\lambda}, \gamma \in \Gamma$, satisfy

$$
\begin{equation*}
\left\|\tilde{\Psi}^{\prime}-\tilde{\Psi}\right\|_{q^{*}, p, u} \leq C\left\|R-R^{\prime}\right\|_{\mathcal{A}_{p, u}}\|\Phi\|_{q^{*}, p, u} \leq C\left\|\Psi-\Psi^{\prime}\right\|_{q^{*}, p, u} \tag{8.29}
\end{equation*}
$$

Hence (5.3) follows.
8.7. Proof of Theorem 5.3. We can use the same technique as the one in the proof of Theorem 5.2, except the matrices $A_{\Psi, \Phi}$ and $A_{\Psi^{\prime}, \Phi}$ and the estimate (8.26) are replaced with the matrices $A_{\delta_{\Gamma}, \Phi}=\left(\phi_{\lambda}(\gamma)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$ and $A_{\delta_{\Gamma^{\prime}}, \Phi}=\left(\phi_{\lambda}(\gamma+\right.$ $\left.\left.\delta_{\gamma}\right)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$, and the estimate $\left\|A_{\delta_{\Gamma}, \Phi}-A_{\delta_{\Gamma^{\prime}}, \Phi}\right\|_{\mathcal{A}_{p, u}} \leq\left\|\Phi_{\delta_{0}}\right\|_{\infty, p, u}$ for sequences $\left\{\delta_{\gamma}\right\}$ with $\sup _{\gamma \in \Gamma}\left|\delta_{\gamma}\right| \leq \delta_{0}$, respectively. We omit the details of the proof here.
8.8. Proof of Corollary 5.4. The first conclusion follows from Theorem 5.2 and the equivalence between $\sum_{l=1}^{L}\left\|\theta_{n}\right\|_{W_{q^{*}}\left(L_{p, u}\right)}$ and $\|\Theta\|_{q *, p, \alpha}$, where $\Theta=\left\{\theta_{l}(\cdot-\gamma): 1 \leq\right.$ $l \leq L, \gamma \in \Gamma\}$.

For any continuous function $\phi$ in $W_{\infty}\left(L_{p, u}\right)$, there exist continuous functions $\phi_{n}, n \geq 1$, with compact support such that $\lim _{n \rightarrow \infty}\left\|\phi_{n}-\phi\right\|_{W_{\infty}\left(L_{p, u}\right)}=0$. Therefore the modulus of continuity $\omega(\phi, \delta)(x):=\sup _{|t| \leq \delta}|\phi(x+t)-\phi(x)|$ of the continuous function $\phi$ in $W_{\infty}\left(L_{p, u}\right)$ has the property that $\|\omega(\phi, \delta)\|_{W_{\infty}\left(L_{p, u}\right)} \rightarrow 0$ as $\delta \rightarrow 0$ [2]. This together with (2.13) and Theorem 5.3 proves the second conclusion.
8.9. Proof of Theorem 6.1. For average sampling on the space $V_{r}(\Phi, \Lambda)$ with the average sampler $\Psi:=\left\{\psi_{\gamma}, \gamma \in \Gamma\right\}$, we introduce two local reconstruction approximations of a function $f \in V_{r}(\Phi, \Lambda)$ on a bounded set $K$ using average sampling data on the $R$-neighborhood $B(K, R)$ of the set $K$ by

$$
\begin{equation*}
f_{K, R}=\sum_{\gamma \in \Gamma \cap B(K, R)}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma} \tag{8.30}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{K, R}^{1}=\sum_{\gamma \in \Gamma \cap B(K, R)}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma, K, R}^{1} \tag{8.31}
\end{equation*}
$$

where

$$
\tilde{\psi}_{\gamma}=\sum_{\lambda_{1}, \lambda_{2} \in \Lambda}\left\langle\psi_{\gamma}, \phi_{\lambda_{1}}\right\rangle\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\left(\lambda_{1}, \lambda_{2}\right) \phi_{\lambda_{2}}
$$

and

$$
\tilde{\psi}_{\gamma, K, R}^{1}=\sum_{\lambda_{1}, \lambda_{2} \in B(K, 2 R) \cap \Lambda}\left\langle\psi_{\gamma}, \phi_{\lambda_{1}}\right\rangle\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\left(\lambda_{1}, \lambda_{2}\right) \phi_{\lambda_{2}}
$$

For a bounded domain $K$ and a positive number $R>0$, define the projection matrices $P_{K, R}$ and $Q_{K, R}$ by

$$
\left(P_{K, R} c\right)(\lambda)= \begin{cases}c(\lambda) & \text { if } \lambda \in \Lambda \cap B(K, R) \\ 0 & \text { if } \lambda \notin \Lambda \cap B(K, R)\end{cases}
$$

for any $c:=(c(\lambda))_{\lambda \in \Lambda}$, and

$$
\left(Q_{K, R} d\right)(\gamma)= \begin{cases}d(\gamma) & \text { if } \gamma \in \Gamma \cap B(K, R) \\ 0 & \text { if } \gamma \notin \Gamma \cap B(K, R)\end{cases}
$$

for any $d:=(d(\gamma))_{\gamma \in \Gamma}$.
To prove Theorem 6.1, we need the following estimates for $f-f_{K, R}$ and $f_{K, R}-$ $f_{K, R}^{1}$.

Lemma 8.3. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}$ be as in Theorem 3.1, and set $p^{\prime}=$ $p /(p-1)$. Then there exists a positive constant $C$ (independent of the bounded set $K$, the positive number $R \geq 1$, and the function $\left.f \in V_{r}(\Phi, \Lambda)\right)$ such that

$$
\begin{equation*}
\left\|f_{K, R}-f\right\|_{L^{r}(K)} \leq C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma \backslash B(K, R)}\right\|_{\ell^{r}(\Gamma \backslash B(K, R))} \tag{8.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f_{K, R}-f_{K, R}^{1}\right\|_{L^{r}(K)} \leq C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in B(K, R)}\right\|_{\ell^{r}(B(K, R))} \tag{8.33}
\end{equation*}
$$

for any compact set $K$, any positive number $R \geq 1$, and any $f \in V_{r}(\Phi, \Lambda)$.

Proof. Let $\tilde{K} \subset \mathbf{Z}^{d}$ be the minimal subset of $\mathbf{Z}^{d}$ such that $K \subset \tilde{K}+[0,1)^{d}$. For $1 \leq r \leq q$ and $r<\infty$,

$$
\begin{align*}
&\left\|f-f_{K, R}\right\|_{L^{r}(K)}^{r}=\left\|\sum_{\gamma \notin \Gamma_{K, R}}\left\langle f, \psi_{\gamma}\right\rangle \tilde{\psi}_{\gamma}\right\|_{L^{r}(K)}^{r} \\
& \leq \int_{\tilde{K}+[0,1]^{d}}\left(\sum_{\gamma \notin \Gamma_{K, R}}\left|\left\langle f, \psi_{\gamma}\right\rangle\right|^{r}\left|\tilde{\psi}_{\gamma}(x)\right|\right) \times\left(\sum_{\gamma \notin \Gamma_{K, R}}\left|\tilde{\psi}_{\gamma}(x)\right|\right)^{r-1} d x \\
& \leq \sum_{\gamma \notin \Gamma_{K, R}}\left|\left\langle f, \psi_{\gamma}\right\rangle\right|^{r} \sum_{k \in \tilde{K}}\left\|\tilde{\psi}_{\gamma}\right\|_{L^{r}\left(k+[0,1]^{d}\right)} \times\left(\sum_{\gamma \notin \Gamma_{K, R}}\left\|\tilde{\psi}_{\gamma}\right\|_{L^{r}\left(k+[0,1]^{d}\right)}\right)^{r-1} \\
& \leq\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma \backslash \Gamma_{K, R}}\right\|_{\ell^{r}\left(\Gamma \backslash \Gamma_{K, R}\right)}^{r} \times\left(\sup _{\gamma \notin \Gamma_{K, R}} \sum_{k \in \tilde{K}}\left\|\tilde{\phi}_{\gamma}\right\|_{L^{r}\left(k+[0,1]^{d}\right)}\right) \\
& \times\left(\sup _{k \in \tilde{K}} \sum_{\gamma \notin \Gamma_{K, R}}\left\|\tilde{\psi}_{\gamma}\right\|_{L^{r}\left(k+[0,1]^{d}\right)}\right)^{r-1} \tag{8.34}
\end{align*}
$$

where we set $\Gamma_{K, R}=\Gamma \cap B(K, R)$. Then for all $r \in[1, \infty)$ with $1 \leq r \leq q$, we have

$$
\begin{align*}
\left\|f-f_{K, R}\right\|_{L^{r}(K)} \leq & C\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma \backslash \Gamma_{K, R}}\right\|_{\ell^{r}\left(\Gamma \backslash \Gamma_{K, R}\right)} \\
& \times\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\|\tilde{\Psi}\|_{r, p, u} \tag{8.35}
\end{align*}
$$

For $r=\infty$, it follows from $r \leq q$ that $q=\infty$. Then using standard modification to the estimate (8.35), we obtain

$$
\begin{align*}
\left\|f-f_{K, R}\right\|_{L^{\infty}(K)} \leq & C\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma \backslash \Gamma_{K, R}}\right\|_{\ell \infty\left(\Gamma \backslash \Gamma_{K, R}\right)} \\
& \times\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\|\tilde{\Psi}\|_{\infty, p, u} . \tag{8.36}
\end{align*}
$$

Then the local estimate (8.32) follows from (8.18), (8.35), and (8.36).
Set $R_{\Phi, r}=\left(\left\|\phi_{\lambda}\right\|_{L^{r}\left(k+[0,1]^{d}\right)}\right)_{\lambda \in \Lambda, k \in \mathbf{Z}^{d}}$ and $|A|=\left(\left|a_{\lambda, \lambda^{\prime}}\right|\right)$ for a matrix $A=\left(a_{\lambda, \lambda^{\prime}}\right)$.
Then it follows from (2.7), (2.9), and Lemma 8.1 that

$$
\begin{align*}
& \sup _{k \in \tilde{K}} \sum_{\gamma \in B(K, R) \cap \Gamma}\left\|\tilde{\psi}_{\gamma}-\tilde{\psi}_{\gamma, K, R}^{1}\right\|_{L^{r}\left(k+[0,1]^{d}\right)} \\
& +\sup _{\gamma \in B(K, R) \cap \Gamma} \sum_{k \in \tilde{K}}\left\|\tilde{\psi}_{\gamma}-\tilde{\psi}_{\gamma, K, R}^{1}\right\|_{L^{r}\left(k+[0,1]^{d}\right)} \\
\leq & C\left(\sup _{k \in \tilde{K}} \sum_{\gamma \in B(K, R) \cap \Gamma}+\sup _{\gamma \in B(K, R) \cap \Gamma} \sum_{k \in \tilde{K}}\right) \\
& \left(\sum_{\lambda \in B(K, 2 R) \cap \Lambda} \sum_{\lambda^{\prime} \in \Lambda \backslash B(K, 2 R)}+\sum_{\lambda \in \Lambda \backslash B(K, 2 R)} \sum_{\lambda^{\prime} \in \Lambda}\right) \\
& \left|\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle\right|\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\left(\lambda, \lambda^{\prime}\right)\right|\left\|\phi_{\lambda^{\prime}}\right\|_{L^{r}\left(k+[0,1]^{d}\right)} \\
\leq & C\left\|Q_{K, R}\left|A_{\Psi, \Phi}\right| P_{K, 2 R}\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\right|\left(I-P_{K, 2 R}\right) R_{\Phi, r} P_{K, 1}\right\|_{\mathcal{A}_{1, u}} \\
& +C\left\|Q_{K, R}\left|A_{\Psi, \Phi}\right|\left(I-P_{K, 2 R}\right)\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\right| R_{\Phi, r} P_{K, 1}\right\|_{\mathcal{A}_{1, u}} \\
\leq & C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|\left|A_{\Psi, \Phi}\right| P_{K, 2 R}\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\right|\right\|_{\mathcal{A}_{p, u}}\left\|R_{\Phi, r}\right\|_{\mathcal{A}_{p, u}} \\
& +C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\left\|\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\right| R_{\Phi, r}\right\|_{\mathcal{A}_{p, u}} \\
\leq & C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\left\|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\right\|_{\mathcal{A}_{p, u}}\|\Phi\|_{r, p, u} \tag{8.37}
\end{align*}
$$

This together with (8.10) and (8.14) proves (8.33).
To prove Theorem 6.1, we need another lemma.
Lemma 8.4. Let $p, q, q^{*}, r, u, \Lambda, \Gamma, \Phi, \Psi, \tilde{\Psi}$ be as in Theorem 3.1, and $A_{\Psi, \Phi}$ be as in (4.2). Then there exist positive constants $C$ and $\delta_{0}$ (independent of the bounded set $K$ and the positive number $R \geq 1$ ) such that

$$
\begin{align*}
& \left\|P_{K, 2 R}\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1} P_{K, 2 R}-P_{K, 2 R} R_{\Psi, \Phi, K, 3 R} P_{K, 2 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \quad \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2} \tag{8.38}
\end{align*}
$$

holds for all bounded sets $K$ and all positive numbers $R$ with $\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)} \leq \delta_{0}$, where $R_{\Psi, \Phi, K, 3 R}$ is the generalized inverse of the matrix $P_{K, 3 R} \tilde{A}_{\Psi, \Phi, K, R} P_{K, 3 R}$, that is, $R_{\Psi, \Phi, K, 3 R} P_{K, 3 R} \tilde{A}_{\Psi, \Phi, K, R} P_{K, 3 R}=P_{K, 3 R}$ and $P_{K, 3 R} R_{\Psi, \Phi, K, 3 R} P_{K, 3 R}=R_{\Psi, \Phi, K, 3 R}$.

Proof. By (8.13), for any $A \geq\left(\left\|A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right\|_{\mathcal{B}^{2}}\right)^{1 / 2}$ there exists a matrix $B \in$ $\mathcal{A}_{p, u}(\Lambda, \Lambda)$ such that

$$
\begin{equation*}
A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}=A^{2}(I-B) \tag{8.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\|B\|_{\mathcal{B}^{2}}<1 \tag{8.40}
\end{equation*}
$$

where $I$ is the usual unit matrix. By (8.4), (8.40), and the estimates $\left\|P_{K, 3 R} B P_{K, 3 R}\right\|_{\mathcal{B}^{2}} \leq$ $\|B\|_{\mathcal{B}^{2}}$ and $\left\|P_{K, 3 R} B P_{K, 3 R}\right\|_{\mathcal{A}_{p, u}} \leq\|B\|_{\mathcal{A}_{p, u}}$, we have

$$
\begin{equation*}
\left\|B^{k}\right\|_{\mathcal{A}_{p, u}}+\left\|\left(P_{K, 3 R} B P_{K, 3 R}\right)^{k}\right\|_{\mathcal{A}_{p, u}} \leq C\left(\frac{\|B\|_{\mathcal{B}^{2}}+1}{2}\right)^{k}, k \geq 1 \tag{8.41}
\end{equation*}
$$

Therefore for $k \geq 2$,

$$
\begin{aligned}
& \quad\left\|P_{K, 2 R} \sum_{k=1}^{\infty} B^{k} P_{K, 2 R}-P_{K, 2 R} \sum_{k=1}^{\infty}\left(P_{K, 3 R} B P_{K, 3 R}\right)^{k} P_{K, 2 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \leq \sum_{k=2}^{\infty} \sum_{l=0}^{k-2}\left\|P_{K, 2 R}\left(P_{K, 3 R} B P_{K, 3 R}\right)^{l} B\left(I-P_{K, 3 R}\right) B^{k-1-l} P_{K, 2 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \leq C \sum_{k=2}^{\infty} \sum_{l=0}^{k-2}\left\|P_{K, 2 R}\left(P_{K, 3 R} B P_{K, 3 R}\right)^{l} B\left(I-P_{K, 3 R}\right)\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \quad \times\left\|\left(I-P_{K, 3 R}\right) B^{k-1-l} P_{K, 2 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2} \sum_{k=2}^{\infty} \sum_{l=0}^{k-2}\left\|\left(P_{K, 3 R} B P_{K, 3 R}\right)^{l} B\right\|_{\mathcal{A}_{p, u}}\left\|B^{k-1-l}\right\|_{\mathcal{A}_{p, u}} \\
& \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\|B\|_{\mathcal{A}_{p, u}} \sum_{k=2}^{\infty}(k-1)\left(\frac{\|B\|_{\mathcal{B}^{2}}+1}{2}\right)^{k-1} \\
& \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2},
\end{aligned}
$$

where we have used (8.40) and (8.41) to obtain the last inequality.
Write

$$
\begin{equation*}
P_{K, 3 R} \tilde{A}_{\Psi, \Phi, K, R} P_{K, 3 R}=P_{K, 3 R} A_{\Psi, \Phi}^{*} Q_{K, 4 R} A_{\Psi, \Phi} P_{K, 3 R}=A^{2}\left(P_{K, 3 R}-B^{\prime}\right) \tag{8.43}
\end{equation*}
$$

where $A$ is the positive constant in (8.39). Since

$$
\begin{align*}
& \left\|P_{K, 3 R} A_{\Psi, \Phi}^{*} Q_{K, 4 R} A_{\Psi, \Phi} P_{K, 3 R}-P_{K, 3 R} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} P_{K, 3 R}\right\|_{\mathcal{B}^{2}} \\
& \quad \leq\left\|P_{K, 3 R} A_{\Psi, \Phi}^{*} Q_{K, 4 R} A_{\Psi, \Phi} P_{K, 3 R}-P_{K, 3 R} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} P_{K, 3 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \quad \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}^{2} \tag{8.44}
\end{align*}
$$

we have that

$$
\begin{equation*}
\left\|P_{K, 3 R} B P_{K, 3 R}-B^{\prime}\right\|_{\mathcal{B}^{2}} \leq D_{0}\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}^{2} \leq \frac{1-\|B\|_{\mathcal{B}^{2}}}{3} \tag{8.45}
\end{equation*}
$$

when $\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2} \leq \delta_{0}$ for some sufficiently small positive number $\delta_{0}$, where $D_{0}$ is a positive constant. Therefore

$$
\begin{equation*}
\left\|\left(B^{\prime}\right)^{k}\right\|_{\mathcal{A}_{p, u}} \leq C\left(\frac{\|B\|_{\mathcal{B}^{2}}+1}{2}\right)^{k}, \quad k \geq 1 \tag{8.46}
\end{equation*}
$$

by (8.4), (8.40), and (8.45). Similar to the argument in the proof of the estimate (8.42), we have

$$
\begin{align*}
& \left\|P_{K, 2 R} \sum_{k=1}^{\infty}\left(B^{\prime}\right)^{k} P_{K, 2 R}-P_{K, 2 R} \sum_{k=1}^{\infty}\left(P_{K, 3 R} B P_{K, 3 R}\right)^{k} P_{K, 2 R}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \quad \leq \sum_{k=1}^{\infty} \sum_{l=0}^{k-1}\left\|\left(B^{\prime}\right)^{l}\left(B^{\prime}-P_{K, 3 R} B P_{K, 3 R}\right)\left(P_{K, 3 R} B P_{K, 3 R}\right)^{k-1-l}\right\|_{\mathcal{A}_{1, u_{0}}} \\
& \quad \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right.}^{2}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}} \sum_{k=1}^{\infty} k\left(\frac{\|B\|_{\mathcal{B}^{2}}+1}{2}\right)^{k} \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2}, \tag{8.47}
\end{align*}
$$

where the second inequality follows from (8.41), (8.44), (8.45), and (8.46). Combining (8.39), (8.42), (8.43), and (8.47) proves the desired estimate (8.38).

Now we start to prove Theorem 6.1.
Proof of Theorem 6.1. By Lemma 8.4,

$$
\sup _{\lambda \in B(K, 2 R)} \sum_{\lambda^{\prime} \in B(K, 2 R)}\left|\left(A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}\right)^{-1}\left(\lambda, \lambda^{\prime}\right)-\left(\tilde{A}_{\Psi, \Phi, K, R}\right)^{-1}\left(\lambda, \lambda^{\prime}\right)\right| \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2},
$$

which, together with (8.9) and Lemma 8.1, implies that

$$
\begin{align*}
& \left(\sup _{k \in \tilde{K}} \sum_{\gamma \in B(K, R) \cap \Gamma}+\sup _{\gamma \in B(K, R) \cap \Gamma} \sum_{k \in \tilde{K}}\right)\left\|\tilde{\psi}_{\gamma, K, R}^{a}-\tilde{\psi}_{\gamma, K, R}^{1}\right\|_{L^{r}\left(k+[0,1]^{d}\right)} \\
& \quad \leq C\|u\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2} \tag{8.48}
\end{align*}
$$

Therefore estimate (6.7) follows from (8.48), Proposition 2.1, and Lemma 8.3.
8.10. Proof of Theorem 6.2. Theorem 6.2 can be proved using an argument similar to the one in the proof of Theorem 6.1, except the average sampler $\Psi$ is replaced with the ideal sampler $\delta_{\Gamma}$. We omit the details of the proof here.
8.11. Proof of Theorem 6.3. For any bounded set $K$, we let

$$
V_{2}(\Phi, \Lambda \cap K)=\left\{\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}, \quad \sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}<\infty\right\}
$$

By the Riesz assumption on $\Phi$,

$$
\begin{equation*}
C^{-1}\|c\|_{\ell^{2}(\Lambda \cap K)} \leq\left\|\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}\right\|_{L^{2}\left(\mathbf{R}^{d}\right)} \leq C\|c\|_{\ell^{2}(\Lambda \cap K)} \tag{8.49}
\end{equation*}
$$

for any sequence $c:=(c(\lambda))_{\lambda \in \Lambda \cap K}$. For any $R \geq 1$, it follows by the localization assumption on the generator $\Phi$ that

$$
\begin{aligned}
& \left\|\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}\right\|_{L^{2}\left(\mathbf{R}^{d} \backslash B(K, R)\right)}^{2} \\
& \quad \leq \sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2} \sum_{k \in \mathbf{Z}^{d} \backslash B(K, R-1)}\left\|\phi_{\lambda}\right\|_{L^{2}\left(k+[0,1]^{d}\right)}\left(\sum_{\lambda^{\prime} \in \Lambda \cap K}\left\|\phi_{\lambda^{\prime}}\right\|_{L^{2}\left(k+[0,1]^{d}\right)}\right) \\
& \quad \leq C\|\Phi\|_{2, p, u}^{2}\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}^{2} \sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2} .
\end{aligned}
$$

We recall that

$$
\begin{equation*}
\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)} \rightarrow 0 \text { as } R \rightarrow \infty \tag{8.51}
\end{equation*}
$$

by (2.17). Therefore by (8.49), (8.50), and (8.51), there exist positive constants $C$ and $R_{1}$ such that

$$
\begin{equation*}
C^{-1}\|c\|_{\ell^{2}(\Lambda \cap K)} \leq\left\|\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}\right\|_{L^{2}\left(B\left(K, R_{1}\right)\right)} \leq C\|c\|_{\ell^{2}(\Lambda \cap K)} \tag{8.52}
\end{equation*}
$$

for all sequences $c:=(c(\lambda))_{\lambda \in \Lambda \cap K}$.
Set $K_{1}=B\left(K, R_{1}\right)$. For the average sampling/reconstruction process, there exists a positive constant $C$ by Theorem 6.1 and Lemma 8.1 such that for any $R \geq 1$ and $f=\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}$,

$$
\begin{align*}
\left\|\tilde{f}_{K_{1}, R}^{a}-f\right\|_{L^{2}\left(K_{1}\right)} & \leq C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|\left(\left\langle f, \psi_{\gamma}\right\rangle\right)_{\gamma \in \Gamma}\right\|_{\ell^{2}(\Gamma)} \\
& \leq C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \tag{8.53}
\end{align*}
$$

Similarly for the ideal sampling/reconstruction procedure, there exists a positive constant $C$ such that for any $R \geq 1$ and $f=\sum_{\lambda \in \Lambda \cap K} c(\lambda) \phi_{\lambda}$,

$$
\begin{equation*}
\left\|\tilde{f}_{K_{1}, R}^{i}-f\right\|_{L^{2}\left(K_{1}\right)} \leq C\left\|u^{-1}\right\|_{L^{p^{\prime}}\left(\mathbf{R}^{d} \backslash B(R)\right)}\left\|A_{\delta_{\Gamma}, \Phi}\right\|_{\mathcal{A}_{p, u}}\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \tag{8.54}
\end{equation*}
$$

Therefore there exists a positive constant $R_{2}$ independent of $K$ by (8.9) and (8.51)(8.54) so that

$$
\begin{equation*}
C^{-1}\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \leq\left\|f_{K_{1}, R_{2}}^{a}\right\|_{L^{2}\left(K_{1}\right)} \leq C\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \tag{8.55}
\end{equation*}
$$

for the average sampling/reconstruction process, and

$$
\begin{equation*}
C^{-1}\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \leq\left\|f_{K_{1}, R_{2}}^{i}\right\|_{L^{2}\left(K_{1}\right)} \leq C\left(\sum_{\lambda \in \Lambda \cap K}|c(\lambda)|^{2}\right)^{1 / 2} \tag{8.56}
\end{equation*}
$$

for the ideal sampling/reconstruction process. Therefore conclusion (6.9) follows by letting $R_{0}=R_{1}+R_{2}$.
8.12. Proof of Theorem 7.1. Let $A_{\Psi, \Phi}$ be as in (4.2), and the matrix $B \in$ $\mathcal{A}_{p, u}(\Lambda, \Lambda)$ be as in (8.39) and (8.40). Write the sequence $\left(a_{\gamma}\right)_{\gamma \in \Gamma}$ as a vector, to be denoted by $a$, and the family of functions $\Phi$ as a vector, which is still denoted by $\Phi$. We claim that

$$
\begin{equation*}
f_{n}=\sum_{k=0}^{n} a^{T} A_{\Psi, \Phi} B^{k} \Phi, \quad n \geq 0 \tag{8.57}
\end{equation*}
$$

where $a^{T}$ denotes the transpose of the vector $a$. The above claim is obviously true for $n=0$. Inductively we assume that the claim is true for $n$. By (7.1), (8.39), and the inductive hypothesis, we have

$$
\begin{aligned}
f_{n+1} & =a^{T} A_{\Psi, \Phi} \Phi+\sum_{k=0}^{n} a^{T} A_{\Psi, \Phi} B^{k} \Phi-A^{-2} \sum_{k=0}^{n} a^{T} A_{\Psi, \Phi} B^{k} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi} \Phi \\
& =a^{T} A_{\Psi, \Phi} \Phi+\sum_{k=0}^{n} a^{T} A_{\Psi, \Phi} B^{k} \Phi-\sum_{k=0}^{n} a^{T} A_{\Psi, \Phi} B^{k}(I-B) \Phi \\
& =\sum_{k=0}^{n+1} a^{T} A_{\Psi, \Phi} B^{k} \Phi .
\end{aligned}
$$

This proves claim (8.57) by induction.
By (8.9), (8.41), (8.57), and Proposition 2.1, we have

$$
\begin{align*}
\left\|f_{n+1}-f_{n}\right\|_{r} & =\left\|a^{T} A_{\Psi, \Phi} B^{n+1} \Phi\right\|_{r} \\
& \leq C\|a\|_{\ell^{r}(\Gamma)}\left\|A_{\Psi, \Phi}\right\|_{\mathcal{A}_{p, u}}\left\|B^{n+1}\right\|_{\mathcal{A}_{p, u}}\|\Phi\|_{q, p, u} \\
& \leq C\left(\frac{\|B\|_{\mathcal{B}^{2}}+1}{2}\right)^{n}\|a\|_{\ell^{r}(\Gamma)} \quad \text { for all } n \geq 0 \tag{8.58}
\end{align*}
$$

where $a:=\left(a_{\gamma}\right)_{\gamma \in \Gamma}$. The first conclusion then follows from (8.58).
Now we assume that the initial data $a:=\left(a_{\gamma}\right)_{\gamma \in \Gamma}$ are obtained from average sampling a function $f \in V_{r}(\Phi, \Lambda)$. Taking limits at both sides of $f_{n}=f_{0}+f_{n-1}-$ $A^{-2} T_{a s} f_{n-1}$ and using the Riesz property of $\Phi$, we obtain

$$
\begin{equation*}
\sum_{\gamma \in \Gamma}\left\langle f-f_{\infty}, \psi_{\gamma}\right\rangle\left\langle\psi_{\gamma}, \phi_{\lambda}\right\rangle=0 \text { for all } \lambda \in \Lambda \tag{8.59}
\end{equation*}
$$

Write

$$
\begin{equation*}
f-f_{\infty}=\sum_{\lambda \in \Lambda} d_{\lambda} \phi_{\lambda} \tag{8.60}
\end{equation*}
$$

for some $\ell^{r}$ sequence $d=\left(d_{\lambda}\right)_{\lambda \in \Lambda}$. We then may write (8.59) as

$$
\begin{equation*}
d^{T} A_{\Psi, \Phi}^{*} A_{\Psi, \Phi}=0 \tag{8.61}
\end{equation*}
$$

Combining (8.13), (8.60), and (8.61) leads to the second conclusion of the theorem that the limit function $f_{\infty}$ agrees with the original function $f$.
8.13. Proof of Theorem 7.2. We may use the same argument as in the proof of Theorem 7.1 with standard modification, for instance, the matrix $A_{\Psi, \Phi}$ in the proof of Theorem 7.1 by the matrix $A_{\delta_{\Gamma}, \Phi}:=\left(\phi_{\lambda}(\gamma)\right)_{\gamma \in \Gamma, \lambda \in \Lambda}$. We omit the details of the proof here.
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# ON THE PARTIAL DIFFERENTIAL EQUATIONS OF ELECTROSTATIC MEMS DEVICES: STATIONARY CASE* 
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#### Abstract

We analyze the nonlinear elliptic problem $\Delta u=\frac{\lambda f(x)}{(1+u)^{2}}$ on a bounded domain $\Omega$ of $R^{N}$ with Dirichlet boundary conditions. This equation models a simple electrostatic microelectromechanical system (MEMS) device consisting of a thin dielectric elastic membrane with boundary supported at 0 above a rigid ground plate located at -1 . When a voltage-represented here by $\lambda$-is applied, the membrane deflects towards the ground plate, and a snap-through may occur when it exceeds a certain critical value $\lambda^{*}$ (pull-in voltage). This creates a so-called pull-in instability, which greatly affects the design of many devices. The mathematical model leads to a nonlinear parabolic problem for the dynamic deflection of the elastic membrane, which will be considered in a forthcoming paper. Here, we focus on the stationary equation and on estimates for $\lambda^{*}$ in terms of material properties of the membrane, which can be fabricated with a spatially varying dielectric permittivity profile $f$. Applying analytical and numerical techniques, we establish upper and lower bounds for $\lambda^{*}$ in terms of the volume and shape of the domain, the dimension of the ambient space, as well as the permittivity profile. We analyze the first branch of stable steady states when $\lambda<\lambda^{*}$ and prove that a semistable (extremal) solution exists at $\lambda=\lambda^{*}$ in dimension $1 \leq N \leq 7$, and that classical extremal solutions may not exist for dimension $N \geq 8$. More refined properties of stable steady states-such as regularity, stability, uniqueness, multiplicity, energy estimates, and comparison results-are also established. The analysis of branches of unstable solutions is more elaborate and is tackled in the companion paper [P. Esposito, N. Ghoussoub, and Y. Guo, Comm. Pure Appl. Math., (2006), to appear].
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1. Introduction. Micro-electromechanical systems (MEMS) are often used to combine electronics with microsize mechanical devices in the design of various types of microscopic machinery. MEMS devices have therefore become key components of many commercial systems, including accelerometers for airbag deployment in automobiles, ink jet printer heads, optical switches, chemical sensors, and so on (see, for example, [20]). The key component of many modern MEMS is a simple idealized electrostatic device consisting of a thin and deformable elastic membrane that is held fixed along its boundary and which lies above a rigid grounded plate. This elastic membrane is modeled as a dielectric with a small but finite thickness. The upper surface of the membrane is coated with a negligibly thin metallic conducting film. When a voltage $V$ is applied to the conducting film, the thin dielectric membrane deflects towards the bottom plate, and when $V$ is increased beyond a certain critical value $V^{*}$ - known as the pull-in voltage - the steady state of the elastic membrane is lost and proceeds to touchdown or snap through at a finite time, creating the so-called pull-in instability.

A mathematical model of the physical phenomena, leading to a partial differential

[^87]equation for the dimensionless dynamic deflection of the membrane, was derived and analyzed in [10] and [12]. In the damping-dominated limit, and using a narrowgap asymptotic analysis, the dimensionless dynamic deflection $u=u(x, t)$ of the membrane on a bounded domain $\Omega$ in $R^{2}$ is found to satisfy the following parabolic problem:
\[

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\Delta u-\frac{\lambda f(x)}{(1+u)^{2}} & & \text { for } \tag{1.1}
\end{align*}
$$ \quad x \in \Omega, ~ 子 r l y .
\]

The initial condition in (1.1) assumes that the membrane is initially undeflected and that the voltage is suddenly applied to the upper surface of the membrane at time $t=0$. The parameter $\lambda>0$ in (1.1) characterizes the relative strength of the electrostatic and mechanical forces in the system, and is given in terms of the applied voltage $V$ by $\lambda=\frac{\varepsilon_{0} V^{2} L^{2}}{2 T_{e} d^{3}}$, where $d$ is the undeflected gap size, $L$ is the length scale of the membrane, $T_{e}$ is the tension of the membrane, and $\varepsilon_{0}$ is the permittivity of free space in the gap between the membrane and the bottom plate. From now on we shall use the parameter $\lambda$ and $\lambda^{*}$ to represent the applied voltage $V$ and pull-in voltage $V^{*}$, respectively. Referred to as the permittivity profile, $f(x)$ in (1.1) is defined by the ratio $f(x)=\frac{\varepsilon_{0}}{\varepsilon_{2}(x)}$, where $\varepsilon_{2}(x)$ is the dielectric permittivity of the thin membrane.

There are several issues that must be considered in the actual design of MEMS devices. Typically one of the primary goals is to achieve the maximum possible stable deflection before touchdown occurs, which is referred to as the pull-in distance (cf. [12] and [19]). Another consideration is to increase the stable operating range of the device by improving the pull-in voltage $\lambda^{*}$ subject to the constraint that the range of the applied voltage is limited by the available power supply. Such improvements in the stable operating range are important for the design of certain MEMS devices such as microresonators. One way of achieving larger values of $\lambda^{*}$, while simultaneously increasing the pull-in distance, was studied in [19] and [12] and consists of introducing a spatially varying dielectric permittivity $\varepsilon_{2}(x)$ of the membrane. The idea is to locate the region where the membrane deflection would normally be largest under a spatially uniform permittivity, and then make sure that a new dielectric permittivity $\varepsilon_{2}(x)$ is largest-and consequently the profile $f(x)$ smallest-in that region.

Pelesko studied in [19] the steady states of (1.1), when $f(x)$ is assumed to be bounded away from zero, i.e., $0<C \leq f(x) \leq 1$ for all $x \in \Omega$. He established in this case an upper bound for $\lambda^{*}$, and derived numerical results for the power-law permittivity profile, from which the larger pull-in voltage and thereby the larger pull-in distance, existence, and multiplicity of the steady states were observed. From the strictly mathematical point of view, it turned out that - at least for $f \equiv 1$ - there already exist in the literature many interesting results concerning the properties of the branch of semistable solutions for Dirichlet boundary value problems of the form $-\Delta u=\lambda h(u)$, where $h$ is a regular nonlinearity (e.g., $h(u)=e^{u}$ or $(1+u)^{p}$ for $p>1$ ). See, for example, the seminal papers $[8,14,15]$ and also [6] for a survey on the subject and an exhaustive list of related references. After a first version of this paper was circulated, X. Cabre informed us that even the case of singular nonlinearities involved in MEMS devices had already been considered in [4] and in a more general context in [17].

Recently, Guo, Pan, and Ward studied in [12] the dynamic behavior of (1.1), which is also of great practical interest. They considered a more general class of profiles $f(x)$, where the membrane is allowed to be perfectly conducting, i.e., $0 \leq$
$f(x) \leq 1$ for all $x \in \Omega$, with $f(x)>0$ on a subset of positive measure of $\Omega$. By using both analytical and numerical techniques, they obtained larger pull-in voltage $\lambda^{*}$ and larger pull-in distance for different classes of varying permittivity profiles. Besides the above practical considerations, the model turned out to be a very rich source of interesting mathematical phenomena. Numerics give lots of information and point to many conjectures, but the available arsenal of nonlinear analysis and PDE techniques can tackle only a precious few, even in the case of power-law permittivity profiles $f(x)=|x|^{\alpha}$.

This paper is a first in a series where we try to provide a rigorous mathematical analysis for various phenomena related to this model, which were observed numerically. Estimates on the pull-in voltage $\lambda^{*}$ depend on the size and geometry of the domain, but also on the dimension of the ambient space and the permittivity profile $f$. A similar dependence occurs for the refined properties of steady states-such as regularity, stability, uniqueness, multiplicity, energy estimates, and comparison results. The same complexity carries to the dynamic case, where issues related to the "touchdown profile"-in finite or infinite time - or to global convergence towards a stable steady state present many interesting mathematical challenges.

In this first paper, we focus on the stable and semistable stationary deflections of the membrane, while the unstable case is considered in [9], and the dynamic case in [11]. For convenience, we shall set $v=-u$ in such a way that our discussion will center on the following elliptic problem:
$(S)_{\lambda} \quad-\Delta v=\frac{\lambda f(x)}{(1-v)^{2}} \quad$ and $\quad 0<v<1$ for $x \in \Omega, \quad$ while $v=0$ on $\partial \Omega$.
Throughout the paper and unless mentioned otherwise, solutions for $(S)_{\lambda}$ will be taken in the classical sense. The permittivity profile $f$ will be allowed to vanish somewhere, and will be assumed to satisfy

$$
\begin{align*}
& f \in C^{\alpha}(\bar{\Omega}) \quad \text { for some } \alpha \in(0,1], 0 \leq f \leq 1, \text { and } \\
& f>0 \quad \text { on a subset of } \Omega \text { of positive measure. } \tag{1.2}
\end{align*}
$$

This paper is organized as follows. In section 2 we mainly show the existence of a specific pull-in voltage and study its dependence on the size and shape of the domain as well as on the permittivity profile. These monotonicity properties will help us establish in section 3 new lower and upper bound estimates on the pull-in voltage. We shall write $|\Omega|$ for the volume of a domain $\Omega$ in $R^{N}$ and $P(\Omega):=\int_{\partial \Omega} d s$ for its "perimeter," with $\omega_{N}$ referring to the volume of the unit ball $B_{1}(0)$ in $R^{N}$. We denote by $\mu_{\Omega}$ the first eigenvalue of $-\Delta$ on $H_{0}^{1}(\Omega)$, and by $\phi_{\Omega}$ the corresponding positive eigenfunction normalized with $\int_{\Omega} \phi_{\Omega} d x=1$.

Theorem 1.1. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$; then there exists a finite pull-in voltage $\lambda^{*}:=\lambda^{*}(\Omega, f)>0$ such that we have the following:

1. If $0 \leq \lambda<\lambda^{*}$, there exists at least one solution for $(S)_{\lambda}$.
2. If $\lambda>\lambda^{*}$, there is no solution for $(S)_{\lambda}$.
3. The following bounds on $\lambda^{*}$ hold for any bounded domain $\Omega$ :

$$
\begin{gather*}
\max \left\{\frac{8 N}{27}, \frac{6 N-8}{9}\right\} \frac{1}{\sup _{\Omega} f}\left(\frac{\omega_{N}}{|\Omega|}\right)^{\frac{2}{N}} \leq \lambda^{*}(\Omega),  \tag{1.3}\\
\min \left\{\bar{\lambda}_{1}:=\frac{4 \mu_{\Omega}}{27 \inf _{x \in \Omega} f(x)}, \bar{\lambda}_{2}:=\frac{\mu_{\Omega}}{3 \int_{\Omega} f \phi_{\Omega} d x}\right\} \geq \lambda^{*}(\Omega) . \tag{1.4}
\end{gather*}
$$



Fig. 1.1. Plots of $u(0)$ versus $\lambda$ for the constant permittivity profile $f(x) \equiv 1$ defined in the unit ball $B_{1}(0) \subset R^{N}$ with different ranges of $N$. In the case of $N \geq 8$, we have $\lambda^{*}=(6 N-8) / 9$.
4. If $\Omega$ is a strictly star-shaped domain, that is if $x \cdot \nu(x) \geq a>0$ for all $x \in \partial \Omega$, where $\nu(x)$ is the unit outer normal at $x \in \partial \Omega$, and if $f \equiv 1$, then

$$
\lambda^{*}(\Omega) \leq \bar{\lambda}_{3}=\frac{(N+2)^{2} P(\Omega)}{8 a N|\Omega|}
$$

In particular, if $\Omega=B_{1}(0) \subset R^{N}$, then we have the bound

$$
\lambda^{*}\left(B_{1}(0)\right) \leq \frac{(N+2)^{2}}{8}
$$

5. If $f(x) \equiv|x|^{\alpha}$ with $\alpha \geq 0$ and $\Omega$ is a ball of radius $R$, then we have

$$
\begin{equation*}
\lambda^{*}\left(B_{R},|x|^{\alpha}\right) \geq \max \left\{\frac{4(2+\alpha)(N+\alpha)}{27 R^{(2+\alpha)}}, \frac{(2+\alpha)(3 N+\alpha-4)}{9 R^{(2+\alpha)}}\right\} \tag{1.5}
\end{equation*}
$$

Moreover, if $N \geq 8$ and $0 \leq \alpha \leq \alpha^{* *}(N):=\frac{4-6 N+3 \sqrt{6}(N-2)}{4}$, we have

$$
\begin{equation*}
\lambda^{*}\left(B_{1},|x|^{\alpha}\right)=\frac{(2+\alpha)(3 N+\alpha-4)}{9} \tag{1.6}
\end{equation*}
$$

In section 3.3 we give some numerical estimates on $\lambda^{*}$ to compare them with the analytic bounds given in Theorem 1.1 above. Note that the upper bound $\bar{\lambda}_{1}$ is relevant only when $f$ is bounded away from 0 , while the upper bound $\bar{\lambda}_{2}$ is valid for all permittivity profiles. However, the order between these two upper bounds can vary in general. For example, in the case of exponential permittivity profiles of the form $\underline{f}(x)=e^{\alpha\left(|x|^{2}-1\right)}$ on the unit disc, one can see that $\bar{\lambda}_{1}$ is a better upper bound than $\bar{\lambda}_{2}$ for small $\alpha$, while the reverse holds true for larger values of $\alpha$. The lower bounds in (1.3) and (1.5) can be improved in small dimensions, but they are optimal-at least for the ball-in dimension larger than 8.

We also consider issues of uniqueness and multiplicity of solutions for $(S)_{\lambda}$ with $0<\lambda \leq \lambda^{*}$. The bifurcation diagrams in Figure 1.1 show the complexity of the situation, even in the radially symmetric case. One can see that the number of branches - and of solutions - is closely connected to the space dimension, a fact that
we establish analytically in section section 4 , by focussing on the very first branch of solutions considered to be "minimal" in the following way.

Definition 1.2. A solution $u_{\lambda}(x)$ of $(S)_{\lambda}$ is said to be minimal if for any other solution $u$ of $(S)_{\lambda}$ we have $u_{\lambda}(x) \leq u(x)$ for all $x \in \Omega$.

One can also consider for any solution $u$ of $(S)_{\lambda}$ the linearized operator at $u$ defined by $L_{u, \lambda}=-\Delta-\frac{2 \lambda f(x)}{(1-u)^{3}}$ and its eigenvalues $\left\{\mu_{k, \lambda}(u) ; k=1,2, \ldots\right\}$. The first eigenvalue is then simple and is given by

$$
\mu_{1, \lambda}(u)=\inf \left\{\left\langle L_{u, \lambda} \phi, \phi\right\rangle_{H_{0}^{1}(\Omega)} ; \phi \in C_{0}^{\infty}(\Omega), \int_{\Omega}|\phi(x)|^{2} d x=1\right\}
$$

Stable solutions (resp., semi-stable solutions) of $(S)_{\lambda}$ are those solutions $u$ such that $\mu_{1, \lambda}(u)>0$ (resp., $\left.\mu_{1, \lambda}(u) \geq 0\right)$. Our main results in this direction can be stated as follows.

ThEOREM 1.3. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$, and consider $\lambda^{*}:=\lambda^{*}(\Omega, f)$ as defined in Theorem 1.1. Then the following hold:

1. For any $0 \leq \lambda<\lambda^{*}$ there exists a unique minimal solution $u_{\lambda}$ of $(S)_{\lambda}$ such that $\mu_{1, \lambda}\left(u_{\lambda}\right)>0$. Moreover, for each $x \in \Omega$ the function $\lambda \rightarrow u_{\lambda}(x)$ is strictly increasing and differentiable on $\left(0, \lambda^{*}\right)$.
2. If $1 \leq N \leq 7$, then one has $\sup _{\lambda \in\left(0, \lambda^{*}\right)}\left\|u_{\lambda}\right\|_{\infty}<1$, and consequently $u^{*}=$ $\lim _{\lambda \uparrow \lambda^{*}} u_{\lambda}$ exists in $C^{2, \alpha}(\bar{\Omega})$ and is a solution for $(S)_{\lambda^{*}}$ such that $\mu_{1, \lambda^{*}}\left(u^{*}\right)=$ 0 . In particular, $u^{*}$-often referred to as the extremal solution of problem $(S)_{\lambda}$-is unique.
3. On the other hand, if $N \geq 8, f(x)=|x|^{\alpha}$ with $0 \leq \alpha \leq \alpha^{* *}(N):=$ $\frac{4-6 N+3 \sqrt{6}(N-2)}{4}$, and $\Omega$ is the unit ball, then the extremal solution is necessarily $u^{*}(x)=1-|x|^{\frac{2+\alpha}{3}}$ and is therefore singular.
We note that, in general, the function $u^{*}$ exists in any dimension, does solve $(S)_{\lambda^{*}}$ in a suitable weak sense, and is the unique solution in an appropriate class. The above theorem says that it is, however, a classical solution in dimensions $1 \leq N \leq 7$, and this will allow us to start another branch of nonminimal (unstable) solutions. Indeed, we show in section 5-following ideas of Crandall and Rabinowitz [8]-that, for $1 \leq N \leq 7$ and for $\lambda$ close enough to $\lambda^{*}$, there exists a unique second branch $U_{\lambda}$ of solutions for $(S)_{\lambda}$, bifurcating from $u^{*}$, with

$$
\begin{equation*}
\mu_{1, \lambda}\left(U_{\lambda}\right)<0 \quad \text { while } \mu_{2, \lambda}\left(U_{\lambda}\right)>0 \tag{1.7}
\end{equation*}
$$

In the companion paper [9], we shall provide a variational (mountain pass) characterization of these unstable solutions, and more importantly we establish-under the same dimension restriction as above - a compactness result along the second branch of unstable solutions leading to a-nonzero-second bifurcation point.

Issues of uniqueness, multiplicity, and other qualitative properties of the solutions for $(S)_{\lambda}$ are still far from being well understood, even in the radially symmetric case which we consider in section 6 . Some of the classical work of Joseph and Lundgren [14] and many that followed can be adapted to this situation when the permittivity profile is constant. However, the case of a power-law permittivity profile $f(x)=|x|^{\alpha}$ defined in a unit ball already presents a much richer situation. In section 6 we present some numerical evidence for various conjectures relating to this case, some of which have been tackled in [9]. A detailed and involved analysis of compactness along the unstable branches will be discussed there, as well as some information about the second bifurcation point.
2. The pull-in voltage. In this section, we establish the existence and some monotonicity properties for the pull-in voltage $\lambda^{*}$, which is defined as

$$
\begin{equation*}
\lambda^{*}(\Omega, f)=\sup \left\{\lambda>0 \mid(S)_{\lambda} \text { possesses at least one solution }\right\} \tag{2.1}
\end{equation*}
$$

2.1. Existence of the pull-in voltage. For any bounded domain $\Gamma$ in $R^{N}$, we denote by $\mu_{\Gamma}$ the first eigenvalue of $-\Delta$ on $H_{0}^{1}(\Gamma)$ and by $\psi_{\Gamma}$ the corresponding positive eigenfunction normalized with $\sup _{x \in \Gamma} \psi_{\Gamma}=1$. We also associate with any domain $\Omega$ in $R^{N}$ the following parameter:

$$
\begin{equation*}
\nu_{\Omega}=\sup \left\{\mu_{\Gamma} H\left(\inf _{\Omega} \psi_{\Gamma}\right) ; \Gamma \text { domain of } R^{N}, \Gamma \supset \bar{\Omega}\right\}, \tag{2.2}
\end{equation*}
$$

where $H$ is the function $H(t)=\frac{t(t+1+2 \sqrt{t})}{(t+1+\sqrt{t})^{3}}$.
Theorem 2.1. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$; then there exists a finite pull-in voltage $\lambda^{*}:=\lambda^{*}(\Omega, f)>0$ such that

1. if $\lambda<\lambda^{*}$, there exists at least one solution for $(S)_{\lambda}$;
2. if $\lambda>\lambda^{*}$, there is no solution for $(S)_{\lambda}$.

Moreover, we have the lower bound

$$
\begin{equation*}
\lambda^{*}(\Omega, f) \geq \frac{\nu_{\Omega}}{\sup _{x \in \Omega} f(x)} \tag{2.3}
\end{equation*}
$$

Proof. We need to show that $(S)_{\lambda}$ has at least one solution when $\lambda<\frac{\nu_{\Omega}}{\sup _{\Omega} f(x)}$. It is clear that $u \equiv 0$ is a subsolution of $(S)_{\lambda}$ for all $\lambda>0$. To construct a super-solution, consider a bounded domain $\Gamma \supset \bar{\Omega}$ with smooth boundary, and let $\left(\mu_{\Gamma}, \psi_{\Gamma}\right)$ be its first eigenpair normalized in such a way that

$$
\sup _{x \in \Gamma} \psi_{\Gamma}(x)=1 \quad \text { and } \quad \inf _{x \in \Omega} \psi_{\Gamma}(x):=s_{1}>0
$$

We construct a supersolution in the form $\psi=A \psi_{\Gamma}$, where $A$ is a scalar to be chosen later. First, we must have $A \psi_{\Gamma} \geq 0$ on $\partial \Omega$ and $0<1-A \psi_{\Gamma}<1$ in $\Omega$, which requires that $0<A<1$. We also require

$$
\begin{equation*}
-\Delta \psi-\frac{\lambda f(x)}{(1-A \psi)^{2}} \geq 0 \quad \text { in } \Omega \tag{2.4}
\end{equation*}
$$

which can be satisfied as long as $\mu_{\Gamma} A \psi_{\Gamma} \geq \frac{\lambda \sup _{\Omega} f(x)}{\left(1-A \psi_{\Gamma}\right)^{2}}$ in $\Omega$ or

$$
\begin{equation*}
\lambda \sup _{\Omega} f(x)<\beta(A, \Gamma):=\mu_{\Gamma} \inf \left\{g(s A) ; s \in\left[s_{1}(\Gamma), 1\right]\right\} \tag{2.5}
\end{equation*}
$$

where $g(s)=s(1-s)^{2}$. In other words, $\lambda^{*} \sup _{\Omega} f(x) \geq \sup \{\beta(A, \Gamma) ; 0<A<1$, $\Gamma \supset \bar{\Omega}\}$, and therefore it remains to show that

$$
\begin{equation*}
\nu_{\Omega}=\sup \{\beta(A, \Gamma) ; 0<A<1, \Gamma \supset \bar{\Omega}\} . \tag{2.6}
\end{equation*}
$$

For that, we note first that $\inf _{s \in\left[s_{1}, 1\right]} g(A s)=\min \left\{g\left(A s_{1}\right), g(A)\right\}$. We also have that $g\left(A s_{1}\right) \leq g(A)$ if and only if $A^{2}\left(s_{1}^{3}-1\right)-2 A\left(s_{1}^{2}-1\right)+\left(s_{1}-1\right) \leq 0$, which happens if and only if $A^{2}\left(s_{1}^{2}+s_{1}+1\right)-2 A\left(s_{1}+1\right)+1 \geq 0$ or if and only if either $A \leq A_{-}$or $A \geq A_{+}$, where

$$
A_{+}=\frac{s_{1}+1+\sqrt{s_{1}}}{s_{1}^{2}+1+s_{1}}=\frac{1}{s_{1}+1-\sqrt{s_{1}}}, \quad A_{-}=\frac{s_{1}+1-\sqrt{s_{1}}}{s_{1}^{2}+1+s_{1}}=\frac{1}{s_{1}+1+\sqrt{s_{1}}}
$$

Since $A_{-}<1<A_{+}$, we get that

$$
G(A)=\inf _{s \in\left[s_{1}, 1\right]} g(A s)= \begin{cases}g\left(A s_{1}\right) & \text { if } 0 \leq A \leq A_{-}  \tag{2.7}\\ g(A) & \text { if } A_{-} \leq A \leq 1\end{cases}
$$

We now have that $\frac{d G}{d A}=g^{\prime}\left(A s_{1}\right) s_{1} \geq 0$ for all $0 \leq A \leq A_{-}$. And since $A_{-} \geq \frac{1}{3}$, we have $\frac{d G}{d A}=g^{\prime}(A) \leq 0$ for all $A_{-} \leq A \leq 1$. It follows that

$$
\begin{aligned}
\sup _{0<A<1} \inf _{s \in\left[s_{1}, 1\right]} g(A s) & =\sup _{0<A<1} G(A)=G\left(A_{-}\right)=g\left(A_{-}\right) \\
& =\frac{1}{s_{1}+1+\sqrt{s_{1}}}\left(1-\frac{1}{s_{1}+1+\sqrt{s_{1}}}\right)^{2} \\
& =\frac{s_{1}\left(s_{1}+1+2 \sqrt{s_{1}}\right)}{\left(s_{1}+1+\sqrt{s_{1}}\right)^{3}}=H\left(\inf _{\Omega} \psi_{\Gamma}\right)
\end{aligned}
$$

which proves our lower estimate.
Now we know that $\lambda^{*}>0$, so we can pick $\lambda \in\left(0, \lambda^{*}\right)$ and use the definition of $\lambda^{*}$ to find a $\bar{\lambda} \in\left(\lambda, \lambda^{*}\right)$ such that $(S)_{\bar{\lambda}}$ has a solution $u_{\bar{\lambda}} ;$ i.e.,

$$
-\Delta u_{\bar{\lambda}}=\frac{\bar{\lambda} f(x)}{\left(1-u_{\bar{\lambda}}\right)^{2}}, 0 \leq u_{\bar{\lambda}}<1, \text { on } \Omega \quad \text { and } \quad u_{\bar{\lambda}}=0 \text { on } \partial \Omega,
$$

and in particular $-\Delta u_{\bar{\lambda}} \geq \frac{\lambda f(x)}{\left(1-u_{\bar{\lambda}}\right)^{2}}$ on $\Omega$, which then implies that $u_{\bar{\lambda}}$ is a supersolution of $(S)_{\lambda}$. Since $u \equiv 0$ is a subsolution of $(S)_{\lambda}$, we can again conclude that there is a solution $u_{\lambda}$ of $(S)_{\lambda}$.

It is also easy to show that $\lambda^{*}$ is finite, since if $(S)_{\lambda}$ has at least one solution $0<u<1$, then, by integrating against the first (positive) eigenfunction $\phi_{\Omega}$, we get

$$
\begin{align*}
+\infty>\mu_{\Omega} \geq \mu_{\Omega} \int_{\Omega} u \phi_{\Omega} & =-\int_{\Omega} u \Delta \phi_{\Omega}=-\int_{\Omega} \phi_{\Omega} \Delta u \\
& =\lambda \int_{\Omega} \frac{\phi_{\Omega} f}{(1-u)^{2}} d x \geq \lambda \int_{\Omega} \phi_{\Omega} f d x \tag{2.8}
\end{align*}
$$

and therefore $\lambda^{*}<+\infty$. The definition of $\lambda^{*}$ implies that there is no solution of $(S)_{\lambda}$ for any $\lambda>\lambda^{*}$.
2.2. Monotonicity results for the pull-in voltage. In this subsection, we give a more precise characterization of $\lambda^{*}$, namely as the endpoint for the branch of minimal solutions. This will allow us to establish various monotonicity properties for $\lambda^{*}$ that will help in the estimates given in the next subsections. First we give a recursive scheme for the construction of minimal solutions.

Theorem 2.2. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$; then for any $0<\lambda<\lambda^{*}(\Omega, f)$ there exists a unique minimal positive solution $u_{\lambda}$ for $(S)_{\lambda}$. It is obtained as the limit of the sequence $\left\{u_{n}(\lambda ; x)\right\}$ constructed recursively as follows: $u_{0} \equiv 0$ in $\Omega$ and, for each $n \geq 1$,

$$
\begin{gather*}
-\Delta u_{n}=\frac{\lambda f(x)}{\left(1-u_{n-1}\right)^{2}}, \quad x \in \Omega ;  \tag{2.9}\\
0 \leq u_{n}<1, \quad x \in \Omega ; \quad u_{n}=0, \quad x \in \partial \Omega .
\end{gather*}
$$

Proof. Let $u$ be any positive solution for $(S)_{\lambda}$, and consider the sequence $\left\{u_{n}(\lambda ; x)\right\}$ defined in (2.9). Clearly $u(x)>u_{0} \equiv 0$ in $\Omega$, and whenever $u(x) \geq u_{n-1}$ in $\Omega$, then
$-\Delta\left(u-u_{n}\right)=\lambda f(x)\left[\frac{1}{(1-u)^{2}}-\frac{1}{\left(1-u_{n-1}\right)^{2}}\right] \geq 0, \quad x \in \Omega ; \quad u-u_{n}=0, \quad x \in \partial \Omega$.
The maximum principle and an immediate induction yield that $1>u(x) \geq u_{n}$ in $\Omega$ for all $n \geq 0$. In a similar way, the maximum principle implies that the sequence $\left\{u_{n}(\lambda ; x)\right\}$ is monotone increasing. Therefore, $\left\{u_{n}(\lambda ; x)\right\}$ converges uniformly to a positive solution $u_{\lambda}(x)$, satisfying $u(x) \geq u_{\lambda}(x)$ in $\Omega$, which is a minimal positive solution of $(S)_{\lambda}$. It is also clear that $u_{\lambda}$ is unique in this class of solutions.

Remark 2.1. Let $g(x, \xi, \Omega)$ be Green's function of the Laplace operator, with $g(x, \xi, \Omega)=0$ on $\partial \Omega$. Then the iteration in (2.9) can be replaced by $u_{0} \equiv 0$ in $\Omega$, and for each $n \geq 1$,

$$
\begin{equation*}
u_{n}(\lambda ; x)=\lambda \int_{\Omega} \frac{f(\xi) g(x, \xi, \Omega)}{\left(1-u_{n-1}(\lambda ; \xi)\right)^{2}} d \xi, \quad x \in \Omega ; \quad u_{n}(\lambda ; x)=0, \quad x \in \partial \Omega \tag{2.10}
\end{equation*}
$$

The same reasoning as above yields that $\lim _{n \rightarrow \infty} u_{n}(\lambda ; x)=u_{\lambda}(x)$ for all $x \in \Omega$.
The above construction of solutions yields the following monotonicity result for the pull-in voltage.

PROPOSITION 2.3. If $\Omega_{1} \subset \Omega_{2}$ and if $f$ is a function satisfying (1.2) on $\Omega_{2}$, then $\lambda^{*}\left(\Omega_{1}\right) \geq \lambda^{*}\left(\Omega_{2}\right)$ and the corresponding minimal solutions satisfy $u_{\Omega_{1}}(\lambda, x) \leq$ $u_{\Omega_{2}}(\lambda, x)$ on $\Omega_{1}$ for every $0<\lambda<\lambda^{*}\left(\Omega_{2}\right)$.

Proof. Again the method of sub/supersolutions immediately yields that $\lambda^{*}\left(\Omega_{1}\right) \geq$ $\lambda^{*}\left(\Omega_{2}\right)$. Now consider, for $i=1,2$, the sequences $\left\{u_{n}\left(\lambda, x, \Omega_{i}\right)\right\}$ on $\Omega_{i}$ defined by (2.10), where $g\left(x, \xi, \Omega_{i}\right)$ are the corresponding Green's functions on $\Omega_{i}$. Since $\Omega_{1} \subset$ $\Omega_{2}$, we have that $g\left(x, \xi, \Omega_{1}\right) \leq g\left(x, \xi, \Omega_{2}\right)$ on $\Omega_{1}$. Hence, it follows that

$$
u_{1}\left(\lambda, x, \Omega_{2}\right)=\lambda \int_{\Omega_{2}} f(\xi) g\left(x, \xi, \Omega_{2}\right) d \xi \geq \lambda \int_{\Omega_{1}} f(\xi) g\left(x, \xi, \Omega_{1}\right) d \xi=u_{1}\left(\lambda, x, \Omega_{1}\right)
$$

on $\Omega_{1}$. By induction we conclude that $u_{n}\left(\lambda, x, \Omega_{2}\right) \geq u_{n}\left(\lambda, x, \Omega_{1}\right)$ on $\Omega_{1}$ for all $n$. On the other hand, since $u_{n}\left(\lambda, x, \Omega_{2}\right) \leq u_{n+1}\left(\lambda, x, \Omega_{2}\right)$ on $\Omega_{2}$ for $n$, we get that $u_{n}\left(\lambda, x, \Omega_{1}\right) \leq u_{\Omega_{2}}(\lambda, x)$ on $\Omega_{1}$, and we are done.

We also note the following easy comparison results, and we omit the details.
Corollary 2.4. Suppose that $f_{1}, f_{2}: \Omega \rightarrow R$ are two functions satisfying (1.2) and such that $f_{1}(x) \leq f_{2}(x)$ on $\Omega$; then $\lambda^{*}\left(\Omega, f_{1}\right) \geq \lambda^{*}\left(\Omega, f_{2}\right)$, and for $0<\lambda<$ $\lambda^{*}\left(\Omega, f_{2}\right)$ we have $u_{1}(\lambda, x) \leq u_{2}(\lambda, x)$ on $\Omega$, where $u_{1}(\lambda, x)$ (resp., $\left.u_{2}(\lambda, x)\right)$ are the unique minimal positive solution of

$$
-\Delta u=\frac{\lambda f_{1}(x)}{(1-u)^{2}}\left(\text { resp., }-\Delta u=\frac{\lambda f_{2}(x)}{(1-u)^{2}}\right) \text { on } \Omega \quad \text { and } \quad u=0 \text { on } \partial \Omega .
$$

Moreover, if $f_{2}(x)>f_{1}(x)$ on a subset of positive measure, then $u_{1}(\lambda, x)<u_{2}(\lambda, x)$ for all $x \in \Omega$.

The following result is similar to Theorem 4.10 of [2], which deals only with nonsingular nonlinearities. It can, however, be extended to our setting, but the adaptation of the proof is left to the interested reader.

Proposition 2.5. For any bounded domain $\Gamma$ in $R^{N}$ and any function $f$ satisfying (1.2) on $\Gamma$, we have $\lambda^{*}(\Gamma, f) \geq \lambda^{*}\left(B_{R}, f^{*}\right)$, where $B_{R}=B_{R}(0)$ is the Euclidean ball in $R^{N}$ with radius $R>0$ and with volume $\left|B_{R}\right|=|\Gamma|$, and where $f^{*}$ is the Schwarz symmetrization of $f$.
3. Estimates for the pull-in voltage. While the lower bound in (2.3) is useful to prove existence, it is not easy to compute. The following subsection gives more computationally accessible lower estimates for $\lambda^{*}$.

### 3.1. Lower bounds for $\lambda^{*}$.

Proposition 3.1. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$; then we have the following lower bound:

$$
\begin{equation*}
\lambda^{*}(\Omega, f) \geq \max \left\{\frac{8 N}{27}, \frac{6 N-8}{9}\right\} \frac{1}{\sup _{\Omega} f}\left(\frac{\omega_{N}}{|\Omega|}\right)^{\frac{2}{N}} \tag{3.1}
\end{equation*}
$$

Moreover, if $f(x) \equiv|x|^{\alpha}$ with $\alpha \geq 0$ and $\Omega$ is a ball of radius $R$, then we have

$$
\begin{equation*}
\lambda^{*}\left(B_{R},|x|^{\alpha}\right) \geq \max \left\{\frac{4(2+\alpha)(N+\alpha)}{27}, \frac{(2+\alpha)(3 N+\alpha-4)}{9}\right\} R^{-(2+\alpha)} \tag{3.2}
\end{equation*}
$$

Finally, if $N \geq 8$ and $0 \leq \alpha \leq \alpha^{* *}(N):=\frac{4-6 N+3 \sqrt{6}(N-2)}{4}$, we have

$$
\begin{equation*}
\lambda^{*}\left(B_{1},|x|^{\alpha}\right)=\frac{(2+\alpha)(3 N+\alpha-4)}{9} \tag{3.3}
\end{equation*}
$$

Proof. Setting $R=\left(\frac{|\Omega|}{\omega_{N}}\right)^{\frac{1}{N}}$, it suffices-in view of Proposition 2.5 and since $\sup _{B_{R}} f^{*}=\sup _{\Omega} f-$ to show that

$$
\begin{equation*}
\lambda^{*}\left(B_{R}, f^{*}\right) \geq \max \left\{\frac{8 N}{27 R^{2} \sup _{\Omega} f^{*}}, \frac{6 N-8}{9 R^{2} \sup _{\Omega} f^{*}}\right\} \tag{3.4}
\end{equation*}
$$

for the case where $\Omega=B_{R}$. In fact, the function $w(x)=\frac{1}{3}\left(1-\frac{|x|^{2}}{R^{2}}\right)$ satisfies on $B_{R}$

$$
\begin{aligned}
-\Delta w=\frac{2 N}{3 R^{2}}=\frac{2 N\left(1-\frac{1}{3}\right)^{2}}{3 R^{2}} \frac{1}{\left(1-\frac{1}{3}\right)^{2}} & \geq \frac{8 N}{27 R^{2} \sup _{\Omega} f} \frac{f(x)}{\left[1-\frac{1}{3}\left(1-\frac{|x|^{2}}{R^{2}}\right)\right]^{2}} \\
& =\frac{8 N}{27 R^{2} \sup _{\Omega} f} \frac{f(x)}{(1-w)^{2}}
\end{aligned}
$$

So for $\lambda \leq \frac{8 N}{27 R^{2} \sup _{\Omega} f}, w$ is a supersolution of $(S)_{\lambda}$ in $B_{R}$. Since, on the other hand, $w_{0} \equiv 0$ is a subsolution of $(S)_{\lambda}$ and $w_{0} \leq w$ in $B_{R}$, then there exists a solution of $(S)_{\lambda}$ in $B_{R}$, which proves a part of (3.4).

A similar computation applied to the function $v(x)=1-\left(\frac{|x|}{R}\right)^{\frac{2}{3}}$ shows that $v$ is also a supersolution as long as $\lambda \leq \frac{6 N-8}{9 R^{2} \sup _{\Omega} f}$.

In order to prove (3.2), it suffices to note that $w(x)=\frac{1}{3}\left(1-\frac{|x|^{2+\alpha}}{R^{2+\alpha}}\right)$ is a supersolution for $(S)_{\lambda}$ on $B_{R}$, provided $\lambda \leq \frac{4(2+\alpha)(N+\alpha)}{27 R^{2+\alpha}}$, and that $v(x)=1-\left(\frac{|x|}{R}\right)^{\frac{2+\alpha}{3}}$ is a supersolution for $(S)_{\lambda}$ on $B_{R}$, provided $\lambda \leq \frac{(2+\alpha)(3 N+\alpha-4)}{9 R^{2+\alpha}}$.

In order to complete the proof of Proposition 3.1, we need to establish that the function $u^{*}(x)=1-|x|^{\frac{2+\alpha}{3}}$ is the extremal function as long as $N \geq 8$ and $0 \leq \alpha \leq \alpha^{* *}(N)=\frac{4-6 N+3 \sqrt{6}(N-2)}{4}$. This will then yield that for such dimensions and these values of $\alpha$, the voltage $\lambda=\frac{(2+\alpha)(3 N+\alpha-4)}{9}$ is exactly the pull-in voltage $\lambda^{*}$.

First, it is easy to check that $u^{*}$ is a $H_{0}^{1}(\Omega)$-weak solution of $(S)_{\lambda^{*}}$. Since $\left\|u^{*}\right\|_{\infty}=$ 1 , and by the characterization of Theorem 5.1 below, we need to prove only that

$$
\begin{equation*}
\int_{\Omega}|\nabla \phi|^{2} \geq \int_{\Omega} \frac{2 \lambda|x|^{\alpha}}{\left(1-u^{*}\right)^{3}} \phi^{2} \quad \text { for all } \phi \in H_{0}^{1}(\Omega) \tag{3.5}
\end{equation*}
$$

However, Hardy's inequality gives for $N \geq 2$ that $\int_{B_{1}}|\nabla \phi|^{2} \geq \frac{(N-2)^{2}}{4} \int_{B_{1}} \frac{\phi^{2}}{|x|^{2}}$ for any $\phi \in H_{0}^{1}\left(B_{1}\right)$, which means that (3.5) holds whenever $2 \lambda^{*} \leq \frac{(N-2)^{2}}{4}$ or, equivalently, if $N \geq 8$ and $0 \leq \alpha \leq \alpha^{* *}=\frac{4-6 N+3 \sqrt{6}(N-2)}{4}$.

Remark 3.1. The above lower bounds can be improved at least in low dimensions. First note that if $N>\frac{12+\alpha}{5}$, then $\lambda_{2}=\frac{(2+\alpha)(3 N+\alpha-4)}{9}$ is the better lower bound and is actually sharp on the ball as soon as $N \geq 8$ and $\alpha \leq \alpha^{* *}$. For lower dimensions, the best lower bounds are more complicated even when one considers supersolutions of the form $v(x)=a\left(1-\left(\frac{|x|}{R}\right)^{k}\right)$ and optimizes $\lambda(a, k, R)$ over $a$ and $k$. For example, in the case where $\alpha=0, N=2$, and $R=1$, one can see that a better lower bound can be obtained via the supersolution $v(x)=\frac{1}{2.4}\left(1-|x|^{1.6}\right)$.
3.2. Upper bounds for $\boldsymbol{\lambda}^{*}$. We note that (2.8) already yields a finite upper bound for $\lambda^{*}$. However, Pohozaev-type arguments can be used to establish better and more computable upper bounds. In this subsection, we establish the upper estimates claimed in Theorem 1.1. For a general domain $\Omega$, the following upper bounds on $\lambda^{*}(\Omega)$ were established in Theorem 3.1 of [19] and in Theorem 2.2 of [12], respectively.

Proposition 3.2. (1) Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$ such that $\inf _{\Omega} f>0$; then

$$
\begin{equation*}
\lambda^{*}(\Omega, f) \leq \bar{\lambda}_{1} \equiv \frac{4 \mu_{\Omega}}{27}\left(\inf _{\Omega} f\right)^{-1} \tag{3.6}
\end{equation*}
$$

(2) If we only suppose that $f>0$ on a set of positive measure, then

$$
\begin{equation*}
\lambda^{*}(\Omega, f) \leq \bar{\lambda}_{2} \equiv \frac{\mu_{\Omega}}{3}\left(\int_{\Omega} f \phi_{\Omega} d x\right)^{-1} \tag{3.7}
\end{equation*}
$$

If, in addition, $\Omega \subset R^{N}$ is a strictly star-shaped domain around 0 , then we can prove the following estimate.

Proposition 3.3. Suppose $f \equiv 1$ and that $\Omega \subset R^{N}$ is a strictly star-shaped smooth domain such that $x \cdot \nu \geq a>0$ for $x \in \partial \Omega$, where $\nu$ is the unit outer normal to $\partial \Omega$, then

$$
\begin{equation*}
\lambda^{*}(\Omega) \leq \bar{\lambda}_{3}=\frac{(N+2)^{2} P(\Omega)}{8 a N|\Omega|} \tag{3.8}
\end{equation*}
$$

In particular, if $\Omega$ is the Euclidean unit ball in $R^{N}$, then we have the bound

$$
\lambda^{*}\left(B_{1}(0)\right) \leq \frac{(N+2)^{2}}{8}
$$

Proof. Recall Pohozaev's identity: If $u$ is a solution of

$$
\Delta u+\lambda g(u)=0 \quad \text { for } x \in \Omega ; \quad u=0 \quad \text { for } x \in \partial \Omega
$$

then

$$
\begin{equation*}
N \lambda \int_{\Omega} G(u) d x-\frac{N-2}{2} \lambda \int_{\Omega} u g(u) d x=\frac{1}{2} \int_{\partial \Omega}(x \cdot \nu)\left(\frac{\partial u}{\partial \nu}\right)^{2} d s \tag{3.9}
\end{equation*}
$$

where $G(u)=\int_{0}^{u} g(s) d s$. Applying this with $g(u)=\frac{1}{(1-u)^{2}}$ and $G(u)=\frac{u}{1-u}$ yields

$$
\begin{align*}
\frac{\lambda}{2} \int_{\Omega} \frac{u(N+2-2 N u)}{(1-u)^{2}} d x & =\frac{1}{2} \int_{\partial \Omega}(x \cdot \nu)\left(\frac{\partial u}{\partial \nu}\right)^{2} d s \\
& \geq \frac{a}{2 P(\Omega)}\left(\int_{\partial \Omega} \frac{\partial u}{\partial \nu} d s\right)^{2}  \tag{3.10}\\
& =\frac{a}{2 P(\Omega)}\left(-\int_{\Omega} \Delta u d x\right)^{2} \\
& =\frac{a \lambda^{2}}{2 P(\Omega)}\left(\int_{\Omega} \frac{d x}{(1-u)^{2}}\right)^{2}
\end{align*}
$$

where we have used the divergence theorem and Hölder's inequality

$$
\int_{\partial \Omega} \frac{\partial u}{\partial \nu} d s \leq\left(\int_{\partial \Omega}\left(-\frac{\partial u}{\partial \nu}\right)^{2} d s\right)^{1 / 2}\left(\int_{\partial \Omega} d s\right)^{1 / 2}
$$

Since

$$
\begin{aligned}
\int_{\Omega} \frac{u(N+2-2 N u)}{(1-u)^{2}} d x & =\int_{\Omega}\left[-2 N\left(u-\frac{N+2}{4 N}\right)^{2}+\frac{(N+2)^{2}}{8 N}\right] \frac{1}{(1-u)^{2}} d x \\
& \leq \frac{(N+2)^{2}}{8 N} \int_{\Omega} \frac{d x}{(1-u)^{2}}
\end{aligned}
$$

we deduce from (3.10) that

$$
\frac{(N+2)^{2}}{8 N} \geq \frac{a \lambda}{P(\Omega)} \int_{\Omega} \frac{d x}{(1-u)^{2}} \geq \frac{a \lambda|\Omega|}{P(\Omega)}
$$

which implies the upper bound (3.8) for $\lambda^{*}$.
Finally, for the special case where $\Omega=B_{1}(0) \subset R^{N}$, we have $a=1$ and $\frac{P\left(B_{1}(0)\right)}{\omega_{N}}=$ $N$ and hence the bound $\lambda^{*}\left(B_{1}(0)\right) \leq \bar{\lambda}_{3}=\frac{(N+2)^{2}}{8}$.
3.3. Numerical estimates for $\boldsymbol{\lambda}^{*}$. In the computations below we shall consider two choices for the domain $\Omega$,

$$
\begin{equation*}
\Omega:[-1 / 2,1 / 2] \quad(\text { slab }), \quad \Omega: x^{2}+y^{2} \leq 1 \quad \text { (unit disk). } \tag{3.11}
\end{equation*}
$$

Simple calculations yield that

$$
\begin{array}{ll}
\mu_{\Omega}=\pi^{2}, & \phi_{\Omega}=\frac{\pi}{2} \sin \left[\pi\left(x+\frac{1}{2}\right)\right]  \tag{3.12}\\
\mu_{\Omega}=z_{0}^{2} \approx 5.783, \quad \text { (slab) } \\
\phi_{\Omega}=\frac{z_{0}}{J_{1}\left(z_{0}\right)} J_{0}\left(z_{0}|x|\right) \quad \text { (unit disk). }
\end{array}
$$

TABLE 3.1
Numerical values for pull-in voltage $\lambda^{*}$ with the bounds given in Theorem 1.1, where $f(x)$ is the exponential permittivity profile.

| $\Omega$ | $\alpha$ | $\underline{\lambda}$ | $\lambda^{*}$ | $\bar{\lambda}_{1}$ | $\bar{\lambda}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Slab | 0 | 1.185 | 1.401 | 1.462 | 3.290 |
| Slab | 1.0 | 1.185 | 1.733 | 1.878 | 4.023 |
| Slab | 3.0 | 1.185 | 2.637 | 3.095 | 5.965 |
| Slab | 6.0 | 1.185 | 4.848 | 6.553 | 10.50 |
| Unit disk | 0 | 0.593 | 0.789 | 0.857 | 1.928 |
| Unit disk | 0.5 | 0.593 | 1.153 | 1.413 | 2.706 |
| Unit disk | 1.0 | 0.593 | 1.661 | 2.329 | 3.746 |
| Unit disk | 3.0 | 0.593 | 6.091 | 17.21 | 11.86 |

TABLE 3.2
Numerical values for pull-in voltage $\lambda^{*}$ with the bounds given in Theorem 1.1, where $f(x)$ is the power-law permittivity profile.

| $\Omega$ | $\alpha$ | $\lambda_{c}(\alpha)$ | $\lambda^{*}$ | $\bar{\lambda}_{1}$ | $\bar{\lambda}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Slab | 0 | 1.185 | 1.401 | 1.462 | 3.290 |
| Slab | 1.0 | 3.556 | 4.388 | $\infty$ | 9.044 |
| Slab | 3.0 | 11.851 | 15.189 | $\infty$ | 28.247 |
| Slab | 6.0 | 33.185 | 43.087 | $\infty$ | 76.608 |
| Unit disk | 0 | 0.593 | 0.789 | 0.857 | 1.928 |
| Unit disk | 1.0 | 1.333 | 1.775 | $\infty$ | 3.019 |
| Unit disk | 5.0 | 7.259 | 9.676 | $\infty$ | 15.82 |
| Unit disk | 20 | 71.70 | 95.66 | $\infty$ | 161.54 |

Here $J_{0}$ and $J_{1}$ are Bessel functions of the first kind, and $z_{0} \approx 2.4048$ is the first zero of $J_{0}(z)$. The bounds $\bar{\lambda}_{1}$ and $\bar{\lambda}_{2}$ can be evaluated by substituting (3.12) into (3.6) and (3.7). Notice that $\bar{\lambda}_{2}$ is, in general, determined only up to a numerical quadrature. Using Newton's method and COLSYS [1], one can also solve the boundary value problem $(S)_{\lambda}$ and numerically calculate $\lambda^{*}$ as the saddle-node point for the following two choices of the permittivity profile:
$\begin{array}{llll}\text { slab: } & f(x)=|2 x|^{\alpha} & \text { (power-law); } & f(x)=e^{\alpha\left(x^{2}-1 / 4\right)} \\ \text { unit disk: } & f(x)=|x|^{\alpha} & \text { (power-law); } & f(x)=e^{\alpha\left(|x|^{2}-1\right)}\end{array}$ (exponential),
where $\alpha \geq 0$. Table 3.1 contains numerical values for $\lambda^{*}$ in the case of exponential profiles, while Table 3.2 deals with power-law profiles. What is remarkable is that $\bar{\lambda}_{1}$ and $\bar{\lambda}_{2}$ are not comparable even when $f$ is bounded away from 0 and that neither one of them provides the optimal value for $\lambda^{*}$. This leads us to conjecture that there should be a better estimate for $\lambda^{*}$, one involving the distribution of $f$ in $\Omega$, as opposed to the infimum or its average against the first eigenfunction $\phi_{\Omega}$.
4. The branch of minimal solutions. The branch of minimal solutions corresponds to the lowest branch in the bifurcation diagram, the one connecting the origin point $\lambda=0$ to the first fold at $\lambda=\lambda^{*}$. In this section, we analyze further the properties of this branch. To do so, we consider for each solution $u$ of $(S)_{\lambda}$ the operator $L_{u, \lambda}=-\Delta-\frac{2 \lambda f}{(1-u)^{3}}$ associated with the linearized problem around $u$. We denote by $\mu_{1}(\lambda, u)$ the smallest eigenvalue of $L_{u, \lambda}$, that is, the one corresponding to the following Dirichlet eigenvalue problem:

$$
\begin{equation*}
-\Delta \phi-\frac{2 \lambda f(x)}{(1-u)^{3}} \phi=\mu \phi, \quad x \in \Omega ; \quad \phi=0, \quad x \in \partial \Omega . \tag{4.1}
\end{equation*}
$$

In other words,

$$
\mu_{1}(\lambda, u)=\inf _{\phi \in H_{0}^{1}(\Omega)} \frac{\int_{\Omega}\left\{|\nabla \phi|^{2}-2 \lambda f(1-u)^{-3} \phi^{2}\right\} d x}{\int_{\Omega} \phi^{2} d x}
$$

4.1. Spectral properties of minimal solutions. We start with the following crucial lemma, which shows among other things that semistable solutions are necessarily minimal solutions.

Lemma 4.1. Let $f$ be a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$, and let $\lambda^{*}:=\lambda^{*}(\Omega, f)$. Suppose that $u$ is a positive solution of $(S)_{\lambda}$, and consider any (classical) supersolution $v$ of $(S)_{\lambda}$, that is,

$$
\begin{equation*}
-\Delta v \geq \frac{\lambda f(x)}{(1-v)^{2}} \quad \text { and } \quad 0 \leq v(x)<1, \quad x \in \Omega ; \quad v=0, \quad x \in \partial \Omega \tag{4.2}
\end{equation*}
$$

If $\mu_{1}(\lambda, u)>0$, then $v \geq u$ on $\Omega$, and if $\mu_{1}(\lambda, u)=0$, then $v \equiv u$ on $\Omega$.
Proof. For a given $\lambda$ and $x \in \Omega$, use the fact that $f(x) \geq 0$ and that $t \rightarrow \frac{\lambda f(x)}{(1-t)^{2}}$ is convex on $(0,1)$ to obtain

$$
\begin{equation*}
-\Delta(u+\tau(v-u))-\frac{\lambda f(x)}{[1-(u+\tau(v-u))]^{2}} \geq 0, \quad x \in \Omega \tag{4.3}
\end{equation*}
$$

for $\tau \in[0,1]$. Note that (4.3) is an identity at $\tau=0$, which means that the first derivative of the left-hand side for (4.3) with respect to $\tau$ is nonnegative at $\tau=0$; i.e.,

$$
\begin{equation*}
-\Delta(v-u)-\frac{2 \lambda f(x)}{(1-u)^{3}}(v-u) \geq 0, \quad x \in \Omega ; \quad v-u=0, \quad x \in \partial \Omega \tag{4.4}
\end{equation*}
$$

Thus, the maximal principle implies that if $\mu_{1}(\lambda, u)>0$, we have $v \geq u$ on $\Omega$, while if $\mu_{1}(\lambda, u)=0$, we have

$$
\begin{equation*}
-\Delta(v-u)-\frac{2 \lambda f(x)}{(1-u)^{3}}(v-u)=0, \quad x \in \Omega \tag{4.5}
\end{equation*}
$$

The second derivative of the left-hand side for (4.3) with respect to $\tau$ is therefore nonnegative at $\tau=0$; i.e.,

$$
\begin{equation*}
-\frac{6 \lambda f(x)}{(1-u)^{4}}(v-u)^{2} \geq 0, \quad x \in \Omega \tag{4.6}
\end{equation*}
$$

From (4.6) we deduce that $v \equiv u$ in $\Omega \backslash \Omega_{0}$, where $\Omega_{0}=\{x \in \Omega: f(x)=0$ for $x \in \Omega\}$. On the other hand, (4.5) reduces to $-\Delta(v-u)=0$ for $x \in \Omega_{0}$, while $v-u=0$ on $\partial \Omega_{0}$, which implies $v \equiv u$ on $\Omega_{0}$. Hence if $\mu_{1}(\lambda, u)=0$, then $v \equiv u$ on $\Omega$.

Theorem 4.2. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$, and consider the branch $\lambda \rightarrow u_{\lambda}$ of minimal solutions on $\left(0, \lambda^{*}\right)$. Then the following hold:

1. For each $x \in \Omega$, the function $\lambda \rightarrow u_{\lambda}(x)$ is differentiable and strictly increasing on $\left(0, \lambda^{*}\right)$.
2. For each $\lambda \in\left(0, \lambda^{*}\right), u_{\lambda}$ is a stable solution and $\lambda \rightarrow \mu_{1, \lambda}:=\mu_{1}\left(\lambda, u_{\lambda}\right)$ is decreasing on $\left(0, \lambda^{*}\right)$.
Proof. Consider $\lambda_{1}<\lambda_{2}<\lambda^{*}$, their corresponding minimal positive solutions $u_{\lambda_{1}}$ and $u_{\lambda_{2}}$, and let $u^{*}$ be a positive solution for $(S)_{\lambda_{2}}$. For the monotone increasing series $\left\{u_{n}\left(\lambda_{1} ; x\right)\right\}$ defined in (2.9), we then have $u^{*}>u_{0}\left(\lambda_{1} ; x\right) \equiv 0$, and if $u_{n-1}\left(\lambda_{1} ; x\right) \leq u^{*}$
in $\Omega$, then
$-\Delta\left(u^{*}-u_{n}\right)=f(x)\left[\frac{\lambda_{2}}{\left(1-u^{*}\right)^{2}}-\frac{\lambda_{1}}{\left(1-u_{n-1}\right)^{2}}\right] \geq 0, \quad x \in \Omega ; \quad u^{*}-u_{n}=0, \quad x \in \partial \Omega$.
So we have $u_{n}\left(\lambda_{1} ; x\right) \leq u^{*}$ in $\Omega$. Therefore, $u_{\lambda_{1}}=\lim _{n \rightarrow \infty} u_{n}\left(\lambda_{1} ; x\right) \leq u^{*}$ in $\Omega$, and in particular $u_{\lambda_{1}} \leq u_{\lambda_{2}}$ in $\Omega$. Therefore, $\frac{d u_{\lambda}(x)}{d \lambda} \geq 0$ for all $x \in \Omega$.

That $\lambda \rightarrow \mu_{1, \lambda}$ is decreasing follows easily from the variational characterization of $\mu_{1, \lambda}$, the monotonicity of $\lambda \rightarrow u_{\lambda}$, as well as the monotonicity of $(1-u)^{-3}$ with respect to $u$.

Now we define $\lambda^{* *}=\sup \left\{\lambda ; u_{\lambda}\right.$ is a stable solution for $\left.(S)_{\lambda}\right\}$. It is clear that $\lambda^{* *} \leq \lambda^{*}$, and to show equality it suffices to prove that there is no minimal solution for $(S)_{\mu}$ with $\mu>\lambda^{* *}$. For that, suppose $w$ is a minimal solution of $(S)_{\lambda^{* *}+\delta}$ with $\delta>0$; then we would have, for $\lambda \leq \lambda^{* *}$,

$$
-\Delta w=\frac{\left(\lambda^{* *}+\delta\right) f(x)}{(1-w)^{2}} \geq \frac{\lambda f(x)}{(1-w)^{2}}, \quad x \in \Omega
$$

Since for $0<\lambda<\lambda^{* *}$ the minimal solutions $u_{\lambda}$ are stable, it follows from Lemma 4.1 that $1>w \geq u_{\lambda}$ for all $0<\lambda<\lambda^{* *}$. Consequently, $\underline{\underline{u}}=\lim _{\lambda} / \lambda^{* *} u_{\lambda}$ exists in $C^{1}(\Omega)$ and is a solution for $(S)_{\lambda^{* *}}$. Now from the definition of $\lambda^{* *}$, we necessarily have $\mu_{1, \lambda^{* *}}=0$; hence by again applying Lemma 4.1, we obtain that $w \equiv \underline{\mathrm{u}}$ and $\delta=0$ on $\Omega$, which is a contradiction, and hence $\lambda^{* *}=\lambda^{*}$.

Since each $u_{\lambda}$ is stable, then by setting $F\left(\lambda, u_{\lambda}\right):=-\Delta-\frac{\lambda f}{\left(1-u_{\lambda}\right)^{2}}$, we get that $F_{u_{\lambda}}\left(\lambda, u_{\lambda}\right)$ is invertible for $0<\lambda<\lambda^{*}$. It then follows from the implicit function theorem that $u_{\lambda}(x)$ is differentiable with respect to $\lambda$.

Finally, by differentiating $(S)_{\lambda}$ with respect to $\lambda$, and since $\lambda \rightarrow u_{\lambda}(x)$ is nondecreasing, we get

$$
-\Delta \frac{d u_{\lambda}}{d \lambda}-\frac{2 \lambda f(x)}{\left(1-u_{\lambda}\right)^{3}} \frac{d u_{\lambda}}{d \lambda}=\frac{f(x)}{\left(1-u_{\lambda}\right)^{2}} \geq 0, \quad x \in \Omega ; \quad \frac{d u_{\lambda}}{d \lambda} \geq 0, \quad x \in \partial \Omega
$$

Applying the strong maximum principle, we conclude that $\frac{d u_{\lambda}}{d \lambda}>0$ on $\Omega$ for all $0<\lambda<\lambda^{*}$.

Remark 4.1. Lemma 3 of [8] yields $\mu_{1}(1,0)$ as an upper bound for $\lambda^{* *}$-at least in the case where $\inf _{\Omega} f>0$ on $\Omega$. Since $\lambda^{* *}=\lambda^{*}$, this gives another upper bound for $\lambda^{*}$ in our setting. Note, however, that in the case where $f \equiv 1$, we have $\mu_{1}(1,0)=\frac{\mu_{\Omega}}{2}$, while the estimate in Theorem 1.1 gives $\frac{4 \mu_{\Omega}}{27}$ for an upper bound.
4.2. Energy estimates and regularity. We start with the following easy observations.

Lemma 4.3. Let $f$ be a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$.

1. Any (weak) solution $u$ in $H_{0}^{1}(\Omega)$ of $(S)_{\lambda}$ then satisfies $\int_{\Omega} \frac{f}{(1-u)^{2}} d x<\infty$.
2. If $\inf _{\Omega} f>0$ and $N \geq 3$, then any solution $u$ such that $f /(1-u) \in L^{3 N / 2}$ is a classical solution.
Proof. (1) Since $u \in H_{0}^{1}(\Omega)$ is a positive solution of $(S)_{\lambda}$, we have

$$
\int_{\Omega} \frac{\lambda f}{(1-u)^{2}}-\int_{\Omega} \frac{\lambda f}{1-u}=\int_{\Omega} \frac{\lambda u f}{(1-u)^{2}}=\int_{\Omega}|\nabla u|^{2}=: C<+\infty
$$

which implies that

$$
\int_{\Omega} \frac{\lambda f}{(1-u)^{2}} \leq C+\int_{\Omega} \frac{\lambda f}{1-u} \leq C+\int_{\Omega}\left[C \varepsilon \frac{\lambda f}{(1-u)^{2}}+\frac{C}{\varepsilon} f\right] \leq C+C \varepsilon \int_{\Omega} \frac{\lambda f}{(1-u)^{2}}
$$

with $\varepsilon>0$. Therefore, by choosing $\varepsilon>0$ small enough, we conclude that $\int_{\Omega} \frac{f}{(1-u)^{2}}$ $<\infty$.
(2) Suppose $u$ is a weak solution such that $\frac{f(x)}{(1-u)^{3}} \in L^{p}(\Omega)$, which means that $\frac{f(x)}{(1-u)^{2}} \in L^{3 p / 2}(\Omega)$. By Sobolev's theorem we can already deduce that $u \in C^{0, \alpha}$ with $\alpha=2-\frac{2 N}{3 p}$. To get more regularity, it suffices to show that $u<1$ on $\Omega$, but then if not, we consider $x_{0} \in \bar{\Omega}$ such that $u\left(x_{0}\right)=\|u\|_{C(\bar{\Omega})}=1$; then we have $|1-u(x)|=\left|u\left(x_{0}\right)-u(x)\right| \leq C\left|x_{0}-x\right|^{\alpha}$ on $\bar{\Omega}$. This inequality shows that if $p \geq \frac{N}{2}$, then we have

$$
\infty>\int_{\Omega}\left(\frac{f(x)}{(1-u)^{3}}\right)^{p} d x \geq C^{\prime} \int_{\Omega}\left|x-x_{0}\right|^{-3 p \alpha} d x=C^{\prime} \int_{\Omega}\left|x-x_{0}\right|^{-N} d x=\infty
$$

a contradiction, which implies that we must have $\|u\|_{C(\bar{\Omega})}<1$.
Note that the above argument cannot be applied to the case where $f(x) \geq 0$ vanishes on $\Omega$, and therefore we have to use the iterative scheme outlined in the next theorem.

THEOREM 4.4. Let $f$ be a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$. Then for any constant $C>0$ there exists $0<K(C, N)<1$ such that a positive weak solution $u$ of $(S)_{\lambda}\left(0<\lambda<\lambda^{*}\right)$ is a classical solution and $\|u\|_{C(\Omega)} \leq K(C, N)$, provided that

1. $N=1$ and $\left\|\frac{f}{(1-u)^{3}}\right\|_{L^{1}(\Omega)} \leq C$,
2. $N \geq 2$ and $\left\|\frac{f}{(1-u)^{3}}\right\|_{L^{N / 2}(\Omega)} \leq C$.

Proof. We prove this lemma by considering the following three cases separately.
(1) If $N=1$, then for any $I>0$ we write using the Sobolev inequality with constant $K(1)>0$,
$K(1)\left\|(1-u)^{-1}-1\right\|_{L^{\infty}}^{2}$

$$
\begin{aligned}
\leq & \int_{\Omega}\left|\nabla\left[(1-u)^{-1}-1\right]\right|^{2} \\
= & \frac{\lambda}{3} \int_{\Omega} f(1-u)^{-2}\left[(1-u)^{-3}-1\right] \\
\leq & C I+C \int_{\left\{(1-u)^{-3} \geq I\right\}} 8 f(1-u)^{-2} \\
& +C \int_{\left\{(1-u)^{-3} \geq I\right\}} f\left[\frac{1}{(1-u)^{3}}+\frac{2}{(1-u)^{2}}+\frac{4}{1-u}\right]\left[(1-u)^{-1}-1\right]^{2} \\
\leq & C I+C+C\left\|(1-u)^{-1}-1\right\|_{L^{\infty}\left(\left\{(1-u)^{-3} \geq I\right\}\right)}^{2} \int_{\left\{(1-u)^{-3} \geq I\right\}} \overline{(1-u)^{3}} \\
\leq & C I+C+C \varepsilon(I)\left\|(1-u)^{-1}-1\right\|_{L^{\infty}}^{2},
\end{aligned}
$$

with $\varepsilon(I)=\int_{\left\{(1-u)^{-3} \geq I\right\}} \frac{f}{(1-u)^{3}}$, where Lemma $4.3(1)$ is applied in the second inequality. From the assumption $f /(1-u)^{3} \in L^{1}(\Omega)$, we have $\varepsilon(I) \rightarrow 0$ as $I \rightarrow \infty$. We now choose $I$ such that $\varepsilon(I) \leq \frac{K(1)}{2 C}$, so that the above estimates implier that $\left\|(1-u)^{-1}-1\right\|_{L^{\infty}}<C$. Standard regularity theory for elliptic problems now implies that $1 /(1-u) \in C^{2, \alpha}(\Omega)$. Therefore, $u$ is classical, and there exists a constant $K(C, N)$ which can be taken strictly less than 1 such that $\|u\|_{C(\Omega)} \leq K(C, N)<1$.
(2) Assuming $N=2$, we need to show that

$$
\begin{equation*}
(1-u)^{-1} \in L^{p}(\Omega) \quad \text { for any } p>1 \tag{4.8}
\end{equation*}
$$

Fix $p>1$ and let us introduce $T_{k} u=\min \{u, 1-k\}$, the truncated function of $u$ at level $1-k, 0<k<1$. For $k$ small, we take $\left(1-T_{k} u\right)^{-1}-1 \in H_{0}^{1}(\Omega)$ as a test function for $(S)_{\lambda}$ :

$$
\begin{equation*}
\int_{\Omega} \frac{\left|\nabla T_{k} u\right|^{2}}{\left(1-T_{k} u\right)^{2}}=\int_{\Omega} \frac{\lambda f(x)}{(1-u)^{2}}\left(\left(1-T_{k} u\right)^{-1}-1\right) \leq \int_{\Omega} \frac{\lambda f(x)}{|1-u|^{3}} \leq C<+\infty \tag{4.9}
\end{equation*}
$$

Since now $\log \left(\frac{1}{1-T_{k} u}\right) \in H_{0}^{1}(\Omega)$, by the Moser-Trudinger inequality and (4.9) we get that for any $p>1$

$$
\int_{\Omega}\left(1-T_{k} u\right)^{-p} \leq C_{1} \exp \left(\frac{p^{2}}{16 \pi} \int_{\Omega}\left|\nabla \log \left(\frac{1}{1-T_{k} u}\right)\right|^{2}\right) \leq C_{2}
$$

where $C_{1}, C_{2}$ denote positive constants depending only on $p$ and $C$. Taking the limit as $k \rightarrow 0$ and using that $u \leq 1$, we get the validity of (4.8).
(3) The case when $N>2$ is more elaborate, and we first show that $(1-u)^{-1} \in$ $L^{q}(\Omega)$ for all $q \in(1, \infty)$. Since $u \in H_{0}^{1}(\Omega)$ is a solution of $(S)_{\lambda}$, we already have $\int_{\Omega} \frac{f}{(1-u)^{2}}<C$. Now we proceed by iteration to show that if $\int_{\Omega} \frac{f}{(1-u)^{2+2 \theta}}<C$ for some $\theta \geq 0$, then $\int_{\Omega} \frac{1}{(1-u)^{2^{*}(1+\theta)}}<C$.

Indeed, for any constant $\theta \geq 0$ and $\ell>0$ we choose a test function $\phi=[(1-$ $\left.u)^{-3}-1\right] \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\}$. By applying this test function to both sides of $(S)_{\lambda}$, we have

$$
\begin{align*}
& \lambda \int_{\Omega} f(1-u)^{-2}\left[(1-u)^{-3}-1\right] \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\} \\
& =\int_{\Omega} \nabla u \cdot \nabla\left[\left((1-u)^{-3}-1\right) \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\}\right] \\
& =3 \int_{\Omega}|\nabla u|^{2}(1-u)^{-4} \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\}  \tag{4.10}\\
& \quad+2 \theta \int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}|\nabla u|^{2}(1-u)^{-2 \theta-1}\left[(1-u)^{-3}-1\right] .
\end{align*}
$$

We now suppose $\int_{\Omega} \frac{f}{(1-u)^{2+2 \theta}}<C$. We then obtain from (4.10) and the fact that

$$
\begin{aligned}
\frac{1}{(1-u)^{5}} \leq & C_{I} \frac{1}{(1-u)^{3}}\left(\frac{1}{1-u}-1\right)^{2} \text { whenever }(1-u)^{-3} \geq I>1 \text { that } \\
& \int_{\Omega}\left|\nabla\left[\left((1-u)^{-1}-1\right) \min \left\{(1-u)^{-\theta}, \ell\right\}\right]\right|^{2} \\
= & 2 \int_{\Omega}|\nabla u|^{2}(1-u)^{-4} \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\} \\
& +2 \theta^{2} \int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}|\nabla u|^{2}(1-u)^{-2 \theta-1}\left[\frac{1}{(1-u)^{3}}+\frac{1}{1-u}-\frac{2}{(1-u)^{2}}\right] \\
\leq & C \lambda \int_{\Omega} f(1-u)^{-2}\left[(1-u)^{-3}-1\right] \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\} \\
\leq & C I+C \int_{\left\{(1-u)^{-3} \geq I\right\}} f(1-u)^{-3}\left[(1-u)^{-1}-1\right]^{2} \min \left\{(1-u)^{-2 \theta}, \ell^{2}\right\} \\
\leq & C I+C\left[\int_{\left\{(1-u)^{-3} \geq I\right\}}\left(\frac{f}{(1-u)^{3}}\right)^{\frac{N}{2}}\right]^{\frac{2}{N}} \\
& \times\left[\int_{\left\{(1-u)^{-3} \geq I\right\}}\left(\left[(1-u)^{-1}-1\right] \min \left\{(1-u)^{-\theta}, \ell\right\}\right)^{\frac{2 N}{N-2}}\right]^{\frac{N-2}{N}} \\
\leq & C I+C \varepsilon(I) \int_{\Omega}\left|\nabla\left[\left((1-u)^{-1}-1\right) \min \left\{(1-u)^{-\theta}, \ell\right\}\right]\right|^{2}
\end{aligned}
$$

with $\varepsilon(I)=\left[\int_{\left\{(1-u)^{-3} \geq I\right\}}\left(\frac{f}{(1-u)^{3}}\right)^{\frac{N}{2}}\right]^{\frac{2}{N}}$.
From the assumption $f /(1-u)^{3} \in L^{\frac{N}{2}}(\Omega)$ we have $\varepsilon(I) \rightarrow 0$ as $I \rightarrow \infty$. We now choose $I$ such that $\varepsilon(I)=\frac{1}{2 C}$, and the above estimates imply that

$$
\int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}\left|\nabla\left[(1-u)^{-\theta-1}-(1-u)^{-\theta}\right]\right|^{2} \leq C I
$$

where the bound is uniform with respect to $\ell$. This estimate leads to

$$
\begin{aligned}
& \frac{1}{(\theta+1)^{2}} \int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}\left|\nabla\left[(1-u)^{-\theta-1}\right]\right|^{2}=\int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}(1-u)^{-2 \theta-4}|\nabla u|^{2} \\
& \quad \leq C I+C \int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}(1-u)^{-2 \theta-3}|\nabla u|^{2} \\
& \quad \leq C I+\int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}\left[C \varepsilon(1-u)^{-2 \theta-4}+C / \varepsilon\right]|\nabla u|^{2} \\
& \quad \leq C I+C / \varepsilon+C \varepsilon \int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}(1-u)^{-2 \theta-4}|\nabla u|^{2}
\end{aligned}
$$

with $\varepsilon>0$. This means that for $\varepsilon>0$ sufficiently small

$$
\int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}\left|\nabla(1-u)^{-\theta-1}\right|^{2}=\int_{\left\{(1-u)^{-\theta} \leq \ell\right\}}(\theta+1)^{2}(1-u)^{-2 \theta-4}|\nabla u|^{2}<C .
$$

Thus we can let $\ell \rightarrow \infty$, and we get that $(1-u)^{-\theta-1} \in H^{1}(\Omega) \hookrightarrow L^{2^{*}}(\Omega)$, which means that $\int_{\Omega} \frac{1}{(1-u)^{2^{*}(1+\theta)}}<C$.

By iterating the above argument for $\theta_{i}+1=\frac{N}{N-2}\left(\theta_{i-1}+1\right)$ for $i \geq 1$ and starting with $\theta_{0}=0$, we find that $1 /(1-u) \in L^{q}(\Omega)$ for all $q \in(1, \infty)$.

Standard regularity theory for elliptic problems applies again to give that 1 / $(1-u) \in C^{2, \alpha}(\Omega)$. Therefore, $u$ is a classical solution, and there exists a constant $0<K(C, N)<1$ such that $\|u\|_{C(\Omega)} \leq K(C, N)<1$.

THEOREM 4.5. For any dimension $1 \leq N \leq 7$ there exists a constant $0<C(N)<$ 1 independent of $\lambda$ such that for any $0<\lambda<\lambda^{*}$ the minimal solution $u_{\lambda}$ satisfies $\left\|u_{\lambda}\right\|_{C(\Omega)} \leq C(N)$.

Consequently, $u^{*}=\lim _{\lambda \uparrow \lambda^{*}} u_{\lambda}$ exists in the topology of $C^{2, \alpha}(\bar{\Omega})$ with $0<\alpha<1$. It is the unique classical solution for $(S)_{\lambda^{*}}$ and satisfies $\mu_{1, \lambda^{*}}\left(u^{*}\right)=0$.

This result-which yields Theorem 1.3(2)—will follow from the following uniform energy estimate on the minimal solutions $u_{\lambda}$.

Proposition 4.6. There exists a constant $C(p)>0$ such that for $\lambda \in\left(0, \lambda^{*}\right)$ the minimal solution $u_{\lambda}$ satisfies $\left\|_{\left(1-u_{\lambda}\right)^{3}}\right\|_{L^{p}(\Omega)} \leq C(p)$ as long as $p<1+\frac{4}{3}+2 \sqrt{\frac{2}{3}}$.

Proof. Since minimal solutions are stable, we have

$$
\begin{equation*}
\lambda \int_{\Omega} \frac{2 f(x)}{\left(1-u_{\lambda}\right)^{3}} w^{2} d x \leq-\int_{\Omega} w \Delta w d x=\int_{\Omega}|\nabla w|^{2} d x \tag{4.12}
\end{equation*}
$$

for all $0<\lambda<\lambda^{*}$ and nonnegative $w \in H_{0}^{1}(\bar{\Omega})$. Setting

$$
\begin{equation*}
w=\left(1-u_{\lambda}\right)^{i}-1>0, \quad \text { where }-2-\sqrt{6}<i<0 \tag{4.13}
\end{equation*}
$$

then (4.12) becomes

$$
\begin{equation*}
i^{2} \int_{\Omega}\left(1-u_{\lambda}\right)^{2 i-2}\left|\nabla u_{\lambda}\right|^{2} d x \geq \lambda \int_{\Omega} \frac{2\left[1-\left(1-u_{\lambda}\right)^{i}\right]^{2} f(x)}{\left(1-u_{\lambda}\right)^{3}} d x \tag{4.14}
\end{equation*}
$$

On the other hand, multiplying $(S)_{\lambda}$ by $\frac{i^{2}}{1-2 i}\left[\left(1-u_{\lambda}\right)^{2 i-1}-1\right]$ and applying integration by parts yields that

$$
\begin{equation*}
i^{2} \int_{\Omega}\left(1-u_{\lambda}\right)^{2 i-2}\left|\nabla u_{\lambda}\right|^{2} d x=\lambda \frac{i^{2}}{2 i-1} \int_{\Omega} \frac{\left[1-\left(1-u_{\lambda}\right)^{2 i-1}\right] f(x)}{\left(1-u_{\lambda}\right)^{2}} d x \tag{4.15}
\end{equation*}
$$

Hence (4.14) and (4.15) reduce to

$$
\begin{align*}
& \frac{\lambda i^{2}}{2 i-1} \int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{2}} d x-2 \lambda \int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3}} d x+4 \lambda \int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-i}} d x  \tag{4.16}\\
& \quad \geq \lambda\left(2+\frac{i^{2}}{2 i-1}\right) \int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-2 i}} d x
\end{align*}
$$

From the choice of $i$ in (4.13) we have $2+\frac{i^{2}}{2 i-1}>0$. So (4.16) and Holder's inequality imply that

$$
\begin{aligned}
\int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-2 i}} d x & \leq C \int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-i}} d x \\
& \leq C\left(\int_{\Omega}\left|\frac{f^{\frac{3-i}{3-2 i}}}{\left(1-u_{\lambda}\right)^{3-i}}\right|^{\frac{3-2 i}{3-i}} d x\right)^{\frac{3-i}{3-2 i}} \cdot\left(\int_{\Omega}\left|f^{\frac{-i}{3-2 i}}\right|^{\frac{3-2 i}{-i}} d x\right)^{\frac{-i}{3-2 i}} \\
& \leq C\left(\int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-2 i}} d x\right)^{\frac{3-i}{3-2 i}}
\end{aligned}
$$

It follows that $\int_{\Omega} \frac{f(x)}{\left(1-u_{\lambda}\right)^{3-2 i}} d x \leq C$, and therefore we have

$$
\begin{align*}
\int_{\Omega}\left|\frac{f(x)}{\left(1-u_{\lambda}\right)^{3}}\right|^{\frac{3-2 i}{3}} d x & =\int_{\Omega} f^{\frac{-2 i}{3}} \cdot \frac{f}{\left(1-u_{\lambda}\right)^{3-2 i}} d x  \tag{4.18}\\
& \leq C \int_{\Omega} \frac{f}{\left(1-u_{\lambda}\right)^{3-2 i}} d x \leq C
\end{align*}
$$

In view of (4.13) we finally get that $\left\|\frac{f(x)}{\left(1-u_{\lambda}\right)^{3}}\right\|_{L^{p}} \leq C$, where $p=\frac{3-2 i}{3} \leq 1+\frac{4}{3}+$ $2 \sqrt{\frac{2}{3}}$.

Proof of Theorem 4.5. The existence of $u^{*}$ as a classical solution follows from Proposition 4.6 and Theorem 4.4, as long as $\frac{N}{2}<1+\frac{4}{3}+2 \sqrt{\frac{2}{3}}$, which happens when $N \leq 7$.

Since $\mu_{1, \lambda}>0$ on the minimal branch for any $\lambda<\lambda^{*}$, we have the limit $\mu_{1, \lambda^{*}} \geq 0$. If now $\mu_{1, \lambda^{*}}>0$, the implicit function theorem could be applied to the operator $L_{u_{\lambda^{*}}, \lambda^{*}}$ and would allow the continuation of the minimal branch $\lambda \mapsto u_{\lambda}$ of classical solutions beyond $\lambda^{*}$, which is a contradiction, and hence $\mu_{1, \lambda^{*}}=0$. The uniqueness in the class of classical solutions then follows from Lemma 4.1.
5. Uniqueness and multiplicity of solutions. We first note that in view of the monotonicity in $\lambda$ and the uniform boundedness of the first branch of solutions, the extremal function defined by $u^{*}(x)=\lim _{\lambda \uparrow \lambda^{*}} u_{\lambda}(x)$ always exists and can always be considered as a solution for $(S)_{\lambda^{*}}$ in a generalized sense. Now if there exists $0<C<1$ such that $\left\|u_{\lambda}\right\|_{C(\bar{\Omega})} \leq C$ for each $\lambda<\lambda^{*}$-just like in the case where $1 \leq N<8$-then we have seen in Theorem 4.5 that $u^{*}$ is unique among the classical solutions. In the sequel, we tackle the important case when $u^{*}$ is a weak solution (i.e., in $\left.H_{0}^{1}(\Omega)\right)$ of $(S)_{\lambda^{*}}$ but with the possibility that $\left\|u^{*}\right\|_{\infty}=1$.
5.1. Uniqueness of the solution at $\boldsymbol{\lambda}=\boldsymbol{\lambda}^{*}$. We shall borrow ideas from $[3,5,16]$, where the authors deal with the case of regular nonlinearities. However, unlike those papers, where solutions are considered in a very weak sense, we consider here a more focused and much simpler situation. We establish the following useful characterization of the extremal solution.

Theorem 5.1. Assume that $f$ is a function satisfying (1.2) on a bounded domain $\Omega$ in $R^{N}$. For $\lambda>0$, consider $u \in H_{0}^{1}(\Omega)$ to be a weak solution of $(S)_{\lambda}$ (in the $H_{0}^{1}(\Omega)$ sense) such that $\|u\|_{L^{\infty}(\Omega)}=1$. Then the following assertions are equivalent:

1. $\mu_{1, \lambda} \geq 0$; that is, $u$ satisfies $\int_{\Omega}|\nabla \phi|^{2} \geq \int_{\Omega} \frac{2 \lambda f(x)}{(1-u)^{3}} \phi^{2}$ for all $\phi \in H_{0}^{1}(\Omega)$.
2. $\lambda=\lambda^{*}$ and $u=u^{*}$.

We need the following uniqueness result.
Proposition 5.2. Let $f \in C(\bar{\Omega})$ be a nonnegative function. Let $u_{1}$, $u_{2}$ be two $H_{0}^{1}(\Omega)$-weak solutions of $(S)_{\lambda}$ so that $\mu_{1, \lambda}\left(u_{i}\right) \geq 0$ for $i=1,2$. Then $u_{1}=u_{2}$ almost everywhere (a.e.) in $\Omega$.

Proof. For any $\theta \in[0,1]$ and $\phi \in H_{0}^{1}(\Omega), \phi \geq 0$, we have that

$$
\begin{aligned}
I_{\theta, \phi}: & =\int_{\Omega} \nabla\left(\theta u_{1}+(1-\theta) u_{2}\right) \nabla \phi-\int_{\Omega} \frac{\lambda f(x)}{\left(1-\theta u_{1}-(1-\theta) u_{2}\right)^{2}} \phi \\
& =\lambda \int_{\Omega} f(x)\left(\frac{\theta}{\left(1-u_{1}\right)^{2}}+\frac{1-\theta}{\left(1-u_{2}\right)^{2}}-\frac{1}{\left(1-\theta u_{1}-(1-\theta) u_{2}\right)^{2}}\right) \phi \geq 0
\end{aligned}
$$

due to the convexity of $u \rightarrow 1 /(1-u)^{2}$. Since $I_{0, \phi}=I_{1, \phi}=0$, the derivative of $I_{\theta, \phi}$ at $\theta=0,1$ provides

$$
\begin{aligned}
& \int_{\Omega} \nabla\left(u_{1}-u_{2}\right) \nabla \phi-\int_{\Omega} \frac{2 \lambda f(x)}{\left(1-u_{2}\right)^{3}}\left(u_{1}-u_{2}\right) \phi \geq 0 \\
& \int_{\Omega} \nabla\left(u_{1}-u_{2}\right) \nabla \phi-\int_{\Omega} \frac{2 \lambda f(x)}{\left(1-u_{1}\right)^{3}}\left(u_{1}-u_{2}\right) \phi \leq 0
\end{aligned}
$$

for any $\phi \in H_{0}^{1}(\Omega), \phi \geq 0$. Testing the first inequality on $\phi=\left(u_{1}-u_{2}\right)^{-}$and the second one on $\left(u_{1}-u_{2}\right)^{+}$, we get that

$$
\begin{aligned}
& \int_{\Omega}\left[\left|\nabla\left(u_{1}-u_{2}\right)^{-}\right|^{2}-\frac{2 \lambda f(x)}{\left(1-u_{2}\right)^{3}}\left(\left(u_{1}-u_{2}\right)^{-}\right)^{2}\right] \leq 0 \\
& \int_{\Omega}\left[\left|\nabla\left(u_{1}-u_{2}\right)^{+}\right|^{2}-\frac{2 \lambda f(x)}{\left(1-u_{1}\right)^{3}}\left(\left(u_{1}-u_{2}\right)^{+}\right)^{2}\right] \leq 0 .
\end{aligned}
$$

Since $\mu_{1, \lambda}\left(u_{1}\right) \geq 0$, we have
(1) either $\mu_{1, \lambda}\left(u_{1}\right)>0$ and then $u_{1} \leq u_{2}$ a.e.,
(2) or $\mu_{1, \lambda}\left(u_{1}\right)=0$, which then gives $\int_{\Omega} \nabla\left(u_{1}-u_{2}\right) \nabla \bar{\phi}-\int_{\Omega} \frac{2 \lambda f(x)}{\left(1-u_{1}\right)^{3}}\left(u_{1}-u_{2}\right) \bar{\phi}=0$, where $\bar{\phi}=\left(u_{1}-u_{2}\right)^{+}$. Since $I_{\theta, \bar{\phi}} \geq 0$ for any $\theta \in[0,1]$ and $I_{1, \bar{\phi}}=\partial_{\theta} I_{1, \bar{\phi}}=0$, we get that $\partial_{\theta \theta}^{2} I_{1, \bar{\phi}}=-\int_{\Omega} \frac{6 \lambda f(x)}{\left(1-u_{1}\right)^{4}}\left(\left(u_{1}-u_{2}\right)^{+}\right)^{3} \geq 0$. Letting $Z_{0}=\{x \in \Omega: f(x)=$ $0\}$, we clearly have $\left(u_{1}-u_{2}\right)^{+}=0$ a.e. in $\Omega \backslash Z_{0}$, and from the above we obtain $\int_{\Omega}\left|\nabla\left(u_{1}-u_{2}\right)^{+}\right|^{2}=0$. Hence, $u_{1} \leq u_{2}$ a.e. in $\Omega$. The same argument applies to prove the reversed inequality, and the proof is complete.

Since $\left\|u_{\lambda}\right\|<1$ for any $\lambda \in\left(0, \lambda^{*}\right)$, we need-in order to prove Theorem 5.1 -to show only that $(S)_{\lambda}$ does not have any $H_{0}^{1}(\Omega)$-weak solution for $\lambda>\lambda^{*}$. By the definition of $\lambda^{*}$, this is already true for classical solutions. We shall now extend this property to the class of weak solutions by means of the following result.

Proposition 5.3. If $w$ is a $H_{0}^{1}(\Omega)$-weak solution of $(S)_{\lambda}$, then for any $\varepsilon \in(0,1)$ there exists a classical solution $w_{\varepsilon}$ of $(S)_{\lambda(1-\varepsilon)}$.

Proof. First we prove that for any $\psi \in C^{2}([0,1])$ concave function so that $\psi(0)=0$ we have that

$$
\begin{equation*}
\int_{\Omega} \nabla \psi(w) \nabla \varphi \geq \int_{\Omega} \frac{\lambda f}{(1-w)^{2}} \dot{\psi}(w) \varphi \tag{5.1}
\end{equation*}
$$

for any $\varphi \in H_{0}^{1}(\Omega), \varphi \geq 0$. Indeed, by the concavity of $\psi$ we get

$$
\begin{aligned}
\int_{\Omega} \nabla \psi(w) \nabla \varphi=\int_{\Omega} \dot{\psi}(w) \nabla w \nabla \varphi & =\int_{\Omega} \nabla w \nabla(\dot{\psi}(w) \varphi)-\int_{\Omega} \ddot{\psi}(w) \varphi|\nabla w|^{2} \\
& \geq \int_{\Omega} \frac{\lambda f(x)}{(1-w)^{2}} \dot{\psi}(w) \varphi
\end{aligned}
$$

for any $\varphi \in C_{0}^{\infty}(\Omega), \varphi \geq 0$, and by density we get (5.1) for any $\varphi \in H_{0}^{1}(\Omega), \varphi \geq 0$.
Now let $\varepsilon \in(0,1)$, and define $\psi_{\varepsilon}(w):=1-\left(\varepsilon+(1-\varepsilon)(1-w)^{3}\right)^{\frac{1}{3}}$ for $0 \leq w \leq 1$. Since $\psi_{\varepsilon} \in C^{2}([0,1])$ is a concave function, $\psi_{\varepsilon}(0)=0$, and since $\dot{\psi}_{\varepsilon}(w)=(1-\varepsilon)$
$\frac{g\left(\psi_{\varepsilon}(w)\right)}{g(w)}$, where $g(s):=(1-s)^{-2}$, we obtain from (5.1) that for any $\varphi \in H_{0}^{1}(\Omega)$, $\varphi \geq 0$,

$$
\begin{aligned}
\int_{\Omega} \nabla \psi_{\varepsilon}(w) \nabla \varphi \geq \int_{\Omega} \frac{\lambda f(x)}{(1-w)^{2}} \dot{\psi}_{\varepsilon}(w) \varphi & =\lambda(1-\varepsilon) \int_{\Omega} f(x) g\left(\psi_{\varepsilon}(w)\right) \varphi \\
& =\int_{\Omega} \frac{\lambda(1-\varepsilon) f(x)}{\left(1-\psi_{\varepsilon}(w)\right)^{2}} \varphi
\end{aligned}
$$

Hence, $\psi_{\varepsilon}(w)$ is a $H_{0}^{1}(\Omega)$-weak supersolution of $(S)_{\lambda(1-\varepsilon)}$ so that $0 \leq \psi_{\varepsilon}(w) \leq 1-\varepsilon^{\frac{1}{3}}<$ 1. Since 0 is a subsolution for any $\lambda>0$, we get the existence of a $H_{0}^{1}(\Omega)$-weak solution $w_{\varepsilon}$ of $(S)_{\lambda(1-\varepsilon)}$ so that $0 \leq w_{\varepsilon} \leq 1-\varepsilon^{\frac{1}{3}}$. By standard elliptic regularity theory, $w_{\varepsilon}$ is a classical solution of $(S)_{\lambda(1-\varepsilon)}$.
5.2. Uniqueness of low energy solutions for small voltage. We now focus on the uniqueness when $\lambda$ is small. We first define nonminimal solutions for $(S)_{\lambda}$ as follows.

DEFINITION 5.4. A solution $0 \leq u<1$ is said to be a nonminimal positive solution of $(S)_{\lambda}$ if there exist another positive solution $v$ of $(S)_{\lambda}$ and a point $x \in \Omega$ such that $u(x)>v(x)$.

Lemma 5.5. Suppose $u$ is a nonminimal solution of $(S)_{\lambda}$ with $\lambda \in\left(0, \lambda^{*}\right)$. Then $\mu_{1}(\lambda, u)<0$, and the function $w=u-u_{\lambda}$ is in the negative space of $L_{u, \lambda}=-\Delta-$ $\frac{2 \lambda f(x)}{(1-u)^{3}}$.

Proof. For a fixed $\lambda \in\left(0, \lambda^{*}\right)$, let $u_{\lambda}$ be the minimal solution of $(S)_{\lambda}$. We have $w=u-u_{\lambda} \geq 0$ in $\Omega$, and $-\Delta w-\frac{\lambda\left(2-u-u_{\lambda}\right) f}{(1-u)^{2}\left(1-u_{\lambda}\right)^{2}} w=0$ in $\Omega$. Hence the strong maximum principle yields that $u_{\lambda}<u$ in $\Omega$.

Let $\Omega_{0}=\{x \in \Omega: f(x)=0\}$ and $\Omega / \Omega_{0}=\{x \in \Omega: f(x)>0\}$. Direct calculations give that

$$
\begin{align*}
-\Delta\left(u-u_{\lambda}\right)-\frac{2 \lambda f\left(u-u_{\lambda}\right)}{(1-u)^{3}} & =\lambda f\left[\frac{1}{(1-u)^{2}}-\frac{1}{\left(1-u_{\lambda}\right)^{2}}-\frac{2\left(u-u_{\lambda}\right)}{(1-u)^{3}}\right]  \tag{5.2}\\
& =0, x \in \Omega_{0} ; \quad<0, x \in \Omega / \Omega_{0}
\end{align*}
$$

From this we get

$$
\begin{align*}
\left\langle L_{u, \lambda} w, w\right\rangle= & \lambda \int_{\Omega / \Omega_{0}} f(x)\left(u-u_{\lambda}\right) \\
& \cdot\left[\frac{1}{(1-u)^{2}}-\frac{1}{\left(1-u_{\lambda}\right)^{2}}-\frac{2}{(1-u)^{3}}\left(u-u_{\lambda}\right)\right] d x<0 \tag{5.3}
\end{align*}
$$

Now we are able to prove the following uniqueness result.
Theorem 5.6. For every $M>0$ there exists $0<\lambda_{1}^{*}(M)<\lambda^{*}$ such that for $\lambda \in\left(0, \lambda_{1}^{*}(M)\right)$ the equation $(S)_{\lambda}$ has a unique solution $v$ satisfying the following:

1. $\left\|\frac{f}{(1-v)^{3}}\right\|_{1} \leq M$ and the dimension $N=1$,
2. $\left\|\frac{f}{(1-v)^{3}}\right\|_{1+\epsilon} \leq M$ for some $\epsilon>0$ and $N=2$,
3. $\left\|\frac{f}{(1-v)^{3}}\right\|_{N / 2} \leq M$ and $N>2$.

Proof. For any fixed $\lambda \in\left(0, \lambda^{*}\right)$, let $u_{\lambda}$ be the minimal solution of $(S)_{\lambda}$, and suppose $(S)_{\lambda}$ has a nonminimal solution $u$. The preceding lemma then gives

$$
\int_{\Omega}\left|\nabla\left(u-u_{\lambda}\right)\right|^{2} d x<\int_{\Omega} \frac{2 \lambda\left(u-u_{\lambda}\right)^{2} f(x)}{(1-u)^{3}} d x
$$

This implies in the case where $N>2$ that

$$
\begin{aligned}
C(N)\left(\int_{\Omega}\left|u-u_{\lambda}\right|^{\frac{2 N}{N-2}} d x\right)^{\frac{N-2}{N}} & <\lambda \int_{\Omega} \frac{2 f(x)}{|1-u|^{3}}\left|u-u_{\lambda}\right|^{2} d x \\
& \leq 2 \lambda\left(\int_{\Omega}\left|\frac{f}{|1-u|^{3}}\right|^{\frac{N}{2}}\right)^{\frac{2}{N}}\left(\int_{\Omega}\left|u-u_{\lambda}\right|^{\frac{2 N}{N-2}}\right)^{\frac{N-2}{N}} \\
& \leq 2 \lambda M^{\frac{2}{N}}\left(\int_{\Omega}\left(u-u_{\lambda}\right)^{\frac{2 N}{N-2}} d x\right)^{\frac{N-2}{N}}
\end{aligned}
$$

which is a contradiction if $\lambda<\frac{C(N)}{2 M^{\frac{2}{N}}}$ unless $u \equiv u_{\lambda}$. If $N=1$, then we write

$$
C(1)\left\|\left(u-u_{\lambda}\right)\right\|_{\infty}^{2}<\lambda \int_{\Omega} \frac{2 f(x)}{(1-u)^{3}}\left(u-u_{\lambda}\right)^{2} d x \leq 2 \lambda\left\|\left(u-u_{\lambda}\right)\right\|_{\infty}^{2} \int_{\Omega} \frac{f}{(1-u)^{3}} d x
$$

and the proof follows. A similar proof holds for dimension $N=2$.
Remark 5.1. The above gives uniqueness for small $\lambda$ among all solutions that either stay away from 1 or those that approach it slowly. We do not know whether, if $\lambda$ is small enough, any positive solution $v$ of $(S)_{\lambda}$ satisfies $\int_{\Omega}(1-v)^{-\frac{3 N}{2}} d x \leq M$ for some uniform bound $M$ independent of $\lambda$. Numerical computations do show that we may have uniqueness for small $\lambda$-at least for radially symmetric solutions-as long as $N \geq 2$.
5.3. Second solutions around the bifurcation point. Our next result is quite standard.

Lemma 5.7. Suppose there exists $0<C<1$ such that $\left\|u_{\lambda}\right\|_{C(\bar{\Omega})} \leq C$ for each $\lambda<\lambda^{*}$. Then there exists $\delta>0$ such that the solutions of $(S)_{\lambda}$ near $\left(\lambda^{*}, u_{\lambda^{*}}\right)$ form a curve $\rho(s)=\{(\bar{\lambda}(s), v(s)):|s|<\delta\}$, and the pair $(\bar{\lambda}(s), v(s))$ satisfies

$$
\begin{equation*}
\bar{\lambda}(0)=\lambda^{*}, \quad \bar{\lambda}^{\prime}(0)=0, \bar{\lambda}^{\prime \prime}(0)<0, \quad \text { and } \quad v(0)=u_{\lambda^{*}}, v^{\prime}(0)(x)>0 \text { in } \Omega \tag{5.4}
\end{equation*}
$$

In particular, if $1 \leq N \leq 7$, then for $\lambda$ close enough to $\lambda^{*}$ there exists a unique second branch $U_{\lambda}$ of solutions for $(S)_{\lambda}$, bifurcating from $u^{*}$, such that $\mu_{1, \lambda}\left(U_{\lambda}\right)<0$ while $\mu_{2, \lambda}\left(U_{\lambda}\right)>0$.

Proof. The proof is similar to a related result of Crandall and Rabinowitz (cf. [7, 8]) so we will be brief. First, the assumed upper bound on $u_{\lambda}$ in $C^{1}$ and standard regularity theory shows that if $f \in C(\bar{\Omega})$, then $\left\|u_{\lambda}\right\|_{C^{2, \alpha}(\bar{\Omega})} \leq C<1$ for some $0<\alpha<1$ (while if $f \in L^{\infty}$, then $\left\|u_{\lambda}\right\|_{C^{1, \alpha}(\bar{\Omega})} \leq C<1$ ). It follows that $\left\{\left(\lambda, u_{\lambda}\right)\right\}$ is precompact in the space $R \times C^{2, \alpha}$, and hence we have a limiting point $\left(\lambda^{*}, u_{\lambda^{*}}\right)$, as desired. Since $\frac{\lambda^{*} f(x)}{\left(1-u_{\lambda^{*}}\right)^{2}}$ is nonnegative, Theorem 3.2 of [7] characterizes the solution set of $(S)_{\lambda} \operatorname{near}\left(\lambda^{*}, u_{\lambda^{*}}\right): \bar{\lambda}(0)=\lambda^{*}, \bar{\lambda}^{\prime}(0)=0, v(0)=u_{\lambda^{*}}$, and $v^{\prime}(0)>0$ in $\Omega$. The same computation as in Theorem 4.8 in [7] gives that $\bar{\lambda}^{\prime \prime}(0)<0$. In particular, if $1 \leq N \leq 7$, then our Theorem 4.5 gives the compactness of $u^{*}=u_{\lambda^{*}}$, and the theory of Crandall and Rabinowitz in [8] then implies that, for $\lambda$ close enough to $\lambda^{*}$, there exists a unique second branch $U_{\lambda}$ of solutions for $(S)_{\lambda}$, bifurcating from $u^{*}$, such that $\mu_{1, \lambda}\left(U_{\lambda}\right)<0$ while $\mu_{2, \lambda}\left(U_{\lambda}\right)>0$.

Remark 5.2. A version of these results will be established variationally in the companion paper [9]. Indeed, we shall give there a variational characterization for both the stable and unstable solutions $u_{\lambda}, U_{\lambda}$ in the following sense: For $1 \leq N \leq 7$, there exists $\delta>0$ such that for any $\lambda \in\left(\lambda^{*}-\delta, \lambda^{*}\right)$ the minimal solution $u_{\lambda}$ is a local minimum for some regularized energy functional $J_{\varepsilon, \lambda}$ on the space $H_{0}^{1}(\Omega)$, while the second solution $U_{\lambda}$ is a mountain pass for the functional $J_{\varepsilon, \lambda}$.
6. Radially symmetric case and power-law permittivity profiles. In this section, we discuss issues of uniqueness and multiplicity of solutions for $(S)_{\lambda}$ when $\Omega$ is a symmetric domain and when $f$ is a radially symmetric permittivity profile. Here, one can again define the corresponding pull-in voltage $\lambda_{r}^{*}(\Omega, f)$ requiring the solutions to be radially symmetric, that is,

$$
\lambda_{r}^{*}(\Omega, f)=\sup \left\{\lambda ;(S)_{\lambda} \text { has a radially symmetric solution }\right\}
$$

Proposition 6.1. Let $\Omega$ be a symmetric domain, and let $f$ be a nonnegative bounded radially symmetric permittivity profile on $\Omega$; then the minimal solutions of $(S)_{\lambda}$ are necessarily radially symmetric, and consequently $\lambda_{r}^{*}(\Omega, f)=\lambda^{*}(\Omega, f)$. Moreover, if $\Omega$ is a ball, then any radial solution of $(S)_{\lambda}$ attains its maximum at 0 .

Proof. It is clear that $\lambda_{r}^{*}(\Omega, f) \leq \lambda^{*}(\Omega, f)$, and the reverse will be proved if we establish that every minimal solution of $(S)_{\lambda}$ with $0<\lambda<\lambda^{*}(\Omega, f)$ is radially symmetric. This is a straightforward application of the recursive scheme defined in Theorem 2.2 , which gives a radially symmetric function at each step, and therefore the resulting limiting function-which is the minimal solution-is radially symmetric.

For any radially symmetric $u(r)$ of $(S)_{\lambda}$ defined in the ball of radius $R$, we have $u_{r}(0)=0$ and

$$
-u_{r r}-\frac{N-1}{r} u_{r}=\frac{\lambda f}{(1-u)^{2}} \quad \text { in }(0, R)
$$

Multiplying by $r^{N-1}$, we get that $-\frac{d\left(r^{N-1} u_{r}\right)}{d r}=\frac{\lambda f r^{N-1}}{(1-u)^{2}} \geq 0$, and therefore $u_{r}<0$ in $(0, R)$ since $u_{r}(0)=0$. This shows that $u(r)$ attains its maximum at 0 .

The bifurcation diagrams shown in the introduction actually reflect the radially symmetric situation, and our emphasis in this section is on whether there is a better chance to analyze mathematically the higher branches of solutions in this case. Now some of the classical work of Joseph and Lundgren [14] and many that followed can be adapted to this situation when the permittivity profile is constant. However, the case of a power-law permittivity profile $f(x)=|x|^{\alpha}$ defined in a unit ball already presents a much richer situation. We now present various analytical and numerical evidence for various conjectures relating to this case, some of which are established rigorously in [9].

Power-law permittivity profiles. Consider the domain $\Omega$ to be a unit ball $B_{1}(0) \subset R^{N}(N \geq 1)$, and let $f(x)=|x|^{\alpha}(\alpha \geq 0)$. We analyze in this case the branches of radially symmetric solutions of $(S)_{\lambda}$ for $\lambda \in\left(0, \lambda^{*}\right]$. In this case, $(S)_{\lambda}$ reduces to

$$
\begin{equation*}
-u_{r r}-\frac{N-1}{r} u_{r}=\frac{\lambda r^{\alpha}}{(1-u)^{2}}, \quad 0<r \leq 1, \quad u^{\prime}(0)=0, \quad u(1)=0 \tag{6.1}
\end{equation*}
$$

Here $r=|x|$ and $0<u=u(r)<1$ for $0<r<1$. Looking first for a solution of the form $u(r)=1-\beta w(P)$ with $P=\gamma r$, where $\gamma, \beta>0$, equation (6.1) implies that $\gamma^{2} \beta\left(w^{\prime \prime}+\frac{N-1}{P} w^{\prime}\right)=\frac{\lambda P^{\alpha}}{\beta^{2} \gamma^{\alpha}} \frac{1}{w^{2}}$. We set $w(0)=1$ and $\lambda=\gamma^{2+\alpha} \beta^{3}$. This yields the following initial value problem:

$$
\begin{equation*}
w^{\prime \prime}+\frac{N-1}{P} w^{\prime}=\frac{P^{\alpha}}{w^{2}}, \quad P>0 ; \quad w^{\prime}(0)=0, w(0)=1 . \tag{6.2}
\end{equation*}
$$

Since $u(1)=0$ we have $\beta=1 / w(\gamma)$, where $w(\gamma)$ is a solution of (6.2). Therefore, we conclude that

$$
\begin{equation*}
u(0)=1-\frac{1}{w(\gamma)}, \quad \lambda=\frac{\gamma^{2+\alpha}}{w^{3}(\gamma)} \tag{6.3}
\end{equation*}
$$



Fig. 6.1. Plots of $u(0)$ versus $\lambda$ for the power-law permittivity profile $f(x)=|x|^{\alpha}(\alpha \geq 0)$ defined in the slab domain $(N=1)$. The numerics point to a constant $\alpha^{*}>1$ (analytically given in (6.10)) such that the bifurcation diagrams are greatly different for different ranges of $\alpha: 0 \leq \alpha \leq 1$, $1<\alpha \leq \alpha^{*}$, and $\alpha>\alpha^{*}$.

As was done in [19], one can numerically integrate the initial value problem (6.2) and use the results to compute the complete bifurcation diagram for (6.1). We show such a computation of $u(0)$ versus $\lambda$ defined in (6.3) for the slab domain $(N=1)$ in Figure 6.1. In this case, one observes from the numerical results that when $N=1$ and $0 \leq \alpha \leq 1$, there exist exactly two solutions for $(S)_{\lambda}$ whenever $\lambda \in\left(0, \lambda^{*}\right)$. On the other hand, the situation becomes more complex for $\alpha>1$ as $u(0) \rightarrow 1$. This leads to the question of determining the asymptotic behavior of $w(P)$ as $P \rightarrow \infty$. Towards this end, we proceed as follows.

Setting $\eta=\log P$ and $w(P)=P^{B} V(\eta)>0$ for some positive constant $B$, we obtain from (6.2) that

$$
\begin{equation*}
P^{B-2} V^{\prime \prime}+(2 B+N-2) P^{B-2} V^{\prime}+B(B+N-2) P^{B-2} V=\frac{P^{\alpha-2 B}}{V^{2}} \tag{6.4}
\end{equation*}
$$

Choosing $B-2=\alpha-2 B$ so that $B=(2+\alpha) / 3$, we get that

$$
\begin{equation*}
V^{\prime \prime}+\frac{3 N+2 \alpha-2}{3} V^{\prime}+\frac{(2+\alpha)(3 N+\alpha-4)}{9} V=\frac{1}{V^{2}} . \tag{6.5}
\end{equation*}
$$

We can already identify from this equation the following regime.
Case 1. Assume that

$$
\begin{equation*}
N=1 \quad \text { and } \quad 0 \leq \alpha \leq 1 \tag{6.6}
\end{equation*}
$$

In this case, there is no equilibrium point for (6.5), which means that the bifurcation diagram vanishes at $\lambda=0$, from which one infers that in this case there exist exactly two solutions for $\lambda \in\left(0, \lambda^{*}\right)$ and just one for $\lambda=\lambda^{*}$.

Case 2. $N$ and $\alpha$ satisfy either one of the following conditions:

$$
\begin{align*}
& N=1 \quad \text { and } \quad \alpha>1 \\
& N \geq 2 \tag{6.7}
\end{align*}
$$

There exists then an equilibrium point $V_{e}$ of (6.5) which must be positive and satisfies

$$
\begin{equation*}
V_{e}^{3}=\frac{9}{(2+\alpha)(3 N+\alpha-4)}>0 \tag{6.8}
\end{equation*}
$$

Linearizing around this equilibrium point by writing $V=V_{e}+C e^{\sigma \eta}, 0<C \ll 1$, we obtain that $\sigma^{2}+\frac{3 N+2 \alpha-2}{3} \sigma+\frac{(2+\alpha)(3 N+\alpha-4)}{3}=0$. This reduces to

$$
\begin{align*}
\sigma_{ \pm} & =-\frac{3 N+2 \alpha-2}{6} \pm \frac{\sqrt{\triangle}}{6}, \quad \text { where } \\
\triangle & =-8 \alpha^{2}-(24 N-16) \alpha+\left(9 N^{2}-84 N+100\right) \tag{6.9}
\end{align*}
$$

We note that $\sigma_{ \pm}<0$ whenever $\triangle \geq 0$. Now define

$$
\begin{equation*}
\alpha^{*}=-\frac{1}{2}+\frac{1}{2} \sqrt{\frac{27}{2}}, \quad \alpha^{* *}=\frac{4-6 N+3 \sqrt{6}(N-2)}{4} \quad(N \geq 8) \tag{6.10}
\end{equation*}
$$

Next, we discuss different ranges of $N$ and $\alpha$ in terms of their effect on the sign of $\triangle$.
Case 2.A. $N$ and $\alpha$ satisfy either one of the following:

$$
\begin{array}{ll}
N=1 & \text { with } 1<\alpha \leq \alpha^{*} \\
N \geq 8 & \text { with } 0 \leq \alpha \leq \alpha^{* *} \tag{6.11}
\end{array}
$$

In this case, we have $\Delta \geq 0$ and $V \sim\left(\frac{9}{(2+\alpha)(3 N+\alpha-4)}\right)^{\frac{1}{3}}+C_{1} e^{-\frac{3 N+2 \alpha-2-\sqrt{\Delta}}{6} \eta}+\cdots$ as $\eta \rightarrow+\infty$. Further, we conclude that $w \sim P^{\frac{2+\alpha}{3}}\left(\frac{9}{(2+\alpha)(3 N+\alpha-4)}\right)^{\frac{1}{3}}+C_{1} P^{-\frac{N-2}{2}+\frac{\sqrt{\triangle}}{6}}+\cdots$ as $P \rightarrow+\infty$. In both cases, the branch monotonically approaches the value 1 as $\eta \rightarrow+\infty$. Moreover, since $\lambda=\gamma^{2+\alpha} / w^{3}(\gamma)$, we have

$$
\begin{equation*}
\lambda \sim \lambda_{*}=\frac{(2+\alpha)(3 N+\alpha-4)}{9} \quad \text { as } \gamma \rightarrow \infty \tag{6.12}
\end{equation*}
$$

which is another important critical threshold for the voltage.
In the case (6.11) illustrated by Figure 6.1, we have $\lambda_{*}<\lambda^{*}$, and the number of solutions increases but remains finite as $\lambda$ approaches $\lambda_{*}$. On the other hand, in the case of ( 6.11 ) illustrated by Figure 6.2 (bottom), we have $\lambda_{*}=\lambda^{*}$, and there seems to be only one branch of solutions.

Case 2.B. $N$ and $\alpha$ satisfy any one of the following three conditions:

$$
\begin{align*}
& N=1 \quad \text { with } \alpha>\alpha^{*} \\
& 2 \leq N \leq 7 \quad \text { with } \alpha \geq 0  \tag{6.13}\\
& N \geq 8 \quad \text { with } \alpha>\alpha^{* *}
\end{align*}
$$

In this case, we have $\triangle<0$ and

$$
V \sim\left(\frac{9}{(2+\alpha)(3 N+\alpha-4)}\right)^{\frac{1}{3}}+C_{1} e^{-\frac{3 N+2 \alpha-2}{6} \eta} \cos \left(\frac{\sqrt{-\triangle}}{6} \eta+C_{2}\right)+\cdots
$$

We also have

$$
\begin{equation*}
w \sim P^{\frac{2+\alpha}{3}}\left(\frac{9}{(2+\alpha)(3 N+\alpha-4)}\right)^{\frac{1}{3}}+C_{1} P^{-\frac{N-2}{2}} \cos \left(\frac{\sqrt{-\triangle}}{6} \log P+C_{2}\right)+\cdots \tag{6.14}
\end{equation*}
$$

and from the fact that $\lambda=\gamma^{2+\alpha} / w^{3}(\gamma)$ we get again that $\lambda \sim \lambda_{*}=\frac{(2+\alpha)(3 N+\alpha-4)}{9}$ as $\gamma \rightarrow \infty$. Note the oscillatory behavior of $w(P)$ in (6.14) for large $P$, which means that


Fig. 6.2. Top figure: Plots of $u(0)$ versus $\lambda$ for the power-law permittivity profile $f(x)=$ $|x|^{\alpha}(\alpha \geq 0)$ defined in the unit ball $B_{1}(0) \subset R^{N}$ with $2 \leq N \leq 7$. In this case, $u(0)$ oscillates around the value $\lambda_{*}$ defined in (6.12), and $u^{*}$ is regular. Bottom figure: Plots of $u(0)$ versus $\lambda$ for the power-law permittivity profile $f(x)=|x|^{\alpha}(\alpha \geq 0)$ defined in the unit ball $B_{1}(0) \subset R^{N}$ with $N \geq 8$. The characters of the bifurcation diagrams depend on different ranges of $\alpha$ : when $0 \leq \alpha \leq \alpha^{* *}$, there exists a unique solution for $(S)_{\lambda}$ with $\lambda \in\left(0, \lambda^{*}\right)$ and $u^{*}$ is singular; when $\alpha>\alpha^{* *}, u(0)$ oscillates around the value $\lambda_{*}$ defined in (6.12) and $u^{*}$ is regular.
$u(0)$ is expected to oscillate around the value $\lambda_{*}=\frac{(2+\alpha)(3 N+\alpha-4)}{9}$ as $P \rightarrow \infty$. The diagrams below point to the existence of a sequence $\left\{\lambda_{i}\right\}$ satisfying $\lambda_{0}=0, \lambda_{1}=\lambda^{*}$, $\lambda_{2 k} \nearrow \lambda_{*}, \lambda_{2 k-1} \searrow \lambda_{*}$ as $k \rightarrow \infty$ and such that exactly $2 k+1$ solutions for $(S)_{\lambda}$ exist when $\lambda \in\left(\lambda_{2 k}, \lambda_{2 k+2}\right)$, while there are exactly $2 k$ solutions when $\lambda \in\left(\lambda_{2 k+1}, \lambda_{2 k-1}\right)$. Furthermore, $(S)_{\lambda}$ has infinitely multiple solutions at $\lambda=\lambda_{*}$.

The three cases (6.13) considered here for $N$ and $\alpha$ are illustrated by the diagrams in Figures 6.1, 6.2(top), and 6.2(bottom), respectively.
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#### Abstract

Effective boundary conditions (wall laws) are commonly employed to approximate PDEs in domains with rough boundaries, but it is neither easy to design such laws nor to estimate the related approximation error. A two-scale asymptotic expansion based on a domain decomposition result is used here to mitigate such difficulties, and as an application we consider the Poisson equation. The proposed scheme considers rough curved boundaries and allows a complete asymptotic expansion for the solution, highlighting the influence of the boundary curvature. The derivation and estimation of high order effective conditions is a corollary of such development. Sharp estimates for first and second order wall law approximations are considered for different Sobolev norms and show superior convergence rates in the interior of the domain. A numerical test illustrates several of the results obtained here.
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1. Introduction. In several applications, it is necessary to solve PDEs in domains with boundaries that are rough. Analytic solutions are rarely available, and direct numerical computations are usually out of reach since the rapidly varying wrinkles and the domain have different length scales. The traditional remedy is to pose special boundary conditions on a mollified domain to capture the geometrical influence of the wrinkles. The development of such conditions is cumbersome in general, and modeling error estimates can be out of reach. The aim of this paper is to investigate and explicate such issues.

Problems posed on domains with rough boundary pervade many fields of research. In aerodynamics, aircrafts and space shuttles are often covered with tiles, hence their walls have an array of periodic gaps [22].

Similarly, small air injecting nozzles are periodically introduced over wings of aircrafts to decrease the drag [6]. Another interesting example in the fluid mechanics is the flow field around golf balls, in which the wrinkles associated to the curvature decrease the gap between the air-pressure behind and in front of the ball. Finally, in hemodynamics, the cell surfaces of the endothelium modifies the wall shear stress produced by the blood flow, and realistic computer simulations must take this effect into account [32].

To avoid discretizing such intricate boundaries, practitioners start resorting to wall laws, which are effective boundary conditions that try to emulate the effect of the wrinkles without actually resolving them. Ingenious methods were developed, some in ad hoc fashion, but many of them based on firm mathematical ground.

[^88]Nonetheless, even when mathematics played a significant role and error estimates were found, some qualitative aspects of the resulting models that were observed numerically were missed by the theory. For instance, close to the wrinkles, the exact solution wiggles, where the model solution does not. Hence the approximation there is precarious in the $H^{1}$ norm, but fine in the $L^{2}$ norm. However, far from the boundary, where the solution is "smooth," a better approximation occurs, even when derivatives are considered. Previously, some authors considered some of these effects, but it seems hard to generalize their results to other operators, or to second order, curvature dependent approximations.

There are several papers devoted to finding good wall laws as well as the corresponding modeling errors estimates. Most of the articles fit in the framework of two-scale asymptotic expansions $[14,23,29,30]$. For fluids, [9, 11] deal with the Stokes equations, and $[5,7,13,24]$ focus on the steady and unsteady incompressible Navier-Stokes equations. An interesting alternative way to derive effective boundary conditions is based on domain decomposition strategies as introduced in [3] for the Laplace operator, and extended to other operators [4, 7]; see also [31] for a survey and $[10,27,28]$ for related techniques and problems.

The previous references considered the wrinkles to be laid upon a flat line or surface, or considered first order approximations only. In [1] first and second order models for diffraction of an electromagnetic wave by a cylindrical curved grating were considered, and some $H^{1}$ norm estimates were obtained. The references [2, 20, 21] also developed wall laws for wave scattering problems.

We extend here the results of [25], where we considered first and second order wall laws for general curved boundaries. We estimate the modeling errors in the $L^{2}$ and $H^{1}$ norms, both on the whole domain and in its interior, confirming several numerical predictions. Our mathematical framework mixes two-scale asymptotic expansions and domain decomposition ideas. Using such procedure, wall laws of arbitrary order come by naturally, and we derive first and second order effective boundary conditions. Local boundary fitted coordinates expose how the exact solution depends on the curvature of the boundary (in a sense that we make clear in what follows). This is crucial to develop high order models, which depend on the curvature. We believe that our approach is quite general and can handle more sophisticated operators.

We now outline the contents of this paper. In the next section, we introduce basic definitions and highlight the main ingredients of the approach. Section 3 presents wall laws of different orders, along with error estimates and a summary of effective conditions. Section 4 contains the development of the asymptotic expansion, and the details necessary to define the boundary layer terms are in section 5 . The errors associated with the asymptotic expansion are considered in section 6. Finally, in section 7 we validate the models numerically.

We now briefly introduce and explain some basic notation that we use throughout this paper. As usual, if $D$ is an open set, then $\partial D$ denotes its boundary, $\bar{D}$ its closure, $L^{2}(D)$ is the set of square integrable functions in $D$, and $H^{s}(D)$ is the corresponding Sobolev space of order $s$, for a real number $s$. We denote the norms of those spaces by $\|\cdot\|_{L^{2}(D)}$ and $\|\cdot\|_{H^{s}(D)}$. Also, the symbol $\left.\cdot\right|_{D}$ denotes the restriction of a function to the domain $D$. Without loss of generality, we have chosen to work in two dimensions. Nonetheless, all that follows can be generalized to the three-dimensional case. Bold fonts indicate two-dimensional vectors, and the symbol $\partial_{\boldsymbol{n}}$ indicates the (outward) normal derivative with respect to the domain $\Omega_{s}$. Similarly, $\partial_{x}$ denotes the derivative with respect to the variable $x$, etc. We denote by $c$ a generic constant (not necessarily
the same in all occurrences) which is independent of $\varepsilon$, but may depend on $\Omega_{s}$ and Sobolev norms of $f$.
2. Definitions and main results. We denote the domain of interest by $\Omega^{\varepsilon} \subset$ $\mathbb{R}^{2}$, which is open, bounded, and $\varepsilon$-dependent. Here, $\varepsilon$ indicates the length scale of the roughness element. It is convenient to consider $\Omega^{\varepsilon}=\Omega_{s} \cup \Omega_{r}^{\varepsilon} \cup \Gamma$, where the limit domain $\Omega_{s}$ is open and $\varepsilon$-independent, the open set $\Omega_{r}^{\varepsilon}$ depends on $\varepsilon$ with $\Omega_{s} \cap \Omega_{r}^{\varepsilon}=\emptyset$, and the interface $\Gamma=\partial \Omega_{s} \cap \partial \Omega_{r}^{\varepsilon}$. The precise definition of these subdomains follow.

We assume that $\Omega_{s}$ has its boundary $\partial \Omega_{s}$ constituted of two disjoint parts, a smooth inner boundary $\Gamma$, and a Lipschitz-continuous outer boundary. We arc length parameterize the smooth curve $\Gamma$ by an $\varepsilon$-independent function $\psi: \mathbb{R} \rightarrow \mathbb{R}^{2}$, which is periodic with period $L$, and injective in $(0, L)$. In other words, $\Gamma$ is a simple closed curve with length $L$, and it bounds a region of the plane, which we call its interior. We orient $\Gamma$ in such a way that it is positively oriented, i.e., going along the direction of increasing parameter, the interior of the curve stays on the left. We assume that $\varepsilon=L / N$, for some positive integer $N$.

The domain $\Omega_{r}^{\varepsilon}$ has $\Gamma$ as its outer boundary and $\Gamma_{r}^{\varepsilon}$ as its inner boundary. The curve $\Gamma_{r}^{\varepsilon}$, which is also closed, is defined as a perturbation of $\Gamma$, and is parameterized by

$$
\boldsymbol{\psi}^{\varepsilon}(\theta)=\boldsymbol{\psi}(\theta)+\varepsilon\left[d_{0}-\psi_{r}\left(\varepsilon^{-1} \theta\right)\right] \boldsymbol{n}(\theta)
$$

where $\boldsymbol{n}$ is the normal vector pointing towards the interior of $\Gamma$, and $d_{0}>1$ is such that $d_{0} \varepsilon$ is smaller than the minimum radius of curvature of $\Gamma$. The function $\psi_{r}: \mathbb{R} \rightarrow \mathbb{R}$ is independent of $\varepsilon$, Lipschitz-continuous with $\psi_{r}(0)=0$, and periodic with period 1 . Without loss of generality, we assume that $\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}=1$. Formally,

$$
\Omega_{r}^{\varepsilon}=\left\{\mathbf{x}=\boldsymbol{\psi}(\theta)+\left(\varepsilon d_{0}-\rho\right) \boldsymbol{n}(\theta): \theta \in[0, L), \rho \in\left(\varepsilon \psi_{r}\left(\varepsilon^{-1} \theta\right), \varepsilon d_{0}\right)\right\}
$$

Hence, $\Omega^{\varepsilon}$ has its boundary constituted of two parts, a rough inner boundary $\Gamma_{r}^{\varepsilon}$, and a Lipschitz-continuous outer boundary that is independent of $\varepsilon$ and does not intersect $\Gamma$. Note that $\Gamma$ splits the original domain $\Omega^{\varepsilon}$ into two regions $\Omega_{s}$ and $\Omega_{r}^{\varepsilon}$, one $\varepsilon$-independent, and the other containing the wrinkles. The subdomain $\Omega_{r}^{\varepsilon}$ is the set of points between $\Gamma$ and $\Gamma_{r}^{\varepsilon}$, and $\Omega_{s}$ is the $\varepsilon$-independent domain comprehended between $\Gamma$ and the outer boundary of $\Omega^{\varepsilon}$. This is the set of all points at least "slightly away" from the wrinkles. See Figure 1. Finally, we denote a typical point in it by $\mathbf{x}=\left(x_{1}, x_{2}\right)$.

We consider the problem

$$
\begin{gather*}
-\Delta u^{\varepsilon}=f \quad \text { in } \Omega^{\varepsilon},  \tag{1}\\
u^{\varepsilon}=0 \quad \text { on } \partial \Omega^{\varepsilon}
\end{gather*}
$$

where $f$ has support in $\Omega_{s}$.
It is clear that the solution $u^{\varepsilon}$ depends in a nontrivial way on the small parameter $\varepsilon$. It is our goal to unfold this dependence and show how to develop models for (1). It is possible to expand $u^{\varepsilon}$ in a formal power series with respect to $\varepsilon$. This expansion is far from trivial since it has to take into account effects from the wrinkles as well as from the curvature. To focus on the main steps of our approach, we start by presenting the first few terms of this expansion, and only in $\Omega_{s}$. The details of the asymptotics are considered in section 4 .


FIG. 1. The domain $\Omega^{\varepsilon}$.

The asymptotic expansion of $u^{\varepsilon}$ in $\Omega_{s}$ is a formal combination of an $\varepsilon$-independent part and a highly oscillatory part which decays exponentially to zero away from $\Gamma$,

$$
\begin{equation*}
u^{\varepsilon} \sim u^{0}+\varepsilon u^{1}+\varepsilon W^{1,0}+\ldots \quad \text { in } \Omega_{s} \tag{2}
\end{equation*}
$$

While $u^{0}, u^{1}$ are $\varepsilon$-independent, the oscillatory function $W^{1,0}$ depends on $\varepsilon$, but only in a trivial manner.

It is natural to define the first term of the asymptotic such that

$$
\begin{gather*}
-\Delta u^{0}=f \quad \text { in } \Omega_{s} \\
u^{0}=0 \quad \text { on } \partial \Omega_{s} . \tag{3}
\end{gather*}
$$

To continue the description of the expansion, it is necessary to introduce a cell problem. This is no different from other singularly perturbed problems, perhaps elliptic PDEs with highly oscillatory coefficients being the most notorious. Such cell problems are a essential part in up-scaling procedures and brings information related to the small scale geometry into the large scale behavior of the solution.

In the present case, the cell problem is defined in the semi-infinite strip $\Omega_{r}$, which "contains" the geometry of the wrinkles,

$$
\Omega_{r}=\left\{(\hat{\theta}, \hat{\rho}) \in \mathbb{R}^{2}: \hat{\theta} \in(0,1), \hat{\rho} \in\left(\psi_{r}(\hat{\theta}),+\infty\right)\right\}
$$

i.e., $\Omega_{r}$ occupies the region delimited by straight lateral boundaries at $\hat{\theta}=0$ and $\hat{\theta}=1$, and by the lower boundary $\Gamma_{r}=\left\{\left(\hat{\theta}, \psi_{r}(\hat{\theta})\right): \hat{\theta} \in(0,1)\right\}$; see Figure 2.

We define $C_{\text {per }}^{\infty}\left(\Omega_{r}\right)$ by restricting to $\Omega_{r}$ the functions in $C^{\infty}\left(\mathbb{R}^{2}\right)$ which are oneperiodic with respect to $\hat{\theta}$. Let $H_{\mathrm{per}}^{1}\left(\Omega_{r}\right)$ be the closure of $C_{\mathrm{p} e r}^{\infty}\left(\Omega_{r}\right)$ with respect to the $H^{1}\left(\Omega_{r}\right)$ norm. We also introduce the space of exponentially decaying functions

$$
S\left(\Omega_{r}\right)=\left\{w \in H_{\mathrm{per}}^{1}\left(\Omega_{r}\right): w e^{\alpha \hat{\rho}} \in H^{1}\left(\Omega_{r}\right) \text { for some } \alpha>0\right\}
$$



FIG. 2. The cell domain.

The following result guarantees that certain Poisson problems posed in $\Omega_{r}$ are well posed, and the solutions have nice properties. The reference [5] deals with related questions for the Stokes operator.

Lemma 1. Let $F \in S^{*}\left(\Omega_{r}\right)$, the dual space of $S\left(\Omega_{r}\right)$. Then there is a unique solution $w \in H_{l o c}^{1}\left(\Omega_{r}\right)$ that is one-periodic with respect to $\hat{\theta}$, and such that $\nabla w \in$ $L^{2}\left(\Omega_{r}\right)$, and

$$
\begin{gather*}
\left(\partial_{\hat{\theta} \hat{\theta}}+\partial_{\hat{\rho} \hat{\rho}}\right) w=F \quad \text { in } \Omega_{r}, \\
w=\hat{\rho} \quad \text { on } \Gamma_{r} . \tag{4}
\end{gather*}
$$

Moreover, there exists a unique constant $z$ such that $w-z \in S\left(\Omega_{r}\right)$, and, if $F \equiv 0$,

$$
z \leq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}
$$

Proof. A simple modification of the beautiful arguments of [8, Lemma 4.4] guarantees well posedness and yields a proof of the decaying behavior of the solution towards a constant. Assume now that $w$ is harmonic, and for $t \geq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}$, let $\gamma_{t}=(0,1) \times\{t\}$. Then Green's identity yields that $\int_{\gamma_{t}} \partial_{\boldsymbol{n}} w$ is constant with respect to $t$. Letting $t \rightarrow \infty$, we have that actually $\int_{\gamma_{t}} \partial_{\boldsymbol{n}} w=0$ for all $t \geq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}$. Using again Green's identity in $S_{t, \tilde{t}}=(0,1) \times(t, \tilde{t})$, for $\tilde{t}>t \geq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}$, we gather that

$$
\int_{\partial S_{t, \tilde{t}}} w \partial_{\boldsymbol{n}} \hat{\rho}=\int_{\partial S_{t, \tilde{t}}} \hat{\rho} \partial_{\boldsymbol{n}} w=0
$$

Thus $\int_{\gamma_{t}} w=\int_{\gamma_{\tilde{t}}} w$, and letting $\tilde{t} \rightarrow \infty$, we see that $z=\int_{\gamma_{t}} w$. Then $z \leq\|w\|_{L^{\infty}\left(\gamma_{t}\right)}$, and we conclude from the maximum principle [17] that $z \leq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}$.

Remark 1. Note that $S^{*}\left(\Omega_{r}\right)$ contains, for instance, functions that grow at most algebraically with respect to $\hat{\rho}$.

We define $w^{0,0} \in S\left(\Omega_{r}\right)$, and the constant $z^{0,0}$ as the solution of

$$
\begin{gather*}
\left(\partial_{\hat{\theta} \hat{\theta}}+\partial_{\hat{\rho} \hat{\rho}}\right) w^{0,0}=0 \quad \text { in } \Omega_{r}  \tag{5}\\
w^{0,0}=\hat{\rho}-z^{0,0} \quad \text { on } \Gamma_{r}
\end{gather*}
$$

It follows immediately from Lemma 1 that (5) is well defined. Both $z^{0,0}$ and $w^{0,0}$ are related to the boundary layers that naturally appear in the original problem.

To incorporate the influence of the cell problem into the asymptotic expansion (2), we introduce boundary fitted coordinates $(\theta, \rho)$ for points "close enough" to $\Gamma$; see [12]. Let $\rho_{0}$ be a positive number smaller than the minimum radius of curvature of $\Gamma$. For a given $\theta \in[0, L)$ and $\rho \in\left(\varepsilon \psi_{r}\left(\varepsilon^{-1} \theta\right), \varepsilon d_{0}+\rho_{0}\right)$, we have

$$
\mathbf{x}(\theta, \rho)=\boldsymbol{\psi}(\theta)+\left(\varepsilon d_{0}-\rho\right) \boldsymbol{n}(\theta) \in \Omega^{\varepsilon}
$$

Note that $\left|\rho-\varepsilon d_{0}\right|=\operatorname{dist}(\mathbf{x}, \Gamma)$ is the distance between $\mathbf{x}$ and $\Gamma$ and that the above map defines a local diffeomorphism. The change of coordinates $\mathbf{x} \rightarrow(\rho, \theta)$ is not well defined globally in $\Omega^{\varepsilon}$, but only for points with distance from $\Gamma$ smaller than the minimum radius of curvature of $\Gamma$.

In such a new system of coordinates, we simply write the normal derivative of $u^{0}$ at a point $\mathbf{x} \in \Gamma$ as $\partial_{\boldsymbol{n}} u^{0}\left(\theta, \varepsilon d_{0}\right)$, where $\theta$ is such that $\mathbf{x}=\boldsymbol{\psi}(\theta)$. We set

$$
\begin{equation*}
W^{1,0}(\theta, \rho)=\Upsilon\left(\varepsilon d_{0}+\rho\right) w^{0,0}\left(\varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right) \partial_{\boldsymbol{n}} u^{0}\left(\theta, \varepsilon d_{0}\right) \tag{6}
\end{equation*}
$$

in the formal expansion (2), where $\Upsilon(\cdot)$ is a smooth $\varepsilon$-independent cutoff function, such that $\Upsilon(\rho)$ equals one if $\rho$ is smaller than a fixed number smaller than $\rho_{0}$, and vanishes for $\rho \geq \rho_{0}$. For instance, we may set $\Upsilon$ identically equal to one in $\left(-\infty, \rho_{0} / 3\right]$ and vanishing in $\left[\rho_{0},+\infty\right)$. The following estimates follow from standard regularity results and scaling arguments (see also Lemma 3 ):

$$
\begin{equation*}
\left\|W^{1,0}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{1 / 2}, \quad\left\|W^{1,0}\right\|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{-1 / 2} \tag{7}
\end{equation*}
$$

Finally, let

$$
\begin{gather*}
-\Delta u^{1}=0 \quad \text { in } \Omega_{s}, \\
u^{1}=\left(-d_{0}+z^{0,0}\right) \partial_{\boldsymbol{n}} u^{0} \quad \text { on } \Gamma, \quad u^{1}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma . \tag{8}
\end{gather*}
$$

Albeit (2) is formal, we show below (Theorem 4) that if

$$
e=u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon W^{1,0}
$$

then there exists an $\varepsilon$-independent constant $c$ such that

$$
\begin{equation*}
\|e\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{3 / 2} \tag{9}
\end{equation*}
$$

Several other estimates follow from a combination of (9), the triangle inequality, and (7). For instance, we easily find that

$$
\begin{align*}
&\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq\|e\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\varepsilon W^{1,0}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{1 / 2}  \tag{10}\\
&\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq\|e\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\varepsilon W^{1,0}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq c \varepsilon^{3 / 2} \tag{11}
\end{align*}
$$

The culprit for the low convergence rates in some of the estimates above are the boundary layers. Hence, interior estimates, i.e., estimates that bound the errors in domains that are away from the boundary ought to show better rates. It is possible to obtain such estimates by adding a higher order boundary layer term similar to (6) to the expansion. The new term, which we denote by $\check{W}$, behaves like $W^{1,0}$, i.e., decays exponentially fast to zero with $\rho / \varepsilon$, and

$$
\|\check{W}\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{1 / 2}, \quad\|\check{W}\|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{-1 / 2}
$$

Table 1
Relative error convergence rates for a zeroth order model.

| quantity | $L^{2}\left(\Omega_{s}\right)$ error | $L^{2}\left(\Omega_{s}^{i n t}\right)$ error |
| :---: | :---: | :---: |
| $u$ | $O(\varepsilon)$ | $O(\varepsilon)$ |
| $\nabla u$ | $O\left(\varepsilon^{1 / 2}\right)$ | $O(\varepsilon)$ |

For the sake of simplicity, we do not describe $\check{W}$ now. Such a function is defined after two different cell problems are solved; see (19) and (20). It is now possible to derive a better estimate in the $H^{1}$ norm:

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon W^{1,0}-\varepsilon^{2} \check{W}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{2} \tag{12}
\end{equation*}
$$

Finally, let $\Omega_{s}^{i n t} \subset \Omega_{s}$ be such that $\overline{\Omega_{s}^{i n t}} \cap \bar{\Gamma}=\emptyset$. Then

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)} \tag{13}
\end{equation*}
$$

$$
\leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon W^{1,0}-\varepsilon^{2} \check{W}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\varepsilon W^{1,0}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)}+\left\|\varepsilon^{2} \check{W}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)} \leq c \varepsilon^{2}
$$

Note in (13) that the exponential decay of both $W^{1,0}$ and $\check{W}$ guarantees that their $H^{1}\left(\Omega_{s}^{i n t}\right)$ norms are also exponentially small and hence bounded by $c \varepsilon^{2}$.

## 3. Derivation of wall laws.

3.1. Zeroth order wall law. A first attempt to approximate $u^{\varepsilon}$ would use $u^{0}$. It immediately follows from (10), (11) and regularity estimates for $u^{1}$ that

$$
\begin{aligned}
&\left\|u^{\varepsilon}-u^{0}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{1 / 2} \\
&\left\|u^{\varepsilon}-u^{0}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{L^{2}\left(\Omega_{s}\right)}+\left\|\varepsilon u^{1}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq c \varepsilon \\
&\left\|u^{\varepsilon}-u^{0}\right\|_{L^{2}\left(\Omega_{s}^{i n t}\right)} \leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)}+\left\|\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon
\end{aligned}
$$

The $O\left(\varepsilon^{1 / 2}\right)$ error in the $H^{1}\left(\Omega_{s}\right)$ norm is due to the inability of this approximation to capture the oscillatory behavior of the solution close to the wrinkles. This explains the better performance in the $L^{2}\left(\Omega_{s}\right)$ and interior norms. Table 1 presents various relative error estimates with respect to $\varepsilon$, including interior estimates.
3.2. First order wall law. Inspired by (2), (10)-(13), we would like to approximate $u^{\varepsilon}$ by the first terms of its asymptotic expansion, but without solving the PDEs that define these terms. A first step in this direction is to consider only the functions that actually have influence in the interior of the domain, i.e., we assume

$$
\begin{equation*}
u^{\varepsilon} \approx u^{0}+\varepsilon u^{1} . \tag{14}
\end{equation*}
$$

Thus, over $\Gamma$, from (3), (8), and (14),

$$
\begin{equation*}
u^{\varepsilon} \approx \varepsilon\left(-d_{0}+z^{0,0}\right) \partial_{\boldsymbol{n}} u^{0}, \quad \partial_{\boldsymbol{n}} u^{\varepsilon} \approx \partial_{\boldsymbol{n}} u^{0}+\varepsilon \partial_{\boldsymbol{n}} u^{1} . \tag{15}
\end{equation*}
$$

So

$$
u^{\varepsilon}+\varepsilon\left(d_{0}-z^{0,0}\right) \partial_{\boldsymbol{n}} u^{\varepsilon} \approx \varepsilon^{2}\left(d_{0}-z^{0,0}\right) \partial_{\boldsymbol{n}} u^{1}
$$

TABLE 2
Relative error convergence rates for a first order model.

| quantity | $L^{2}\left(\Omega_{s}\right)$ error | $L^{2}\left(\Omega_{s}^{i n t}\right)$ norm error |
| :---: | :---: | :---: |
| $u$ | $O\left(\varepsilon^{3 / 2}\right)$ | $O\left(\varepsilon^{2}\right)$ |
| $\nabla u$ | $O\left(\varepsilon^{1 / 2}\right)$ | $O\left(\varepsilon^{2}\right)$ |

on $\Gamma$, and this amount can be small enough for certain applications. We define then $\bar{u} \in H^{1}\left(\Omega_{s}\right)$ approximating $u^{\varepsilon}$ in $\Omega_{s}$ by

$$
\begin{gather*}
-\Delta \bar{u}=f \quad \text { in } \Omega_{s} \\
\bar{u}+\varepsilon\left(d_{0}-z^{0,0}\right) \partial_{\boldsymbol{n}} \bar{u}=0 \quad \text { on } \Gamma, \quad \bar{u}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma . \tag{16}
\end{gather*}
$$

It follows from Lemma 1 that $z^{0,0} \leq\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}$, and since $\left\|\psi_{r}\right\|_{L^{\infty}(\mathbb{R})}=1<d_{0}$, the difference $d_{0}-z^{0,0}$ is positive. Thus (16) is well posed for all positive $\varepsilon$.

To estimate the modeling error, we first note that if $\bar{e}=\bar{u}-u^{0}-\varepsilon u^{1}$, then

$$
\begin{gather*}
-\Delta \bar{e}=0 \quad \text { in } \Omega_{s} \\
\bar{e}+\varepsilon\left(d_{0}-z^{0,0}\right) \partial_{\boldsymbol{n}} \bar{e}=-\varepsilon^{2}\left(d_{0}-z^{0,0}\right) \partial_{\boldsymbol{n}} u^{1} \quad \text { on } \Gamma, \quad \bar{e}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma . \tag{17}
\end{gather*}
$$

It follows from regularity estimates [16, Theorem 4.24] that there exists an $\varepsilon$-independent constant $c$ such that

$$
\|\bar{e}\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{2}
$$

The modeling error estimates are then as follows:

$$
\left\|u^{\varepsilon}-\bar{u}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\bar{u}-u^{0}-\varepsilon u^{1}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{1 / 2}
$$

where we used the triangle inequality and (10).
Analogously, using (11), (13), we obtain $L^{2}$ and interior estimates

$$
\left\|u^{\varepsilon}-\bar{u}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq c \varepsilon^{3 / 2} \quad\left\|u^{\varepsilon}-\bar{u}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)} \leq c \varepsilon^{2} .
$$

We summarize the convergence results in Table 2.
3.3. Second order wall law. The derivation of higher order approximations to $u^{\varepsilon}$ follows the same modus operandi as in the previous subsection. We first consider only the terms that have influence away from $\Gamma_{r}^{\varepsilon}$ and assume that

$$
\begin{equation*}
u^{\varepsilon} \approx u^{0}+\varepsilon u^{1}+\varepsilon^{2} u^{2} . \tag{18}
\end{equation*}
$$

To define the term $u^{2}$ above we introduce two new cell problems, seeking $w^{1,0}$ and $w^{1,1}$ in $S\left(\Omega_{r}\right)$, and the constants $z^{1,0}$ and $z^{1,1}$ satisfying

$$
\begin{equation*}
-\left(\partial_{\hat{\theta} \hat{\theta}}+\partial_{\hat{\rho} \hat{\rho}}\right) w^{1,0}=\chi-\partial_{\hat{\rho}} w^{0,0}+2 \hat{\rho} \partial_{\hat{\theta} \hat{\theta}} w^{0,0} \quad \text { in } \Omega_{r}, \quad w^{1,0}=-z^{1,0} \quad \text { on } \Gamma_{r}, \tag{19}
\end{equation*}
$$

$$
\begin{equation*}
-\left(\partial_{\hat{\theta} \hat{\theta}}+\partial_{\hat{\rho} \hat{\rho}}\right) w^{1,1}=2 \partial_{\hat{\theta}} w^{0,0} \quad \text { in } \Omega_{r}, \quad w^{1,1}=z^{1,1} \quad \text { on } \Gamma_{r} \tag{20}
\end{equation*}
$$

where $\chi(\hat{\rho})=1$ if $\hat{\rho}<d_{0}$, and $\chi(\hat{\rho})=0$ if $\hat{\rho} \geq d_{0}$. The previous cell problems are well posed, as Lemma 1 guarantees. The expression of $\check{W}$ mentioned on page 1455 is as follows:

$$
\begin{aligned}
\check{W}(\theta, \rho)= & \Upsilon\left(\varepsilon d_{0}+\rho\right)\left[w^{1,0}\left(\varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right) \kappa(\theta) \partial_{\boldsymbol{n}} u^{0}\left(\theta, \varepsilon d_{0}\right)\right. \\
& \left.+w^{1,1}\left(\varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right) \partial_{\theta} \partial_{\boldsymbol{n}} u^{0}\left(\theta, \varepsilon d_{0}\right)+w^{0,0}\left(\varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right) \partial_{\boldsymbol{n}} u^{1}\left(\theta, \varepsilon d_{0}\right)\right]
\end{aligned}
$$

where $\kappa(\theta)$ is the curvature of $\Gamma$ at the point $\boldsymbol{\psi}(\theta)$.
Next, we define $u^{2}$ by

$$
\begin{gathered}
-\Delta u^{2}=0 \quad \text { in } \Omega_{s} \\
u^{2}=\left(-d_{0}+z^{0,0}\right) \partial_{\boldsymbol{n}} u^{1}+z^{1,0} \kappa \partial_{\boldsymbol{n}} u^{0}+z^{1,1} \partial_{\theta} \partial_{\boldsymbol{n}} u^{0} \quad \text { on } \Gamma, \quad u^{2}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma,
\end{gathered}
$$

and the estimates below follow:

$$
\begin{gather*}
\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon^{2} u^{2}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{1 / 2}  \tag{21}\\
\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon^{2} u^{2}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq c \varepsilon^{3 / 2}  \tag{22}\\
\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon^{2} u^{2}\right\|_{H^{1}\left(\Omega_{s}^{\text {int }}\right)} \leq c \varepsilon^{3} \tag{23}
\end{gather*}
$$

If (18) holds, then

$$
\begin{aligned}
u^{\varepsilon} \approx & \varepsilon\left(-d_{0}+z^{0,0}+\varepsilon z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} u^{0}+\varepsilon^{2}\left(-d_{0}+z^{0,0}\right) \partial_{\boldsymbol{n}} u^{1}+\varepsilon^{2} z^{1,1} \partial_{\theta} \partial_{\boldsymbol{n}} u^{0} \\
& =\varepsilon\left(-d_{0}+z^{0,0}+\varepsilon z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} u^{0}+\varepsilon^{2}\left(-d_{0}+z^{0,0}\right) \partial_{\boldsymbol{n}} u^{1}+\varepsilon^{2} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{1}
\end{aligned}
$$

over $\Gamma$, where we used from (8) that $\partial_{\theta} u^{1}=\left(-d_{0}+z^{0,0}\right) \partial_{\theta} \partial_{\boldsymbol{n}} u^{0}$ to obtain the last equality. We also have

$$
\partial_{\boldsymbol{n}} u^{\varepsilon} \approx \partial_{\boldsymbol{n}} u^{0}+\varepsilon \partial_{\boldsymbol{n}} u^{1}+\varepsilon^{2} \partial_{\boldsymbol{n}} u^{2}, \quad \partial_{\theta} u^{\varepsilon} \approx \partial_{\theta} u^{0}+\varepsilon \partial_{\theta} u^{1}+\varepsilon^{2} \partial_{\theta} u^{2}
$$

over $\Gamma$. Hence,

$$
\begin{aligned}
u^{\varepsilon}+ & \left(\varepsilon d_{0}-\varepsilon z^{0,0}-\varepsilon^{2} z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} u^{\varepsilon}-\varepsilon^{2} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{\varepsilon} \approx-\varepsilon^{3} z^{1,0} \kappa \partial_{\boldsymbol{n}} u^{1} \\
& -\varepsilon^{3}\left(-d_{0}+z^{0,0}+\varepsilon z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} u^{2}-\varepsilon^{3} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{1}-\varepsilon^{4} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{2}
\end{aligned}
$$

So we define $\overline{\bar{u}} \in H^{1}\left(\Omega_{s}\right)$ approximating $u^{\varepsilon}$ in $\Omega_{s}$ by

$$
\begin{gather*}
-\Delta \overline{\bar{u}}=f \quad \text { in } \Omega_{s} \\
\overline{\bar{u}}+\left(\varepsilon d_{0}-\varepsilon z^{0,0}-\varepsilon^{2} z^{1,0} \kappa\right) \partial_{n} \overline{\bar{u}}-\varepsilon^{2} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} \overline{\bar{u}}=0 \quad \text { on } \Gamma,  \tag{24}\\
\overline{\bar{u}}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma .
\end{gather*}
$$

Since $\Gamma$ is a closed curve,

$$
\int_{\Gamma} \overline{\bar{u}} \partial_{\theta} \overline{\bar{u}} d \theta=0
$$

Table 3
Relative error convergence rates for a second order model.

| quantity | $L^{2}\left(\Omega_{s}\right)$ error | $L^{2}\left(\Omega_{s}^{i n t}\right)$ norm error |
| :---: | :---: | :---: |
| $u$ | $O\left(\varepsilon^{3 / 2}\right)$ | $O\left(\varepsilon^{3}\right)$ |
| $\nabla u$ | $O\left(\varepsilon^{1 / 2}\right)$ | $O\left(\varepsilon^{3}\right)$ |

and for $\varepsilon$ small enough the well posedness of (24) follows from Lemma 1 and the Lax-Milgram's lemma. To estimate the modeling error we first define $\overline{\bar{e}}=\overline{\bar{u}}-u^{0}-$ $\varepsilon u^{1}-\varepsilon^{2} u^{2}$. Thus

$$
\begin{gathered}
-\Delta \overline{\bar{e}}=0 \quad \text { in } \Omega_{s} \\
\overline{\bar{e}}+\left(\varepsilon d_{0}-\varepsilon z^{0,0}-\varepsilon^{2} z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} \overline{\bar{e}}-\varepsilon^{2} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} \overline{\bar{e}}=-\varepsilon^{3} z^{1,0} \kappa \partial_{\boldsymbol{n}} u^{1} \\
-\varepsilon^{3}\left(-d_{0}+z^{0,0}+\varepsilon z^{1,0} \kappa\right) \partial_{\boldsymbol{n}} u^{2}-\varepsilon^{3} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{1}-\varepsilon^{4} \frac{z^{1,1}}{-d_{0}+z^{0,0}} \partial_{\theta} u^{2} \quad \text { on } \Gamma, \\
\overline{\bar{e}}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma .
\end{gathered}
$$

Regularity estimates [16, Theorem 4.24] guarantee the existence of an $\varepsilon$-independent constant $c$ such that

$$
\|\overline{\bar{e}}\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{3} .
$$

Using the triangle inequality and (21), it is possible to estimate the $H^{1}\left(\Omega_{s}\right)$ norm modeling error,
$\left\|u^{\varepsilon}-\overline{\bar{u}}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq\left\|u^{\varepsilon}-u^{0}-\varepsilon u^{1}-\varepsilon^{2} u^{2}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|\overline{\bar{u}}-u^{0}-\varepsilon u^{1}-\varepsilon^{2} u^{2}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c \varepsilon^{1 / 2}$.
Analogously, using (22), (23), we obtain $L^{2}$ and interior estimates,

$$
\left\|u^{\varepsilon}-\overline{\bar{u}}\right\|_{L^{2}\left(\Omega_{s}\right)} \leq c \varepsilon^{3 / 2} \quad\left\|u^{\varepsilon}-\overline{\bar{u}}\right\|_{H^{1}\left(\Omega_{s}^{i n t}\right)} \leq c \varepsilon^{3} .
$$

These results are displayed in Table 3.
3.4. Summary: The proposed effective problems. The first order boundary value problem in $\Omega_{s}$ is the following: find $\bar{u} \in H^{1}\left(\Omega_{s}\right)$ such that

$$
\begin{gather*}
-\Delta \bar{u}=f \quad \text { in } \Omega_{s}, \\
\partial_{\boldsymbol{n}} \bar{u}=-\frac{1}{\varepsilon\left(d_{0}-z^{0,0}\right)} \bar{u} \quad \text { on } \Gamma, \quad \bar{u}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma, \tag{25}
\end{gather*}
$$

where $z^{0,0}$ is obtained from (5). For error estimates, see Table 2.
The second order boundary value problem in $\Omega_{s}$ is: find $\overline{\bar{u}} \in H^{1}\left(\Omega_{s}\right)$ such that

$$
\begin{gather*}
-\Delta \overline{\bar{u}}=f \quad \text { in } \Omega_{s} \\
\partial_{\boldsymbol{n}} \overline{\bar{u}}=-C_{1}^{\varepsilon} \overline{\bar{u}}+C_{2}^{\varepsilon} \partial_{\theta} \overline{\bar{u}} \quad \text { on } \Gamma, \quad \overline{\bar{u}}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma, \tag{26}
\end{gather*}
$$

with

$$
C_{1}^{\varepsilon}=\frac{1}{\varepsilon\left(d_{0}-z^{0,0}-\varepsilon z^{1,0} \kappa\right)}, \quad C_{2}^{\varepsilon}=\frac{\varepsilon z^{1,1}}{\left(d_{0}-z^{0,0}-\varepsilon z^{1,0} \kappa\right)\left(z^{0,0}-d_{0}\right)},
$$

and where $z^{0,0}$ is computed from (5), and $z^{1,0}, z^{1,1}$ from (19), (20). For error estimates, see Table 3.
4. Asymptotic expansion definition. We now find and justify the terms presented previously. Consider a formal asymptotic expansion in the general form

$$
\begin{equation*}
u^{\varepsilon} \sim u^{0}+\varepsilon u^{1}+\varepsilon^{2} u^{2}+\cdots+W^{B L}(\varepsilon) \quad \text { in } \Omega_{s} . \tag{27}
\end{equation*}
$$

Here, $W^{B L}(\varepsilon)$ corresponds to the oscillatory part of the solution, which dies away exponentially fast with the distance to the boundary. Our procedure to find out the terms in the expansion uses a domain decomposition result that we state below.

It is convenient to introduce the jump function $\llbracket \rrbracket$ that assigns the absolute value of the jump over the interface $\Gamma$.

Lemma 2. Let $\Omega^{\varepsilon}$, $\Omega_{s}, \Omega_{r}^{\varepsilon}$, and $\Gamma$ be as above. Then there exists an $\varepsilon$-independent constant $c$ such that

$$
\begin{align*}
\|e\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} & +\|e\|_{H^{1}\left(\Omega_{s}\right)}  \tag{28}\\
& \leq c\left(\|\Delta e\|_{L^{2}\left(\Omega_{r}^{\varepsilon}\right)}+\|\Delta e\|_{L^{2}\left(\Omega_{s}\right)}+\|\llbracket e \rrbracket\|_{H^{1 / 2}(\Gamma)}+\left\|\llbracket \partial_{\boldsymbol{n}} e \rrbracket\right\|_{H^{-1 / 2}(\Gamma)}\right)
\end{align*}
$$

whenever $\left.e\right|_{\Omega_{r}^{\varepsilon}} \in H^{1}\left(\Omega_{r}^{\varepsilon}\right),\left.\Delta e\right|_{\Omega_{r}^{\varepsilon}} \in L^{2}\left(\Omega_{r}^{\varepsilon}\right)$, and $\left.e\right|_{\Omega_{s}} \in H^{1}\left(\Omega_{s}\right),\left.\Delta e\right|_{\Omega_{s}} \in L^{2}\left(\Omega_{s}\right)$, with $e=0$ on $\partial \Omega_{r}^{\varepsilon} \backslash \Gamma \cup \partial \Omega_{s} \backslash \Gamma$.

Proof. We first define

$$
e^{-}=\left.e\right|_{\Omega_{r}^{\varepsilon}}, \quad e^{+}=\left.e\right|_{\Omega_{s}}
$$

It follows from Green's identity that

$$
\begin{aligned}
& \int_{\Omega_{r}^{\varepsilon}}\left|\nabla e^{-}\right|^{2} d \mathbf{x}=-\int_{\Omega_{r}^{\varepsilon}} e^{-} \Delta e^{-} d \mathbf{x}-<e^{-}, \partial_{\boldsymbol{n}} e^{-}>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)}, \\
& \int_{\Omega_{s}}\left|\nabla e^{+}\right|^{2} d \mathbf{x}=-\int_{\Omega_{s}} e^{+} \Delta e^{+} d \mathbf{x}+<e^{+}, \partial_{\boldsymbol{n}} e^{+}>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)},
\end{aligned}
$$

where $<\cdot, \cdot>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)}$ indicates the duality pairing between $H^{1 / 2}(\Gamma)$ and $H^{-1 / 2}(\Gamma)$. Combining both identities and then adding and subtracting the quantity $<e^{-}, \partial_{\boldsymbol{n}} e^{+}>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)}$, we gather that

$$
\begin{aligned}
& \left|e^{-}\right|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}^{2}+\left|e^{+}\right|_{H^{1}\left(\Omega_{s}\right)}^{2}=-\int_{\Omega_{r}^{\varepsilon}} e^{-} \Delta e^{-} d \mathbf{x}-\int_{\Omega_{s}} e^{+} \Delta e^{+} d \mathbf{x} \\
& +<e^{-}, \partial_{\boldsymbol{n}} e^{+}-\partial_{\boldsymbol{n}} e^{-}>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)}+<e^{+}-e^{-}, \partial_{\boldsymbol{n}} e^{+}>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)}
\end{aligned}
$$

When estimating the above quantities, a delicate question is how the constants depend on the domains. For $u \in H^{1 / 2}(\Gamma)$ and $v \in H^{-1 / 2}(\Gamma)$, the inequality

$$
<u, v>_{H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)} \leq\|u\|_{H^{1 / 2}(\Gamma)}\|v\|_{H^{-1 / 2}(\Gamma)}
$$

comes by naturally by inducing the operator norm in $H^{-1 / 2}(\Gamma)$. Thus, with the aid of the Cauchy-Schwarz inequality it follows that

$$
\begin{aligned}
& \left|e^{-}\right|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}^{2}+\left|e^{+}\right|_{H^{1}\left(\Omega_{s}\right)}^{2} \leq\left\|e^{-}\right\|_{L^{2}\left(\Omega_{r}^{\varepsilon}\right)}\left\|\Delta e^{-}\right\|_{L^{2}\left(\Omega_{r}^{\varepsilon}\right)}+\left\|e^{+}\right\|_{L^{2}\left(\Omega_{s}\right)}\left\|\Delta e^{+}\right\|_{L^{2}\left(\Omega_{s}\right)} \\
& \quad+\left\|e^{-}\right\|_{H^{1 / 2}(\Gamma)}\left\|\llbracket \partial_{\boldsymbol{n}} e \rrbracket\right\|_{H^{-1 / 2}(\Gamma)}+\|\llbracket e\|\left\|_{H^{1 / 2}(\Gamma)}\right\| \partial_{\boldsymbol{n}} e^{+} \|_{H^{-1 / 2}(\Gamma)}
\end{aligned}
$$

Next, let $\Omega^{\prime}$ be the interior of $\Gamma$, i.e., the open domain circumvented by $\Gamma$. Hence $\Omega_{r}^{\varepsilon} \subset \Omega^{\prime}$, and since the trace of $e$ vanishes on $\Gamma_{r}^{\varepsilon}$, the extension (by zero) operator

$$
P:\left\{v \in H^{1}\left(\Omega_{r}^{\varepsilon}\right): v=0 \text { on } \Gamma_{r}^{\varepsilon}\right\} \rightarrow H^{1}\left(\Omega^{\prime}\right)
$$

given by $P v=v$ in $\Omega_{r}^{\varepsilon}$ and $P v=0$, otherwise, is an isometry [26, 19]. By construction, $P$ preserves $L^{2}$ norms as well and we gather the trace and Poincaré inequalities,

$$
\begin{gather*}
\|v\|_{H^{1 / 2}(\Gamma)} \leq c\|P v\|_{H^{1}\left(\Omega^{\prime}\right)}=c\|v\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}  \tag{29}\\
\|v\|_{L^{2}\left(\Omega_{r}^{\varepsilon}\right)}=\|P v\|_{L^{2}\left(\Omega^{\prime}\right)} \leq c|P v|_{H^{1}\left(\Omega^{\prime}\right)}=c|v|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \tag{30}
\end{gather*}
$$

for all $v \in H^{1}\left(\Omega_{r}^{\varepsilon}\right)$, where the constant $c$ is independent of $\varepsilon$.
Using now the trace inequality $\|v\|_{H^{1 / 2}(\Gamma)} \leq c\|v\|_{H^{1}\left(\Omega_{s}\right)}$ for all $v \in H^{1}\left(\Omega_{s}\right)$ and (29), it follows that

$$
\begin{align*}
& \left|e^{-}\right|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}^{2}+\left|e^{+}\right|_{H^{1}\left(\Omega_{s}\right)}^{2} \leq\left(\left\|\Delta e^{-}\right\|_{L^{2}\left(\Omega_{r}^{\varepsilon}\right)}+\left\|\Delta e^{+}\right\|_{L^{2}\left(\Omega_{s}\right)}\right)\|e\|_{L^{2}\left(\Omega^{\varepsilon}\right)}  \tag{31}\\
& \quad+\left\|e^{-}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}\left\|\llbracket \partial_{\boldsymbol{n}} e \rrbracket\right\|_{H^{-1 / 2}(\Gamma)}+c\|\llbracket e \rrbracket\|_{H^{1 / 2}(\Gamma)}\left\|e^{+}\right\|_{H^{1}\left(\Omega_{s}\right)}
\end{align*}
$$

To conclude the proof, it is enough to use in (31) the Poincaré inequality in $\Omega_{r}^{\varepsilon}$ given by (30) and also in $\Omega_{s}$.

We shall apply Lemma 2 repeatedly with $e$ being the difference between $u^{\varepsilon}$ and a truncated asymptotic expansion. Hence, to make such a difference as small as possible, we ought to minimize the $L^{2}$ norm of $\Delta e$ in $\Omega_{r}^{\varepsilon}$ and $\Omega_{s}$ and control the jumps of both $e$ and $\partial_{\boldsymbol{n}} e$ over $\Gamma$.

A natural choice for the first term of the asymptotic of $u^{\varepsilon}$ is $u^{0}$ given by (3), plus the condition $u^{0}=0$ in $\overline{\Omega_{r}^{\varepsilon}}$. Applying Lemma 2 with $e=u^{\varepsilon}-u^{0}$, we see that the source of error is the normal derivative jump $\llbracket \partial_{\boldsymbol{n}} u^{0} \rrbracket$. We remedy this by adding $\varepsilon \zeta^{1}$ to the asymptotic, where

$$
\zeta^{1}(\mathbf{x})= \begin{cases}-\varepsilon^{-1} \rho \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right) & \text { in } \Omega_{r}^{\varepsilon} \\ 0 & \text { in } \Omega_{s}\end{cases}
$$

The function $\zeta^{1}$ defined as above satisfies the following properties:

1. $\zeta^{1} \equiv 0$ outside $\Omega_{r}^{\varepsilon}$,
2. $\llbracket \varepsilon \partial_{\boldsymbol{n}} \zeta^{1} \rrbracket \equiv\left|\partial_{\boldsymbol{n}} u^{0}\right|$ on $\Gamma$,
3. $\zeta^{1}=\psi_{r}\left(\varepsilon^{-1} \theta\right) \partial_{n} u^{0}\left(\theta, d_{0} \varepsilon\right)$ on $\Gamma_{r}^{\varepsilon}$.

So, in general, the correction of the jump of the normal derivative on $\Gamma$ violates the zero Dirichlet condition at $\Gamma_{r}^{\varepsilon}$.

Proceeding with the computations, we have to add a boundary corrector to compensate for the value of $\zeta^{1}$ on $\Gamma_{r}^{\varepsilon}$. This is nontrivial since a "typical" boundary corrector does not decay to zero; see Lemma 1 and (5). A similar, but actually simpler situation occurs for the asymptotics of plates [18]. Thus, we add a boundary corrector that is the sum of two functions and is given by $\varepsilon\left[W^{1}(\varepsilon)+\chi_{r}^{\varepsilon} Z^{1}(\varepsilon)\right]$. One part, corresponding to $W^{1}(\varepsilon)$, decays exponentially fast to zero with $\varepsilon^{-1} \rho$ and undulates with $\varepsilon^{-1} \theta$. The other part, corresponding to $Z^{1}(\varepsilon)$, depends only on $\theta$ and is nonzero only in $\Omega_{r}^{\varepsilon}$. Hence,

$$
\begin{align*}
-\Delta W^{1}(\varepsilon) & =\chi_{r}^{\varepsilon} \Delta\left[\zeta^{1}+Z^{1}(\varepsilon)\right] \quad \text { in } \Omega^{\varepsilon}  \tag{32}\\
W^{1}(\varepsilon) & =-\zeta^{1}-Z^{1}(\varepsilon) \quad \text { on } \Gamma_{r}^{\varepsilon} \tag{33}
\end{align*}
$$

and the characteristic function of $\Omega_{r}^{\varepsilon}$ is given by $\chi_{r}^{\varepsilon}$, where

$$
\chi_{r}^{\varepsilon}(\rho)= \begin{cases}1 & \text { if } \rho<\varepsilon d_{0} \\ 0 & \text { otherwise }\end{cases}
$$

At first sight, finding $W^{1}(\varepsilon)$ and $Z^{1}(\varepsilon)$ satisfying (32), (33) seems (at least!) as hard as solving the original problem (1). Nevertheless, it is possible to make use of the periodicity of the wrinkles, and formally recast (32), (33) as a sequence of $\varepsilon$-independent problems which are easier to solve. We write

$$
\begin{gather*}
W^{1}(\varepsilon) \sim W^{1,0}+\varepsilon W^{1,1}+\varepsilon^{2} W^{1,2}+\cdots,  \tag{34}\\
Z^{1}(\varepsilon) \sim Z^{1,0}+\varepsilon Z^{1,1}+\varepsilon^{2} Z^{1,2}+\cdots . \tag{35}
\end{gather*}
$$

We shall impose on $\Gamma_{r}^{\varepsilon}$ that $W^{1,0}=-\zeta^{1}-Z^{1,0}$ and that $W^{1, j}=-Z^{1, j}$ for $j \neq 0$. We postpone the precise definition of these terms for now, but add, formally, the term $\varepsilon \chi_{r}^{\varepsilon}(\mathbf{x}) Z^{1,0}(\theta)+\varepsilon W^{1,0}\left(\theta, \varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right)$ to the asymptotic. The remaining terms of the expansion for $W^{1}(\varepsilon), Z^{1}(\varepsilon)$ shall be added as we continue to develop the expansion.

So far the asymptotic reads as

$$
\begin{cases}\varepsilon \zeta^{1}+\varepsilon W^{1,0}+\varepsilon Z^{1,0} & \text { in } \Omega_{r}^{\varepsilon},  \tag{36}\\ u^{0}+\varepsilon W^{1,0} & \text { in } \Omega_{s}\end{cases}
$$

Note that now the normal derivative of the difference between $u^{\varepsilon}$ and the expression in (36) has zero jump on $\Gamma$, but the difference itself has nontrivial jump equal to $-d_{0} \varepsilon \partial_{\boldsymbol{n}} u^{0}+\varepsilon Z^{1,0}$ on $\Gamma$. Such error no longer depends on the fast variable and it can be corrected adding to the asymptotic expansion a new term that depends only on the slow variable.

We continue to define the terms of the expansion, this time trying to cancel out the error due to the jump of the expression in (36) on $\Gamma$. Consider $u^{1}$ the solution of

$$
\begin{gather*}
-\Delta u^{1}=0 \quad \text { in } \Omega_{s} \\
u^{1}=-d_{0} \partial_{\boldsymbol{n}} u^{0}+Z^{1,0} \quad \text { on } \Gamma, \quad u^{1}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma, \quad u^{1}=0 \quad \text { on } \Omega_{r}^{\varepsilon} . \tag{37}
\end{gather*}
$$

Remark 2. Although (37) looks different from (8), it is not. In fact, $Z^{1,0}=$ $z^{0,0} \partial_{\boldsymbol{n}} u^{0}$, but that will become clear later.

Adding $\varepsilon u^{1}$ to the expansion corrects the previous error, but results in a jump in the normal derivative across $\Gamma$. Mimicking what we did before, we add $\varepsilon^{2} \zeta^{2}$ to the expansion, where

$$
\zeta^{2}(\mathbf{x})=-\varepsilon^{-1} \rho \chi_{r}^{\varepsilon}(\rho) \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right)
$$

Ideally the next contribution would be $\varepsilon^{2}\left[W^{2}(\varepsilon)+\chi_{r}^{\varepsilon} Z^{2}(\varepsilon)\right]$, where

$$
\begin{align*}
-\Delta W^{2}(\varepsilon) & =\chi_{r}^{\varepsilon} \Delta\left[\zeta^{2}+Z^{2}(\varepsilon)\right] \quad \text { in } \Omega^{\varepsilon}  \tag{38}\\
W^{2}(\varepsilon) & =-\zeta^{2}-Z^{2}(\varepsilon) \quad \text { on } \Gamma_{r}^{\varepsilon} \tag{39}
\end{align*}
$$

As in (34), (35),

$$
\begin{gather*}
W^{2}(\varepsilon) \sim W^{2,0}+\varepsilon W^{2,1}+\varepsilon^{2} W^{2,2}+\cdots  \tag{40}\\
Z^{2}(\varepsilon) \sim Z^{2,0}+\varepsilon Z^{2,1}+\varepsilon^{2} Z^{2,2}+\cdots \tag{41}
\end{gather*}
$$

On $\Gamma_{r}^{\varepsilon}$ we shall have $W^{2,0}=-\zeta^{2}-Z^{2,0}$, and $W^{2, j}=-Z^{2, j}$ for $j \neq 0$. Then, we simply add $\varepsilon^{2}\left[W^{1,1}+W^{2,0}+\chi_{r}^{\varepsilon}\left(Z^{1,1}+Z^{2,0}\right)\right]$ to our asymptotic expansion. Note that terms in $\varepsilon^{2}$ corresponding to the expansions for $W^{1}(\varepsilon), Z^{1}(\varepsilon)$ are included now.

At this point, the asymptotic reads as

$$
\begin{cases}\varepsilon \zeta^{1}+\varepsilon^{2} \zeta^{2}+\varepsilon W^{1,0}+\varepsilon Z^{1,0}+\varepsilon^{2}\left(W^{1,1}+W^{2,0}\right)+\varepsilon^{2}\left(Z^{1,1}+Z^{2,0}\right) & \text { in } \Omega_{r}^{\varepsilon}  \tag{42}\\ u^{0}+\varepsilon u^{1}+\varepsilon W^{1,0}+\varepsilon^{2}\left(W^{1,1}+W^{2,0}\right) & \text { in } \Omega_{s}\end{cases}
$$

The expansion pattern should be clear by now, and the successive terms are defined in similar manner. In general, after the $k$ th step, the asymptotic expansion reads as

$$
\begin{cases}\zeta_{k, \varepsilon}+W_{k, \varepsilon}^{B L}+Z_{k, \varepsilon} & \text { in } \Omega_{r}^{\varepsilon}  \tag{43}\\ u_{k-1, \varepsilon}^{s m o o t h}+W_{k, \varepsilon}^{B L} & \text { in } \Omega_{s}\end{cases}
$$

where $\zeta_{k, \varepsilon}(\theta, \rho)=\varepsilon \zeta^{1}+\cdots+\varepsilon^{k} \zeta^{k}$, and $\zeta^{i}=-\varepsilon^{-1} \rho \chi_{r}^{\varepsilon} \partial_{\boldsymbol{n}} u^{i-1}\left(\theta, d_{0} \varepsilon\right)$. Also,

$$
\begin{aligned}
W_{k, \varepsilon}^{B L} & =\varepsilon W^{1,0}+\varepsilon^{2}\left(W^{1,1}+W^{2,0}\right)+\cdots+\varepsilon^{k}\left(W^{1, k-1}+W^{2, k-2}+\cdots+W^{k, 0}\right) \\
Z_{k, \varepsilon} & =\chi_{r}^{\varepsilon}\left[\varepsilon Z^{1,0}+\varepsilon^{2}\left(Z^{1,1}+Z^{2,0}\right)+\cdots+\varepsilon^{k}\left(Z^{1, k-1}+Z^{2, k-2}+\cdots+Z^{k, 0}\right)\right]
\end{aligned}
$$

Here, although we did not fully define these functions yet, $W^{i, j}, Z^{i, j}$ depend only on $u^{i-1}, W^{i, j-1}, \cdots, W^{i, 0}$ and $Z^{i, j-1}, \cdots, Z^{i, 0}$. Also, we shall have on $\Gamma_{r}^{\varepsilon}$ that

$$
W^{i, 0}=-\zeta^{i}-Z^{i, 0}, \quad W^{i, j}=-Z^{i, j} \quad \text { for } j \neq 0
$$

Finally, $u_{k-1, \varepsilon}^{\text {smooth }}=u^{0}+\varepsilon u^{1}+\cdots+\varepsilon^{k-1} u^{k-1}$, where $u^{0}$ is as in (3), and for $i$ positive,

$$
\begin{gathered}
-\Delta u^{i}=0 \quad \text { in } \Omega_{s} \\
u^{i}=-d_{0} \partial_{\boldsymbol{n}} u^{i-1}+Z^{1, i-1}+Z^{2, i-2}+\cdots+Z^{i, 0} \quad \text { on } \Gamma, \quad u^{i}=0 \quad \text { on } \partial \Omega_{s} \backslash \Gamma, \\
u^{i}=0 \quad \text { in } \Omega_{r}^{\varepsilon} .
\end{gathered}
$$

5. The boundary corrector problem. We now analyze the boundary corrector problem, as $(32),(33)$ and (38), (39), in more detail. The presence of the curvature makes this problem cumbersome and a lot of insight can be gained by studying the zero curvature case first; see [5] and references therein.

Consider the problem

$$
\begin{gather*}
-\Delta w(\varepsilon)=\chi_{r}^{\varepsilon} \Delta\left[-\varepsilon^{-1} \rho \phi(\theta)+z(\varepsilon)\right] \quad \text { in } \Omega^{\varepsilon}  \tag{44}\\
w(\varepsilon)=\varepsilon^{-1} \rho \phi(\theta)-z(\varepsilon) \quad \text { on } \Gamma_{r}^{\varepsilon} . \tag{45}
\end{gather*}
$$

Here, $\phi$ is a given function of $\theta$ only. The function $z(\varepsilon)$ is unknown a priori, but it is introduced to guarantee that $w(\varepsilon)$ decays exponentially to zero with $\rho$. It is desirable to have $z(\varepsilon)$ as simple as possible, and it suffices to assume $z(\varepsilon)$ independent of $\rho$.

Although $\phi$ is not necessarily periodic, we try to make use of the periodicity of the wrinkles, and recast the corrector problem as a sequence of problems in periodic domains. Using the stretched coordinates $(\hat{\theta}, \hat{\rho})=\left(\varepsilon^{-1} \theta, \varepsilon^{-1} \rho\right)$, we seek solutions that are product of functions in the stretched coordinates with functions of $\theta$ only. With this in mind, we write the Laplacian of a function in the form $v(\mathbf{x})=h(\hat{\theta}, \hat{\rho}) g(\theta)$ as

$$
\text { (46) }-\Delta v=-\varepsilon^{-2}\left(\partial_{\hat{\theta} \hat{\theta}} h+\partial_{\hat{\rho} \hat{\rho}} h\right) g+\varepsilon^{-1}\left(\kappa \partial_{\hat{\rho}} h-2 \kappa \hat{\rho} \partial_{\hat{\theta} \hat{\theta}} h\right) g-\varepsilon^{-1} 2 \partial_{\hat{\theta}} h g^{\prime}
$$

$$
\begin{aligned}
& -\sum_{j=0}^{\infty} \varepsilon^{j} \hat{\rho}^{j}\left[\left(\hat{\rho} a_{1}^{j+1} \partial_{\hat{\rho}} h+a_{3}^{j+1} \hat{\rho} \partial_{\hat{\theta}} h+a_{2}^{j+2} \hat{\rho}^{2} \partial_{\hat{\theta} \hat{\theta}} h\right) g+\left(a_{3}^{j} h+2 a_{2}^{j+1} \hat{\rho} \partial_{\hat{\theta}} h\right) g^{\prime}\right. \\
& \\
& \left.\quad+a_{2}^{j} h g^{\prime \prime}\right]
\end{aligned}
$$

where

$$
a_{1}^{j}=-[\kappa(\theta)]^{j+1}, \quad a_{2}^{j}=(j+1)[\kappa(\theta)]^{j}, \quad a_{3}^{j}=\frac{j(j+1)}{2}[\kappa(\theta)]^{j-1} \kappa^{\prime}(\theta),
$$

and we recall that $\kappa$ is the curvature of $\Gamma$.
From (46), and using that $z(\varepsilon)$ is independent of $\rho$,

$$
\begin{gather*}
-\Delta\left[\varepsilon^{-1} \rho \phi(\theta)\right]=\varepsilon^{-1} \kappa \phi-\sum_{j=0}^{\infty} \varepsilon^{j} \hat{\rho}^{j}\left[\hat{\rho} a_{1}^{j+1} \phi+\hat{\rho}\left(a_{3}^{j} \phi^{\prime}+a_{2}^{j} \phi^{\prime \prime}\right)\right] \\
\Delta z(\varepsilon)=\sum_{j=0}^{\infty} \varepsilon^{j} \hat{\rho}^{j}\left[a_{3}^{j} \partial_{\theta} z(\varepsilon)+a_{2}^{j} \partial_{\theta \theta} z(\varepsilon)\right] \tag{47}
\end{gather*}
$$

Assuming the expansion

$$
\begin{equation*}
z(\varepsilon) \sim z^{0}+\varepsilon z^{1}+\varepsilon^{2} z^{2}+\cdots \tag{48}
\end{equation*}
$$

and using the formal identity

$$
\begin{equation*}
\sum_{j=0}^{\infty} \sum_{i=0}^{\infty} \varepsilon^{i+j} c_{j} d_{i}=\sum_{j=0}^{\infty} \sum_{k=0}^{j} \varepsilon^{j} c_{k} d_{j-k} \tag{49}
\end{equation*}
$$

we gather from $(47),(48),(49)$ the identity

$$
\begin{align*}
\Delta\left[-\varepsilon^{-1} \rho \phi+z(\varepsilon)\right]=\varepsilon^{-1} \kappa \phi+\sum_{j=0}^{\infty} \varepsilon^{j}\{ & -\hat{\rho}^{j}\left[\hat{\rho} a_{1}^{j+1} \phi+\hat{\rho}\left(a_{3}^{j} \phi^{\prime}+a_{2}^{j} \phi^{\prime \prime}\right)\right]  \tag{50}\\
& \left.+\sum_{k=0}^{j} \hat{\rho}^{k}\left(a_{3}^{k} \partial_{\theta} z^{j-k}+a_{2}^{k} \partial_{\theta \theta} z^{j-k}\right)\right\}
\end{align*}
$$

Assuming the expansion

$$
\begin{equation*}
w(\varepsilon) \sim w^{0}+\varepsilon w^{1}+\varepsilon^{2} w^{2}+\cdots \tag{51}
\end{equation*}
$$

and that $w^{0}(\theta, \rho)=w^{0,0}(\hat{\theta}, \hat{\rho}) \phi(\theta)$ and $z^{0}(\theta)=z^{0,0} \phi(\theta)$, where $z^{0,0}$ is a constant, we gather that (44), (45), (46), and (50) lead to (5).

It is clear that $w^{0}, z^{0}$ do not satisfy (44) exactly, but only the highest order (with power $\varepsilon^{-2}$ ) term. In fact, if $\phi$ is smooth, it follows from usual regularity estimates and a scaling argument that

$$
\left\|\Delta\left(\Upsilon w^{0}\right)-\varepsilon^{-1} \chi_{r}^{\varepsilon} \Delta\left(\rho \phi-z^{0}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{-1 / 2}
$$

Here, as in page 1455, we need the cutoff function $\Upsilon$, since $w^{0}$ is not well defined all over $\Omega^{\varepsilon}$.

The remainder shall be corrected by the equations defining $w^{1}, w^{2}$, etc. Note also that defining $w^{0}$ as a product between $w^{0,0}$ and $\phi$ allows us to impose periodic boundary conditions in the PDE defining $w^{0,0}$. This trick reduces the original boundary corrector problem (44), (45) to a much easier to solve sequence of cell problems.

Continuing the procedure with the aid of (46), we set

$$
w^{1}(\theta, \rho)=w^{1,0}(\hat{\theta}, \hat{\rho}) \kappa(\theta) \phi(\theta)+w^{1,1}(\hat{\theta}, \hat{\rho}) \phi^{\prime}(\theta)
$$

and $z^{1}(\theta)=z^{1,0} \kappa(\theta) \phi(\theta)+z^{1,1} \phi^{\prime}(\theta)$, where $w^{1,0}$ and $w^{1,1} \in S\left(\Omega_{r}\right)$, and $z^{1,0}$ and $z^{1,1}$ are constants such that (19), (20) holds.

Now, $w^{0}+\varepsilon w^{1}$ is a better approximate solution to (44) since,

$$
\left\|\Delta\left[\Upsilon\left(w^{0}+\varepsilon w^{1}\right)\right]-\varepsilon^{-1} \chi_{r}^{\varepsilon} \Delta\left(\rho \phi-z^{0}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{1 / 2}
$$

It is easy to see that the right-hand sides of the equations become more involved as we proceed. The crucial point is to note that in the above cases, the equations do not involve the nonperiodic terms $\phi, \kappa$ or their derivatives.

Proceeding in a similar manner, we define $w^{2}, w^{3}$, etc., and

$$
\begin{equation*}
\left\|\Delta\left[\Upsilon\left(w^{0}+\varepsilon w^{1}+\cdots+\varepsilon^{k} w^{k}\right)\right]-\varepsilon^{-1} \chi_{r}^{\varepsilon} \Delta\left(\rho \phi-z^{0}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{k-1 / 2} \tag{52}
\end{equation*}
$$

Finally, it follows from our computations that

$$
\begin{align*}
w & \sim w^{0,0} \phi+\varepsilon\left(w^{1,0} \kappa \phi+w^{1,1} \phi^{\prime}\right)+\varepsilon^{2} \cdots  \tag{53}\\
z & \sim z^{0,0} \phi+\varepsilon\left(z^{1,0} \kappa \phi+z^{1,1} \phi^{\prime}\right)+\varepsilon^{2} \cdots \tag{54}
\end{align*}
$$

In terms of the expansions for the boundary corrector for our original problem, see (32)-(35), we define

$$
\begin{gather*}
W^{1,0}(\mathbf{x})=\Upsilon(\rho) w^{0,0}(\hat{\theta}, \hat{\rho}) \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right) \\
W^{1,1}(\mathbf{x})=\Upsilon(\rho)\left[w^{1,0}(\hat{\theta}, \hat{\rho}) \kappa(\theta) \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right)+w^{1,1}(\hat{\theta}, \hat{\rho}) \partial_{\theta} \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right)\right]  \tag{55}\\
Z^{1,0}(\theta)=z^{0,0} \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right) \\
Z^{1,1}(\theta)=z^{1,0} \kappa(\theta) \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right)+z^{1,1} \partial_{\theta} \partial_{\boldsymbol{n}} u^{0}\left(\theta, d_{0} \varepsilon\right)
\end{gather*}
$$

etc. Similarly, from (38)-(41), we define

$$
\begin{gathered}
W^{2,0}(\mathbf{x})=\Upsilon(\rho) w^{0,0}(\hat{\rho}, \hat{\theta}) \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right) \\
W^{2,1}(\mathbf{x})=\Upsilon(\rho)\left[w^{1,0}(\hat{\theta}, \hat{\rho}) \kappa(\theta) \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right)+w^{1,1}(\hat{\theta}, \hat{\rho}) \partial_{\theta} \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right)\right] \\
Z^{2,0}(\theta)=z^{0,0} \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right) \\
Z^{2,1}(\theta)=z^{1,0} \kappa(\theta) \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right)+z^{1,1} \partial_{\theta} \partial_{\boldsymbol{n}} u^{1}\left(\theta, d_{0} \varepsilon\right)
\end{gathered}
$$

and so on.
6. Convergence estimate. In this section we estimate the difference between a truncated asymptotic expansion and the exact solution. To bound such difference, some a priori estimates are necessary, thus the regularity of the terms in the expansion is worthy of consideration. The results below are based on standard regularity estimates [15].

The boundary layer terms $w^{i, j}$ solve Poisson problems of the form (4), and we assume first that $\Omega_{r}$ is a convex polygon. Then $w^{0,0} \in H^{2}\left(\Omega_{r}\right)$. For $i>1$, it follows from (46) that the right-hand side of the Poisson problem for $w^{i, j}$ depends on a linear combination of $w^{k, l}, \partial_{\hat{\rho}} w^{k, l}, \partial_{\hat{\theta}} w^{k, l}, \partial_{\hat{\theta} \hat{\theta}} w^{k, l}$, where $k<i$. Thus, $w^{i, j} \in H^{2}\left(\Omega_{r}\right)$. Similarly, if $\Omega_{r}$ is a nonconvex polygon with largest angle equal to $\omega$, then $w^{i, j} \in$ $H^{s}\left(\Omega_{r}\right)$ for all $s<1+\pi / \omega$. Note that the regularity results above depend only on the geometry of $\Omega_{r}$ and not on $f$. On the other hand, the regularity of $W^{i, j}$ depends on $f$, since it also depends on the $u^{i}$; see, e.g., (55).

Concerning the regularity of $u^{i}$, we rely on smoothness of $\Omega_{s}$ to conclude from (3) that $\left\|u_{0}\right\|_{H^{m+2}\left(\Omega_{s}\right)} \leq c\|f\|_{H^{m}\left(\Omega_{s}\right)}$ for all real $m$, where $c$ depends only on $\Omega_{s}$. Since
$u^{i}$ is harmonic for $i$ positive, its regularity is determined by its Dirichlet boundary condition on $\Gamma$. Using (46), (50), we gather that the boundary condition for $u^{i}$ depends, among other more regular terms, on $\partial_{\theta}^{j} \partial_{n} u^{i-j-1}$, for $j=0, \ldots, i-1$. Thus, an induction argument leads to the existence of a constant $c$ depending only on $\Omega_{s}$ and $m$ such that $\left\|u^{i}\right\|_{H^{m+2-i}\left(\Omega_{s}\right)} \leq c\|f\|_{H^{m}\left(\Omega_{s}\right)}$, for all real $m$.

Standard scaling arguments lead to the result below.
Lemma 3. Assume that $f$ is a smooth function with support in $\Omega_{s}$. Then, for every integers $i, j$, there exists a constant $c$ such that

$$
\begin{gathered}
\left\|W^{i, j}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{1 / 2}, \quad\left\|W^{i, j}\right\|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{-1 / 2} \\
\left\|Z^{i, j}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)}+\left\|\zeta^{i}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \leq c \varepsilon^{1 / 2}, \quad\left\|u^{i}\right\|_{H^{1}\left(\Omega_{s}\right)} \leq c
\end{gathered}
$$

The constant c might depend on $f, \Omega_{s}$, and $\Omega_{r}$, but it is independent of $\varepsilon$.
Considering now the truncated expansion as in (43), we define the error

$$
e_{k}= \begin{cases}u^{\varepsilon}-\zeta_{k, \varepsilon}-W_{k, \varepsilon}^{B L}-Z_{k, \varepsilon} & \text { in } \Omega_{r}^{\varepsilon}  \tag{56}\\ u^{\varepsilon}-u_{k-1, \varepsilon}^{s m o o t h}-W_{k, \varepsilon}^{B L} & \text { in } \Omega_{s}\end{cases}
$$

Aiming to use Lemma 2, we first note that $e_{k}$ vanishes on $\partial \Omega^{\varepsilon}$. Also, the jumps across $\Gamma$ are such that

$$
\begin{equation*}
\llbracket e_{k} \rrbracket=0, \quad \llbracket \partial_{\boldsymbol{n}} e_{k} \rrbracket=\varepsilon^{k}\left|\partial_{\boldsymbol{n}} u^{k}\right| \tag{57}
\end{equation*}
$$

Estimating $\Delta e_{k}$ is nontrivial since $e_{k}$ is not harmonic in general. Indeed,

$$
-\Delta e_{k}= \begin{cases}\Delta\left[\zeta_{k, \varepsilon}+W_{k, \varepsilon}^{B L}+Z_{k, \varepsilon}\right] & \text { in } \Omega_{r}^{\varepsilon} \\ \Delta W_{k, \varepsilon}^{B L} & \text { in } \Omega_{s}\end{cases}
$$

It follows from the construction of $W_{k, \varepsilon}^{B L}$ in section 5, (52), and Lemma 3, that

$$
\begin{equation*}
\left\|\Delta e_{k}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq c \varepsilon^{k-1 / 2} \tag{58}
\end{equation*}
$$

With the above estimates it is not hard to prove the following result, which shows the rate of convergence in $\varepsilon$ of the asymptotic expansion.

Theorem 4. For any positive integer $k$ there exists a constant $c$ such that the difference between the truncated asymptotic expansion and the original solution measured in the original domain is bounded as follows:

$$
\begin{equation*}
\left\|e_{k}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|e_{k}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \leq c \varepsilon^{k+1 / 2} \tag{59}
\end{equation*}
$$

Proof. From Lemmas 2 and 3 and estimates (57), (58), we have that

$$
\begin{equation*}
\left\|e_{k}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|e_{k}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \leq c \varepsilon^{k-1 / 2} \tag{60}
\end{equation*}
$$

Although the above estimate is not sharp, it is not hard to improve it. In fact,

$$
\begin{aligned}
\left\|e_{k}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|e_{k}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \leq & \left\|e_{k+1}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|e_{k+1}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \\
& +\left\|e_{k+1}-e_{k}\right\|_{H^{1}\left(\Omega_{s}\right)}+\left\|e_{k+1}-e_{k}\right\|_{H^{1}\left(\Omega_{r}^{\varepsilon}\right)} \leq c \varepsilon^{k+1 / 2}
\end{aligned}
$$

where we used (60) and Lemma 3 to obtain the last inequality.


Fig. 3. Mesh of rough domain.
7. Numerical validation: Rough cylinder. We consider $\Omega_{s} \subset \mathbb{R}^{2}$ as the twodimensional region having as outer boundary a square of size 4 and as inner boundary a circle of radius 1.15 . Formally we have

$$
\Omega_{s}=\left\{\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:|\mathbf{x}|>1.15,\left|x_{i}\right|<2, i=1,2\right\}
$$

We define the rough domain as having the same square as outer boundary and a "perturbed" circle as the inner boundary. We lay upon a circle of unitary radius 20 periodic wrinkles of height 0.1 . Thus $d_{0} \varepsilon=0.15$. The test considered is a variation of (1), where $f=0$, and $u=1$ at the outer boundary. We obtain an "exact" solution by fully discretizing the rough domain with a refined mesh shown in Figures 3 and 4. We remark that the polygonal appearance of the boundary in Figure 4 is deceiving and results from approximation a smooth domain using polygonal meshes. Equations (25) yield the first order solution, and (26) yield the second order solution. Figures 5 and 6 show the isolines and profiles of the solutions for the first and second order cell problems (5) and (19). Note that we plot only $w^{1,0}$, since $z^{1,1}=1.0 \times 10^{-5}$ and can be disregarded in the computations. The computed effective constants are $z^{0,0}=0.77$ and $z^{1,0}=0.27$. In Figure 7 we plot the level curves for the exact solution and the second order approximation. In Figures 8, 9, and 10 we compare the profiles of the exact solution with the first and second order approximations, at different heights above the wrinkles. It is possible to see that the second order approximation yields the best results, as predicted by the theory.


FIG. 4. Zoom of the wrinkles.


Fig. 5. Isovalues of corrector $\hat{\rho}-\left(w^{0,0}+z^{0,0}\right)$ (left) and $w^{1,0}+z^{1,0}$ (right) corresponding to the first and second order cell problems.
_ FIRST CORRECTOR (1)


Fig. 6. Profiles at $\hat{\theta}=0.78$ of $\hat{\rho}-\left(w^{0,0}+z^{0,0}\right)$ and $w^{1,0}+z^{1,0}$.

## DIRECT COMPUTATION



## SECOND ORDER



Fig. 7. Second order approximation solves accurately the original problem.


FIG. 8. Profile of solutions at $x_{1}=1.15$.


Fig. 9. Profile of solutions at $x_{1}=1.2$.


Fig. 10. Profile of solutions at $x_{1}=1.25$.
8. Conclusions. We investigated in this paper the problem of developing and estimating wall laws for problems defined in domains with rough and curved boundaries. For the sake of simplicity, the Poisson problem was considered. We developed a general methodology consisting of a two-scale expansion technique based on a domain decomposition result and obtained high order effective boundary conditions. Numerical tests accompanied the several sharp error estimates presented for first and second order approximations. In particular, this work proves that to obtain accurate
numerical results, the curvature must be considered.
Our approach can be carried over to more sophisticated operators and to higher dimensions, yielding then a general procedure to develop and estimate effective boundary conditions.
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#### Abstract

This paper contains a qualitative study of a scalar conservation law with viscosity: $u_{t}+f(u)_{x}=u_{x x}$. We consider the problem of identifying the location of viscous shocks, thus obtaining an optimal finite dimensional description of solutions to the viscous conservation law. We introduce a nonlinear functional whose minimizers yield the viscous traveling profiles which optimally fit the given solution. We prove that outside an initial time interval and away from times of shock interactions, our functional remains very small, i.e., the solution can be accurately represented by a finite number of viscous traveling waves.
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1. Introduction. Consider a scalar conservation law with viscosity

$$
\begin{equation*}
u_{t}+f(u)_{x}=u_{x x} . \tag{1.1}
\end{equation*}
$$

We assume that the flux $f$ is smooth and genuinely nonlinear, so that $f^{\prime \prime}(u) \geq \kappa>0$ for every $u$. Our main interest here is how to identify the emergence of viscous shocks in a solution, and how to optimally trace their locations and strengths.

More generally, one may ask the following question. Assume that a particular solution $u=u(t, x)$ has already been computed. If we are allowed only a finite number of parameters to describe its most relevant features, what is the best way to compress the information? In the literature, the problem of finite dimensional approximation of a dynamical system has been studied mainly by looking at $\omega$-limit sets $[T]$. Several results, valid for evolution equations of parabolic type, provide estimates on the dimension of an attractor. Of course, this yields a bound on the number of parameters needed to describe the evolution of the system asymptotically as $t \rightarrow+\infty$.

In the present paper, the focus is different. Namely, we seek a finite dimensional description which is accurate not only in the asymptotic limit as $t \rightarrow+\infty$ but also in the transient regime. For solutions to a scalar, viscous conservation law, this transient behavior is actually the most interesting feature that can be observed. On the other hand, at least in the case of convex flux, the $\omega$-limit set is rather trivial. The asymptotic limit of any solution $t \mapsto u(t, \cdot)$ can be described in terms of the solution of a Riemann problem, i.e., either a single rarefaction or a viscous shock wave. For general theory on hyperbolic conservation laws, we refer to the books $[\mathrm{Sm}, \mathrm{B}, \mathrm{S}]$.

The problem of optimal location of viscous shock profiles was mentioned also in [W]. In this connection, we introduce a scalar functional whose minimizers identify the strengths and locations of viscous shock profiles present in the solution. We also

[^89]prove that outside a set of times with finite measure, at all other times our functional has very small values. In other words, the description of the solution profile $u(t, \cdot)$ in terms of finitely many viscous shocks is accurate, for most times $t$. The exceptional set consists of an initial time interval and times at which shock interactions occur; see Figure 1.


Fig. 1. The exceptional set of times where the finite dimensional representation is not accurate.
2. The main result. We consider here the single conservation law with viscosity

$$
\begin{equation*}
u_{t}+f(u)_{x}=u_{x x} \tag{2.1}
\end{equation*}
$$

We fix $M>0$ and let $\mathcal{F}_{M}$ denote the set of all solutions to the Cauchy problem for (2.1) with initial data

$$
\begin{equation*}
u(0, x)=\bar{u}(x) \tag{2.2}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\text { Tot.Var. }\{\bar{u}\} \leq M, \quad\|\bar{u}\|_{\mathbf{L}^{\infty}} \leq M \tag{2.3}
\end{equation*}
$$

We shall assume that the flux $f$ is $\mathcal{C}^{2}$ and strictly convex, so that $f^{\prime \prime}(u)>0$ for all $u \in \mathbb{R}$. In particular, this implies that there exist constants $\kappa, \kappa^{\prime}$,

$$
\begin{equation*}
0<\kappa \leq f^{\prime \prime}(u) \leq \kappa^{\prime} \quad \text { for all } u \in[-M, M] \tag{2.4}
\end{equation*}
$$

In essence, what we want to show is the following. Apart from a small set of times $J \subset[0, \infty[$, the profile $u(t, \cdot)$ of any solution of (2.1) can be accurately described in terms of the superposition of finitely many traveling viscous shocks. Indeed, the assumption (2.4) of genuine nonlinearity implies that all rarefaction waves will decay within an initial time interval. Moreover, in regions where the gradient $u_{x}$ is large and negative, viscous shock profiles will form. These can travel for a long time without much changing their shape, except when they interact with each other. The set $J$ of exceptional times where our description is not accurate will thus include an initial time interval and also the intervals where wave interactions occur. Much of the following analysis aims at making rigorous the above claims.

For every $u^{-}>u^{+}$and $y \in \mathbb{R}$, let $\omega^{\left(u^{ \pm}, y\right)}$ be the unique viscous shock profile joining the states $u^{-}, u^{+}$, centered at $y$. This profile can be found as the unique solution to the ODE

$$
\begin{equation*}
\omega^{\prime}=f(\omega)-\sigma \omega-\left[f\left(u^{-}\right)-\sigma u^{-}\right], \quad \sigma=\frac{f\left(u^{-}\right)-f\left(u^{+}\right)}{u^{-}-u^{+}} \tag{2.5}
\end{equation*}
$$

satisfying the additional conditions

$$
\begin{equation*}
\omega^{\prime \prime}(y)=0, \quad \omega(-\infty)=u^{-}, \quad \omega(+\infty)=u^{+} \tag{2.6}
\end{equation*}
$$

Notice that the last two identities in (2.6) follow from (2.5) and the convexity of $f$. Given any solution $u \in \mathcal{F}_{M}$ of the conservation law, for each $t>0$ we introduce a description based on optimal location of shock profiles. Fix an integer $N \geq 1$ and let $\omega_{i}=\omega^{\left(u_{i}^{ \pm}, y_{i}\right)}$ be the $i$ th viscous shock profile we try to fit in. We consider the functional

$$
\begin{align*}
\mathcal{J}\left(u(t), \omega_{1}, \ldots, \omega_{N}\right) \doteq \sum_{i=1}^{N} & \int_{\mathbb{R}}\left|u(t, x)-\omega_{i}(x)\right| \cdot\left|\omega_{i, x}(x)\right|^{2} d x \\
& +\int_{\mathbb{R}}\left|u_{x}(t, x)-\sum_{i=1}^{N} \omega_{i, x}(x)\right|^{2} d x \tag{2.7}
\end{align*}
$$

Notice that the first integral measures the distance between $u$ and the traveling viscous shock $\omega_{i}$, multiplied by a weight function $\left|\omega_{i, x}\right|^{2}$ which is vanishingly small away from the center of the $i$ th shock. The second integral measures how well the derivative $u_{x}$ is approximated by derivatives of traveling shock profiles. See Figure 2 for an illustration of fitting two viscous shocks in a solution.


Fig. 2. Fitting two viscous shocks $\omega_{j}, \omega_{k}$ in a solution.
If we fix a priori the complexity of our description, i.e., the integer $N$, how small can we render the integral $\mathcal{J}$ ? This problem can be formulated as

$$
\begin{equation*}
\inf _{\omega_{1}, \ldots, \omega_{N}} \mathcal{J}\left(u(t), \omega_{1}, \ldots, \omega_{N}\right) \tag{2.8}
\end{equation*}
$$

where the infimum is taken over all $N$-tuples of traveling shock profiles $\omega_{i}=\omega^{\left(u_{i}^{ \pm}, y_{i}\right)}$, for some states $u_{i}^{-}>u_{i}^{+}$and $y_{i} \in \mathbb{R}$. Notice that if we choose $\omega_{i} \equiv 0$ for $i=1, \ldots, N$ (i.e., all traveling waves of zero amplitude), then the first integral in (2.7) vanishes because trivially $\omega_{i, x} \equiv 0$. However, in this case the second integral equals $\left\|u_{x}(t, \cdot)\right\|_{\mathbf{L}^{2}}^{2}$, which is of order Tot.Var. $(u)^{3}$ due to regularization and can be large.

To estimate the quantity in (2.8), an intuitive argument goes as follows. Set $\delta=M / N$, where $M$ is given in (2.3). Since the total variation of $u(t)$ is bounded by $M$, there can be at most $N$ shock profiles of strength $\geq \delta$. Each one of these can be traced accurately. In addition, there may be an arbitrarily large number of smaller shocks, say, of strengths $\sigma_{j}, j \geq 1$, with

$$
\begin{equation*}
\sigma_{j} \leq \delta, \quad \quad \sum_{j} \sigma_{j} \leq M \tag{2.9}
\end{equation*}
$$

Each shock which is not traced produces an error in the second integral of (2.7) of the order

$$
\begin{equation*}
\int\left|\omega_{j, x}(x)\right|^{2} d x=\mathcal{O}(1) \cdot \sigma_{j}^{3} \tag{2.10}
\end{equation*}
$$

Because of (2.9) we thus expect that the minimum of $\mathcal{J}$ is approximately

$$
\begin{equation*}
\mathcal{J}_{\min } \approx \mathcal{O}(1) \cdot M \delta^{2}=\mathcal{O}(1) \cdot \frac{M^{3}}{N^{2}} \tag{2.11}
\end{equation*}
$$

The estimate (2.11) should indeed hold outside an initial time interval, where positive waves will decay, and away from interaction times. Our main results are as follows.

Theorem 2.1. Assume $f^{\prime \prime}(u) \geq \kappa>0$ for every $u \in \mathbb{R}$. Let $u \in \mathcal{F}_{M}$ be a solution of the viscous conservation law (2.1), and fix $N \geq 1$. Then, for every $t>0$, the minimization problem (2.8) has at least one solution.

Theorem 2.2. There exist constants $\alpha$ (uniformly valid for all $N \geq 1$ and $u \in \mathcal{F}_{M}$ ) and $\beta=\beta_{N, M}$ (depending only on $N$ and $M$ ) such that

$$
\begin{equation*}
\mathcal{J}_{\min }(u(t)) \leq \alpha \cdot \frac{1}{N^{2}} \tag{2.12}
\end{equation*}
$$

for all $t \in\left[0, \infty\left[\backslash I^{u}\right.\right.$ for an exceptional set $I^{u}$ of times, with meas $\left(I^{u}\right) \leq \beta$.
The remainder of the paper contains a proof of the above two theorems. We remark that Theorem 2.1 states the existence of a minimizer for the scalar function $\mathcal{J}: \mathbb{R}^{3 N} \mapsto \mathbb{R}$. Since $\mathcal{J}$ is continuous and positive, the result would be trivial if $\mathcal{J}(y) \rightarrow \infty$ as $|y| \rightarrow \infty$. However, it is easily seen that this coercivity condition fails. The heart of the proof consists in showing that, if $\left\{X^{(m)}\right\}_{m \geq 1}$ is a minimizing sequence with $\left|X^{(m)}\right| \rightarrow \infty$, then a second minimizing sequence $\tilde{X}^{(m)}$ can be defined (in terms of $X^{(m)}$ ) whose elements remain uniformly bounded.

The proof of Theorem 2.2 involves a deeper argument. With a solution of the viscous equation (2.1) we associate a curve $\gamma$ moving in the plane. By results in [BB, BB1, BB2], the total area swept by this curve in its motion is a priori bounded in terms of a monotone decreasing area functional $Q(u)$. We then show that at every time $t$ where the rate of decrease $\frac{d}{d t} Q(u(t))$ is sufficiently small, the inequality (2.12) holds.

We remark that in (2.8), the integer $N$ is fixed. Of course, one could let $N$ vary and look at the minimization problem

$$
\begin{equation*}
\min _{N \geq 0} \inf _{\omega_{1}, \ldots, \omega_{N}}\left\{\epsilon N+\mathcal{J}\left(u(t), \omega_{1}, \ldots, \omega_{N}\right)\right\} . \tag{2.13}
\end{equation*}
$$

Here the first term penalizes the complexity of the description, adding a cost for each new viscous profile. The small constant $\epsilon>0$ acts as a threshold parameter. Small viscous shock waves, whose strength $\left\|\omega_{x}\right\|_{\mathbf{L}^{2}}^{2}$ is of order $<\epsilon$, will not be traced. From Theorem 2.1 it immediately follows that the problem (2.13) also admits a global minimizer. This can be interpreted as an optimal description of the solution profile $u(t, \cdot)$ as superposition of traveling viscous shocks.

## 3. Proof of Theorem 2.1.

Step 1 . At any fixed time $t>0$, the solution $u(t, \cdot)$ of the viscous conservation law (2.1) is a $C^{1}$ function with bounded total variation. We shall prove, more generally, that the functional $\mathcal{J}\left(u ; \omega_{1}, \ldots, \omega_{N}\right)$ admits a global minimum for every $\mathcal{C}^{1}$ function $u: \mathbb{R} \mapsto \mathbb{R}$ with bounded variation.

Step 2. Recall that $\omega_{k} \doteq \omega^{\left(u_{k}^{+}, y_{k}\right)}$. Observing that the traveling wave profiles $\omega_{k}$ as well as their derivatives $\omega_{k, x}$ depend continuously on the scalar parameters $u_{k}^{-}, u_{k}^{+}, y_{k}(k=1, \ldots, N)$, we have to prove that the continuous scalar function $\mathcal{J}(u ; \cdot): \mathbb{R}^{3 N} \mapsto \mathbb{R}$ admits a global minimum.

Since $\mathcal{J} \geq 0$, this function has a nonnegative infimum $\mathcal{J}^{\text {min }}$. We can thus construct a minimizing sequence in $\mathbb{R}^{3 N}$, converging to $J^{\text {min }}$, say,

$$
\begin{equation*}
\left\{X^{(m)} \doteq\left(y_{1}^{(m)}, u_{1}^{(m)+}, u_{1}^{(m)-}, \ldots, y_{N}^{(m)}, u_{N}^{(m)+}, u_{N}^{(m)-}\right) ; m \geq 1\right\} . \tag{3.1}
\end{equation*}
$$

By possibly taking a subsequence, we can assume that each component of the vector $X^{(m)} \in \mathbb{R}^{3 N}$ either converges to a finite limit or else diverges to $\pm \infty$.

Step 3. If

$$
\sup _{m \geq 1}\left\{\left|y_{k}^{(m)}\right|+\left|u_{k}^{(m)+}\right|+\left|u_{k}^{(m)-}\right|\right\}<\infty
$$

for each $k=1, \ldots, N$, then the entire minimizing sequence $\left\{X^{(m)}\right\}_{m \geq 1}$ is bounded in $\mathbb{R}^{3 N}$. By our previous assumption, it converges to some limit

$$
\bar{X}=\left(\bar{y}_{1}, \bar{u}_{1}^{+}, \bar{u}_{1}^{-}, \ldots, \bar{y}_{N}, \bar{u}_{N}^{+}, \bar{u}_{N}^{-}\right) .
$$

By continuity, we thus have $\mathcal{J}(u ; \bar{X})=\mathcal{J}^{\text {min }}$, proving the existence of a minimizer.
Step 4. In general, however, one cannot guarantee the minimizing sequence to be bounded, because the function $\mathcal{J}(u ; \cdot)$ is not coercive on $\mathbb{R}^{3 N}$. We shall thus adopt an alternative strategy. Assume that for some index $j$,

$$
\lim _{m \rightarrow \infty}\left\{\left|y_{j}^{(m)}\right|+\left|u_{j}^{(m)+}\right|+\left|u_{j}^{(m)-}\right|\right\}=\infty .
$$

Consider the new sequence

$$
\tilde{X}^{(m)} \doteq\left(\tilde{y}_{1}^{(m)}, \tilde{u}_{1}^{(m)+}, \tilde{u}_{1}^{(m)-}, \ldots, \tilde{y}_{N}^{(m)}, \tilde{u}_{N}^{(m)+}, \tilde{u}_{N}^{(m)-}\right),
$$

obtained by setting the parameters of the $j$ th traveling profile to zero. More precisely, for every $m \geq 1$ we set

$$
\begin{aligned}
& \left(\tilde{y}_{i}^{(m)}, \tilde{u}_{i}^{(m)+}, \tilde{u}_{i}^{(m)-}\right)=\left(y_{i}^{(m)}, u_{i}^{(m)+}, u_{i}^{(m)-}\right) \quad \text { if } i \neq j, \\
& \left(\tilde{y}_{j}^{(m)}, \tilde{u}_{j}^{(m)+}, \tilde{u}_{j}^{(m)-}\right)=(0,0,0) .
\end{aligned}
$$

We claim that

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \mathcal{J}\left(u ; \tilde{X}^{(m)}\right) \leq \lim _{m \rightarrow \infty} \mathcal{J}\left(u ; X^{(m)}\right) . \tag{3.2}
\end{equation*}
$$

If the original sequence had $k$ unbounded components, say, for $j \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subset$ $\{1,2, \ldots, N\}$, the above construction yields a new minimizing sequence having $k-1$ unbounded components. By induction, in a finite number of steps we obtain a minimizing sequence where all components are bounded. Hence, by Step 3, a global minimizer exists.

Step 5 . It now remains to show that (3.2) holds. Equivalently, for every $\varepsilon>0$ we will prove that

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \mathcal{J}\left(u ; \tilde{X}^{(m)}\right) \leq \lim _{m \rightarrow \infty} \mathcal{J}\left(u ; X^{(m)}\right)+\varepsilon . \tag{3.3}
\end{equation*}
$$

We shall consider different cases.

Case 1. Assume that, as $m \rightarrow \infty$,

$$
\begin{equation*}
\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{2}} \rightarrow 0 \tag{3.4}
\end{equation*}
$$

By the assumption $f^{\prime \prime}(u) \geq \kappa>0$, the strict convexity of the flux function implies

$$
\begin{equation*}
\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{\infty}} \rightarrow 0 \tag{3.5}
\end{equation*}
$$

In this case, observing that $\omega_{i, x}^{(m)} \leq 0$ because all viscous shock profiles are decreasing, we have the estimate

$$
\begin{aligned}
\int_{-\infty}^{\infty} & \left|u_{x}-\sum_{i=1}^{N} \omega_{i, x}^{(m)}\right|^{2} d x \\
& \geq \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x-2 \int_{-\infty}^{\infty}\left|u_{x}\right| \cdot\left|\omega_{j, x}^{(m)}\right| d x \\
& \geq \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x-2 \cdot\left\|u_{x}\right\|_{\mathbf{L}^{1}} \cdot\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{\infty}}
\end{aligned}
$$

Here we used the elementary inequality $(a-b-c)^{2} \geq(a-b)^{2}-2|a c|$, valid whenever $b$ and $c$ have the same sign. Therefore,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i=1}^{N} \omega_{i, x}^{(m)}\right|^{2} d x \geq \limsup _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x \tag{3.6}
\end{equation*}
$$

provided that (3.4) holds. Clearly, (3.6) implies (3.2). Notice that the condition (3.4) is certainly satisfied if $u^{(m)+}$ and $u^{(m)-}$ remain uniformly bounded and $\mid u^{(m)+}-$ $u^{(m)-} \mid \rightarrow 0$.

Case 2. Assume that

$$
\begin{equation*}
\liminf _{m \rightarrow \infty}\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{2}} \doteq \delta_{2}>0 \tag{3.7}
\end{equation*}
$$

This breaks down into three different subcases.
Case 2a. We have the limits $\left|y_{j}^{(m)}\right| \rightarrow \infty$ while $u_{j}^{(m)+} \rightarrow u_{j}^{+}, u_{j}^{(m)-} \rightarrow u_{j}^{-}$. To fix the ideas, assume $y_{j}^{(m)} \rightarrow+\infty$. Observe that in this case $\delta_{2}=\left\|\omega_{j, x}\right\|_{\mathbf{L}^{2}}$, where $\omega_{j}$ is a viscous shock profile connecting $u_{j}^{-}$with $u_{j}^{+}$. Given $\varepsilon>0$, choose $L$ so large that

$$
\left(\int_{L}^{\infty}\left|u_{x}\right|^{2} d x\right)^{1 / 2}<\frac{\varepsilon}{2 \delta_{2}}
$$

We then have the estimate

$$
\begin{aligned}
& \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i=1}^{N} \omega_{i, x}^{(m)}\right|^{2} d x \\
& \geq \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x-2 \int_{-\infty}^{L}\left|u_{x}\right| \cdot\left|\omega_{j, x}^{(m)}\right| d x-2 \int_{L}^{\infty}\left|u_{x}\right| \cdot\left|\omega_{j, x}^{(m)}\right| d x \\
& \geq \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x-2\left(\int_{-\infty}^{L}\left|u_{x}\right| d x\right) \cdot \sup _{x<L}\left|\omega_{j, x}^{(m)}(x)\right| \\
& \quad-2\left(\int_{L}^{\infty}\left|u_{x}\right|^{2} d x\right)^{1 / 2} \cdot\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{2}}
\end{aligned}
$$

Observing that

$$
\lim _{m \rightarrow \infty} \sup _{x<L}\left|\omega_{j, x}^{(m)}(x)\right|=0, \quad \quad \lim _{m \rightarrow \infty}\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{2}}=\delta_{2}
$$

from the above estimate we deduce

$$
\liminf _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i=1}^{N} \omega_{i, x}^{(m)}\right|^{2} d x \geq \liminf _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u_{x}-\sum_{i \neq j} \omega_{i, x}^{(m)}\right|^{2} d x-2 \frac{\varepsilon}{2 \delta_{2}} \delta_{2}
$$

This clearly implies (3.3).
Case 2b. Assume that both sequences $u_{j}^{(m)+}$ and $u_{j}^{(m)-}$ diverge to $+\infty$. The case where they both tend to $-\infty$ is entirely similar. We then have

$$
\begin{aligned}
& \liminf _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u-\omega_{j}^{(m)}\right| \cdot\left|\omega_{j, x}^{(m)}\right|^{2} d x \\
& \quad \geq \lim _{m \rightarrow \infty}\left(\inf _{x \in \mathbb{R}}\left|u(x)-\omega_{j}^{(m)}(x)\right|\right) \cdot\left\|\omega_{j, x}^{(m)}\right\|_{\mathbf{L}^{2}}^{2}=\infty .
\end{aligned}
$$

Hence the original sequence was not minimizing. This contradiction shows that this case cannot happen.

Case 2c. Assume that the strength of the $j$ th traveling wave becomes arbitrarily large as $m \rightarrow \infty$, so that $u_{j}^{(m)-}-u_{j}^{(m)+} \rightarrow \infty$. In this case, it is easy to check that $\mathcal{J}\left(u ; X^{(m)}\right) \rightarrow \infty$. Indeed, let $K \doteq\|u\|_{\mathbf{L}^{\infty}}$. We then have

$$
\liminf _{m \rightarrow \infty} \int_{-\infty}^{\infty}\left|u-\omega_{j}^{(m)}\right| \cdot\left|\omega_{j, x}^{(m)}\right|^{2} d x \geq \liminf _{m \rightarrow \infty} \int_{\left|\omega_{j}^{(m)}(x)\right|>K+1}\left|\omega_{j, x}^{(m)}\right|^{2} d x
$$

Obviously, this integral diverges to infinity. Indeed, let's consider the case when

$$
\lim _{m \rightarrow \infty} u^{(m)-}=+\infty
$$

For the case when $\lim _{m \rightarrow \infty} u^{(m)+}=-\infty$ it is entirely similar. We have

$$
\begin{aligned}
& \liminf _{m \rightarrow \infty} \int_{\left|\omega_{j}^{(m)}(x)\right|>K+1}\left|\omega_{j, x}^{(m)}\right|^{2} d x \geq \liminf _{m \rightarrow \infty} \int_{\omega_{j}^{(m)}(x)>K+1}\left|\omega_{j, x}^{(m)}\right|^{2} d x \\
& \quad \geq \liminf _{m \rightarrow \infty} \min _{\omega_{j}^{(m)}(x)>K+1}\left|\omega_{j, x}^{(m)}\right| \cdot \int_{\omega_{j}^{(m)}(x)>K+1}\left|\omega_{j, x}^{(m)}\right| d x=\infty
\end{aligned}
$$

This proves that the original sequence was not minimizing. We again conclude that this case cannot happen. This completes the proof of Theorem 2.1.
4. Proof of Theorem 2.2. We shall rewrite the parabolic equation (2.1) using a different set of variables:

$$
\begin{equation*}
v=f(u)-u_{x}, \quad \tau=t, \quad \eta=u \tag{4.1}
\end{equation*}
$$

This change of variable was first introduced in $[\mathrm{BB}]$ and then used in later papers [BB1, BB2]. For each fixed time $t>0$, the solution of $(2.1)-(2.2)$ is smooth. The map

$$
\begin{equation*}
x \mapsto \gamma^{t}(x) \doteq(u(t, x), v(t, x)) \tag{4.2}
\end{equation*}
$$

parameterizes a curve $\gamma^{t}$ in the $u-v$ plane. To see how this curve evolves in time, from (2.3) one obtains

$$
\begin{equation*}
v_{t}+f^{\prime}(u) v_{x}=v_{x x} \tag{4.3}
\end{equation*}
$$

On regions where $u_{x} \neq 0$ we can now use $(\tau, \eta)$ as independent variables, instead of $(t, x)$. From (4.1) and (4.3) we obtain

$$
\begin{gathered}
u_{x}=f(u)-v, \quad v_{\eta}=\frac{v_{x}}{u_{x}}, \quad v_{\eta \eta}=\frac{v_{x x}}{u_{x}^{2}}-\frac{v_{x}}{u_{x}^{3}} u_{x x} \\
v_{\tau}=v_{t}-\frac{u_{t}}{u_{x}} v_{x}=\left(v_{x x}-f^{\prime}(u) v_{x}\right)-\frac{v_{x}}{u_{x}}\left(u_{x x}-f^{\prime}(u) u_{x}\right)=v_{x x}-\frac{u_{x x}}{u_{x}} v_{x}
\end{gathered}
$$

Therefore

$$
\begin{equation*}
v_{\tau}=\left(u_{x}\right)^{2} v_{\eta \eta}=(v-f(\eta))^{2} v_{\eta \eta} \tag{4.4}
\end{equation*}
$$

In particular, the curve $\gamma=\gamma(\tau, \eta)=(\eta, v(\tau, \eta))$ evolves in the direction of the curvature and its total length is monotone decreasing in time. Another functional which is monotonically decreasing in time is the area functional

$$
\begin{equation*}
Q(\gamma) \doteq \frac{1}{2} \iint_{\eta<\tilde{\eta}}\left|\gamma_{\eta}(\eta) \wedge \gamma_{\eta}(\tilde{\eta})\right| d \eta d \tilde{\eta} \tag{4.5}
\end{equation*}
$$

defined as the double integral of a wedge product. In terms of the original coordinates $u, x$, we have

$$
\begin{align*}
& Q(u)=\iint_{x<\tilde{x}} \mid u_{x}(\tilde{x}) \cdot\left[f^{\prime}(u(x)) \cdot u_{x}(x)-u_{x x}(x)\right] \\
& \quad-u_{x}(x) \cdot\left[f^{\prime}(u(\tilde{x})) \cdot u_{x}(\tilde{x})-u_{x x}(\tilde{x})\right] \mid d x d \tilde{x} \tag{4.6}
\end{align*}
$$

All these calculations, (4.1)-(4.6), can be found in [BB, BB1]. As proved in [BB1], the decrease of the functional $Q$ controls the area swept by the curve $\gamma$ in its motion.

By parabolic regularization estimates, at time $t=1$ we now have

$$
\begin{equation*}
Q(u(1)) \leq C_{1} \tag{4.7}
\end{equation*}
$$

for some constant $C_{1}$, uniformly valid for all solutions $u \in \mathcal{F}_{M}$. Therefore

$$
\begin{align*}
\int_{1}^{\infty} \int(v & -f(\eta))^{2}\left|v_{\eta \eta}\right| d \eta d \tau \leq \int_{1}^{\infty} \int\left|v_{\tau}(\tau, \eta)\right| d \eta d \tau \\
& \leq \int_{1}^{\infty}-\left\{\frac{d}{d t} Q(u(t))\right\} d t \leq Q(u(1)) \leq C_{1} \tag{4.8}
\end{align*}
$$

As a consequence, for any given $\varepsilon>0$, there exists a set of times $I^{u} \subset[1, \infty[$ with

$$
\begin{equation*}
\operatorname{meas}\left(I^{u}\right) \leq C_{1} / \varepsilon \tag{4.9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\int(v(t, \eta)-f(\eta))^{2} \cdot\left|v_{\eta \eta}(t, \eta)\right| d \eta \leq \varepsilon \quad \text { for all } t \geq 1, t \notin I^{u} \tag{4.10}
\end{equation*}
$$

In addition, the assumption (2.4) of genuine nonlinearity yields the well-known decay estimate $u_{x}(t, x) \leq(\kappa t)^{-1}$, hence

$$
\begin{equation*}
-\infty<u_{x}(t, x) \leq \varepsilon, \quad x \in \mathbb{R} \tag{4.11}
\end{equation*}
$$

for all $t \geq(\kappa \varepsilon)^{-1}$. To achieve a proof of Theorem 2.2, it now suffices to show that at every time $t$ where (4.10)-(4.11) hold with some $\varepsilon>0$ sufficiently small, the profile of $u(t, \cdot)$ can be suitably approximated by a finite superposition of viscous shock profiles, and (2.12) holds.

As before, set $\delta \doteq M / N$. We can single out finitely many disjoint intervals $I_{k}=\left[a_{k}, b_{k}\right], k=1, \ldots, \nu$, such that

$$
\begin{align*}
& \min _{x \in I_{k}} u_{x}(t, x) \leq-7 \delta^{2} \text { for all } \quad k, \\
& u_{x}(t, x) \leq u_{x}\left(t, a_{k}\right)=u_{x}\left(t, b_{k}\right)=-2 \delta^{3} \text { for all }  \tag{4.12}\\
& u_{x}(t, x)>-7 \delta^{2} \text { for all }  \tag{4.13}\\
& x \notin I_{1} \cup \cdots \cup I_{\nu}
\end{align*}
$$

The images of these intervals through the mapping $x \mapsto \gamma(x)$ are graphs of functions $v=v^{(k)}(\eta)$, say, with $\eta \in\left[b_{k}^{\prime}, a_{k}^{\prime}\right] \doteq\left[u\left(b_{k}\right), u\left(a_{k}\right)\right]$; see Figure 3. For each $k$ we now choose a point $x_{k} \in\left[a_{k}, b_{k}\right]$ such that

$$
\begin{equation*}
-m_{k} \doteq u_{x}\left(t, x_{k}\right)=\min _{a_{k} \leq x \leq b_{k}} u_{x}(t, x) \tag{4.14}
\end{equation*}
$$

and call $\gamma^{k}$ the segment in the $u-v$ plane with endpoints on the graph of the function $f$, tangent to the graph of the function $v^{(k)}$ at the point $c_{k} \doteq u\left(t, x_{k}\right)$, as in Figure 4. Let $u_{k}^{+}<u_{k}^{-}$be the points where $\gamma^{k}$ intersects the graph of $f$, and call $\omega_{k}$ the unique viscous traveling wave profile satisfying

$$
\begin{array}{ll}
\omega(-\infty)=u_{k}^{-}, & \omega(\infty)=u_{k}^{+} \\
\omega^{\prime}=f(\omega)-\sigma_{k} \omega-\left[f\left(u_{k}^{-}\right)-\sigma_{k} u_{k}^{-}\right], & \sigma_{k}=\frac{f\left(u_{k}^{-}\right)-f\left(u_{k}^{+}\right)}{u_{k}^{-}-u_{k}^{+}}=f^{\prime}\left(u\left(t, x_{k}\right)\right), \\
\omega\left(x_{k}\right)=u\left(t, x_{k}\right), & f^{\prime}\left(\omega\left(x_{k}\right)\right)=\sigma_{k} \tag{4.15}
\end{array}
$$

It is important to notice that, by the previous construction, the image of the one-to-one map

$$
x \mapsto\left(\omega_{k}(x), f\left(\omega_{k}(x)\right)-\omega_{k, x}(x)\right)
$$



Fig. 3. Example of a solution of the viscous conservation law and the corresponding curve in the $v-\eta$ plane.


Fig. 4. Fitting in a viscous shock $\omega_{k}$, illustrated in the $v-\eta$ plane.
is precisely the segment $\gamma^{k}$. Moreover, the tangency condition and the maximality condition (4.14) imply that, at $x=x_{k}$,

$$
u_{x}\left(t, x_{k}\right)=\omega_{k, x}\left(x_{k}\right), \quad u_{x x}\left(t, x_{k}\right)=\omega_{k, x x}\left(x_{k}\right)=0
$$

Geometrically, this means that both $u(t, \cdot)$ and $\omega_{k}(\cdot)$ have an inflection point at $x=$ $x_{k}$. We now recall that, by (4.10),

$$
\begin{equation*}
\sum_{k} \int_{b_{k}^{\prime}}^{a_{k}^{\prime}}\left(v^{(k)}(\eta)-f(\eta)\right)^{2} \cdot\left|v_{\eta \eta}^{(k)}(t, \eta)\right| d \eta \leq \varepsilon \tag{4.16}
\end{equation*}
$$

Restricted to the region where $u_{x} \leq-\delta^{3}$, the previous inequality implies the key estimate

$$
\begin{equation*}
\sum_{k=1}^{\nu} \int_{\left\{v^{(k)}(\eta)-f(\eta) \geq \delta^{3}\right\}}\left|v_{\eta \eta}^{(k)}(t, \eta)\right| d \eta \leq \frac{\varepsilon}{\delta^{6}} \tag{4.17}
\end{equation*}
$$

Since $\varepsilon>0$ can be chosen arbitrarily small, according to (4.17) every function $v^{(k)}$ is almost affine, hence its graph is very well approximated by the tangent line $\gamma^{k}$. Reverting to the original variables $t, x$, this in turn implies that $u(t, \cdot)$ is closely approximated by the corresponding traveling profile $\omega_{k}$ on the appropriate interval $x \in\left[a_{k}, b_{k}\right]$.

Lemma 4.1. Assume that the flux function satisfies

$$
\begin{equation*}
0<\kappa \leq f^{\prime \prime}(u) \leq \kappa^{\prime} \quad \text { for all } u \in \mathbb{R} \tag{4.18}
\end{equation*}
$$

Then for every $\varepsilon^{\prime}>0$ there exists $\varepsilon>0$ small enough so that (4.17) implies the following:

$$
\begin{equation*}
\left\|u-\omega_{k}\right\|_{\mathbf{L}^{\infty}\left(\left[a_{k}, b_{k}\right]\right)} \leq \varepsilon^{\prime}, \quad\left\|u-\omega_{k}\right\|_{H^{1}\left(\left[a_{k}, b_{k}\right]\right)}^{2} \leq \varepsilon^{\prime} \quad \text { for all } k \tag{4.19}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
u\left(t, a_{k}\right)-u\left(t, b_{k}\right) & \geq \sqrt{\frac{m_{k}}{\kappa^{\prime}}},  \tag{4.20}\\
\sup _{x \notin\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right| & \leq 3 \delta^{3},  \tag{4.21}\\
\int_{\mathbb{R} \backslash\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right| d x & \leq \frac{6 \delta^{2}}{\sqrt{\kappa}} . \tag{4.22}
\end{align*}
$$

Proof. By choosing $\varepsilon>0$ sufficiently small, we can assume that the $\mathcal{C}^{1}$ distance

$$
\left\|v^{(k)}-\gamma^{k}\right\|_{\mathcal{C}^{1}\left(\left[b_{k}^{\prime}, a_{k}^{\prime}\right]\right)}
$$

is as small as we like. By (4.12), when $x \in\left[a_{k}, b_{k}\right]$ we have $u_{x} \leq-2 \delta^{3}$. The map $x \mapsto u(x)$ is thus invertible on each interval $\left[a_{k}, b_{k}\right]$. The two norms in (4.19) can both be estimated in terms of the distance (4.23).

We now prove (4.20). Using (4.23) and recalling (4.12), by taking $\varepsilon>0$ sufficiently small we can assume that

$$
\begin{aligned}
\gamma^{k}\left(a_{k}^{\prime}\right)-f\left(a_{k}^{\prime}\right) & \leq v^{(k)}\left(a_{k}^{\prime}\right)-f\left(a_{k}^{\prime}\right)+\left\|v^{(k)}-\gamma^{k}\right\|_{\mathcal{C}^{0}} \leq 3 \delta^{3} \\
\gamma^{k}\left(b_{k}^{\prime}\right)-f\left(b_{k}^{\prime}\right) & \leq v^{(k)}\left(b_{k}^{\prime}\right)-f\left(b_{k}^{\prime}\right)+\left\|v^{(k)}-\gamma^{k}\right\|_{\mathcal{C}^{0}} \leq 3 \delta^{3}
\end{aligned}
$$

The inequality (4.20) now follows from a simple geometrical inequality (see Figure $5(\mathrm{a})$ ). If $f^{\prime \prime}<\kappa^{\prime}$ and $\gamma$ is a linear function such that

$$
\gamma\left(a^{\prime}\right)-f\left(a^{\prime}\right) \leq 3 \delta^{3}, \quad \gamma\left(b^{\prime}\right)-f\left(b^{\prime}\right) \leq 3 \delta^{3}, \quad \gamma(c)-f(c)=m_{k}
$$

for some points $b^{\prime}<c<a^{\prime}$, then

$$
a^{\prime}-b^{\prime} \geq \sqrt{\frac{2\left(m_{k}-3 \delta^{3}\right)}{\kappa^{\prime}}}
$$

Since we are assuming $\delta<1, m_{k} \geq 7 \delta^{2}>2\left(3 \delta^{3}\right)$, from the previous inequality we deduce

$$
a_{k}^{\prime}-b_{k}^{\prime} \geq \sqrt{\frac{m_{k}}{\kappa^{\prime}}}
$$

proving (4.20).
The inequality (4.21) follows from
$\sup _{x \notin\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right|=\max \left\{\left|\omega_{k, x}\left(a_{k}^{\prime}\right)\right|,\left|\omega_{k, x}\left(b_{k}^{\prime}\right)\right|\right\} \leq 2 \delta^{3}+\left\|v^{(k)}-\gamma^{k}\right\|_{\mathcal{C}^{1}\left(\left[b_{k}^{\prime}, a_{k}^{\prime}\right]\right)} \leq 3 \delta^{3}$.


Fig. 5. Some geometrical properties of convex functions.

To prove (4.22), call $\alpha_{k}, \beta_{k}$ the points where the line $\gamma^{k}$ intersects the graph of $f$, as in Figure 5(b). Then

$$
\int_{\mathbb{R} \backslash\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right| d x=\left(\alpha_{k}-a_{k}^{\prime}\right)+\left(b_{k}^{\prime}-\beta_{k}\right)
$$

Consider the function $g(u) \doteq \gamma^{k}(u)-f(u)$. Clearly, we have

$$
g\left(c_{k}\right)=\max _{u} g(u) \geq 7 \delta^{2}
$$

and $c_{k}$ is the midpoint of the interval $\left[\beta_{k}, \alpha_{k}\right]$. Assuming $f^{\prime \prime} \geq \kappa$, then

$$
a_{k}^{\prime}-c_{k} \geq \frac{1}{2} \sqrt{\frac{4\left(m_{k}-3 \delta^{3}\right)}{\kappa}}
$$

Recalling that

$$
g\left(a_{k}^{\prime}\right) \leq 3 \delta^{3}, \quad g\left(b_{k}^{\prime}\right) \leq 3 \delta^{3}, \quad g^{\prime \prime}=-f^{\prime \prime} \leq-\kappa
$$

we conclude that

$$
-g^{\prime}\left(a_{k}^{\prime}\right)=-\int_{c_{k}}^{a_{k}^{\prime}} g^{\prime \prime}(u) d u \geq \kappa\left(a_{k}^{\prime}-c_{k}\right) \geq \sqrt{\kappa\left(m_{k}-3 \delta^{3}\right)}
$$

Recalling that $m_{k} \geq 7 \delta^{2}$ and $\delta<1$, we obtain

$$
\alpha_{k}-a_{k}^{\prime} \leq \frac{3 \delta^{3}}{\sqrt{\kappa\left(m_{k}-3 \delta^{3}\right)}} \leq \frac{6 \delta^{3}}{\sqrt{8 \kappa \delta^{2}}} \leq \frac{3 \delta^{2}}{\sqrt{\kappa}}
$$

The estimate for $b_{k}^{\prime}-\beta_{k}$ is totally similar. Together, these yield (4.22). The proof of the lemma is completed.

As approximations to $u(t, \cdot)$ we now choose the $N$ traveling profiles $\omega_{k}$ in the above list, corresponding to the $N$ largest values of $m_{k}$, say, $m_{1} \geq m_{2} \geq \cdots \geq m_{N}$. Notice that (4.20) implies

$$
N \sqrt{\frac{m_{N}}{\kappa^{\prime}}} \leq M, \quad m_{N} \leq \kappa^{\prime}\left(\frac{M}{N}\right)^{2}
$$

Hence

$$
\begin{equation*}
\left|u_{x}(t, x)\right| \leq \kappa^{\prime}\left(\frac{M}{N}\right)^{2}, \quad x \notin \bigcup_{k=1}^{N}\left[a_{k}, b_{k}\right] \tag{4.24}
\end{equation*}
$$

Using the estimates (4.19)-(4.21) we now check that the functional $\mathcal{J}$ at (2.7) is small, as claimed by Theorem 2.2. The first half of the right-hand side in (2.7) can be estimated as

$$
\begin{aligned}
\sum_{k=1}^{N} & \int_{\mathbb{R}}\left|u(t, x)-\omega_{k}(x)\right| \cdot\left|\omega_{k, x}(x)\right|^{2} d x \\
\quad= & \sum_{k=1}^{N}\left(\int_{x \in\left[a_{k}, b_{k}\right]}+\int_{x \notin\left[a_{k}, b_{k}\right]}\right)\left|u(t, x)-\omega_{k}(x)\right| \cdot\left|\omega_{k, x}(x)\right|^{2} d x \\
\leq & \sum_{k}\left\|u-\omega_{k}\right\|_{\mathbf{L}^{\infty}\left(\left[a_{k}, b_{k}\right]\right)} \cdot\left\|\omega_{k, x}\right\|_{\mathbf{L}^{2}(\mathbb{R})}^{2} \\
& +\sum_{k}\left(\|u\|_{\mathbf{L}^{\infty}(\mathbb{R})}+\left\|\omega_{k}\right\|_{\mathbf{L}^{\infty}(\mathbb{R})}\right) \sup _{x \notin\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right| \cdot \int_{\mathbb{R} \backslash\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right| d x \\
\quad \leq & \mathcal{O}(1) \cdot N \varepsilon^{\prime}+N \cdot 2 M \cdot 3 \delta^{3} \frac{6 \delta^{2}}{\sqrt{\kappa}}=\mathcal{O}(1) \cdot \frac{1}{N^{4}}
\end{aligned}
$$

For the second half of the right-hand side of (2.7), we can use the inequality $(a+b)^{2} \leq$ $2\left(a^{2}+b^{2}\right)$, valid for all real numbers of $a, b$, and we get

$$
\begin{aligned}
& \int_{\mathbb{R}}\left|u_{x}(t, x)-\sum_{k=1}^{N} \omega_{k, x}(x)\right|^{2} d x \\
& =\sum_{k} \int_{a_{k}}^{b_{k}}\left|u_{x}(t, x)-\sum_{k=1}^{N} \omega_{k, x}(x)\right|^{2} d x+\int_{\mathbb{R} \backslash \cup_{k}\left[a_{k}, b_{k}\right]}\left|u_{x}(t, x)-\sum_{k=1}^{N} \omega_{k, x}(x)\right|^{2} d x \\
& \leq \sum_{k} \int_{a_{k}}^{b_{k}}\left(\left|u_{x}(t, x)-\omega_{k, x}(x)\right|+\sum_{j \neq k}\left|\omega_{j, x}(x)\right|\right)^{2} d x \\
& \quad+\int_{\mathbb{R} \backslash \cup_{k}\left[a_{k}, b_{k}\right]}\left(\left|u_{x}(t, x)\right|+\sum_{k}\left|\omega_{k, x}(x)\right|\right)^{2} d x \\
& \leq 2 \sum_{k}\left\{\int_{a_{k}}^{b_{k}}\left|u_{x}(t, x)-\omega_{k, x}(x)\right|^{2} d x+\int_{a_{k}}^{b_{k}}\left(\sum_{j \neq k}\left|\omega_{j, x}(x)\right|\right)^{2} d x\right\} \\
& \quad+2 \int_{\mathbb{R} \backslash \cup_{k}\left[a_{k}, b_{k}\right]}\left[\left|u_{x}(t, x)\right|^{2}+\left(\sum_{k}\left|\omega_{k, x}(x)\right|\right)^{2}\right] d x \\
& \leq I_{1}+I_{2}+I_{3}+I_{4},
\end{aligned}
$$

where

$$
I_{1}=2 \sum_{k}\left|u-\omega_{k}\right|_{H^{1}\left(\left[a_{k}, b_{k}\right]\right)}
$$

$$
\begin{aligned}
I_{2}=2 \sum_{j} & \left(\sum_{k \neq j} \int_{a_{k}}^{b_{k}}\left|\omega_{j, x}(x)\right|^{2} d x\right) \leq 2 \sum_{j} \int_{\mathbb{R} \backslash\left[a_{j}, b_{j}\right]}\left|\omega_{j, x}(x)\right|^{2} d x \\
& \leq 2 \sum_{j}\left\{\sup _{x \notin\left[a_{j}, b_{j}\right]}\left|\omega_{j, x}(x)\right| \cdot \int_{\mathbb{R} \backslash\left[a_{j}, b_{j}\right]}\left|\omega_{j, x}(x)\right| d x\right\} \\
I_{3}= & \left\{\sup _{x \notin \cup\left[a_{k}, b_{k}\right]}\left|u_{x}(t, x)\right|\right\} \cdot \int_{\mathbb{R}}\left|u_{x}(t, x)\right| d x \\
I_{4}= & 2 \sum_{k}\left\{\sup _{x \notin\left[a_{k}, b_{k}\right]}\left|\omega_{k, x}(x)\right|\right\} \cdot \int_{\mathbb{R} \backslash \cup_{k}\left[a_{k}, b_{k}\right]} \sum_{k}\left|\omega_{k, x}(x)\right| d x
\end{aligned}
$$

Using the estimates in Lemma 4.1 and (4.24), we get

$$
\begin{aligned}
& I_{1} \leq 2 N \varepsilon^{\prime} \\
& I_{2} \leq 2 N 3 \delta^{3} \frac{6 \delta^{2}}{\sqrt{\kappa}} \\
& I_{3} \leq 2 \kappa^{\prime} \frac{M^{2}}{N^{2}} M \\
& I_{4} \leq 2 \cdot N 3 \delta^{3} \cdot N \frac{6 \delta^{2}}{\sqrt{\kappa}}
\end{aligned}
$$

Note that $I_{1}$ measures how well the viscous shock profile matches the solution on the interval $\left[a_{k}, b_{k}\right]$, and this term is arbitrarily small. $I_{2}$ measures the $H_{1}$ norm of the viscous shock waves outside the interval $\left[a_{k}, b_{k}\right]$, and it is of $\mathcal{O}(1) / N^{4}$. And $I_{3}$ is the sum of all the shock waves that are not represented. This is the largest term here, and is of $\mathcal{O}(1) / N^{2}$. Finally, $I_{4}$ is similar to $I_{2}$, and is of $\mathcal{O}(1) / N^{3}$. In summary, we have

$$
\int_{\mathbb{R}}\left|u_{x}(t, x)-\sum_{k=1}^{N} \omega_{k, x}(x)\right|^{2} d x \leq \mathcal{O}(1) \cdot \frac{1}{N^{2}}
$$

Putting these two parts together, we get the desired result.
5. Concluding remarks. For solutions to the conservation law (2.1), the transient behavior is nontrivial and can last an arbitrarily long time. This happens because we are considering solutions defined on the whole real line. On the other hand, if the equation is restricted to a bounded interval, say,

$$
\begin{equation*}
\left.u_{t}+f(u)_{x}=u_{x x}, \quad x \in\right] a, b[, \tag{5.1}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
u(a)=\alpha, \quad u(b)=\beta \tag{5.2}
\end{equation*}
$$

then all solutions would converge at an exponential rate to a unique steady state $w(\cdot)$.
Indeed, from basic theory of parabolic equations $[\mathrm{H}]$ it follows that there exists a unique function $w:[a, b] \mapsto \mathbb{R}$ which satisfies the two-point boundary value problem

$$
\begin{equation*}
f(w)_{x}=w_{x x}, \quad w(a)=\alpha, \quad w(b)=\beta \tag{5.3}
\end{equation*}
$$

Linearizing (5.1) around the steady state $w$, one obtains the existence of some $\delta>0$ such that, for every initial data $\bar{u} \in \mathbf{L}^{2}$ the corresponding solution of (5.1)-(5.2) satisfies

$$
\|u(t)-w\|_{\mathcal{C}^{k}([a, b])} \leq C e^{-\delta t} .
$$

Here one can choose a constant $C$ uniformly valid on bounded subsets of $\mathbf{L}^{2}$. After an initial time interval, the long-term behavior of the solution is thus trivial.

In the case of a bounded domain, the corresponding equation (4.4) in the ( $\eta, v$ ) variables must be supplemented with the boundary conditions

$$
v_{\eta}(\alpha)=v_{\eta}(\beta)=0 .
$$

The unique steady state solution of (5.3) corresponds to a constant function:

$$
v(\eta) \equiv \kappa \quad \text { for all } \eta \in[\alpha, \beta] .
$$

Observing that

$$
b-a=\int_{\alpha}^{\beta} \frac{1}{u_{x}} d u=\int_{\alpha}^{\beta} \frac{1}{f(\eta)-v(\eta)} d \eta,
$$

one can uniquely determine the constant $\kappa$ from the relation

$$
b-a=\int_{\alpha}^{\beta} \frac{1}{f(\eta)-\kappa} d \eta .
$$
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# SYNCHRONIZATION OF A STOCHASTIC REACTION-DIFFUSION SYSTEM ON A THIN TWO-LAYER DOMAIN* 
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#### Abstract

A system of semilinear parabolic stochastic partial differential equations with additive space-time noise is considered on the union of thin bounded tubular domains $D_{1, \varepsilon}:=\Gamma \times(0, \varepsilon)$ and $D_{2, \varepsilon}:=\Gamma \times(-\varepsilon, 0)$ joined at the common base $\Gamma \subset \mathbb{R}^{d}$, where $d \geq 1$. The equations are coupled by an interface condition on $\Gamma$ which involves a reaction intensity $k\left(\overline{x^{\prime}}, \varepsilon\right)$, where $x=\left(x^{\prime}, x_{d+1}\right) \in \mathbb{R}^{d+1}$ with $x^{\prime} \in \Gamma$ and $\left|x_{d+1}\right|<\varepsilon$. Random influences are included through additive space-time Brownian motion, which depend only on the base spatial variable $x^{\prime} \in \Gamma$ and not on the spatial variable $x_{d+1}$ in the thin direction. Moreover, the noise is the same in both layers $D_{1, \varepsilon}$ and $D_{2, \varepsilon}$. Limiting properties of the global random attractor are established as the thinness parameter of the domain $\varepsilon$ $\rightarrow 0$, i.e., as the initial domain becomes thinner, when the intensity function possesses the property $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} k\left(x^{\prime}, \varepsilon\right)=+\infty$. In particular, the limiting dynamics is described by a single stochastic parabolic equation with the averaged diffusion coefficient and a nonlinearity term, which essentially indicates synchronization of the dynamics on both sides of the common base $\Gamma$. Moreover, in the case of nondegenerate noise we obtain stronger synchronization phenomena in comparison with analogous results in the deterministic case previously investigated by Chueshov and Rekalo [EQUADIFF-2003, F. Dumortier et al., eds., World Scientific, Hackensack, NJ, 2005, pp. 645-650; Sb. Math., 195 (2004), pp. 103-128].
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1. Introduction. Let $D_{1, \varepsilon}$ and $D_{2, \varepsilon}$ be thin bounded domains in $\mathbb{R}^{d+1}$, where $d \geq 1$, of the form

$$
D_{1, \varepsilon}=\Gamma \times(0, \varepsilon), \quad D_{2, \varepsilon}=\Gamma \times(-\varepsilon, 0)
$$

where $0<\varepsilon \leq 1$ and $\Gamma$ is a bounded $C^{2}$-domain in $\mathbb{R}^{d}$. We write $x \in D_{\varepsilon}:=D_{1, \varepsilon} \cup D_{2, \varepsilon}$ as $x=\left(x^{\prime}, x_{d+1}\right)$, where $x^{\prime} \in \Gamma$ and $x_{d+1} \in(0, \varepsilon)$ or $x_{d+1} \in(-\varepsilon, 0)$, and will not distinguish between the sets $\Gamma \times\{0\} \subset \mathbb{R}^{d+1}$ and $\Gamma \subset \mathbb{R}^{d}$.

We consider the following system of semilinear parabolic equations:
(1) $\frac{\partial}{\partial t} U^{i}-\nu_{i} \Delta U^{i}+a U^{i}+f_{i}\left(U^{i}\right)+h_{i}(x)=\dot{W}\left(t, x^{\prime}\right), \quad t>0, \quad x \in D_{i, \varepsilon}, \quad i=1,2$,
with the initial data

$$
\begin{equation*}
U^{i}(0, x)=U_{0}^{i}(x), \quad x \in D_{i, \varepsilon}, \quad i=1,2 \tag{2}
\end{equation*}
$$

[^90]where the $\dot{W}\left(t, x^{\prime}\right)$ is a Gaussian white noise depending on the spatial variable $x^{\prime} \in$ $\Gamma$ (but not on the $x_{d+1}$ spatial variable).

We assume that $U^{1}$ and $U^{2}$ satisfy the Neumann boundary conditions

$$
\begin{equation*}
\left(\nabla U^{i}, n_{i}\right)=0, \quad x \in \partial D_{i, \varepsilon} \backslash \Gamma, \quad i=1,2 \tag{3}
\end{equation*}
$$

on the external part of the boundary of the compound domain $D_{\varepsilon}$, where $n$ is the outer normal to $\partial D_{\varepsilon}$, and a matching condition on $\Gamma$ of the form

$$
\begin{align*}
\left.\left(-\nu_{1} \frac{\partial U^{1}}{\partial x_{d+1}}+k\left(x^{\prime}, \varepsilon\right)\left(U^{1}-U^{2}\right)\right)\right|_{\Gamma} & =0 \\
\left.\left(\nu_{2} \frac{\partial U^{2}}{\partial x_{d+1}}+k\left(x^{\prime}, \varepsilon\right)\left(U^{2}-U^{1}\right)\right)\right|_{\Gamma} & =0 \tag{4}
\end{align*}
$$

Here the above constants $\nu_{i}$ and $a$ are positive numbers.
We impose the following assumptions:

- for $i=1,2$ the function $f_{i} \in C^{1}(\mathbb{R})$ possesses the property $f_{i}^{\prime}(v) \geq-c$ for all $v \in \mathbb{R}$ and also satisfies the relations

$$
\begin{equation*}
v f_{i}(v) \geq a_{0}|v|^{p+1}-c, \quad\left|f_{i}^{\prime}(v)\right| \leq a_{1}|v|^{p-1}+c, \quad v \in \mathbb{R} \tag{5}
\end{equation*}
$$

where $a_{j}$ and $c$ are positive constants and $1 \leq p<3$;

- $h_{i} \in H^{1}\left(D_{i, 1}\right), i=1,2$;
- the interface reaction intensity $k\left(x^{\prime}, \varepsilon\right)$ satisfies

$$
k(\cdot, \varepsilon) \in L^{\infty}(\Gamma), \quad k\left(x^{\prime}, \varepsilon\right)>0 \text { for } x^{\prime} \in \Gamma, \varepsilon \in(0,1]
$$

and
(6) $\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} k\left(x^{\prime}, \varepsilon\right)=+\infty, x^{\prime} \in \Gamma$, in Lebesgue measure (see Remark 1.1);

- $W(t), t \in \mathbb{R}$, is a two-sided $L_{2}(\Gamma)$-valued Wiener process with covariance operator $K=K^{*} \geq 0$ such that

$$
\begin{equation*}
\operatorname{tr}\left[K\left(-\Delta_{N}+1\right)^{2 \beta-1}\right]<\infty \quad \text { for some } \quad \beta>\max \left\{1, \frac{d}{4}\right\} \tag{7}
\end{equation*}
$$

where $\Delta_{N}$ is the Laplace operator in $L_{2}(\Gamma)$ with the Neumann boundary conditions on $\partial \Gamma$. We denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the corresponding probability space, and by $\dot{W} \equiv \partial_{t} W$ the generalized derivative with respect to $t$.
Remark 1.1. Our main example of the interface reaction intensity is the following function:

$$
k\left(x^{\prime}, \varepsilon\right)=\varepsilon^{\alpha} k_{0}\left(x^{\prime}\right) \in L^{\infty}(\Gamma), \quad k_{0}\left(x^{\prime}\right)>0 \quad \text { for } x^{\prime} \in \Gamma, \varepsilon \in(0,1]
$$

for some $\alpha \in[0,1)$. We also note that the convergence in (Lebesgue) measure to infinity means that

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{Leb}\left\{x^{\prime} \in \Gamma: \varepsilon^{-1} k\left(x^{\prime}, \varepsilon\right) \leq N\right\}=0 \text { for any } N>0
$$

Problem (1)-(4) is a model for a reaction-diffusion system consisting of two components filling thin contacting layers $D_{1, \varepsilon}$ and $D_{2, \varepsilon}$ separated by a penetrable membrane $\Gamma$. Reaction of the components is possible on the surface $\Gamma$ only, and the reaction
intensity $k\left(x^{\prime}, \varepsilon\right)$ depends on the thickness of the domains filled by the reactants. The deterministic version of the model was considered by Chueshov and Rekalo [12, 13], while Rekalo [27] investigated the special case of identical equations in both layers with $k(\varepsilon, x)$ independent of $\varepsilon$. The stochastic version considered in the present paper allows for irregularities and random effects on the separating membrane.

Hale and Raugel [21, 22] initiated the analysis of asymptotic dynamics of deterministic semilinear reaction-diffusion equations on thin domains. Some extensions of their results can be also found in [16] and [26]. In all these papers, a reactiondiffusion equation is endowed with homogeneous Neumann boundary conditions. To our knowledge stochastic evolution equations have not previously been investigated on thin domains.

In this paper we investigate the pathwise asymptotic behavior of the above stochastic evolution system by converting it into a system of pathwise random partial differential equations (PDEs) to which deterministic methods can be applied in a pathwise manner.

Our main result deals with properties of random (global) pullback attractors for the random dynamical system generated by (1)-(4) in $L_{2}\left(D_{\varepsilon}\right)$. In particular, we prove that these pullback attractors are closely related to the corresponding object for the problem

$$
\begin{equation*}
\frac{\partial}{\partial t} U-\nu \Delta_{x^{\prime}} U+a U+f(U)+h\left(x^{\prime}\right)=\dot{W}\left(t, x^{\prime}\right), \quad t>0, \quad x^{\prime} \in \Gamma \tag{8}
\end{equation*}
$$

on the spatial domain $\Gamma$ with the Neumann boundary conditions on $\partial \Gamma$. Here we denote

$$
\begin{equation*}
\nu=\frac{\nu_{1}+\nu_{2}}{2}, \quad f(U)=\frac{f_{1}(U)+f_{2}(U)}{2}, \quad h\left(x^{\prime}\right)=\frac{h_{1}\left(x^{\prime}, 0\right)+h_{2}\left(x^{\prime}, 0\right)}{2} \tag{9}
\end{equation*}
$$

This is essentially a statement about the synchronization of the dynamics of the system in the two thin layers at the level of global pullback attractors. Since, in principle, a global attractor can be a rather complicated set, the synchronization at this level does not imply that any pair of trajectories becomes asymptotically synchronized. However, in the case of nondegenerate noise ( $K h=0$ if and only if $h=0$ and the image of $K$ is dense in $L_{2}(\Gamma)$ ) we can prove, in contrast with the deterministic counterpart, that the global pullback attractor for (8) is a singleton. This means that we also have asymptotic synchronization in our system at the level of trajectories. Thus we observe a stronger synchronizing effect of a nondegenerate stochastic noise in the system under consideration.

The synchronization of stochastic stationary solutions (i.e., single-valued random attractors) of finite dimensional stochastic systems was considered in [5]. See also [1, 23] for similar results in deterministic nonautonomous systems and [7, 28] for autonomous infinite dimensional systems.

The synchronization of coupled systems is a ubiquitous phenomenon in the biological and physical science and is also known to occur in a number of social science contexts. A descriptive account of its diversity of occurrence can be found in the recent book of Strogatz [32], which contains an extensive list of references. In particular, synchronization provides an explanation for the emergence of spontaneous order in the dynamical behavior of coupled systems, which in isolation may exhibit chaotic dynamics. It has been shown to persist in the presence of environmental noise provided that appropriate concepts of random attractors and stochastic stationary solutions are used instead of their deterministic counterparts [5]. As mentioned above, in this
paper we will see that the presence of additive noise can lead to a strengthening of the synchronization, i.e., at the level of trajectories rather than attractors, which does not occur in the absence of noise.

Since most of our analysis is a pathwise analysis applied to pathwise defined random PDEs, i.e., with the stationary Ornstein-Uhlenbeck process appearing as a space-time dependent coefficient, it is reasonable to expect that similar results will also hold for other kinds of noise, for example, with fractional Brownian motion in the original stochastic partial differential equations (SPDEs). The results will be presented in a forthcoming paper.

The paper is organized as follows. We start with preliminary section 2 containing background material from the theory of random systems which we need to state and discuss our main results in section 3. Further sections are devoted to the proof of our main theorem, Theorem 3.1.
2. Random dynamical systems. In order to formulate our results we need some notation and results from the theory of random dynamical systems (with continuous time) and random attractors.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $\left(\mathcal{X}, d_{\mathcal{X}}\right)$ be a complete separable metric (Polish) space. Arnold [2] defined a random dynamical system (RDS) $(\theta, \phi)$ on $\Omega \times \mathcal{X}$ in terms of a metric dynamical system $\theta$ on $\Omega$, which represents the noise driving the system, and a cocycle mapping $\phi: \mathbb{R}_{+} \times \Omega \times \mathcal{X} \rightarrow \mathcal{X}$, which represents the dynamics in the state space $\mathcal{X}$ and satisfies the following properties:

1. $\phi(0, \omega) \phi_{0}=\phi_{0}$ for all $\phi_{0} \in \mathcal{X}$ and $\omega \in \Omega$;
2. $\phi(s+t, \omega) \phi_{0}=\phi\left(s, \theta_{t} \omega\right) \phi(t, \omega) \phi_{0}$ for all $s, t \geq 0, \phi_{0} \in \mathcal{X}$, and $\omega \in \Omega$;
3. $\left(t, \phi_{0}\right) \mapsto \phi(t, \omega) \phi_{0}$ is continuous for each $\omega \in \Omega$; and
4. $\omega \mapsto \phi(t, \omega) \phi_{0}$ is $\mathcal{F}$-measurable for all $\left(t, \phi_{0}\right) \in \mathbb{R}_{+} \times \mathcal{X}$.

We recall that a metric dynamical system $\theta \equiv\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}, t \in \mathbb{R}\right\}\right)$ is a family of measure-preserving transformations $\left\{\theta_{t}: \Omega \mapsto \Omega, t \in \mathbb{R}\right\}$ such that
(i) $\theta_{0}=i d, \theta_{t} \circ \theta_{s}=\theta_{t+s}$ for all $t, s \in \mathbb{R}$;
(ii) the map $(t, \omega) \mapsto \theta_{t} \omega$ is measurable, and $\theta_{t} \mathbb{P}=\mathbb{P}$ for all $t \in \mathbb{R}$.

RDSs (with continuous time) are generated by differential equations with random coefficients or stochastic differential equations with a unique and global solution, as well as by infinite dimensional stochastic evolution equations with additive noise. We refer to [2] for more details on the general theory of RDS theory.

To construct an RDS in our case we first need to associate a metric dynamical system $\theta$ with the Wiener process $W$ on $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $L_{2}(\Gamma)$. The probability measure $\mathbb{P}$ of this process can be realized on $\mathcal{F}=\mathcal{B}\left(C_{0}\left(\mathbb{R}, L_{2}(\Gamma)\right)\right)$, where $C_{0}\left(\mathbb{R}, L_{2}(\Gamma)\right)$ is the Fréchet space of continuous functions on $\mathbb{R}$ with values in $L_{2}(\Gamma)$ which are zero at time zero. For this realization we introduce the flow $\left(\theta_{t}\right)_{t \in \mathbb{R}}$ given by the Wiener shift

$$
\begin{equation*}
\theta_{t} \omega(\cdot)=\omega(\cdot+t)-\omega(t), \quad t \in \mathbb{R} \tag{10}
\end{equation*}
$$

Interpreting the above Wiener process in the canonical sense $W(\cdot, \omega)=\omega(\cdot)$, it follows that (10) is the well-known helix property of a Wiener process:

$$
W(t+s, \omega)-W(s, \omega)=W\left(t, \theta_{s} \omega\right), \quad s, t \in \mathbb{R}, \quad \omega \in \Omega
$$

We now introduce the Ornstein-Uhlenbeck process as a stationary solution of the linear stochastic evolution equation

$$
\frac{\partial}{\partial t} U=\nu \Delta_{x^{\prime}} U-a U+\dot{W}\left(t, x^{\prime}\right), \quad t>0, \quad x^{\prime} \in \Gamma
$$

on the spatial domain $\Gamma$ with Neumann boundary conditions on $\partial \Gamma$. Here, as above, we denote $\nu=\left(\nu_{1}+\nu_{2}\right) / 2$. This process $\eta(t)$ can be written in the form

$$
\begin{equation*}
\eta(t, \omega):=\left(\int_{-\infty}^{t} e^{-(t-\tau) A_{0}} d W(\tau)\right)(\omega) \tag{11}
\end{equation*}
$$

where $A_{0}=-\nu \Delta_{N}+a$ and $\Delta_{N}$ is the Laplace operator in $L_{2}(\Gamma)$ with the Neumann boundary conditions on $\partial \Gamma$. The integral in (11) exists as an operator stochastic integral (see, e.g., [24] or [19]) We can also involve a perfection procedure to define $\eta(t, \omega) \equiv \bar{\eta}\left(\theta_{t} \omega\right)$ for all $\omega \in \Omega$ (for details see [14]). Moreover, under condition (7), $t \mapsto \bar{\eta}\left(\theta_{t} \omega\right)$ is continuous from $\mathbb{R}$ into $D\left(A_{0}^{\beta^{\prime}}\right) \subset H^{2 \beta^{\prime}}(\Gamma)$ for each $\omega \in \Omega$, where $\beta^{\prime} \in[0, \beta)$ is arbitrary, and the temperedness condition

$$
\sup _{t \in \mathbb{R}}\left\{\left\|A_{0}^{\beta^{\prime}} \bar{\eta}\left(\theta_{t} \omega\right)\right\| e^{-\gamma|t|}\right\}<\infty \quad \forall \gamma>0, \omega \in \Omega
$$

is satisfied. We also note that under condition (7), since $H^{s}(\Gamma) \subset C(\bar{\Gamma})$ for $s>d / 2$, we have that $t \mapsto \bar{\eta}\left(\theta_{t} \omega\right)$ is a pathwise continuous tempered process with values in $D\left(A_{0}\right) \cap C(\bar{\Gamma})$. In particular

$$
\begin{equation*}
\bar{\eta}\left(\theta_{t} \omega\right) \in C\left(\mathbb{R} ; C(\bar{\Gamma}) \cap\left\{\psi \in H^{2}(\Gamma): \psi \text { satisfies Neumann b.c. on } \partial \Gamma\right\}\right) \tag{12}
\end{equation*}
$$

for every $\omega \in \Omega$. We will use this observation later.
We recall the following definition of a random set (see [2] or [4]).
Definition 2.1 (random set). Let $\mathcal{X}$ be a Polish space with a metric $d_{\mathcal{X}}$. A multifunction $\omega \mapsto D(\omega) \neq \emptyset$ is said to be a random set if the mapping $\omega \mapsto \operatorname{dist}_{\mathcal{X}}(v, D(\omega))$ is measurable for any $v \in \mathcal{X}$, where $\operatorname{dist}_{\mathcal{X}}(v, B)$ is the distance in $\mathcal{X}$ between the element $v$ and the set $B \subset \mathcal{X}$. For ease of notation we denote the random set $\omega \mapsto D(\omega)$ by $\widehat{D}$ or $\{D(\omega)\}$. If $D(\omega)$ is closed for each $\omega \in \Omega$, then $\widehat{D}$ is called a random closed set, while if $D(\omega)$ is a compact set for all $\omega \in \Omega$, then $\widehat{D}$ is called a random compact set. A random set $\{D(\omega)\}$ is said to be tempered if there exists a $v_{0} \in \mathcal{X}$ such that $D(\omega) \subset\left\{v \in \mathcal{X}: d_{\mathcal{X}}\left(v, v_{0}\right) \leq r(\omega)\right\}$ for all $\omega \in \Omega$, where the random variable $r(\omega)>0$ is tempered, i.e.,

$$
\sup _{t \in \mathbb{R}}\left\{r\left(\theta_{t} \omega\right) e^{-\gamma|t|}\right\}<\infty \quad \forall \gamma>0, \omega \in \Omega
$$

We denote by $\mathcal{D}$ the collection of all tempered random sets in $\mathcal{X}$.
Below we also need the concept of a random attractor for RDSs (see, e.g., [2, 17, $18,29]$ and the references therein), which extends the corresponding definition of a global attractor in autonomous systems (cf. [3, 9, 33], for example).

Definition 2.2. Let $(\theta, \phi)$ be an $R D S$ with the phase space $\mathcal{X}$. A random closed set $\{\mathfrak{A}(\omega)\}$ from $\mathcal{D}$ is said to be a random pullback attractor for $(\theta, \phi)$ in $\mathcal{D}$ if (i) $\widehat{\mathfrak{A}}$ is an invariant set, i.e., $\phi(t, \omega) \mathfrak{A}(\omega)=\mathfrak{A}\left(\theta_{t} \omega\right)$ for $t \geq 0$ and $\omega \in \Omega$, and (ii) $\widehat{\mathfrak{A}}$ is pullback attracting in $\mathcal{D}$, i.e.,

$$
\lim _{t \rightarrow+\infty} d_{\mathcal{X}}\left\{\varphi\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \mid \mathfrak{A}(\omega)\right\}=0, \quad \omega \in \Omega
$$

for all $\widehat{D} \in \mathcal{D}$, where $d_{\mathcal{X}}\{A \mid B\}=\sup _{a \in A} \operatorname{dist}_{\mathcal{X}}(a, B)$.
Note that a pullback attractor is also a weak forward attractor; i.e., we have that

$$
\lim _{t \rightarrow+\infty} \int_{\Omega} d_{\mathcal{X}}\left\{\varphi(t, \omega) D(\omega) \mid \mathfrak{A}\left(\theta_{t} \omega\right)\right\} \mathbb{P}(d \omega)=0 \quad \forall \widehat{D} \in \mathcal{D}
$$

If the random attractor consists of singleton sets, i.e., $\mathfrak{A}(\omega)=\left\{X^{*}(\omega)\right\}$ for some random variable $X^{*}$ with $X^{*}(\omega) \in \mathcal{X}$, then $\left.X_{t}^{*}(\omega):=X^{*}\left(\theta_{t} \omega\right)\right)$ is a stationary stochastic process on $\mathcal{X}$.

The following result [18] ensures the existence of a random attractor for an RDS on a Polish space.

Theorem 2.3. Let $(\theta, \phi)$ be a continuous or discrete time $R D S$ on $\Omega \times \mathcal{X}$ such that $\phi(t, \omega, \cdot): \mathcal{X} \rightarrow \mathcal{X}$ is a compact operator for each fixed $t>0$ and $\omega \in \Omega$. If there exists a tempered random set $\widehat{\mathfrak{B}}=\{\mathfrak{B}(\omega), \omega \in \Omega\}$ and a $T_{\widehat{D}, \omega} \geq 0$ such that

$$
\phi\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \subset \mathfrak{B}(\omega) \quad \forall t \geq T_{\widehat{D}, \omega}
$$

for every tempered random set $\widehat{D}$, then the $R D S(\theta, \phi)$ has a random pullback attractor $\widehat{\mathfrak{A}}=\{\mathfrak{A}(\omega), \omega \in \Omega\}$ with the component subsets defined for each $\omega \in \Omega$ by

$$
\mathfrak{A}(\omega)=\bigcap_{s>0} \bigcup_{t \geq s} \phi\left(t, \theta_{-t} \omega\right) \mathfrak{B}\left(\theta_{-t} \omega\right){ }^{d \mathcal{X}} .
$$

The family $\{\mathfrak{B}(\omega)\}$ is called a pullback absorbing random set for the RDS.
3. Main results. Now we are in position to state our main results which we formulate in the theorem below. This says that the limiting dynamics of the system (1)-(4) is given by that of the averaged system (8) on $\Gamma$, which one can interpret as the synchronization of dynamics of the original system on the two sides of the membrane $\Gamma$. In addition, if the system is the same on both sides of the membrane, then the limiting behavior is independent of the thinness parameter $\varepsilon$ when it is sufficiently small.

THEOREM 3.1. Under the conditions above the following assertions hold.

1. Problem (1)-(4) generates an $R D S\left(\theta, \bar{\phi}_{\varepsilon}\right)$ in the space

$$
\mathcal{H}_{\varepsilon}=L_{2}\left(D_{1, \varepsilon}\right) \oplus L_{2}\left(D_{2, \varepsilon}\right) \sim L_{2}\left(D_{\varepsilon}\right)
$$

with the metric dynamical system $\theta$ generated by the Wiener process $W$ and the cocycle $\bar{\phi}_{\varepsilon}$ defined by the formula $\bar{\phi}_{\varepsilon}(t, \omega) U_{0}=U(t, \omega)$, where $U(t, \omega)=$ $\left(U^{1}(t, \omega) ; U^{2}(t, \omega)\right)$ is a strong (in the sense of stochastic equations [19]) solution to problem (1)-(4) and $U_{0}=\left(U_{0}^{1} ; U_{0}^{2}\right)$.
2. Similarly, problem (8) generates an $R D S\left(\theta, \bar{\phi}_{0}\right)$ in the space $L_{2}(\Gamma)$.
3. The cocycles $\bar{\phi}_{\varepsilon}$ converge to $\bar{\phi}_{0}$ in the sense that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]} \frac{1}{\varepsilon} \int_{D_{\varepsilon}}\left|\bar{\phi}_{\varepsilon}(t, \omega) v-\bar{\phi}_{0}(t, \omega) v\right|^{2} d x=0 \quad \forall \omega \in \Omega
$$

for any $v(x) \in \mathcal{H}_{\varepsilon}$ independent of the variable $x_{d+1}$, and for any $T>0$.
4. These $R D S\left(\theta, \bar{\phi}_{\varepsilon}\right)$ and $\left(\theta, \bar{\phi}_{0}\right)$ have random compact pullback attractors $\left\{\overline{\mathfrak{A}}^{\varepsilon}(\omega)\right\}$ and $\left\{\overline{\mathfrak{A}}^{0}(\omega)\right\}$ in their corresponding phase spaces. Moreover, if the correlation operator $K$ of the Wiener process $W$ is nondegenerate in the sense that (i) $K h=0$ if and only if $h=0$, and (ii) the image of $K$ is dense in $L_{2}(\Gamma)$, then the attractor $\left\{\overline{\mathfrak{A}}^{0}(\omega)\right\}$ is a singleton, i.e., $\overline{\mathfrak{A}}^{0}(\omega)=\left\{\bar{v}_{0}(\omega)\right\}$, where $\bar{v}_{0}(\omega)$ is a tempered random variable with values in $L_{2}(\Gamma)$.
5. The attractors $\left\{\overline{\mathfrak{A}}^{\varepsilon}(\omega)\right\}$ are upper semicontinuous as $\varepsilon \rightarrow 0$ in the sense that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{v \in \overline{\mathfrak{A}} \varepsilon(\omega)}\left\{\inf _{v_{0} \in \overline{\mathfrak{A}}^{0}(\omega)} \frac{1}{\varepsilon} \int_{D_{\varepsilon}}\left|v\left(x^{\prime}, x_{d+1}\right)-v_{0}\left(x^{\prime}\right)\right|^{2} d x\right\}=0 \quad \forall \omega \in \Omega \tag{13}
\end{equation*}
$$

6. In addition, if

$$
\begin{align*}
& \nu_{1}=\nu_{2}:=\nu, \quad f_{1}(U)=f_{2}(U):=f(U) \\
& h_{1}\left(x^{\prime}, x_{d+1}\right)=h\left(x^{\prime}\right), \quad h_{2}\left(x^{\prime}, x_{d+1}\right)=h\left(x^{\prime}\right) \tag{14}
\end{align*}
$$

$f(U)$ is globally Lipschitz, i.e., there exists a constant $L>0$ such that

$$
\begin{equation*}
|f(U)-f(V)| \leq L|U-V|, \quad U, V \in \mathbb{R} \tag{15}
\end{equation*}
$$

and also that

$$
\begin{equation*}
k\left(x^{\prime}, \varepsilon\right)>k_{\varepsilon} \text { for } x^{\prime} \in \Gamma, \varepsilon \in(0,1] ; \quad \text { and } \quad \lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} k_{\varepsilon}=+\infty \tag{16}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$ the global random pullback attractor $\left\{\overline{\mathfrak{A}}^{\varepsilon}(\omega)\right\}$ for $\left(\theta, \bar{\phi}_{\varepsilon}\right)$ has the form

$$
\overline{\mathfrak{A}}^{\varepsilon}(\omega) \equiv\left\{v\left(x^{\prime}, x_{d+1}\right) \equiv v_{0}\left(x^{\prime}\right): v_{0} \in \overline{\mathfrak{A}}^{0}(\omega)\right\}
$$

where $\left\{\overline{\mathfrak{A}}^{0}(\omega)\right\}$ is the random pullback attractor for the $R D S\left(\theta, \bar{\phi}_{0}\right)$.
Remark 3.2. In the case when $\overline{\mathfrak{A}}^{0}(\omega)=\left\{\bar{v}_{0}(\omega)\right\}$ is a singleton, relation (13) turns into the equality

$$
\lim _{\varepsilon \rightarrow 0} \sup _{v \in \overline{\mathfrak{A} \varepsilon}(\omega)}\left\{\frac{1}{\varepsilon} \int_{D_{\varepsilon}}\left|v\left(x^{\prime}, x_{d+1}, \omega\right)-\bar{v}_{0}\left(x^{\prime}, \omega\right)\right|^{2} d x\right\}=0 \quad \forall \omega \in \Omega
$$

In particular, this implies that for any $U_{0}, U_{0}^{*} \in \mathcal{H}_{\varepsilon}$ we have that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \limsup _{t \rightarrow+\infty}\left\{\frac{1}{\varepsilon}\left\|\bar{\phi}_{\varepsilon}\left(t, \theta_{-t} \omega\right) U_{0}-\bar{\phi}_{\varepsilon}\left(t, \theta_{-t} \omega\right) U_{0}^{*}\right\|_{L_{2}\left(D_{\varepsilon}\right)}^{2}\right\}=0 \quad \forall \omega \in \Omega \tag{17}
\end{equation*}
$$

where we can omit the $\lim _{\varepsilon \rightarrow 0}$ under conditions (14)-(16). Thus we obtain the synchronization effect not only at the level of global attractors (see (13)) but also at the level of trajectories in relation (17). We emphasize that this double synchronization phenomenon is not true for the deterministic $(K \equiv 0)$ counterpart of the problem. In the latter case the global attractor for (8) (without the noise $\dot{W}$ ) is not a single point when the reaction term $a u+f(u)$ has several roots, and thus (17) cannot be true for all initial data. In this case we have synchronization at the level of the global attractors only.

Remark 3.3. The statements of Theorem 3.1 deal with the case when the intensity interaction $k\left(x^{\prime}, \varepsilon\right)$ between layers is asymptotically strong enough (see condition (6)). However, similarly to $[12,13]$ we can also consider the case when the limit in (6) is finite by assuming that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} k\left(x^{\prime}, \varepsilon\right)=k\left(x^{\prime}\right) \quad \text { strongly in } L_{2}(\Gamma) \tag{18}
\end{equation*}
$$

for some bounded nonnegative function $k\left(x^{\prime}\right) \in L_{2}(\Gamma)$. In this case the limiting problem for $(1)-(4)$ is a system of two parabolic SPDEs on $\Gamma$ of the form

$$
\begin{equation*}
\frac{\partial}{\partial t} U^{i}-\nu_{i} \Delta_{x^{\prime}} U^{i}+a U^{i}+f_{i}\left(U^{i}\right)+k\left(x^{\prime}\right)(-1)^{i+1}\left(U^{1}-U^{2}\right)+h_{i}\left(x^{\prime}, 0\right)=\dot{W}\left(t, x^{\prime}\right) \tag{19}
\end{equation*}
$$

where $i=1,2$ and $\left(t ; x^{\prime}\right) \in \mathbb{R}_{+} \times \Gamma$, with the Neumann boundary condition on $\partial \Gamma$. Using the same method as for the case (6) in combination with deterministic arguments given in [13] for a particular case of (18), one can prove upper semicontinuity of $\left\{\overline{\mathfrak{A}}^{\varepsilon}(\omega)\right\}$ in the limit $\varepsilon \rightarrow 0$ in the case (18). However we will not present the case because (i) our main point of interest is the phenomenon of synchronization, and (ii) under condition (18) synchronization is possible only in some very special cases.

The proof of Theorem 3.1 is given in the remaining sections of the paper. To begin, in section 4 the problem is reformulated in terms of pathwise random PDEs on a scaled domain and appropriate function spaces are introduced. Then we show that (1)-(4) generates an RDS. In section 5 the existence of a random pullback attractor is proved. Then in section 5.1 the limiting dynamics on finite time intervals as $\epsilon \rightarrow 0$ is established, and in section 7 the upper continuous dependence of the attractors as $\epsilon \rightarrow 0$ is shown. Finally, in section 8 the synchronization of the systems for fixed $\epsilon>$ 0 is considered.

## 4. Generation of an RDS by the two-layer problem.

4.1. Equivalent random PDEs. We introduce the new dependent variables $V^{i}$ (which are also stochastic processes):

$$
V^{i}(t, x, \omega):=U^{i}\left(t, x^{\prime}, x_{d+1}, \omega\right)-\bar{\eta}\left(\theta_{t} \omega, x^{\prime}\right), \quad t>0, \quad x=\left(x^{\prime}, x_{d+1}\right) \in D_{i, \varepsilon}, \quad i=1,2
$$

where $\bar{\eta}\left(\omega, x^{\prime}\right)$ is given by (11) after perfection. Let

$$
\begin{align*}
h_{1}(x, \omega) & =-\frac{1}{2}\left(\nu_{1}-\nu_{2}\right) \Delta \bar{\eta}(\omega)+h_{1}(x)  \tag{20}\\
h_{2}(x, \omega) & =\frac{1}{2}\left(\nu_{1}-\nu_{2}\right) \Delta \bar{\eta}(\omega)+h_{2}(x)
\end{align*}
$$

Then equations (1)-(4) can be transformed into the pathwise random semilinear parabolic PDEs

$$
\begin{equation*}
\partial_{t} V^{i}-\nu_{i} \Delta V^{i}+a V^{i}+f_{i}\left(V^{i}+\bar{\eta}\left(\theta_{t} \omega\right)\right)+h_{i}\left(x, \theta_{t} \omega\right)=0, \quad t>0, x \in D_{i, \varepsilon} \tag{21}
\end{equation*}
$$

for $i=1,2$, with the random initial data

$$
\begin{equation*}
V^{i}(0, x, \omega)=U_{0}^{i}(x)-\bar{\eta}(\omega), \quad x \in D_{i, \varepsilon}, \quad i=1,2 \tag{22}
\end{equation*}
$$

Since the Ornstein-Uhlenbeck process $\bar{\eta}\left(\theta_{t} \omega ; x^{\prime}\right)$ does not depend on $x_{d+1}$, due to (12) we obtain the Neumann boundary conditions

$$
\begin{equation*}
\left(\nabla V^{i}(x), n_{i}(x)\right)=0, \quad x \in \partial D_{i, \varepsilon} \backslash \Gamma, \quad i=1,2 \tag{23}
\end{equation*}
$$

on the external part of the boundary of the compound domain $D_{\varepsilon}$, where $n$ is the outer normal to $\partial D_{\varepsilon}$. Condition (4) turns into a matching condition on $\Gamma$ of the form

$$
\begin{align*}
\left.\left(-\nu_{1} \frac{\partial V^{1}}{\partial x_{d+1}}+k\left(x^{\prime}, \varepsilon\right)\left(V^{1}-V^{2}\right)\right)\right|_{\Gamma} & =0 \\
\left.\left(\nu_{2} \frac{\partial V^{2}}{\partial x_{d+1}}+k\left(x^{\prime}, \varepsilon\right)\left(V^{2}-V^{1}\right)\right)\right|_{\Gamma} & =0 \tag{24}
\end{align*}
$$

which is now pathwise random and homogeneous.
4.2. Scaling and functional spaces. It is convenient to deal with a fixed domain where every equation is defined for $\varepsilon>0$. Let us introduce the new coordinates $(x, y) \in \mathbb{R}^{d+1}$, as follows:

$$
x=x^{\prime}, \quad x \in \Gamma, \quad y=\varepsilon^{-1} x_{d+1}, \quad y \in(-1,1)
$$

In so doing, we transform the domain $D_{\varepsilon}$ into $D=D_{1} \cup D_{2}$, where $D_{1}=\Gamma \times(0,1)$, $D_{2}=\Gamma \times(-1,0)$; the operator $\nabla=\left(\nabla_{x^{\prime}}\right.$ and $\left.\partial_{x_{d+1}}\right)$ into $\nabla_{\varepsilon}=\left(\nabla_{x}, \varepsilon^{-1} \partial_{y}\right)$; and $\Delta=\Delta_{x^{\prime}}+\partial_{x_{d+1}}^{2}$ into $\Delta_{\varepsilon}=\Delta_{x}+\varepsilon^{-2} \partial_{y y}$. Problem (21)-(24) takes the form

$$
\begin{equation*}
\partial_{t} v^{i}-\nu_{i} \Delta_{\varepsilon} v^{i}+a v^{i}+f_{i}\left(v^{i}+\bar{\eta}\right)+h_{i}^{\varepsilon}\left(x, y, \theta_{t} \omega\right)=0, \quad t>0,(x, y) \in D_{i} \tag{25}
\end{equation*}
$$

for $i=1,2$, with the initial data

$$
\begin{equation*}
v^{i}(0, x, y)=V_{0}^{i}(x, y), \quad(x, y) \in D_{i}, \quad i=1,2 \tag{26}
\end{equation*}
$$

and the boundary conditions

$$
\begin{gather*}
\left.\frac{\partial v^{i}}{\partial n_{i}}\right|_{\partial D_{i} \backslash \Gamma}=0, \quad i=1,2  \tag{27}\\
\left.\left(\nu_{i} \frac{\partial v_{i}}{\partial y}-\varepsilon k(x, \varepsilon)\left(v_{1}-v_{2}\right)\right)\right|_{y=0}=0, \quad i=1,2 \tag{28}
\end{gather*}
$$

Here $h_{i}^{\varepsilon}(x, y, \omega)=h_{i}(x, \varepsilon y, \omega)$ and $n_{i}$ is the outward normal to the boundary $\partial D_{i}$. A solution $V\left(t, x^{\prime}, x_{d+1}\right)$ to problem (21)-(24) is expressed in terms of a solution $v(t, x, y)$ to problem (25)-(28) by the formula $V\left(t, x^{\prime}, x_{d+1}\right)=v\left(t, x^{\prime}, \varepsilon^{-1} x_{d+1}\right)$.

Let us introduce the space

$$
\mathcal{H}=L^{2}\left(D_{1}\right) \oplus L^{2}\left(D_{2}\right) \simeq L^{2}(D)
$$

endowed with the norm $\|u\|^{2} \equiv\left\|u_{1}\right\|_{L^{2}\left(D_{1}\right)}^{2}+\left\|u_{2}\right\|_{L^{2}\left(D_{2}\right)}^{2}$, where $u=\left(u_{1} ; u_{2}\right), u_{i} \equiv$ $\left.u\right|_{D_{i}}$, and let us define a family of Sobolev spaces

$$
\mathcal{H}_{\varepsilon}^{1}=H^{1}\left(D_{1}\right) \oplus H^{1}\left(D_{2}\right), \quad \varepsilon \in(0,1]
$$

endowed with the norm

$$
\|u\|_{1, \varepsilon}^{2} \equiv \sum_{i=1}^{2}\left(\left\|u_{i}\right\|_{H^{1}\left(D_{i}\right)}^{2}+\varepsilon^{-2}\left\|\partial_{y} u_{i}\right\|_{L^{2}\left(D_{i}\right)}^{2}\right) .
$$

Every element $v \in H^{1}(\Gamma) \oplus H^{1}(\Gamma)$ can be extended naturally to an element $u \in \mathcal{H}_{\varepsilon}^{1}$ by the formula $u_{i}(x, y) \equiv v_{i}(x),(x, y) \in D_{i}, i=1,2$; in what follows, this will be done without further comment.
4.3. Abstract representation. Now we represent problem (25)-(27) in the abstract form. To do this we first consider the bilinear form

$$
\begin{aligned}
a_{\varepsilon}(u, v)= & \sum_{i=1}^{2} \nu_{i}\left[\left(\nabla_{x} u_{i}, \nabla_{x} v_{i}\right)_{L^{2}\left(D_{i}\right)}+\frac{1}{\varepsilon^{2}}\left(\partial_{y} u_{i}, \partial_{y} v_{i}\right)_{L^{2}\left(D_{i}\right)}\right]+a \cdot(u, v)_{\mathcal{H}} \\
& +\frac{1}{\varepsilon} \int_{\Gamma} k(x, \varepsilon)\left(u_{1}(x, 0)-u_{2}(x, 0)\right)\left(v_{1}(x, 0)-v_{2}(x, 0)\right) d x
\end{aligned}
$$

defined on the elements $u=\left(u_{1} ; u_{2}\right), v=\left(v_{1} ; v_{2}\right)$ of the space $\mathcal{H}_{\varepsilon}^{1}=H^{1}\left(D_{1}\right) \oplus H^{1}\left(D_{2}\right)$. One can show that $a_{\varepsilon}(u, v)$ is a closed symmetric form in $\mathcal{H}$ possessing the property

$$
\begin{equation*}
c_{0} \sum_{i=1,2}\|u\|_{H^{1}\left(D_{i}\right)}^{2} \leq c_{1}\|u\|_{1, \varepsilon}^{2} \leq a_{\varepsilon}(u, u), \quad u \in \mathcal{H}_{\varepsilon}^{1} \tag{29}
\end{equation*}
$$

Here and in what follows we drop the subscript $\varepsilon$ in constants which can be chosen independently of $\varepsilon \in(0,1]$. Therefore, there exists a unique positive self-adjoint operator $A_{\varepsilon}$ such that $\mathcal{D}\left(A_{\varepsilon}\right) \subset \mathcal{H}_{\varepsilon}^{1}$ and

$$
a_{\varepsilon}(u, v)=\left(A_{\varepsilon} u, v\right)_{\mathcal{H}}, \quad u \in \mathcal{D}\left(A_{\varepsilon}\right), v \in \mathcal{H}_{\varepsilon}^{1}
$$

It can be shown that

$$
\mathcal{D}\left(A_{\varepsilon}\right)=\left\{u \in H^{2}\left(D_{1}\right) \oplus H^{2}\left(D_{2}\right): u \text { satisfies }(27) \text { and }(28)\right\}
$$

and also that

$$
A_{\varepsilon} u=\left(-\nu_{1} \Delta_{\varepsilon} u_{1}+a u_{1},-\nu_{2} \Delta_{\varepsilon} u_{2}+a u_{2}\right), \quad u=\left(u_{1}, u_{2}\right) \in \mathcal{D}\left(A_{\varepsilon}\right)
$$

Moreover, $\mathcal{D}\left(A_{\varepsilon}^{1 / 2}\right)=\mathcal{H}_{\varepsilon}^{1}, a_{\varepsilon}(u, u)=\left\|A_{\varepsilon}^{1 / 2} u\right\|^{2}$. For more details concerning the operator $A_{\varepsilon}$ we refer to [13].

Now we can rewrite the pathwise random PDE in problem (25)-(28) in the abstract form

$$
\begin{equation*}
\frac{d}{d t} v+A_{\varepsilon} v=B\left(v, \theta_{t} \omega\right),\left.\quad v\right|_{t=0}=v_{0} \tag{30}
\end{equation*}
$$

in the space $\mathcal{H}$, where

$$
B(v, \omega)= \begin{cases}-f_{1}\left(v^{1}+\bar{\eta}(\omega)\right)-h_{1}(x, \varepsilon y, \omega), & y>0 \\ -f_{2}\left(v^{2}+\bar{\eta}(\omega)\right)-h_{2}(x, \varepsilon y, \omega), & y<0\end{cases}
$$

4.4. Generation of an RDS. By the same method as in [25] (see also [30, Chap. 3]) one can prove that there exists a deterministic constant $M$ such that the nonlinear mapping $A_{\varepsilon}-B(\cdot, \omega)+M$ is a maximal monotone operator on $\mathcal{D}\left(A_{\varepsilon}\right)$. This observation makes it possible (some details can be found in [8, Chap. 15] for the general nonautonomous case) to prove that for each $\omega \in \Omega$ and $v_{0} \in \mathcal{H}$ on any time interval $[0, T]$ there exists a unique weak solution $v(t, \omega)$ to (30) from the class

$$
L_{p+1}\left(0, T ; L_{p+1}(D)\right) \cap L_{2}\left(0, T ; \mathcal{H}_{\varepsilon}^{1}\right) \cap C(0, T ; \mathcal{H})
$$

Since this solution can be constructed as a limit of the corresponding Galerkin approximations, the mapping $(t ; \omega) \mapsto v(t, \omega)$ is measurable. Moreover, it is easy to derive from the uniqueness property that the mapping $\phi_{\varepsilon}(t, \omega): \mathcal{H} \mapsto \mathcal{H}$ defined by the relation $\phi_{\varepsilon}(t, \omega) v_{0}=v(t, \omega)$, where $v(t, \omega)$ solves (30), satisfies the cocycle property. Thus (30) generates an RDS.

Now using inverse transformation we define the cocycle $\bar{\phi}_{\varepsilon}$ for problem (1)-(4) by the formula

$$
\bar{\phi}_{\varepsilon}(t, \omega)=R_{\varepsilon}^{-1}\left(\theta_{t} \omega\right) \circ \phi_{\varepsilon}(t, \omega) \circ R_{\varepsilon}(\omega)
$$

where $R_{\varepsilon}(\omega): L_{2}\left(D_{\varepsilon}\right) \mapsto L_{2}(D)$ is an affine random mapping of the form

$$
\left[R_{\varepsilon}(\omega) U\right](x, y)=U(x, \varepsilon y)-\bar{\eta}(\omega), \quad U \in L_{2}\left(D_{\varepsilon}\right)
$$

This proves the first statement in Theorem 3.1.

It is clear that $R_{\varepsilon}(\omega)$ maps tempered random sets in $L_{2}\left(D_{\varepsilon}\right)$ into tempered sets in $L_{2}(D)$. Therefore all other statements of Theorem 3.1 can be easily reformulated as statements concerning the $\operatorname{RDS}\left(\theta, \phi_{\varepsilon}\right)$ generated by the random evolution equation in (30). In our further considerations we deal with this $\operatorname{RDS}\left(\theta, \phi_{\varepsilon}\right)$.
5. Random pullback attractors. In this section we prove the existence of a random pullback attractor for problem (25)-(28) for every fixed $\varepsilon \in(0,1]$ and also for the limiting problem (8).
5.1. The case $\boldsymbol{\varepsilon}>\mathbf{0}$. We first want to emphasize that we do not use any information concerning the behavior of the intensity $k\left(x^{\prime}, \varepsilon\right)$ as $\varepsilon \rightarrow 0$, and hence our results in this subsection cover both of the cases (6) and (18).

Our main result in this section is the following assertion.
Proposition 5.1. In the space $\mathcal{H}$ the $R D S\left(\theta, \phi_{\varepsilon}\right)$ generated by problem (25)-(28) possesses a compact pullback attractor $\widehat{\mathfrak{A}}^{\varepsilon}$ which belongs to the space $\mathcal{H}_{\varepsilon}^{1}$. Moreover, there exists a tempered random variable $R(\omega)$, which does not depend on $\varepsilon$, such that

$$
\begin{equation*}
\mathfrak{A}^{\varepsilon}(\omega) \subset\left\{v \in \mathcal{H}_{\varepsilon}^{1}: a_{\varepsilon}(v, v)+\|v\|_{L_{p+1}(D)}^{p+1} \leq R^{2}(\omega)\right\}, \quad \omega \in \Omega \tag{31}
\end{equation*}
$$

We split the proof into several lemmata which are also important for the limit transition on finite time intervals.

Lemma 5.2 (pullback dissipativity). The $R D S\left(\theta, \phi_{\varepsilon}\right)$ is pullback dissipative in $\mathcal{D}$; i.e., there exists a tempered random variable $R(\omega)>0$ such that for any random set $\widehat{D}$ from $\mathcal{D}$ we can find $t_{0}(\omega, \widehat{D})>0$ for which

$$
\left\|\phi_{\varepsilon}\left(t, \theta_{-t} \omega\right) U\right\|_{\mathcal{H}} \leq R(\omega) \quad \forall U \in D\left(\theta_{-t} \omega\right), t \geq t_{0}(\omega, \widehat{D})
$$

Thus the random ball $B_{0}(\omega)=\left\{U \in \mathcal{H}:\|U\|_{\mathcal{H}} \leq R(\omega)\right\}$ is pullback absorbing. This ball is also forward invariant and absorbing if we take

$$
R^{2}(\omega)=c_{1} \int_{-\infty}^{0} e^{c_{0} \tau}\left(1+\left\|\bar{\eta}\left(\theta_{\tau} \omega\right)\right\|_{L_{p+1}(\Gamma)}^{p+1}+\left\|\bar{\eta}\left(\theta_{\tau} \omega\right)\right\|_{H^{1}(\Gamma)}^{2}\right) d \tau
$$

with appropriate $c_{0}>0$ and $c_{1}>0$ independent of $\varepsilon \in(0,1]$.
Proof. The calculations below are formal, but can be justified by considering Galerkin approximations.

Multiplying (25) by $v^{i}$ in $L_{2}\left(D_{i}\right)$ for $i=1,2$, after some calculations we obtain that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|_{\mathcal{H}}^{2}+a_{\varepsilon}(v, v)+\sum_{i=1,2}\left[\int_{D_{i}} f_{i}\left(v^{i}+\bar{\eta}\right) v^{i} d x+\left(h^{\varepsilon}, v^{i}\right)_{L_{2}\left(D_{i}\right)}\right]=0 \tag{32}
\end{equation*}
$$

From (5) we have that

$$
\begin{align*}
\left(f_{i}\left(v^{i}+\bar{\eta}\right), v^{i}\right) & =\int_{D_{i}} f\left(v^{i}\right) v^{i} d x+\int_{D_{i}}\left[\int_{0}^{1} f_{i}^{\prime}\left(v^{i}+\lambda \bar{\eta}\right) d \lambda\right] \bar{\eta} v^{i} d x \\
& \geq a_{0}\left\|v^{i}\right\|_{L_{p+1}\left(D_{i}\right)}^{p+1}-c_{1} \int_{D_{i}}\left(1+\left|v^{i}\right|^{p-1}+|\bar{\eta}|^{p-1}\right)\left|\bar{\eta} \| v^{i}\right| d x-c_{2} \\
& \geq \frac{a_{0}}{2}\left\|v^{i}\right\|_{L_{p+1}\left(D_{i}\right)}^{p+1}-b_{0}\left(1+\|\bar{\eta}\|_{L_{p+1}(\Gamma)}^{p+1}\right) \tag{33}
\end{align*}
$$

and from (20) and (29) we also have that

$$
\begin{equation*}
\sum_{i=1,2}\left(h^{\varepsilon}, v^{i}\right)_{L_{2}\left(D_{i}\right)} \leq C\left(\|\bar{\eta}\|_{H^{1}(\Gamma)}+\sum_{i=1,2}\|h\|_{H^{1}\left(D_{i}\right)}\right)\left[a_{\varepsilon}(v, v)\right]^{1 / 2} . \tag{34}
\end{equation*}
$$

Now from (32)-(34) we obtain that

$$
\begin{equation*}
\frac{d}{d t}\|v\|_{\mathcal{H}}^{2}+a_{\varepsilon}(v, v)+a_{0}\|v\|_{L_{p+1}(D)}^{p+1} \leq R_{0}^{2}\left(\theta_{t} \omega\right), \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{0}^{2}(\omega)=c\left(1+\|\bar{\eta}(\omega)\|_{L_{p+1}(\Gamma)}^{p+1}+\|\bar{\eta}(\omega)\|_{H^{1}(\Gamma)}^{2}\right) . \tag{36}
\end{equation*}
$$

Since $a_{\varepsilon}(v, v) \geq c_{0}\|v\|_{\mathcal{H}}^{2}+\frac{1}{2} a_{\varepsilon}(v, v)$, by differentiating $e^{\nu_{*} t}\|v\|_{\mathcal{H}}^{2}$, taking into account (35), and integrating, we have that

$$
\begin{equation*}
\|v(t)\|_{\mathcal{H}}^{2}+\int_{0}^{t} e^{-\nu_{*}(t-\tau)} V_{\varepsilon}^{0}(v(\tau)) d \tau \leq\left\|v_{0}\right\|_{\mathcal{H}}^{2} e^{-\nu_{*} t}+\int_{0}^{t} e^{-\nu_{*}(t-\tau)} R_{0}^{2}\left(\theta_{\tau} \omega\right) d \tau \tag{37}
\end{equation*}
$$

for any $0<\nu_{*} \leq c_{0}$, where $R_{0}(\omega)$ is given by (36) and

$$
\begin{equation*}
V_{\varepsilon}^{0}(v)=\frac{1}{2} a_{\varepsilon}(v, v)+a_{0}\|v\|_{L_{p+1}(D)}^{p+1} . \tag{38}
\end{equation*}
$$

This allows us to complete the proof of Lemma 5.2.
Lemma 5.3 (compact absorbing set). For each $\varepsilon \in(0,1]$ there exists a compact, forward invariant tempered absorbing set.

Proof. Multiplying (25) by $\partial_{t} v^{i}$ in $L_{2}\left(D_{i}\right)$ we find that

$$
\begin{align*}
& \partial_{t} \Psi_{\varepsilon}(v(t))+\left\|\partial_{t} v(t)\right\|_{\mathcal{H}}^{2}  \tag{39}\\
& +\sum_{i=1,2} \int_{D_{i}}\left[f\left(v^{i}+\bar{\eta}\right)-f\left(v^{i}\right)\right] \partial_{t} v^{i} d x d y+\int_{D} h^{\varepsilon} \partial_{t} v^{i} d x d y=0
\end{align*}
$$

where

$$
\begin{equation*}
\Psi_{\varepsilon}(u)=\frac{1}{2} a_{\varepsilon}(u, u)+\sum_{i=1}^{2} \int_{D_{i}} F_{i}\left(u^{i}\right) d x d y, \quad u=\left(u^{1} ; u^{2}\right) \in \mathcal{H}_{\varepsilon}^{1} . \tag{40}
\end{equation*}
$$

Here $F_{i}(u)=\int_{0}^{u} f_{i}(\xi) d \xi$. It is clear from the assumptions concerning $f_{i}$ that

$$
\begin{aligned}
& \left|\sum_{i=1,2} \int_{D_{i}}\left[f\left(v^{i}+\bar{\eta}\right)-f\left(v^{i}\right)\right] \partial_{t} v^{i} d x d y\right| \\
& \leq c \sum_{i=1,2} \int_{D_{i}}\left|f\left(v^{i}+\bar{\eta}\right)-f\left(v^{i}\right)\right|^{2} d x d y+\frac{1}{4}\left\|\partial_{t} v(t)\right\|_{\mathcal{H}}^{2} \\
& \leq c_{1}+c_{2} \int_{D}|v|^{p+1} d x d y+c_{3}\left[|\bar{\eta}|_{L_{p+1}(\Gamma)}^{p+1}+|\bar{\eta}|_{L_{p_{*}}(\Gamma)}^{p_{*}}\right]+\frac{1}{4}\left\|\partial_{t} v(t)\right\|_{\mathcal{H}}^{2},
\end{aligned}
$$

where $p_{*}=2(p+1) /(3-p)$. We also have that

$$
\left|\int_{D} h^{\varepsilon} \partial_{t} v^{i} d x d y\right| \leq c_{1}+c_{2}\|\bar{\eta}\|_{H^{2}(\Gamma)}^{2}+\frac{1}{4}\left\|\partial_{t} v(t)\right\|_{\mathcal{H}}^{2}
$$

Therefore from (39) we have that

$$
\begin{align*}
& \partial_{t} \Psi_{\varepsilon}(v(t))+\frac{1}{2}\left\|\partial_{t} v(t)\right\|_{\mathcal{H}}^{2}  \tag{41}\\
& \leq c_{1}+c_{2}\|v\|_{L_{p+1}(D)}^{p+1}+c_{3}\left(\|\bar{\eta}\|_{H^{2}(\Gamma)}^{2}+|\bar{\eta}|_{L_{p+1}(\Gamma)}^{p+1}+|\bar{\eta}|_{L_{p_{*}}(\Gamma)}^{p_{*}}\right)
\end{align*}
$$

Consequently, choosing positive constants $b_{0}$ and $b_{1}$ in an appropriate way one can see that

$$
\begin{equation*}
V_{\varepsilon}(u):=b_{0}\|u\|_{\mathcal{H}}^{2}+\Psi_{\varepsilon}(u)+b_{1} \tag{42}
\end{equation*}
$$

with $\Psi_{\varepsilon}$ given by (40) satisfies the relations

$$
\begin{equation*}
c_{0} V_{\varepsilon}^{0}(v) \leq V_{\varepsilon}(v) \leq c_{1}\left[1+V_{\varepsilon}^{0}(v)\right] \tag{43}
\end{equation*}
$$

with $V_{\varepsilon}^{0}(v)$ given by (38). Moreover, due to (35) we can choose $b_{0}$ and $b_{1}$ such that

$$
\begin{equation*}
\frac{d}{d t} V_{\varepsilon}(v)+\gamma V_{\varepsilon}(v)+\frac{1}{2}\left\|\partial_{t} v_{\varepsilon}(t)\right\|_{\mathcal{H}}^{2} \leq R_{1}^{2}\left(\theta_{t} \omega\right) \tag{44}
\end{equation*}
$$

with positive $\gamma$, where

$$
\begin{equation*}
R_{1}^{2}(\omega)=c\left(1+\|\bar{\eta}(\omega)\|_{L_{p+1}(\Gamma)}^{p+1}+|\bar{\eta}(\omega)|_{L_{p_{*}}(\Gamma)}^{p_{*}}+\|\bar{\eta}(\omega)\|_{H^{2}(\Gamma)}^{2}\right), \quad p_{*}=\frac{2 p+2}{3-p} . \tag{45}
\end{equation*}
$$

We note that $R_{1}(\omega)$ is a tempered random variable because $t \mapsto \bar{\eta}\left(\theta_{t} \omega\right)$ is a tempered process with values in $H^{2}(\Gamma) \cap C(\bar{\Gamma})$. From (44) we have that

$$
\begin{equation*}
V_{\varepsilon}(v(t)) \leq e^{-\gamma(t-s)} V_{\varepsilon}(v(s))+\int_{s}^{t} e^{-\gamma(t-\tau)} R_{1}^{2}\left(\theta_{\tau} \omega\right) d \tau, \quad t \geq s \tag{46}
\end{equation*}
$$

By (43) we also have

$$
V_{\varepsilon}^{0}(v(t)) \leq c_{1} e^{-\gamma(t-s)} V_{\varepsilon}^{0}(v(s))+c_{2} \int_{s}^{t} e^{-\gamma(t-\tau)} R_{1}^{2}\left(\theta_{\tau} \omega\right) d \tau, \quad t \geq s
$$

Therefore using (37) after integration with respect to $s$ over the interval $[0, t]$ we obtain

$$
\begin{equation*}
V_{\varepsilon}^{0}(v(t)) \leq \frac{c_{1}}{t}\left\|v_{0}\right\|_{\mathcal{H}}^{2} e^{-\gamma_{*} t}+c_{2}\left(1+\frac{1}{t}\right) \int_{0}^{t} e^{-\gamma_{*}(t-\tau)} R_{1}^{2}\left(\theta_{\tau} \omega\right) d \tau, \quad t>0 \tag{47}
\end{equation*}
$$

for some $0<\gamma_{*} \leq \gamma$. Relations (46) and (47) makes it possible to conclude that there exists a tempered random variable $R_{*}(\omega)$ such that the set

$$
\begin{equation*}
\mathfrak{B}(\omega)=\left\{v: V_{\varepsilon}(v) \leq R_{*}^{2}(\omega)\right\} \tag{48}
\end{equation*}
$$

is forward invariant and absorbing. It is clear that $\mathfrak{B}(\omega)$ is compact in $\mathcal{H}$ for each $\omega \in \Omega$. Moreover, $R_{*}^{2}(\omega)$ does not depend on $\varepsilon$.

Completion of the proof of Proposition 5.1. The proof follows from Theorem 2.3 and Lemmata 5.2 and 5.3. Relation (31) follows from (47), (48), and properties of the functionals $V_{\varepsilon}^{0}$ and $V_{\varepsilon}$ given in (38), (42), and (43).

Remark 5.4. It also follows from (44) and (37) that

$$
\begin{equation*}
\int_{0}^{t} \tau e^{-\gamma_{\star}(t-\tau)}\left\|\partial_{t} v_{\varepsilon}(\tau)\right\|_{\mathcal{H}}^{2} d \tau \leq c_{1}\left\|v_{0}\right\|_{\mathcal{H}}^{2} e^{-\gamma_{\star} t}+c_{2} \int_{0}^{t}(1+\tau) e^{-\gamma_{\star}(t-\tau)} R_{1}^{2}\left(\theta_{\tau} \omega\right) d \tau, \tag{49}
\end{equation*}
$$

for all $t \geq 0$, where $\gamma_{*}>0$. Below we will also need the next lemma.
Lemma 5.5. For any initial data $v, v_{*} \in \mathcal{H}$ we have the estimate

$$
\begin{equation*}
\left\|\phi_{\varepsilon}(t, \omega) v-\phi_{\varepsilon}(t, \omega) v_{*}\right\|_{\mathcal{H}} \leq c_{1} e^{c_{2} t}\left\|v-v_{*}\right\|_{\mathcal{H}}, \quad \omega \in \Omega, \tag{50}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ do not depend on $\omega \in \Omega$ and $\varepsilon \in(0,1]$.
Proof. We use the same method as in Lemma 5.2 by considering the difference of two solutions and relying on the property

$$
\left(f_{i}\left(v^{i}+\bar{\eta}\right)-f_{i}\left(v_{*}^{i}+\bar{\eta}\right)\right)\left(v^{i}-v_{*}^{i}\right) \geq-c_{0}\left|v^{i}-v_{*}^{i}\right|^{2},
$$

where $c_{0}$ does not depend on $\omega$ and $\varepsilon$.
5.2. Limiting system. The same change of unknown variable $U=v+\bar{\eta}$ transforms equation (8) into the following random PDE on $\Gamma$ :

$$
\left\{\begin{array}{l}
\partial_{t} v-\nu \Delta v+a v+f\left(v+\bar{\eta}\left(\theta_{t} \omega\right)\right)+h\left(x^{\prime}\right)=0, \quad t>0, x^{\prime} \in \Gamma,  \tag{51}\\
\left.\frac{\partial v}{\partial n}\right|_{\partial \Gamma}=0,\left.v\right|_{t=0}=v_{0},
\end{array}\right.
$$

where $\nu, f(v)$, and $h$ are given by (9). The same argument as in section 4 allows us to prove that problem (51) generates an $\operatorname{RDS}\left(\theta, \phi_{0}\right)$ in the space $L_{2}(\Gamma)$ and thus to establish Theorem 3.1(2).

The following assertion states the existence of a pullback attractor for this RDS $\left(\theta, \phi_{0}\right)$.

Proposition 5.6. In the space $L_{2}(\Gamma)$, problem (51) generates an $R D S\left(\theta, \phi_{0}\right)$ possessing a compact pullback attractor $\left\{\mathfrak{A}^{0}(\omega)\right\}$ which belongs to the space $H^{1}(\Gamma)$. If the correlation operator $K$ possesses the properties (i) $K h=0$ if and only if $h=0$ and (ii) the image of $K$ is dense in $L_{2}(\Gamma)$, then the attractor $\left\{\mathfrak{A}^{0}(\omega)\right\}$ is a singleton; i.e., there exists a tempered random variable $v_{0}(\omega)$ with values in $H^{1}(\Gamma)$ such that $\mathfrak{A}^{0}(\omega)=\left\{v_{0}(\omega)\right\}$ for all $\omega \in \Omega$.

Proof. To prove the existence of the attractor we argue exactly as in Proposition 5.1 and we do not repeat it again.

As for the second part, we first note that the $\operatorname{RDS}\left(\theta, \phi_{0}\right)$ is monotone; i.e., the property $v(x) \leq v_{*}(x)$ for almost all $x \in \Gamma$ implies that

$$
\left[\phi_{0}(t, \omega) v\right](x) \leq\left[\phi_{0}(t, \omega) v_{*}\right](x) \quad \text { for almost all } x \in \Gamma,
$$

for all $t>0$, and for $\omega \in \Omega$. This monotonicity property can be established by the standard (pathwise) argument (see, e.g., [31]). We also refer to [10] for a general discussion of monotone RDSs. Our next step is to apply a result from [15] which states that, under some conditions, the global pullback attractor of a monotone RDS consists of a single random equilibrium. The main hypothesis in [15] is the weak convergence of distributions of the process $t \mapsto \phi_{0}(t, \omega) v$ to some limiting probability measure. In our case we can guarantee this property because the noise $\dot{W}$ is nondegenerate in the phase space of the system $\left(\theta, \phi_{0}\right)$. We refer to [15, subsection 4.5] for details.

Propositions 5.1 and 5.6 imply Theorem 3.1(4).
Remark 5.7. Although it is possible to prove that the $\operatorname{RDS}\left(\theta, \phi_{\varepsilon}\right)$ generated by problem (25)-(28) is also monotone, we cannot apply the result from [15] to prove that $\hat{\mathfrak{A}}^{\varepsilon}$ is a single equilibrium. The point is that the noise $\dot{W}$ is nondegenerate in $L_{2}(\Gamma)$ (the phase space of the system $\left(\theta, \phi_{0}\right)$ ), but it is degenerate in $\mathcal{H}=L_{2}(D)$ (the phase space for $\left(\theta, \phi_{\varepsilon}\right)$ ), and hence we cannot guarantee the weak convergence of distributions of the process $t \mapsto \phi_{\varepsilon}(t, \omega) U_{0}$. Thus the pullback attractor $\hat{\mathfrak{A}}^{\varepsilon}$ may contain more than one equilibrium. The same conclusion is valid for problem (19). One can prove that (19) generates a monotone RDS with a compact pullback attractor, but to conclude that this attractor is a random equilibrium we need the nondegeneracy of the noise in $L_{2}(\Gamma) \times L_{2}(\Gamma)$, which is obviously not true for this case.

Remark 5.8. 1. It is clear from the argument in the proof of Lemma 5.5 that

$$
\begin{equation*}
\left\|\phi_{0}(t, \omega) v-\phi_{0}(t, \omega) v_{*}\right\|_{L_{2}(\Gamma)} \leq c_{1} e^{c_{2} t}\left\|v-v_{*}\right\|_{L_{2}(\Gamma)}, \quad \omega \in \Omega \tag{52}
\end{equation*}
$$

for some constants $c_{1}$ and $c_{2}$ independent of $\omega$, where $v, v_{*} \in L_{2}(\Gamma)$.
2. Since $L_{2}(\Gamma)$ can be embedded naturally into $L_{2}(D) \sim \mathcal{H}$ as the subspace of functions independent of $y$, we can consider the cocycle $\phi_{0}$ as a mapping from $L_{2}(\Gamma)$ into $\mathcal{H}$. Therefore we can compare it with $\phi_{\varepsilon}$. Below we also consider the image $\widetilde{\mathfrak{A}}^{0}(\omega)$ of $\mathfrak{A}^{0}(\omega)$ under this embedding.
6. Limit transition on finite time intervals. Our main result in this section is the following theorem, which implies the third statement in Theorem 3.1.

Theorem 6.1. For any time interval we have that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\delta, T]}\left\|\phi_{\varepsilon}(t, \omega) v-\phi_{0}(t, \omega) v_{*}\right\|_{\mathcal{H}}=0 \quad \forall \delta \in(0, T) \tag{53}
\end{equation*}
$$

where $v_{*}=\langle v\rangle:=\frac{1}{2} \int_{-1}^{1} v(x, y) d y$. If $v$ does not depend on $y$, i.e., $v=v_{*}$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left\|\phi_{\varepsilon}(t, \omega) v-\phi_{0}(t, \omega) v_{*}\right\|_{\mathcal{H}}=0 . \tag{54}
\end{equation*}
$$

Proof. Let $w_{\varepsilon}(t)=\phi_{\varepsilon}(t, \omega) v$. It follows from (37), (47), and (49) that

$$
\begin{equation*}
\sup _{t \in[0, T]} \sum_{i=1,2}\left\|w_{\varepsilon}^{i}(t)\right\|_{L_{2}\left(D_{i}\right)}^{2}+\int_{0}^{T}\left\|w_{\varepsilon}^{i}(t)\right\|_{H^{1}\left(D_{i}\right)}^{2} d t \leq C_{T}(\omega) \tag{55}
\end{equation*}
$$

and, for every $\delta>0$,

$$
\begin{equation*}
\sup _{t \in[\delta, T]} \sum_{i=1,2}\left\|w_{\varepsilon}^{i}(t)\right\|_{H^{1}\left(D_{i}\right)}^{2}+\sum_{i=1,2} \int_{\delta}^{T}\left\|\partial_{t} w_{\varepsilon}^{i}(t)\right\|_{L_{2}\left(D_{i}\right)}^{2} d t \leq C_{T, \delta}(\omega) \tag{56}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}}\left[\sup _{t \in[\delta, T]} \sum_{i=1,2}\left\|\partial_{y} w_{\varepsilon}^{i}(t)\right\|_{L_{2}\left(D_{i}\right)}^{2}+\sum_{i=1,2} \int_{0}^{T}\left\|\partial_{y} w_{\varepsilon}^{i}(t)\right\|_{L_{2}\left(D_{i}\right)}^{2} d t\right] \leq C_{T, \delta}(\omega) \tag{57}
\end{equation*}
$$

Moreover, we have that

$$
\begin{equation*}
\sup _{t \in[\delta, T]} \int_{\Gamma} \frac{k\left(x^{\prime}, \varepsilon\right)}{\varepsilon}\left|w_{\varepsilon}^{1}(t)-w_{\varepsilon}^{2}(t)\right|^{2} d x^{\prime}+\int_{0}^{T} d t \int_{\Gamma} \frac{k\left(x^{\prime}, \varepsilon\right)}{\varepsilon}\left|w_{\varepsilon}^{1}(t)-w_{\varepsilon}^{2}(t)\right|^{2} d x^{\prime} \leq C_{T, \delta}(\omega) \tag{58}
\end{equation*}
$$

for all intervals $[0, T]$ and $\varepsilon \in(0,1]$. Therefore, using relations (55)-(57) and Aubin's compactness theorem we can conclude that there exist a pair of functions

$$
u_{i} \in C\left(\delta, T ; L^{2}(\Gamma)\right) \cap L^{\infty}\left(\delta, T ; H^{1}(\Gamma)\right), \quad i=1,2, \quad \forall \delta>0
$$

and a sequence $\left\{\varepsilon_{n}\right\}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1,2} \sup _{t \in[\delta, T]}\left\|w_{\varepsilon_{n}}^{i}(t)-u_{i}(t)\right\|_{L_{2}\left(D_{i}\right)}=0 \tag{59}
\end{equation*}
$$

Moreover, we also have weak convergence in $L_{2}\left(0, T ; H^{1}(D)\right)$. One can also see from (58) and (6) that $u_{1}(t)=u_{2}(t) \equiv u(t)$ on the set $\Gamma$. Considering a variational form of (25)-(28), one can show that $u(t)$ solves problem (51). The corresponding argument is exactly the same as in [13] for the deterministic case and therefore we do not give details here. Thus (53) follows from (59) and from the uniqueness theorem for (51).

To prove (54) we first consider $v \equiv v_{*}$ from the space $H^{1}(\Gamma) \cap L_{p+1}(\Gamma)$. In this case relying on (46) with $s=0$ and using the fact that $V_{\varepsilon}(v)$ does not depend on $\varepsilon$ for this choice of $v$, we can easily prove estimates (56) and (57) with $\delta=0$. Thus the same argument as above gives (54) for $v \equiv v_{*}$ from $H^{1}(\Gamma) \cap L_{p+1}(\Gamma)$. To obtain (54) for $v_{*} \in L_{2}(\Gamma)$ we use an appropriate approximation procedure and relations (50) and (52).

Remark 6.2. By a standard argument we can prove that (53) and (54) hold uniformly with respect to $v$ in every compact set.

Remark 6.3. Since the arguments given in Lemmata 5.2 and 5.3 do not depend on the behavior of $k(x, \varepsilon)$ as $\varepsilon \rightarrow 0$, the estimates in (55)-(58) hold for both cases (6) and (18). Thus, in the latter case, we can also conclude from (55)-(57) that $w_{\varepsilon}^{1}$ and $w_{\varepsilon}^{2}$ converge to some functions $u^{1}$ and $u^{2}$ defined on $\Gamma$. However, in that case we cannot prove that $u^{1}$ and $u^{2}$ are the same because under condition (18) estimate (58) does not lead to the conclusion. In the case (18) the same arguments as in [12, 13] give us the convergence of $\bar{\phi}_{\varepsilon}(t, \omega)$ generated by (1)-(4) to the cocycle generated by (19).
7. Upper semicontinuity of attractors. In this section we prove the following assertion, which is our first result on synchronization.

Theorem 7.1. Let $\left\{\mathfrak{A}^{\varepsilon}(\omega)\right\}$ be the global random pullback attractor for the $R D S$ $\left(\theta, \phi_{\varepsilon}\right)$ generated by (25)-(28). Then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup \left\{\operatorname{dist}_{\mathcal{H}}\left(u, \widetilde{\mathfrak{A}}^{0}(\omega)\right): u \in \mathfrak{A}^{\varepsilon}(\omega)\right\}=0 \quad \forall \omega \in \Omega \tag{60}
\end{equation*}
$$

where $\widetilde{\mathfrak{A}}^{0}(\omega)=\left\{J(v): v \in \mathfrak{A}^{0}(\omega)\right\} \subset \mathcal{H}$. Here $\left\{\mathfrak{A}^{0}(\omega)\right\}$ is the random pullback attractor for the $R D S\left(\theta, \phi_{0}\right)$ and $J: L_{2}(\Gamma) \mapsto L_{2}(D)=\mathcal{H}$ is the natural embedding operator.

Proof. Assume that (60) does not hold for some $\omega \in \Omega$. Then there exist a sequence $\left\{\varepsilon_{n}\right\}$ with $\varepsilon_{n} \rightarrow 0$ and a sequence $u_{n} \in \mathfrak{A}^{\varepsilon_{n}}(\omega)$ such that

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{H}}\left(u_{n}, \widetilde{\mathfrak{A}}^{0}(\omega)\right) \geq \delta>0 \quad \forall n=1,2, \ldots \tag{61}
\end{equation*}
$$

By the invariance property of the attractor $\mathfrak{A}^{\varepsilon_{n}}(\omega)$, for every $t>0$ there exists $v_{n}^{t} \in \mathfrak{A}^{\varepsilon_{n}}\left(\theta_{-t} \omega\right)$ such that $u_{n}=\phi_{\varepsilon_{n}}\left(t, \theta_{-t} \omega\right) v_{n}^{t}$. Since $\mathfrak{A}^{\varepsilon_{n}}(\omega)$ is compact and estimate (31) holds, we can assume that there exist $u_{*}$ and $v_{*}^{t}$ in $H^{1}\left(D_{1}\right) \oplus H^{1}\left(D_{2}\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u_{*}\right\|_{\mathcal{H}}=0, \quad \lim _{n \rightarrow \infty}\left\|v_{n}^{t}-v_{*}^{t}\right\|_{\mathcal{H}}=0 \tag{62}
\end{equation*}
$$

As in the proof of Theorem 6.1 one can see that

$$
u_{*}=\tilde{u} \oplus \tilde{u}, \quad v_{*}^{t}=\tilde{v}^{t} \oplus \tilde{v}^{t}
$$

where $\tilde{u}, \tilde{v}^{t} \in H^{1}(\Gamma)$. Therefore, if we show that $\tilde{u} \in \mathfrak{A}^{0}(\omega)$, then we obtain a contradiction to (61).

It follows from Lemma 5.5 and Theorem 6.1 that

$$
\tilde{u}=\phi_{0}\left(t, \theta_{-t} \omega\right) \tilde{v}^{t} .
$$

However, it follows from (31) and (62) that $\tilde{v}^{t} \in B_{0}\left(\theta_{-t} \omega\right)$, where

$$
B_{0}(\omega)=\left\{v \in H^{1}(\Gamma):\|v\|_{H^{1}(\Gamma)} \leq \tilde{R}(\omega)\right\}
$$

where $\tilde{R}(\omega)$ is a tempered random variable. Thus we have that

$$
\tilde{u} \in \phi_{0}\left(t, \theta_{-t} \omega\right) B_{0}\left(\theta_{-t} \omega\right) \quad \text { for every } \quad t>0
$$

Since $\phi_{0}\left(t, \theta_{-t} \omega\right) B_{0}\left(\theta_{-t} \omega\right) \rightarrow \mathfrak{A}^{0}(\omega)$ as $t \rightarrow \infty$, this implies that $\tilde{u} \in \mathfrak{A}^{0}(\omega)$.
Theorem 3.1(5) follows from Theorem 7.1.
Remark 7.2. In the case (18), similarly to the deterministic case (see [12, 13]), we can prove the upper convergence of the pullback attractors $\hat{\mathfrak{A}}^{\varepsilon}$ to the corresponding object for the RDS generated by (19). We also refer to [6] and to the references therein for a general study of upper semicontinuity of random and nonautonomous attractors.
8. Synchronization for fixed $\varepsilon>\mathbf{0}$. Now we consider the case when the equations are the same in both domains; i.e., we assume that relations (14), (15), and (16) hold.

Under conditions (14) the cocycle $\phi_{\varepsilon}$ has a deterministic forward invariant subspace $\mathcal{L}$ in $\mathcal{H}$ consisting of functions which are independent of the variable $y$, i.e.,

$$
\mathcal{L}=\left\{u(x, y) \in L_{2}(D): u(x, y) \equiv u(x, 0) \equiv v \in L_{2}(\Gamma)\right\}
$$

It is clear that $\phi_{\varepsilon}(t, \omega) \mathcal{L} \subset \mathcal{L}$ and $\phi_{\varepsilon}(t, \omega) \equiv \phi_{0}(t, \omega)$ on $\mathcal{L}$.
THEOREM 8.1. Under conditions (14), (15), and (16) there exists $\varepsilon_{0}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$ the global random pullback attractor $\mathfrak{A}^{\varepsilon}(\omega)$ for $\left(\theta, \phi_{\varepsilon}\right)$ has the form

$$
\begin{equation*}
\mathfrak{A}^{\varepsilon}(\omega) \equiv \widetilde{\mathfrak{A}}^{0}(\omega)=\left\{J(v): v \in \mathfrak{A}^{0}(\omega)\right\} \subset \mathcal{H} \tag{63}
\end{equation*}
$$

where $J: L_{2}(\Gamma) \mapsto L_{2}(D)=\mathcal{H}$ is the natural embedding operator and $\mathfrak{A}^{0}(\omega)$ is the random pullback attractor for the $R D S\left(\theta, \phi_{0}\right)$.

Proof. Let $P$ be the orthoprojector in $\mathcal{H}$ onto $\mathcal{L}$. This operator has the form

$$
(P u)(x, y)=\frac{1}{2} \int_{-1}^{1} u(x, \xi) d \xi, \quad u \in \mathcal{H} \sim L_{2}(D)
$$

Let $Q=1-P$. Both of the operators $P$ and $Q$ map the domain $\mathcal{D}\left(A_{\varepsilon}\right)$ of the operator $A_{\varepsilon}$ into itself and commute with $A_{\varepsilon}$. Therefore it follows from (30) that $Q v_{\varepsilon}$ satisfies the equation

$$
\begin{equation*}
\frac{d}{d t} Q v_{\varepsilon}+A_{\varepsilon} Q v_{\varepsilon}=Q B\left(v_{\varepsilon}, \theta_{t} \omega\right),\left.\quad Q v\right|_{t=0}=Q v_{0} \tag{64}
\end{equation*}
$$

Multiplying this equation by $Q v_{\varepsilon}$ we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2}+a_{\varepsilon}\left(Q v_{\varepsilon}, Q v_{\varepsilon}\right)_{\mathcal{H}}=\left(Q B\left(v_{\varepsilon}, \theta_{t} \omega\right), Q v_{\varepsilon}\right)_{\mathcal{H}} \tag{65}
\end{equation*}
$$

From (15) we have that

$$
\begin{aligned}
\left(Q B\left(v_{\varepsilon}, \theta_{t} \omega\right), Q v_{\varepsilon}\right)_{\mathcal{H}} & =\int_{D}\left[f\left(v_{\varepsilon}(x, y)\right)-\frac{1}{2} \int_{-1}^{1} f\left(v_{\varepsilon}(x, \xi)\right) d \xi\right] Q v_{\varepsilon}(x, y) d x d y \\
& \leq \frac{L}{2} \int_{D} \int_{-1}^{1}\left|v_{\varepsilon}(x, y)-v_{\varepsilon}(x, \xi)\right| Q v_{\varepsilon}(x, y) d \xi d x d y \\
& \leq \frac{L}{\sqrt{2}}\left[\int_{\Gamma} d x \int_{-1}^{1} d y \int_{-1}^{1} d \xi\left|v_{\varepsilon}(x, y)-v_{\varepsilon}(x, \xi)\right|^{2}\right]^{1 / 2}\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}
\end{aligned}
$$

If we add and subtract $P v_{\varepsilon}$ in the expression under the integral, then we easily arrive at the relation

$$
\begin{equation*}
\left(Q B\left(v_{\varepsilon}, \theta_{t} \omega\right), Q v_{\varepsilon}\right)_{\mathcal{H}} \leq 2 L\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2} \tag{66}
\end{equation*}
$$

Thus from (65) we obtain that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2}+a_{\varepsilon}\left(Q v_{\varepsilon}, Q v_{\varepsilon}\right)_{\mathcal{H}} \leq 2 L\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2} \tag{67}
\end{equation*}
$$

Lemma 8.2. Under conditions (14) and (16) we have that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup \left\{\frac{a_{\varepsilon}\left(Q v_{\varepsilon}, Q v_{\varepsilon}\right)_{\mathcal{H}}}{\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2}}: v \in \mathcal{H}_{\varepsilon}^{1}\right\}=+\infty \tag{68}
\end{equation*}
$$

Proof. Basically we use the same calculations of the spectrum of $A_{\varepsilon}$ as in [11].

Lemma 8.2 implies that there exists $\varepsilon_{0}>0$ such that

$$
\frac{d}{d t}\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2}+\gamma_{0}\left\|Q v_{\varepsilon}\right\|_{\mathcal{H}}^{2} \leq 0
$$

for all $0<\varepsilon \leq \varepsilon_{0}$ and for some $\gamma_{0}>0$. Therefore,

$$
\left\|Q v_{\varepsilon}(t)\right\|_{\mathcal{H}}^{2} \leq\left\|Q v_{\varepsilon}(0)\right\|_{\mathcal{H}}^{2} e^{-\gamma_{0} t}, \quad t \geq 0
$$

This implies that the subspace $\mathcal{L}$ attracts all tempered sets (in both the forward and the pullback sense) with exponential (deterministic) speed. Since $\phi_{\varepsilon}(t, \omega) \equiv \phi_{0}(t, \omega)$ on $\mathcal{L}$, this implies (63).

Theorem 8.1 implies Theorem 3.1(6).
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#### Abstract

An effective macroscopic model for a stochastic microscopic system is derived. The original microscopic system is modeled by a stochastic partial differential equation (SPDE) defined on a domain perforated with small holes or heterogeneities. The homogenized effective model is still an SPDE but defined on a unified domain without holes. The solutions of the microscopic model are shown to converge to those of the effective macroscopic model in probability distribution as the size of holes diminishes to zero. Moreover, the long time effectivity of the macroscopic system, in the sense of convergence in probability distribution, and the effectivity of the macroscopic system, in the sense of convergence in energy, are also proved.
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1. Introduction. In recent years there has been an explosive growth of activities in multiscale modeling of complex phenomena in many areas, including material science, climate dynamics, chemistry, and biology [15, 31]. Stochastic partial differential equations (SPDEs or stochastic PDEs) - evolutionary equations containing noises-arise naturally as mathematical models of multiscale systems under random influences. In fact, the need to include stochastic effects in mathematical modeling of realistic physical phenomena has become widely recognized in, for example, condensed matter physics, climate and geophysical sciences, and materials sciences. But implementing this idea poses some challenges both in theory and in computation [17, 33].

This paper is devoted to the effective macroscopic dynamics of microscopic systems modeled by parabolic SPDEs in perforated media which exhibit small-scale heterogeneities. One example of such microscopic systems of interest is composite materials with microscopic heterogeneities under the impact of external random fluctuations. The heterogeneity scale is taken to be much smaller than the macroscopic scale, which is equivalent, here, to assuming that the heterogeneities are evenly distributed. From a mathematical point of view, one can assume that microscopic heterogeneities (holes) are periodically placed in the media. This periodicity can be represented by a small positive parameter $\epsilon$ (i.e., the period). In fact we work on the space-time cylinder $D_{\epsilon} \times(0, T)$, with $T>0$, and $D_{\epsilon}$ is the spatial domain obtained by removing a number $N_{\epsilon}$ of holes, of size $\epsilon$, periodically distributed, from a fixed

[^91]domain $D$. When taking $\epsilon \rightarrow 0$, the holes inside $D$ are smaller and smaller and their numbers go to $\infty$. This signifies that the heterogeneities become finer and finer.

There has been much work done on the homogenization problem for the deterministic systems defined in such perforated domains or other heterogeneous media; see, for example, $[6,24,25,28,29,30]$ for heat transfer in a composite material, $[6,8,11]$ for the wave propagation in a composite material, and $[21,23]$ for the fluid flow in porous media. For an introduction to homogenization, see [2, 9, 18, 27].

Recently there also has been work done on homogenization of partial differential equations (PDEs) in the random context; see [19, 22, 26] for PDEs with random coefficients, and see [5, 35, 36] for PDEs in randomly perforated domains. Also see the survey book [18] about the homogenization results in a random context. A basic assumption in these texts is the ergodic hypotheses on the coefficients for the passing of the limit of $\epsilon \rightarrow 0$. Note that the microscopic models in these works are PDEs with random coefficients, so-called random PDEs, instead of stochastic PDEs.

In the present paper, the microscopic model is an SPDE defined in a perforated domain. Homogenization techniques are employed to derive an effective, simplified, macroscopic model. Homogenization is a formal mathematic procedure for deriving macroscopic models from microscopic systems. It has been applied to a variety of problems including composite materials modeling, porous media, and climate modeling; see $[9,10,18,27]$. Homogenization provides effective macroscopic behavior of the systems with microscopic heterogeneities for which direct numerical simulations are usually too expensive.

We consider a spatially extended system, where stochastic effects are taken into account in the model equation, defined on a deterministic domain but perforated with small scale holes. Specifically, we study a class of SPDEs driven by white noise on a perforated domain in the following form:

$$
\begin{equation*}
d u_{\epsilon}(t)=\left(\mathcal{A}_{\epsilon} u_{\epsilon}+F_{\epsilon}(x, t)\right) d t+G_{\epsilon}(x, t) d W(t), \quad 0<t<T, \quad \epsilon>0, \tag{1.1}
\end{equation*}
$$

which will be described in detail in the next section. For the general theory of SPDEs we refer to [12]. The goal here is to derive the homogenized equation (effective equation), which is still an SPDE, for (1.1) by the homogenization techniques in the sense of probability.

Homogenization theory has been developed for deterministic systems, and a compactness discussion for the solutions $\left\{u_{\epsilon}\right\}_{\epsilon}$ in some function space is a key step in various homogenization approaches [9]. However, due to the appearance of the stochastic term in the above microscopic system considered in this paper, such compactness result does not hold for this stochastic system. Fortunately the compactness in the sense of probability, that is, the tightness of the distributions for $\left\{u_{\epsilon}\right\}$, still holds. So one appropriate approach is to homogenize the stochastic system in the sense of probability. The goal in this paper is to derive an effective macroscopic equation for the above microscopic system by homogenization in the sense of probability. It is shown that the solution $u_{\epsilon}$ of the microscopic or heterogeneous system converges to that of the macroscopic or homogenized system as $\epsilon \downarrow 0$ in probability distribution. This means that the distribution of $\left\{u_{\epsilon}\right\}_{\epsilon}$ weakly converges, in some appropriate space, to the distribution of a stochastic process which solves the macroscopic effective equation. Moreover, the long time effectivity of the homogenized macroscopic system is demonstrated; that is, the solution $u_{\epsilon}(t)$ is shown to converge to the stationary solution of the homogenized equation as $t \rightarrow \infty$ and $\epsilon \downarrow 0$ in the sense of probability distribution.


Fig. 1. Geometric setup in $R^{2}$.

Furthermore, the effectivity of the macroscopic system in the sense of convergence in energy is also shown.

In our approach, one difficulty is that the spatial domain is changing as $\epsilon \rightarrow 0$. To overcome this we use the extension operator introduced in [8] and introduce a new probability space depending on a parameter in which the solution is uniformly bounded. One novelty here is that the original microscopic model is a stochastic PDE, instead of a random PDE, as studied by others; see e.g., $[19,26,7]$.

This paper is organized as follows. The problem formulation is stated in section 2. Section 3 is devoted to basic properties of the microscopic system. The effective macroscopic equation is derived in section 4. The long time effectivity of the homogenized macroscopic system is considered in section 6 . Finally, the effectivity of the macroscopic system in the sense of convergence in energy is shown in section 5 . Moreover, in the appendix we present the explicit expression of the homogenization matrix.
2. Problem formulation. Let $D$ be an open bounded set in $R^{n}, n \geq 2$, with smooth boundary $\partial D$ and $\epsilon>0$ a small parameter. Let $Y=\left[0, l_{1}\right) \times\left[0, l_{2}\right) \times \cdots \times\left[0, l_{n}\right)$ be a representative (cubic) cell in $R^{n}$ and $S$ an open subset of $Y$ with smooth boundary $\partial S$, such that $\bar{S} \subset Y$. Write $l=\left(l_{1}, l_{2}, \ldots, l_{n}\right)$. Define $\epsilon S=\{\epsilon y: y \in S\}$. Denote by $S_{\epsilon, k}$ the translated image of $\epsilon S$ by $k l, k \in Z^{n}, k l=\left(k_{1} l_{1}, k_{2} l_{2}, \ldots, k_{n} l_{n}\right)$. Also let $S_{\epsilon}$ be the set of all the holes contained in $D$ and $D_{\epsilon}=D \backslash S_{\epsilon}$. Then $D_{\epsilon}$ is a periodically perforated domain with holes of the same size as period $\epsilon$. We assume that the holes do not intersect with the boundary $\partial D$, which implies that $\partial D_{\epsilon}=\partial D \cup \partial S_{\epsilon}$. See Figure 1 for the case $n=2$. This assumption allows us to avoid technicalities, and the results of our paper will remain valid without this assumption; see [1].

In what follows we use the notation

$$
Y^{*}=Y \backslash \bar{S}, \quad \vartheta=\frac{\left|Y^{*}\right|}{|Y|}
$$

with $|Y|$ and $\left|Y^{*}\right|$ the Lebesgue measure of $Y$ and $Y^{*}$, respectively. Also denote by $\tilde{v}$ the zero extension to the whole $D$ for any function defined on $D_{\epsilon}$ :

$$
\tilde{v}= \begin{cases}v & \text { on } D_{\epsilon} \\ 0 & \text { on } S_{\epsilon}\end{cases}
$$

Now for $T>0$ fixed final time, we consider the following Itô-type nonautonomous SPDE defined on the perforated domain $D_{\epsilon}$ in $R^{n}$ :

$$
\begin{align*}
d u_{\epsilon}(x, t)= & \left(\operatorname{div}\left(A_{\epsilon}(x) \nabla u_{\epsilon}(x, t)\right)+f_{\epsilon}(x, t)\right) d t+g_{\epsilon}(t) d W(t)  \tag{2.1}\\
& \text { in } D_{\epsilon} \times(0, T), \\
u_{\epsilon}= & 0 \text { on } \partial D \times(0, T),  \tag{2.2}\\
\frac{\partial u_{\epsilon}}{\partial \nu_{A_{\epsilon}}}= & 0 \text { on } \partial S_{\epsilon} \times(0, T),  \tag{2.3}\\
u_{\epsilon}(0)= & u_{\epsilon}^{0} \text { in } D_{\epsilon}, \tag{2.4}
\end{align*}
$$

where the matrix $A_{\epsilon}$ is

$$
A_{\epsilon}=\left(a_{i j}\left(\frac{x}{\epsilon}\right)\right)_{i j}
$$

and

$$
\frac{\partial \cdot}{\partial \nu_{A_{\epsilon}}}=\sum_{i j} a_{i j}\left(\frac{x}{\epsilon}\right) \frac{\partial \cdot}{\partial x_{j}} n_{i}
$$

with $n$ the exterior unit normal vector on the boundary $\partial D_{\epsilon}$.
We make the following assumptions on the coefficients:

1. $a_{i j} \in L^{\infty}\left(R^{n}\right), \quad i, j=1, \ldots, n$;
2. $\sum_{i, j=1}^{n} a_{i j} \xi_{i} \xi_{j} \geq \alpha \sum_{i=1}^{n} \xi_{i}^{2}$ for $\xi \in R^{n}$ and $\alpha$ a positive constant;
3. $a_{i j}$ are $Y$-periodic.

Furthermore we assume that

$$
\begin{equation*}
f_{\epsilon} \in L^{2}\left(D_{\epsilon} \times[0, T]\right), \tag{2.5}
\end{equation*}
$$

and for $0 \leq t \leq T, g_{\epsilon}(t)$ is a linear operator from $\ell^{2}$ to $L^{2}\left(D_{\epsilon}\right)$ defined as

$$
g_{\epsilon}(t) k=\sum_{i=1}^{\infty} g_{\epsilon}^{i}(x, t) k_{i}, \quad k=\left(k_{1}, k_{2}, \ldots\right) \in \ell^{2}
$$

where $g_{\epsilon}^{i}(x, t) \in L^{2}\left(D_{\epsilon} \times[0, T]\right), i=1,2, \ldots$, are measurable functions with

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|g_{\epsilon}^{i}(x, t)\right|_{L^{2}\left(D_{\epsilon}\right)}^{2}<C_{T}, \quad t \in[0, T] \tag{2.6}
\end{equation*}
$$

for some positive constant $C_{T}$ independent of $\epsilon$. In (2.1), $W(t)=\left(W_{1}(t), W_{2}(t), \ldots\right)$ is a Wiener process in $\ell^{2}$ with covariance operator $Q=I d_{\ell^{2}}$, and $\left\{W_{i}(t): i=1,2, \ldots\right\}$ are mutually independent real valued standard Wiener processes on a complete probability space $(\Omega, \mathcal{F}, \mathbf{P})$ with a canonical filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Then

$$
\begin{equation*}
\left|g_{\epsilon}(t)\right|_{\mathcal{L}_{2}^{Q}}^{2}=\sum_{i=1}^{\infty}\left|g_{\epsilon}^{i}(x, t)\right|_{L^{2}\left(D_{\epsilon}\right)}^{2}<C_{T}, \quad t \in[0, T] . \tag{2.7}
\end{equation*}
$$

Here $\mathcal{L}_{2}^{Q}$ is the space of Hilbert-Schmit operators [12, 16]. Denote by $\mathbf{E}$ the expectation operator with respect to $\mathbf{P}$.

The following compactness result [20] will be used in our approach. Let $\mathcal{X} \subset \mathcal{Y} \subset$ $\mathcal{Z}$ be three reflective Banach spaces and $\mathcal{X} \subset \mathcal{Y}$ with compact and dense embedding. Define the Banach space as

$$
G=\left\{v: v \in L^{2}(0, T ; \mathcal{X}), \frac{d v}{d t} \in L^{2}(0, T ; \mathcal{Z})\right\}
$$

with norm

$$
|v|_{G}^{2}=\int_{0}^{T}|v(s)|_{\mathcal{X}}^{2} d s+\int_{0}^{T}\left|\frac{d v}{d s}(s)\right|_{\mathcal{Z}}^{2} d s, \quad v \in G
$$

Lemma 2.1. If $B$ is bounded in $G$, then it is precompact in $L^{2}(0, T ; \mathcal{Y})$.
Let $\mathcal{S}$ be a Banach space and $\mathcal{S}^{\prime}$ be the strong dual space of $\mathcal{S}$. We recall the definitions and some properties of weak convergence and weak* convergence [34].

Definition 2.2. A sequence $\left\{s_{n}\right\}$ in $\mathcal{S}$ is said to converge weakly to $s \in \mathcal{S}$ if $\forall s^{\prime} \in \mathcal{S}^{\prime}$,

$$
\lim _{n \rightarrow \infty}\left(s^{\prime}, s_{n}\right)_{\mathcal{S}^{\prime}, \mathcal{S}}=\left(s^{\prime}, s\right)_{\mathcal{S}^{\prime}, \mathcal{S}},
$$

which is written as $s_{n} \rightarrow s$ weakly in $\mathcal{S}$. Note that $\left(s^{\prime}, s\right)$ denotes the value of the continuous linear functional $s^{\prime}$ at the point $s$.

Lemma 2.3 (Eberlein-Shmulyan). Assume that $\mathcal{S}$ is reflexive and let $\left\{s_{n}\right\}$ be a bounded sequence in $\mathcal{S}$. Then there exists a subsequence $\left\{s_{n k}\right\}$ and $s \in \mathcal{S}$ such that $s_{n k} \rightharpoonup s$ weakly in $\mathcal{S}$ as $k \rightarrow \infty$. If all the weakly convergent subsequence of $\left\{s_{n}\right\}$ has the same limit s, then the whole sequence $\left\{s_{n}\right\}$ weakly converges to $s$.

Definition 2.4. A sequence $\left\{s_{n}^{\prime}\right\}$ in $\mathcal{S}^{\prime}$ is said to converge weakly* to $s^{\prime} \in \mathcal{S}^{\prime}$ if $\forall s \in \mathcal{S}$,

$$
\lim _{n \rightarrow \infty}\left(s_{n}^{\prime}, s\right)_{\mathcal{S}^{\prime}, \mathcal{S}}=\left(s^{\prime}, s\right)_{\mathcal{S}^{\prime}, \mathcal{S}},
$$

which is written as $s_{n}^{\prime} \rightarrow s^{\prime}$ weakly ${ }^{*}$ in $\mathcal{S}^{\prime}$.
Lemma 2.5. Assume that the dual space $\mathcal{S}^{\prime}$ is reflexive and let $\left\{s_{n}^{\prime}\right\}$ be a bounded sequence in $\mathcal{S}^{\prime}$. Then there exists a subsequence $\left\{s_{n k}^{\prime}\right\}$ and $s^{\prime} \in \mathcal{S}^{\prime}$ such that $s_{n k}^{\prime} \rightarrow s^{\prime}$ weakly* in $\mathcal{S}^{\prime}$ as $k \rightarrow \infty$. If all the weakly* convergent subsequence of $\left\{s_{n}^{\prime}\right\}$ has the same limit $s^{\prime}$, then the whole sequence $\left\{s_{n}^{\prime}\right\}$ weakly* converges to $s^{\prime}$.

We also use the following definition of the weak convergence of the Borel probability measures on $\mathcal{S}$; for more details we refer to [14].

Definition 2.6. Let $\left\{\mu_{\epsilon}\right\}_{\epsilon}$ be a family of Borel probability measures on the Banach space $\mathcal{S}$. We say $\mu_{\epsilon}$ weakly converges to a Borel measure $\mu$ on $\mathcal{S}$ if

$$
\int_{\mathcal{S}} h d \mu_{\epsilon} \rightarrow \int_{\mathcal{S}} h d \mu \text { as } \epsilon \downarrow 0
$$

for any $h \in C_{b}(\mathcal{S})$, the space of bounded continuous functions on $\mathcal{S}$.
In the following, for a fixed $T>0$, we always denote by $C_{T}$ a constant independent of $\epsilon$.
3. Basic properties of the microscopic model. In this section we will present some estimates of the solutions of microscopic model (2.1), useful for the tightness result of the distributions of solution processes in some appropriate space.

Let $H=L^{2}(D)$ and $H_{\epsilon}=L^{2}\left(D_{\epsilon}\right)$. Define the space

$$
V_{\epsilon}=\left\{u \in H^{1}\left(D_{\epsilon}\right),\left.u\right|_{\partial D}=0\right\}
$$

provided with the norm

$$
|v|_{V_{\epsilon}}=\left|\nabla_{A_{\epsilon}} v\right|_{\oplus_{n} H_{\epsilon}}=\left|\left(\sum_{j=1}^{n} a_{i j}\left(\frac{x}{\epsilon}\right) \frac{\partial v}{\partial x_{j}}\right)_{i=1}^{n}\right|_{\oplus_{n} H_{\epsilon}} .
$$

This norm is equivalent to the usual $H^{1}\left(D_{\epsilon}\right)$-norm, with an embedding constant independent of $\epsilon$, due to the assumptions on $a_{i j}$ in the last section. Here $\oplus_{n}$ denotes the direct sum of the Hilbert spaces with a usual direct sum norm. Let

$$
\mathcal{D}\left(\mathcal{A}_{\epsilon}\right)=\left\{v \in V_{\epsilon}: \operatorname{div}\left(A_{\epsilon} \nabla v\right) \in H_{\epsilon} \text { and }\left.\frac{\partial v}{\partial \nu_{A_{\epsilon}}}\right|_{\partial S_{\epsilon}}=0\right\}
$$

and define operator $\mathcal{A}_{\epsilon} v=\operatorname{div}\left(A_{\epsilon} \nabla v\right)$ for $v \in \mathcal{D}\left(\mathcal{A}_{\epsilon}\right)$. Then system (2.1)-(2.4) can be written as the following abstract stochastic evolutionary equation:

$$
\begin{equation*}
d u_{\epsilon}=\left(\mathcal{A}_{\epsilon} u_{\epsilon}+f_{\epsilon}\right) d t+g_{\epsilon} d W, \quad u_{\epsilon}(0)=u_{\epsilon}^{0} \tag{3.1}
\end{equation*}
$$

By the assumptions on $a_{i j}$, operator $\mathcal{A}_{\epsilon}$ generates a strongly continuous semigroup $S_{\epsilon}(t)$ on $H_{\epsilon}$. The solution of (3.1) can then be written in the mild sense as

$$
\begin{equation*}
u_{\epsilon}(t)=S_{\epsilon}(t) u_{\epsilon}^{0}+\int_{0}^{t} S_{\epsilon}(t-s) f_{\epsilon}(s) d s+\int_{0}^{t} S_{\epsilon}(t-s) g_{\epsilon}(s) d W(s) \tag{3.2}
\end{equation*}
$$

The variational formulation is

$$
\begin{align*}
\left(d u_{\epsilon}(t), v\right)_{H_{\epsilon}^{-1}, V_{\epsilon}}= & \left(-\int_{D_{\epsilon}} A_{\epsilon}(x) \nabla u_{\epsilon}(x, t) \nabla v(x) d x+\int_{D_{\epsilon}} f_{\epsilon}(x, t) v(x) d x\right) d t \\
& +\int_{D_{\epsilon}} g_{\epsilon}(x, t) v(x) d W(t), \quad \text { in } \mathcal{D}^{\prime}(0, T), \quad v \in V_{\epsilon} \tag{3.3}
\end{align*}
$$

with $u_{\epsilon}(0, x)=u_{\epsilon}^{0}(x)$.
For the well-posedness of system (3.1) we have the following result.
Theorem 3.1 (global well-posedness of the microscopic model). Assume that (2.5) and (2.7) hold. Let $u_{\epsilon}^{0}$ be an $\left(\mathcal{F}_{0}, \mathcal{B}\left(H_{\epsilon}\right)\right)$-measurable random variable. Then system (3.1) has a unique mild solution $u \in L^{2}\left(\Omega, C\left(0, T ; H_{\epsilon}\right) \cap L^{2}\left(0, T ; V_{\epsilon}\right)\right)$, which is also a weak solution in the following sense:

$$
\begin{align*}
& \left(u_{\epsilon}(t), v\right)_{H_{\epsilon}} \\
& \quad=\left(u_{\epsilon}^{0}, v\right)_{H_{\epsilon}}+\int_{0}^{t}\left(\mathcal{A}_{\epsilon} u_{\epsilon}(s), v\right)_{H_{\epsilon}} d s+\int_{0}^{t}\left(f_{\epsilon}, v\right)_{H_{\epsilon}} d s+\int_{0}^{t}\left(g_{\epsilon} d W, v\right)_{H_{\epsilon}} \tag{3.4}
\end{align*}
$$

for $t \in[0, T)$ and $v \in V_{\epsilon}$. Moreover, if $u_{\epsilon}^{0}$ is independent of $W(t)$ with $\mathbf{E}\left|u_{\epsilon}^{0}\right|_{H_{\epsilon}}^{2},<\infty$, then

$$
\begin{equation*}
\mathbf{E}\left|u_{\epsilon}(t)\right|_{H_{\epsilon}}^{2}+\mathbf{E} \int_{0}^{t}\left|u_{\epsilon}(s)\right|_{V_{\epsilon}}^{2} d s \leq \mathbf{E}\left|u_{\epsilon}^{0}\right|_{H_{\epsilon}}^{2}+C_{T} \text { for } t \in[0, T] \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E} \int_{0}^{t}\left|\dot{u}_{\epsilon}(s)\right|_{H_{\epsilon}^{-1}}^{2} d s \leq C_{T}\left(\mathbf{E}\left|u_{\epsilon}^{0}\right|_{H_{\epsilon}}^{2}+1\right) \text { for } t \in[0, T] \tag{3.6}
\end{equation*}
$$

If we further assume that

$$
\begin{equation*}
\left|\nabla_{A_{\epsilon}} g_{\epsilon}(t)\right|_{\mathcal{L}_{2}^{Q}}^{2}=\sum_{i=1}^{\infty}\left|\nabla_{A_{\epsilon}} g_{\epsilon}^{i}(t)\right|_{\oplus_{n} H_{\epsilon}}^{2} \leq C_{T}, \text { for } t \in[0, T] \tag{3.7}
\end{equation*}
$$

and $u_{\epsilon}^{0} \in V_{\epsilon}$ with $\mathbf{E}\left|u_{\epsilon}^{0}\right|_{V_{\epsilon}}^{2}<\infty$, then

$$
\begin{equation*}
\mathbf{E}\left|u_{\epsilon}(t)\right|_{V_{\epsilon}}^{2}+\mathbf{E} \int_{0}^{t}\left|\mathcal{A}_{\epsilon} u_{\epsilon}(s)\right|_{H_{\epsilon}}^{2} d s \leq \mathbf{E}\left|u_{\epsilon}^{0}\right|_{V_{\epsilon}}^{2}+C_{T} \quad \text { for } t \in[0, T] \tag{3.8}
\end{equation*}
$$

Moreover, system (3.1) is well-posed on $[0, \infty)$ when

$$
\begin{equation*}
f_{\epsilon} \in L^{2}\left(0, \infty ; H_{\epsilon}\right), \quad g_{\epsilon} \in L^{2}\left(0, \infty ; \mathcal{L}_{2}^{Q}\right) \tag{3.9}
\end{equation*}
$$

Proof. By assumption (2.7), we have

$$
\left|g_{\epsilon}(t)\right|_{\mathcal{L}_{2}^{Q}}^{2}=\sum_{i=1}^{\infty}\left|g_{\epsilon}^{i}(t, x)\right|_{H_{\epsilon}}^{2}<\infty
$$

Then the classical result of [12] yields the local existence of $u_{\epsilon}$. Applying the stochastic Fubini theorem, it is easy to verify that the local mild solution is also a weak solution.

Now we give the following a priori estimate which yields the existence of a weak solution on $[0, T]$, provided (2.5) and (2.7) hold.

Applying the Itô formula to $\left|u_{\epsilon}\right|^{2}$, we obtain
(3.10) $d\left|u_{\epsilon}(t)\right|_{H_{\epsilon}}^{2}-2\left(\mathcal{A}_{\epsilon} u_{\epsilon}, u_{\epsilon}\right)_{H_{\epsilon}} d t=2\left(f_{\epsilon}, u_{\epsilon}\right)_{H_{\epsilon}} d t+2\left(g_{\epsilon} d W, u_{\epsilon}\right)_{H_{\epsilon}}+\left|g_{\epsilon}\right|_{\mathcal{L}_{2}^{Q}}^{2} d t$.

By the assumption on $a_{i j}$, we see that

$$
-\left(\mathcal{A}_{\epsilon} u_{\epsilon}, u_{\epsilon}\right)_{H_{\epsilon}} \geq \lambda\left|u_{\epsilon}\right|_{H_{\epsilon}}^{2}
$$

for some constant $\lambda>0$ independent of $\epsilon$. Then integrating (3.10) with respect to $t$ yields

$$
\begin{aligned}
& \left|u_{\epsilon}(t)\right|_{H_{\epsilon}}^{2}+\int_{0}^{t}\left|u_{\epsilon}\right|_{V_{\epsilon}}^{2} d s \\
& \quad \leq\left|u_{\epsilon}^{0}\right|_{H_{\epsilon}}^{2}+\lambda^{-1}\left|f_{\epsilon}\right|_{L^{2}\left(0, T ; H_{\epsilon}\right)}^{2}+\int_{0}^{t}\left(g_{\epsilon} d W, u_{\epsilon}\right)_{H_{\epsilon}} d s+\int_{0}^{t}\left|g_{\epsilon}\right|_{\mathcal{L}_{2}^{Q}}^{2} d s .
\end{aligned}
$$

Taking expectation on both sides of the above inequality, we derive (3.5).
In a similar way, application of the Itô formula to $\left|u_{\epsilon}\right|_{V_{\epsilon}}^{2}=\left|\nabla_{A_{\epsilon}} u_{\epsilon}\right|_{\oplus_{n} H_{\epsilon}}^{2}$ results in the relation

$$
\begin{align*}
& d\left|u_{\epsilon}(t)\right|_{V_{\epsilon}}^{2}+2\left(\mathcal{A}_{\epsilon} u_{\epsilon}, \mathcal{A}_{\epsilon} u_{\epsilon}\right)_{H_{\epsilon}} d t \\
& \quad=-2\left(f_{\epsilon}, \mathcal{A}_{\epsilon} u_{\epsilon}\right)_{H_{\epsilon}} d t-2\left(g_{\epsilon} d W, \mathcal{A}_{\epsilon} u_{\epsilon}\right)_{H_{\epsilon}}+\left|\nabla_{A_{\epsilon}} g_{\epsilon}\right|_{\mathcal{L}_{2}^{Q}}^{2} d t \tag{3.11}
\end{align*}
$$

Integrating both sides of (3.11), and by the Cauchy-Schwarz inequality, it is easily to obtain

$$
\begin{aligned}
& \left|u_{\epsilon}(t)\right|_{V_{\epsilon}}^{2}+\int_{0}^{t}\left|\mathcal{A}_{\epsilon} u_{\epsilon}\right|_{H_{\epsilon}}^{2} d s \\
& \quad \leq\left|u_{\epsilon}(0)\right|_{V_{\epsilon}}^{2}+\left|f_{\epsilon}\right|_{L^{2}\left(0, T ; H_{\epsilon}\right)}^{2}-2 \int_{0}^{t}\left(g_{\epsilon} d W, \mathcal{A}_{\epsilon} u_{\epsilon}\right)_{H_{\epsilon}} d s+\int_{0}^{t}\left|\nabla_{A_{\epsilon}} g_{\epsilon}\right|_{\mathcal{L}_{2}^{Q}}^{2} d s,
\end{aligned}
$$

Then taking the expectation, we derive (3.8). By (3.3) and the property of the stochastic integral we easily have (3.6).

Thus, by the above estimates, the solution can be extended to $[0, \infty)$ if (3.9) holds. The proof is complete.

We recall a probability concept. Let $z$ be a random variable taking values in a Banach space $\mathcal{S}$, namely, $z: \Omega \rightarrow z$. Denote by $\mathcal{L}(z)$ the distribution (or law) of $z$. In fact, $\mathcal{L}(z)$ is a Borel probability measure on $\mathcal{S}$ defined as [12]

$$
\mathcal{L}(z)(A)=\mathbf{P}\{\omega: z(\omega) \in A\}
$$

for every event (i.e., a Borel set) $A$ in the Borel $\sigma$-algebra $\mathcal{B}(\mathcal{S})$, which is the smallest $\sigma$-algebra containing all open balls in $\mathcal{S}$.

As stated in section 1, for the $\operatorname{SPDE}$ (2.1) we aim at deriving an effective equation in the sense of probability. A solution $u_{\epsilon}$ may be regarded as a random variable taking values in $L^{2}\left(0, T ; H_{\epsilon}\right)$. So for a solution $u_{\epsilon}$ of $(2.1)-(2.4)$ defined on $[0, T]$, we focus on the behavior of the distribution of $u_{\epsilon}$ in $L^{2}\left(0, T ; H_{\epsilon}\right)$ as $\epsilon \rightarrow 0$. For this purpose, the tightness [14] of distributions is needed. Note that the function space changes with $\epsilon$, which is a difficulty in obtaining the tightness of distributions. Thus, we will treat $\left\{\mathcal{L}\left(u_{\epsilon}\right)\right\}_{\epsilon>0}$ as a family of distributions on $L^{2}(0, T ; H)$ by extending $u_{\epsilon}$ to the whole domain $D$. Recall that the distribution (or law) of $u_{\epsilon}$ is defined as

$$
\mathcal{L}\left(u_{\epsilon}\right)(A)=\mathbf{P}\left\{\omega: u_{\epsilon}(\cdot, \cdot, \omega) \in A\right\}
$$

for Borel set $A$ in $L^{2}\left(0, T ; H_{\epsilon}\right)$. First, we define an extension operator $P_{\epsilon}$ in the following lemmas.

In the following we denote by $\mathbf{L}(\mathcal{X}, \mathcal{Y})$ the space of a bounded linear operator from Banach space $\mathcal{X}$ to Banach space $\mathcal{Y}$.

Lemma 3.2. There exists a bounded linear operator

$$
\hat{Q} \in \mathbf{L}\left(H^{k}\left(Y^{*}\right), H^{k}(Y)\right), \quad k=0,1
$$

such that

$$
|\nabla \hat{Q} v|_{\oplus_{n} L^{2}(Y)} \leq C|\nabla v|_{\oplus_{n} L^{2}\left(Y^{*}\right)}, \quad v \in H^{1}\left(Y^{*}\right)
$$

for some constant $C>0$.
For the proof of Lemma 3.2 see [8].
In the following lemma we define an extension operator $P_{\epsilon}$ in terms of the above bounded linear operator $\hat{Q}$.

Lemma 3.3. There exists an extension operator

$$
P_{\epsilon} \in \mathbf{L}\left(L^{2}\left(0, T ; H^{k}\left(D_{\epsilon}\right)\right), L^{2}\left(0, T ; H^{k}(D)\right)\right), \quad k=0,1
$$

such that for any $v \in H^{k}\left(D_{\epsilon}\right)$,
(1) $P_{\epsilon} v=v$ on $D_{\epsilon} \times(0, T)$,
(2) $\left|P_{\epsilon} v\right|_{L^{2}(0, T ; H)} \leq C_{T}|v|_{L^{2}\left(0, T ; H_{\epsilon}\right)}$,
(3) $\left|\nabla_{A_{\epsilon}}\left(P_{\epsilon} v\right)\right|_{L^{2}\left(0, T ; \oplus_{n} L^{2}(D)\right)} \leq C_{T}\left|\nabla_{A_{\epsilon}} v\right|_{L^{2}\left(0, T ; \oplus_{n} L^{2}\left(D_{\epsilon}\right)\right)}$,
where $C_{T}$ is a constant independent of $\epsilon$.
Proof. If $\varphi \in H^{k}\left(D_{\epsilon}\right)$, then

$$
\varphi_{\epsilon}(y)=\frac{1}{\epsilon} \varphi(\epsilon y)
$$

belongs to $H^{k}\left(Y_{l}^{*}\right)$ with $Y_{l}^{*}$ the translation of $Y^{*}$ for some $l \in R^{n}$. Define

$$
\begin{equation*}
\hat{Q}_{\epsilon} \varphi(x)=\epsilon\left(\hat{Q} \varphi_{\epsilon}\right)\left(\frac{x}{\epsilon}\right) \tag{3.12}
\end{equation*}
$$

Now for $\varphi \in L^{2}\left(0, T ; H^{k}\left(D_{\epsilon}\right)\right)$, we define

$$
\left(P_{\epsilon} \varphi\right)(x, t)=\left[\hat{Q}_{\epsilon} \varphi(t, \cdot)\right]\left(\frac{x}{\epsilon}\right)=\epsilon\left[\hat{Q} \varphi_{\epsilon}(t, \cdot)\right]\left(\frac{x}{\epsilon}\right)
$$

It is known [8] that the operator $P_{\epsilon} \in \mathbf{L}\left(L^{2}\left(0, T ; H^{k}\left(D_{\epsilon}\right)\right), L^{2}\left(0, T ; H^{k}(D)\right)\right), k=0,1$, and satisfies conditions (1)-(3) listed in the lemma. This completes the proof.

Remark 3.4. In Lemma 2.1 of [8], the operator $P_{\epsilon}$ defined in $\mathbf{L}\left(L^{\infty}\left(0, T ; H^{k}\left(D_{\epsilon}\right)\right)\right.$, $\left.L^{\infty}\left(0, T ; H^{k}(D)\right)\right), k=0,1$, coincides with the operator defined in Lemma 3.3 above.

Remark 3.5. The estimates in Theorem 3.1 for $u_{\epsilon}$ also hold for $P_{\epsilon} u_{\epsilon}$. In fact estimates (3.5) and (3.8) are easily derived due to the property of the operator of $P_{\epsilon}$. Since the operator $P_{\epsilon}$ is defined on $L^{2}\left(0, T ; H^{k}\left(D_{\epsilon}\right), k=0\right.$, 1 , we define

$$
P_{\epsilon} \dot{u}_{\epsilon} \equiv \mathcal{A}_{\epsilon} P_{\epsilon} u_{\epsilon}+\tilde{f}_{\epsilon}+\tilde{g}_{\epsilon} \dot{W} \quad \text { on } D \times(0, T)
$$

By the property of $P_{\epsilon}$ and the estimates of $u_{\epsilon}$, it is easy to see that

$$
P_{\epsilon} \dot{u}_{\epsilon}=\left(P_{\epsilon} u_{\epsilon}\right) \text { in } D_{\epsilon} \times(0, T)
$$

and

$$
\mathbf{E}\left|P_{\epsilon} \dot{u}_{\epsilon}\right|_{L^{2}\left(0, T ; H^{-1}\right)} \leq \mathbf{E}\left|\dot{u}_{\epsilon}\right|_{L^{2}\left(0, T ; H_{\epsilon}^{-1}\right)} .
$$

4. Effective macroscopic model. We now derive the effective macroscopic model for the original model (2.1). Let $u_{\epsilon} \in L^{2}\left(0, T ; H_{\epsilon}\right)$ be the solution of system (2.1)-(2.4). Then by the estimates in Theorem 3.1, Remark 3.5, and the Chebyshev inequality $[12,14]$, it is clear that for any $\delta>0$ there is a bounded set $K_{\delta} \subset G$ with the spaces $\mathcal{X}, \mathcal{Y}$, and $\mathcal{Z}$ in Lemma 2.1 (and in the paragraph immediately before it) replaced by $H_{0}^{1}(D), H$, and $H^{-1}(D)$, respectively, such that

$$
\mathbf{P}\left\{P_{\epsilon} u_{\epsilon} \in K_{\delta}\right\}>1-\delta
$$

Thus, $K_{\delta}$ is compact in $L^{2}(0, T ; H)$ by Lemma 2.1. Then $\left\{\mathcal{L}\left(P_{\epsilon} u_{\epsilon}\right)\right\}_{\epsilon}$ is tight in $L^{2}(0, T ; H)$. The Prokhorov theorem and the Skorohod embedding theorem [12] assure that for any sequence $\left\{\epsilon_{j}\right\}$ with $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$, there exists a subsequence $\left\{\epsilon_{j(k)}\right\}$, random variables $\left\{\hat{u}_{\epsilon_{j(k)}}\right\} \subset L^{2}\left(0, T ; H_{\epsilon_{j(k)}}\right)$ and $u \in L^{2}(0, T ; H)$ defined on a new probability space $(\widehat{\Omega}, \widehat{\mathcal{F}}, \widehat{\mathbf{P}})$, such that

$$
\mathcal{L}\left(P_{\epsilon_{j(k)}} \hat{\epsilon}_{\epsilon_{j(k)}}\right)=\mathcal{L}\left(P_{\epsilon_{j(k)}} u_{\epsilon_{j(k)}}\right)
$$

and

$$
P_{\epsilon_{j(k)}} \hat{u}_{\epsilon_{j(k)}} \rightarrow u \text { in } L^{2}(0, T ; H) \text { as } k \rightarrow \infty
$$

for almost all $\omega \in \widehat{\Omega}$. Moreover, $P_{\epsilon_{j(k)}} \hat{u}_{\epsilon_{j(k)}}$ solves system (2.1)-(2.4) with $W$ replaced by Wiener process $\widehat{W}_{k}$ defined on the probability space $(\widehat{\Omega}, \widehat{\mathcal{F}}, \widehat{\mathbf{P}})$ with the same distribution as $W$. The limit $u$ is unique; see [4, p. 333]. In the following, we will determine the limiting equation (homogenized effective equation) that $u$ satisfies and see that the limiting equation is independent of $\epsilon$. After this is done we see that $\mathcal{L}\left(u_{\epsilon}\right)$ weakly converges to $\mathcal{L}(u)$ as $\epsilon \downarrow 0$.

We always assume the following conditions

$$
\begin{equation*}
\tilde{f}_{\epsilon} \rightharpoonup f \text { weakly in } L^{2}(0, T ; H) \text { as } \epsilon \rightarrow 0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{g}_{\epsilon}^{i} \rightharpoonup g^{i} \text { weakly in } L^{2}(0, T ; H) \text { as } \epsilon \rightarrow 0 \tag{4.2}
\end{equation*}
$$

Define a new probability space $\left(\Omega_{\delta}, \mathcal{F}_{\delta}, \mathbf{P}_{\delta}\right)$ as

$$
\begin{gathered}
\Omega_{\delta}=\left\{\omega \in \Omega: u_{\epsilon}(\omega) \in K_{\delta}\right\} \\
\mathcal{F}_{\delta}=\left\{F \cap \Omega_{\delta}: F \in \mathcal{F}\right\},
\end{gathered}
$$

and

$$
\mathbf{P}_{\delta}(F)=\frac{\mathbf{P}\left(F \cap \Omega_{\delta}\right)}{\mathbf{P}\left(\Omega_{\delta}\right)} \text { for } F \in \mathcal{F}_{\delta}
$$

Denote by $\mathbf{E}_{\delta}$ the expectation operator with respect to $\mathbf{P}_{\delta}$.
Now we restrict the system on the probability space $\left(\Omega_{\delta}, \mathcal{F}_{\delta}, \mathbf{P}_{\delta}\right)$. In the following discussion we aim at obtaining $L^{2}\left(\Omega_{\delta}\right)$ convergence for any $\delta>0$, which means the convergence in probability [3, 14].

From the estimates (3.5), (3.6), Remark 3.5, and the compact embedding of $G \hookrightarrow L^{2}(0, T ; H)$, there exists a subsequence of $u_{\epsilon}$ in $K_{\delta}$, still denoted by $u_{\epsilon}$, such that for a fixed $\omega \in \Omega_{\delta}$,

$$
\begin{align*}
& P_{\epsilon} u_{\epsilon} \rightharpoonup u \text { weakly* in } L^{\infty}(0, T ; H),  \tag{4.3}\\
& P_{\epsilon} u_{\epsilon} \rightharpoonup u \text { weakly in } L^{2}\left(0, T ; H^{1}\right)  \tag{4.4}\\
& P_{\epsilon} u_{\epsilon} \rightarrow u \text { strongly in } L^{2}(0, T ; H)  \tag{4.5}\\
& P_{\epsilon} \dot{u}_{\epsilon} \rightharpoonup \dot{u} \text { weakly in } L^{2}\left(0, T ; H^{-1}\right) . \tag{4.6}
\end{align*}
$$

Define

$$
\xi_{\epsilon}=\left(\sum_{j=1}^{n} a_{i j}\left(\frac{x}{\epsilon}\right) \frac{\partial u_{\epsilon}}{\partial x_{j}}\right)=A_{\epsilon} \nabla u_{\epsilon}
$$

which satisfies

$$
\begin{align*}
-\operatorname{div} \xi_{\epsilon} & =f_{\epsilon}+g_{\epsilon} \dot{W}-\dot{u}_{\epsilon} \text { in } D_{\epsilon} \times(0, T)  \tag{4.7}\\
\xi_{\epsilon} \cdot n & =0 \text { on } \partial S_{\epsilon} \times(0, T) \tag{4.8}
\end{align*}
$$

By the hypothesis of $a_{i j}$ and the fact that $\left(\tilde{u}_{\epsilon}\right)_{\epsilon}$ is bounded in $L^{2}\left(0, T ; H_{0}^{1}\right)$, we have

$$
\begin{equation*}
\tilde{\xi}_{\epsilon} \rightharpoonup \xi \text { weakly in } L^{2}\left(0, T ; \oplus_{n} H\right) . \tag{4.9}
\end{equation*}
$$

We make use of Tartar's method of oscillating test functions to determine the limiting equation [9].

Note that

$$
\begin{align*}
\int_{0}^{T} \int_{D} \tilde{\xi}_{\epsilon} \cdot \nabla v \varphi d x d t= & \int_{0}^{T} \int_{D} \tilde{f}_{\epsilon} v \varphi d x d t+\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} \tilde{g}_{\epsilon}^{i} v d x \varphi d W_{i}(t) \\
& +\int_{0}^{T} \int_{D} P_{\epsilon} u_{\epsilon} \chi D_{\epsilon} \dot{\varphi} v d x d t \tag{4.10}
\end{align*}
$$

$\forall v \in H_{0}^{1}(D)$ and $\varphi \in \mathcal{D}(0, T)$. We pass to the limit in (4.10) as $\epsilon \rightarrow 0$. Due to the facts

$$
\begin{align*}
& P_{\epsilon} u_{\epsilon} \rightarrow u \text { strongly in } L^{2}(0, T ; H),  \tag{4.11}\\
& \chi_{D_{\epsilon}} \rightharpoonup \vartheta \text { weakly* in } L^{\infty}(D), \tag{4.12}
\end{align*}
$$

and the estimate

$$
\mathbf{E}\left|\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} \tilde{g}_{\epsilon}^{i} v d x \varphi d W_{i}(t)\right|^{2} \leq \sum_{i=1}^{\infty}\left|\tilde{g}_{\epsilon}^{i}\right|_{L^{2}(0, T ; H)}^{2}|v \varphi|_{L^{2}(0, T ; H)}^{2}
$$

by assumption (4.2) we see that

$$
\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} \tilde{g}_{\epsilon}^{i} v d x \varphi d W_{i}(t) \rightarrow \sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} g^{i} v d x \varphi d W_{i}(t), \text { in } L^{2}(\Omega)
$$

Thus, letting $\epsilon \rightarrow 0$ in (4.10), and since $L^{2}\left(\Omega_{\delta}\right)$ is a subspace of $L^{2}(\Omega)$, one finds that in $L^{2}\left(\Omega_{\delta}\right)$

$$
\begin{align*}
\int_{0}^{T} \int_{D} \xi \cdot \nabla v \varphi d x d t= & \int_{0}^{T} \int_{D} f v \varphi d x d t+\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} g^{i} v d x \varphi d W_{i}(t) \\
& +\int_{0}^{T} \int_{D} \vartheta u \dot{\varphi} v d x d t \tag{4.13}
\end{align*}
$$

Hence

$$
\begin{equation*}
-\operatorname{div} \xi(x, t)=f(x, t)+g(x, t) \dot{W}-\vartheta \dot{u} \text { in } D \times(0, T) \tag{4.14}
\end{equation*}
$$

In the following we identify the limit $\xi$. We follow the approach of the deterministic case for the elliptic problem with homogeneous Neumann boundary condition [9].

For any $\lambda \in R^{n}$, let $w_{\lambda}$ be the solution of

$$
\begin{array}{r}
-\sum_{j=1}^{n} \frac{\partial}{\partial y_{j}}\left(\sum_{i=1}^{n} a_{i j}(y) \frac{\partial w_{\lambda}}{\partial y_{i}}\right)=0 \text { in } Y^{*} \\
w_{\lambda}-\lambda \cdot y \text { is } Y \text {-periodic } \\
\frac{\partial w_{\lambda}}{\partial \nu_{A}}=0 \text { on } \partial S \tag{4.17}
\end{array}
$$

and define

$$
w_{\lambda}^{\epsilon}=\epsilon\left(\hat{Q} w_{\lambda}\right)\left(\frac{x}{\epsilon}\right)
$$

where $\hat{Q}$ is as in Lemma 3.2. Then we have [9]

$$
\begin{align*}
w_{\lambda}^{\epsilon} & \rightharpoonup \lambda \cdot x \text { weakly in } H^{1}(D)  \tag{4.18}\\
\nabla w_{\lambda}^{\epsilon} & \rightharpoonup \lambda \text { weakly in } \oplus_{n} L^{2}(D) \tag{4.19}
\end{align*}
$$

Now we define

$$
\left(\eta_{j}^{\lambda}(y)\right)_{j}=\left(\sum_{i=1}^{n} a_{j i}(y) \frac{\partial w_{\lambda}(y)}{\partial y_{i}}\right)_{j}, y \in Y^{*}
$$

and $\left(\eta_{\epsilon}^{\lambda}\right)(x)=\left(\eta_{j}^{\lambda}(x / \epsilon)\right)_{j}=A_{\epsilon}^{t} \nabla w_{\lambda}^{\epsilon}$. Then

$$
\begin{equation*}
-\operatorname{div} \tilde{\eta}_{\epsilon}^{\lambda}=0 \text { in } D \tag{4.20}
\end{equation*}
$$

and due to (4.18) and (4.19)

$$
\begin{equation*}
\tilde{\eta}_{\epsilon}^{\lambda} \rightharpoonup \mathcal{M}_{Y}\left(\eta^{\lambda}\right) \text { weakly in } L^{2}(D) \tag{4.21}
\end{equation*}
$$

It is easy to see that $\mathcal{M}_{Y}\left(\eta^{\lambda}\right)=B^{t} \lambda$ with $B^{t}=\left(\beta_{j i}\right)$ a constant matrix, which is determined in the appendix.

Using test function $\varphi v w_{\lambda}^{\epsilon}$ with $\varphi \in \mathcal{D}(0, T), v \in \mathcal{D}(D)$ in (4.10) and multiplying both sides of (4.20) with $\varphi v P_{\epsilon} u_{\epsilon}$, we thus obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{D} \tilde{\xi}_{\epsilon} \cdot \nabla v \varphi w_{\lambda}^{\epsilon} d x d t+\int_{0}^{T} \int_{D_{\epsilon}} \xi_{\epsilon} \cdot \nabla w_{\lambda}^{\epsilon} v \varphi d x d t \\
& -\int_{0}^{T} \int_{D} \tilde{\eta}_{\epsilon}^{\lambda} \cdot \nabla v \varphi P_{\epsilon} u_{\epsilon} d x d t-\int_{0}^{T} \int_{D} \tilde{\eta}_{\epsilon}^{\lambda} \cdot \nabla\left(P_{\epsilon} u_{\epsilon}\right) v \varphi d x d t \\
= & \int_{0}^{T} \int_{D} \tilde{f}_{\epsilon} \varphi v w_{\lambda}^{\epsilon} d x d t+\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} \tilde{g}_{\epsilon}^{i} v w_{\lambda}^{\epsilon} d x \varphi d W_{i}(t)+\int_{0}^{T} \int_{D} P_{\epsilon} u_{\epsilon} \chi_{D_{\epsilon}} \dot{\varphi} v w_{\lambda}^{\epsilon} d x d t
\end{aligned}
$$

Then by the definition of $\xi_{\epsilon}, \eta_{\epsilon}^{\lambda}$ and assumptions (4.1), (4.2), using the convergences (4.9), (4.11), (4.12), (4.18), (4.19) and (4.21), we have in $L^{2}\left(\Omega_{\delta}\right)$

$$
\begin{aligned}
& \int_{0}^{T} \int_{D} \xi \cdot \nabla v \varphi \lambda \cdot x d x d t-\int_{0}^{T} \int_{D} B^{t} \lambda \cdot \nabla v \varphi u d x d t \\
& \quad=\int_{0}^{T} \int_{D} f \varphi v \lambda \cdot x d x d t+\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} g^{i} v \lambda \cdot x d x \varphi d W_{i}(t)+\int_{0}^{T} \int_{D} \vartheta u v \dot{\varphi} \lambda \cdot x d x d t
\end{aligned}
$$

That is,

$$
\begin{aligned}
& \int_{0}^{T} \int_{D} \xi \cdot \nabla(v \lambda \cdot x) \varphi d x d t-\int_{0}^{T} \int_{D} \xi \cdot \lambda v \varphi d x d t-\int_{0}^{T} \int_{D} B^{t} \lambda \cdot \nabla v \varphi u d x d t \\
& \quad=\int_{0}^{T} \int_{D} f \varphi v \lambda \cdot x d x d t+\sum_{i=1}^{\infty} \int_{0}^{T} \int_{D} g^{i} v \lambda \cdot x d x \varphi d W_{i}(t)+\int_{0}^{T} \int_{D} \vartheta u v \dot{\varphi} \lambda \cdot x d x d t
\end{aligned}
$$

Then by using (4.13) with the test function replaced by $v \lambda \cdot x \varphi$, one has

$$
\int_{0}^{T} \int_{D} \xi \cdot \lambda v \varphi d x d t=\int_{0}^{T} \int_{D} B^{t} \lambda \cdot \nabla u \varphi v d x d t
$$

which yields

$$
\xi \cdot \lambda=B^{t} \lambda \cdot \nabla u=B \nabla u \cdot \lambda
$$

Then

$$
\xi=B \nabla u
$$

since $\lambda$ is arbitrary. Then $u$ satisfies the equation

$$
\begin{equation*}
\vartheta d u=(\operatorname{div}(B \nabla u)+f) d t+g d W(t) \tag{4.22}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\tilde{u}_{\epsilon}^{0} \rightharpoonup u^{0}, \text { weakly in } H \text { as } \epsilon \rightarrow 0 \tag{4.23}
\end{equation*}
$$

We now determine the initial value by suitable test functions. In fact, taking $v \in \mathcal{D}(D)$ and $\varphi \in \mathcal{D}([0, T])$ with $\varphi(T)=0$, we have

$$
\begin{aligned}
\int_{0}^{T} \int_{D} \tilde{\xi}_{\epsilon} \cdot \nabla v \varphi d x d t= & \int_{0}^{T} \int_{D} \tilde{f}_{\epsilon} v \varphi d x d t+\sum_{i=0}^{\infty} \int_{0}^{T} \int_{D} \tilde{g} \epsilon^{i} v d x \varphi d W_{i}(t) \\
& -\int_{0}^{T} \int_{D} \tilde{u}_{\epsilon} v \dot{\varphi} d x d t+\int_{D} \tilde{u}_{\epsilon}^{0} \varphi(0) v d x
\end{aligned}
$$

Now let $\epsilon \rightarrow 0$. Noticing that

$$
\begin{aligned}
\int_{0}^{T} \int_{D} \tilde{u}_{\epsilon} v \dot{\varphi} d x d t & =\int_{0}^{T} \int_{D} \chi_{D \epsilon} P_{\epsilon} \tilde{u}_{\epsilon} v \dot{\varphi} d x d t \rightarrow \int_{0}^{T} \int_{D} \vartheta u v \dot{\varphi} d x d t \\
& =-\int_{0}^{T} \int_{D} \vartheta \dot{u} v \varphi d x d t+\int_{D} \vartheta u(0) \varphi(0) v d x
\end{aligned}
$$

by (4.14), we have

$$
u(0)=\frac{u^{0}}{\vartheta}
$$

Here one should notice that the above result is in the sense of $L^{2}\left(\Omega_{\delta}\right)$. Then the above analysis yields

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbf{E}_{\delta}\left|P_{\epsilon} u_{\epsilon}-u\right|_{L^{2}(0, T ; H)}^{2}=0 \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbf{E}_{\delta} \int_{0}^{T} \int_{D}\left(\mathcal{A}_{\epsilon} P_{\epsilon} u_{\epsilon}-B \nabla u\right) v \varphi d x d t=0 \tag{4.25}
\end{equation*}
$$

for any $v \in \mathcal{D}(D)$ and $\varphi \in \mathcal{D}([0, T])$.

Now we are in the position to present the homogenized effective equation in the following theorem.

THEOREM 4.1 (effective macroscopic model). For any $T>0$, assume that (4.1), (4.2), and (4.23) hold. Let $u_{\epsilon}$ be the solution of (2.1)-(2.4). Then the distribution $\mathcal{L}\left(P_{\epsilon} u_{\epsilon}\right)$ converges weakly to $\mu$ in the space of probability measures on $L^{2}(0, T ; H)$ as $\epsilon \downarrow 0$, with $\mu$ being the distribution of $u$, which is the solution of the following homogenized effective SPDE

$$
\begin{align*}
\vartheta d u & =(\operatorname{div}(B \nabla u)+f) d t+g d W(t) \text { in } D \times(0, T),  \tag{4.26}\\
u & =0 \text { on } \partial D \times(0, T),  \tag{4.27}\\
u(x, 0) & =\frac{u^{0}}{\vartheta} \text { in } D, \tag{4.28}
\end{align*}
$$

where the constant coefficient $\vartheta=\frac{\left|Y^{*}\right|}{|Y|}$ is defined in the beginning of section 2, and the effective matrix $B=\left(\beta_{i j}\right)$ is determined by (7.4) in the appendix at the end of this paper. Moreover, the coefficients $f, g$ and initial datum $u^{0}$ are defined in (4.1), (4.2), and (4.23), respectively.

Remark 4.2. This theorem implies that the macroscopic model (4.26) is an effective approximation for the microscopic model (2.1), on any finite time interval $0<t<T$, in the sense of probability distribution. In other words, if we intend to numerically simulate the microscopic model up to finite time, we could use the macroscopic model as an approximation when $\epsilon$ is sufficiently small.

Remark 4.3. Due to the appearance of the stochastic integral term (see (4.10)), this theorem on weak convergence of probability measures does not follow from the deterministic homogenization results and the mild formulation (3.2).

Remark 4.4. The SPDE (4.26) is defined on the homogenized domain $D$. By the analysis in [12], for any fixed $T>0$, the macroscopic system (4.26)-(4.28) is well-posed, as long as $f \in L^{2}(0, T ; H)$ and $g \in L^{2}\left(0, T ; \mathcal{L}_{2}^{Q}\right)$.

Proof of Theorem 4.1. Noticing the arbitrariness of $\delta$, we see that this is a direct result of the analysis of the first part in this section by the Skorohod theorem and the $L^{2}\left(\Omega_{\delta}\right)$ convergence of $P_{\epsilon} u_{\epsilon}$ on $\left(\Omega_{\delta}, \mathcal{F}_{\delta}, \mathbf{P}_{\delta}\right)$.

We finish this section with the following remark.
Remark 4.5. Note that there are several papers on effective dynamics for PDEs with random coefficients (so-called random PDEs, not stochastic PDEs); see [19, 26, 32 ] and references therein. In [19, 26], a random PDE is obtained as the homogenized effective equation for a random system with fast or small scales on its time or spatial variable. The distribution of the solution of the heterogeneous system converges weakly to that of the homogenized equation. However, in [32], the effective equation is obtained as an averaged deterministic equation for a random system with fast scales in time. The fluctuation of the solution of the random equation around the solution of the averaged equation converges to a generalized Ornstein-Uhlenbeck process in distribution. In the present paper, the original microscopic model is an SPDE (i.e., PDE with white noise) and the effective macroscopic equation is still an SPDE.
5. Long time effectivity of the macroscopic model. In this section we consider the long time effectivity of the homogenized system (4.26) in the autonomous case, i.e., when $f_{\epsilon}$ and $g_{\epsilon}$ (and thus $f$ and $g$ ) are independent of time $t$. It is proved in section 4 that for fixed $T>0$ the macroscopic behavior of the microscopic system (2.1)-(2.4) can be approximated by the macroscopic model (4.26) in the sense of probability distribution. In fact we can show the long time approximation. More
specifically, we now prove that in the sense of distribution, all solutions of (2.1)-(2.4) converge to the unique stationary solution of (4.26) as $T \rightarrow \infty$ and $\epsilon \rightarrow 0$, under the assumption that $f_{\epsilon} \in H_{\epsilon}$ and $g_{\epsilon}^{i} \in V_{\epsilon}$ are independent of time $t$ and

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|\nabla_{A_{\epsilon}} g_{\epsilon}^{i}(x)\right|_{\oplus_{n} H_{\epsilon}}^{2}<C^{*} \tag{5.1}
\end{equation*}
$$

Here $C^{*}$ is a positive constant independent of $\epsilon$.
By the above assumptions, as well as the properties of $a_{i j}$ and $\beta_{i j}$, a standard argument (see [13, section 6]) yields that the system (3.1) and (4.26) have unique stationary solutions $u_{\epsilon}^{*}(x, t)$ and $u^{*}(x, t)$, defined for $t>0$. We denote by $\mu_{\epsilon}^{*}$ and $\mu^{*}$ the distributions of $P_{\epsilon} u_{\epsilon}^{*}$ and $u^{*}$ in the space $H$, respectively. Then if $\mathbf{E}\left|u_{\epsilon}^{0}\right|^{2}<\infty$ and $\mathbf{E}\left|u^{0}\right|^{2}<\infty$,

$$
\begin{align*}
& \left|\int_{H} h d \mu_{\epsilon}(t)-\int_{H} h d \mu_{\epsilon}^{*}\right| \leq C\left(u_{\epsilon}^{0}\right) e^{-\gamma t}, \quad t>0  \tag{5.2}\\
& \left|\int_{H} h d \mu(t)-\int_{H} h d \mu^{*}\right| \leq C\left(u^{0}\right) e^{-\gamma t}, \quad t>0 \tag{5.3}
\end{align*}
$$

for some constant $\gamma>0$ and any $h: H \rightarrow R^{1}$ with $\sup |h| \leq 1$ and $\operatorname{Lip}(h) \leq 1$. Here $\mu_{\epsilon}(t)=\mathcal{L}\left(P_{\epsilon} u_{\epsilon}\left(t, u_{\epsilon}^{0}\right)\right), \mu(t)=\mathcal{L}\left(u\left(t, \frac{u^{0}}{\vartheta}\right)\right)$, and $C\left(u_{\epsilon}^{0}\right)$ and $C\left(u^{0}\right)$ are positive constants depending only on the initial values $u_{\epsilon}^{0}$ and $u^{0}$, respectively. The above convergence also yields that $\mu_{\epsilon}(t)$ and $\mu(t)$ weakly converge to $\mu_{\epsilon}^{*}$ and $\mu^{*}$, respectively, as $t \rightarrow \infty$.

We will give some additional a priori estimates which are uniform with respect to $\epsilon$ to ensure the tightness of the stationary distributions. For Banach space $U$ and $p>1$, we define $W^{1, p}(0, T ; U)$ as the space of functions $h \in L^{p}(0, T ; U)$ such that

$$
|h|_{W^{1, p}(0, T ; U)}^{p}=|h|_{L^{p}(0, T ; U)}^{p}+\left|\frac{d h}{d t}\right|_{L^{p}(0, T ; U)}^{p}<\infty
$$

For any $\alpha \in(0,1)$, define $W^{\alpha, p}(0, T ; U)$ as the space of function $h \in L^{p}(0, T ; U)$ such that

$$
|h|_{W^{\alpha, p}(0, T ; U)}^{p}=|h|_{L^{p}(0, T ; U)}^{p}+\int_{0}^{T} \int_{0}^{T} \frac{|h(t)-h(s)|_{U}^{p}}{|t-s|^{1+\alpha p}} d s d t<\infty .
$$

For $\rho \in(0,1)$, we denote by $C^{\rho}(0, T ; U)$ the space of functions $h:[0, T] \rightarrow \mathcal{X}$ that are Hölder continuous with exponent $\rho$.

In the remaining part of this section, we always assume that $f_{\epsilon}$ and $g_{\epsilon}^{i}$ are independent of time $t$ with (5.1) holding. For $T>0$ denote by $\mathbf{u}_{\epsilon, T}^{*}$ (respectively, $\left.\mathbf{u}_{T}^{*}\right)$ the distribution of stationary process $P_{\epsilon} u_{\epsilon}^{*}(\cdot)$ (respectively, $u^{*}(\cdot)$ ) in the space $L^{2}\left(0, T ; H^{1}\right)$. Then we have the following result.

Lemma 5.1. For any $T>0$ the family $\mathbf{u}_{\epsilon, T}^{*}$ is tight in the space $L^{2}\left(0, T ; H^{2-\iota}\right)$ with $\iota>0$.

Proof. Since $u_{\epsilon}^{*}$ is stationary, by (3.8), we see that

$$
\begin{equation*}
\mathbf{E}\left|u_{\epsilon}^{*}\right|_{L^{2}\left(0, T ; H_{\epsilon}^{2}\right)}^{2}<C_{T} . \tag{5.4}
\end{equation*}
$$

Now represent $u_{\epsilon}^{*}$ in the form

$$
u_{\epsilon}^{*}(t)=u_{\epsilon}^{*}(0)+\int_{0}^{t} \mathcal{A}_{\epsilon} u_{\epsilon}^{*}(s) d s+\int_{0}^{t} f_{\epsilon}(x) d s+\int_{0}^{t} g_{\epsilon}(x) d W(s)
$$

Also by the stationarity of $u_{\epsilon}^{*}$ and (3.8) we obtain

$$
\begin{equation*}
\mathbf{E}\left|\int_{0}^{t} \mathcal{A}_{\epsilon} P_{\epsilon} u_{\epsilon}^{*}(s) d s+\int_{0}^{t} \tilde{f}_{\epsilon}(x) d s\right|_{W^{1,2}(0, T ; H)}^{2} \leq C_{T} \tag{5.5}
\end{equation*}
$$

Let $M_{\epsilon}(s, t)=\int_{s}^{t} \tilde{g}_{\epsilon}(x) d W(s)$. By Lemma 7.2 of [12] and the Hölder inequality, we derive that

$$
\begin{aligned}
\mathbf{E}\left|M_{\epsilon}(s, t)\right|_{V_{\epsilon}}^{4} \leq c\left(\int_{s}^{t}\left|\nabla_{A_{\epsilon}} \tilde{g}_{\epsilon}(x)\right|_{\mathcal{L}_{2}^{Q}}^{2} d \tau\right)^{2} & \leq K(t-s) \int_{s}^{t}\left|\nabla_{A_{\epsilon}} \tilde{g}_{\epsilon}(x)\right|_{\mathcal{L}_{2}^{Q}}^{4} d \tau \\
& \leq K C^{* 2}|t-s|^{2}
\end{aligned}
$$

for $t \in[s, T]$, where $K$ is a positive constant independent of $\epsilon, s$, and $t$. Then

$$
\begin{equation*}
\mathbf{E} \int_{0}^{T}\left|M_{\epsilon}(0, t)\right|_{V_{\epsilon}}^{4} d t \leq C_{T} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E} \int_{0}^{T} \int_{0}^{T} \frac{\left|M_{\epsilon}(0, t)-M_{\epsilon}(0, s)\right|_{V_{\epsilon}}^{4}}{|t-s|^{1+4 \alpha}} d s d t \leq C_{T} \tag{5.7}
\end{equation*}
$$

Combining (5.4)-(5.7) and the compact embedding of

$$
L^{2}\left(0, T ; H^{2}\right) \cap W^{1,2}(0, T ; H) \subset L^{2}\left(0, T ; H^{2-\iota}\right)
$$

and

$$
L^{2}\left(0, T ; H^{2}\right) \cap W^{\alpha, 4}\left(0, T ; H^{1}\right) \subset L^{2}\left(0, T ; H^{2-\iota}\right)
$$

we obtain the tightness of $\mathbf{u}_{\epsilon, T}^{*}$. This completes the proof.
The above lemma directly yields the following result.
Corollary 5.2. The family $\left\{\mu_{\epsilon}^{*}\right\}$ is tight in the space $H^{1}$.
By Lemma 5.1, for any fixed $T>0$, the Skorohod embedding theorem asserts that for any sequence $\left\{\epsilon_{n}\right\}_{n}$ with $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, there is a subsequence $\left\{\epsilon_{n(k)}\right\}_{k}$, a new probability space $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbf{P}})$, and random variables $\bar{u}_{\epsilon_{n(k)}}^{*} \in L^{2}\left(0, T ; V_{\epsilon}\right), \bar{u}^{*} \in$ $L^{2}\left(0, T ; H^{1}\right)$, such that

$$
\mathcal{L}\left(P_{\epsilon} \bar{u}_{\epsilon_{n(k)}}^{*}\right)=\mathbf{u}_{\epsilon_{n(k)}, T}^{*}, \quad \mathcal{L}\left(\bar{u}^{*}\right)=\mathbf{u}_{T}^{*}
$$

and

$$
\bar{u}_{\epsilon_{n(k)}}^{*} \rightarrow \bar{u}^{*} \text { in } L^{2}\left(0, T ; H^{1}\right) \text { as } k \rightarrow \infty
$$

Moreover, $\bar{u}_{\epsilon_{n(k)}}^{*}$ (respectively, $\bar{u}^{*}$ ) is the unique stationary solution of (3.1) (respectively, (4.26)) with $W$ replaced by $\bar{W}_{k}$ (respectively, $\bar{W}$ ). $\bar{W}_{k}$ and $\bar{W}$ are some Wiener processes defined on $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbf{P}})$ with the same distribution as $W$. Then by the analysis of section 4 and the uniqueness of the invariant measure,

$$
\mathbf{u}_{\epsilon, T}^{*} \rightharpoonup \mathbf{u}_{T}^{*} \text { as } \epsilon \rightarrow 0
$$

for any $T>0$.

To show the long time effectivity, let $u_{\epsilon}(t), t \geq 0$, be a weak solution of system (2.1)-(2.4), and define $u_{\epsilon}^{t}(\cdot)=u_{\epsilon}(t+\cdot)$ which is in the space $L_{\text {loc }}^{2}\left(R_{+} ; V_{\epsilon}\right)$ by Theorem 3.1. Then by (5.2)

$$
\mathcal{L}\left(P_{\epsilon} u_{\epsilon}^{t}(\cdot)\right) \rightharpoonup \mathcal{L}\left(P_{\epsilon} u_{\epsilon}^{*}(\cdot)\right), \quad t \rightarrow \infty,
$$

in the space of probability measures on $L_{\text {loc }}^{2}\left(R_{+} ; H^{1}\right)$. From the above analysis we draw the following result which implies the long time effectivity of the homogenized effective equation (4.26).

Theorem 5.3 (long time effectivity of the macroscopic model). Assume that $f_{\epsilon} \in H_{\epsilon}$ and $g_{\epsilon}^{i} \in V_{\epsilon}$ are independent of time $t$ with (5.1) being satisfied, and further assume that (4.1) and (4.2) hold in $H$. Denote by $u_{\epsilon}(t), t \geq 0$, the solution of (2.1)(2.4) and by $u^{*}$ the unique stationary solution of (4.26). Then

$$
\begin{equation*}
\lim _{\epsilon \downarrow 0} \lim _{t \rightarrow \infty} \mathcal{L}\left(P_{\epsilon} u_{\epsilon}^{t}(\cdot)\right)=\mathcal{L}\left(u^{*}(\cdot)\right), \tag{5.8}
\end{equation*}
$$

where the limits are understood in the sense of weak convergence of Borel probability measures in the space $L_{\text {loc }}^{2}\left(R_{+} ; H^{1}\right)$. That is, the solution of (2.1)-(2.4) converges to the stationary solution of (4.26) in probability distribution as $t \rightarrow \infty$ and $\epsilon \rightarrow 0$.

Remark 5.4. This theorem implies that the macroscopic model (4.26) is an effective approximation for the microscopic model (2.1), on a very long time scale. In other words, if we intend to numerically simulate the long time behavior of the microscopic model, we could just simulate the macroscopic model as an approximation when $\epsilon$ is sufficiently small.
6. Effectivity in energy convergence. In sections 4 and 5 , we have considered finite time and long time effectivity of the macroscopic model (4.26), in the sense of convergence in probability distribution. In this section we focus on the finite time effectivity of the macroscopic model (4.26), but in the sense of convergence in energy. Namely, we show that the solution of the microscopic model (2.1) or (3.1) converges to the solution of the macroscopic model (4.26), in an energy norm.

Let $u_{\epsilon}$ be a weak solution of (3.1) and $u$ be a weak solution of (4.26). We introduce the following energy functionals:

$$
\begin{equation*}
\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t)=\frac{1}{2} \mathbf{E}\left|\tilde{u}_{\epsilon}\right|_{H}^{2}+\mathbf{E} \int_{0}^{t} \int_{D} \chi_{D_{\epsilon}} A_{\epsilon} \nabla\left(P_{\epsilon} u_{\epsilon}(x, \tau)\right) \nabla\left(P_{\epsilon} u_{\epsilon}(x, \tau)\right) d x d \tau \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}^{0}(u)(t)=\frac{1}{2} \mathbf{E}|u|_{H}^{2}+\mathbf{E} \int_{0}^{t} \int_{D} B \nabla u(x, \tau) \nabla u(x, \tau) d x d \tau . \tag{6.2}
\end{equation*}
$$

By the Itô formula, it is clear that

$$
\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t)=\frac{1}{2} \mathbf{E}\left|\tilde{u}_{\epsilon}^{0}\right|_{H}^{2}+\mathbf{E} \int_{0}^{t} \int_{D} \tilde{f}_{\epsilon}(x, \tau) \tilde{u}_{\epsilon}(x, \tau) d x d \tau+\frac{1}{2} \mathbf{E} \int_{0}^{t}\left|\tilde{g}_{\epsilon}(x, \tau)\right|_{\mathcal{L}_{2}^{a}}^{2} d \tau
$$

and

$$
\mathcal{E}^{0}(u)(t)=\frac{1}{2} \mathbf{E}\left|u^{0}\right|_{H}^{2}+\mathbf{E} \int_{0}^{t} \int_{D} f(x, \tau) u(x, \tau) d x d \tau+\frac{1}{2} \mathbf{E} \int_{0}^{t}|g(x, \tau)|_{\mathcal{L}_{2}^{Q}}^{2} d \tau .
$$

Then we have the following result on effectivity of the macroscopic model in the sense of convergence in energy.

Theorem 6.1 (effectivity in energy convergence). Assume that (4.1) and (4.2) hold. If

$$
\tilde{u}_{\epsilon}^{0} \rightarrow u^{0} \text { strongly in } H \text { as } \epsilon \rightarrow 0
$$

then

$$
\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right) \rightarrow \mathcal{E}^{0}(u) \quad \text { in } C([0, T]) \text { as } \epsilon \rightarrow 0
$$

Proof. By the analysis of section 4, for any $\delta>0, u_{\epsilon} \rightarrow u$ strongly in $L^{2}(0, T ; H)$ on $\Omega_{\delta}$, and then by the arbitrariness of $\delta$, it is easy to see that

$$
\mathbf{E} \int_{0}^{t} \int_{D} \tilde{f}_{\epsilon}(x, \tau) \tilde{u}_{\epsilon}(x, \tau) d x d \tau \rightarrow \mathbf{E} \int_{0}^{t} \int_{D} f(x, \tau) u(x, \tau) d x d \tau \text { for } t \in[0, T]
$$

Then by $\tilde{g}_{\epsilon} \rightharpoonup g$ weakly in $L^{2}\left(0, t ; \mathcal{L}_{2}^{Q}\right)$, we have

$$
\begin{equation*}
\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t) \rightarrow \mathcal{E}^{0}(u)(t) \text { for any } t \in[0, T] \tag{6.3}
\end{equation*}
$$

We now need only show that $\left\{\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t)\right\}_{\epsilon}$ is equicontinuous, as then the AscoliArzela theorem [14] will imply the result in the theorem.

In fact, given any $t \in[0, T]$, and $h>0$ small enough, we have

$$
\begin{aligned}
& \left|\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t+h)-\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t)\right| \\
& \quad \leq\left|\mathbf{E} \int_{t}^{t+h} \int_{D} \tilde{f}_{\epsilon}(x, \tau) \tilde{u}_{\epsilon}(x, \tau) d x d \tau\right|+\mathbf{E} \int_{t}^{t+h}\left|\tilde{g}_{\epsilon}(x, \tau)\right|_{\mathcal{L}_{2}^{Q}}^{2} d \tau \\
& \quad \leq \mathbf{E}\left\{\left|\tilde{f}_{\epsilon}\right|_{L^{2}(0, T ; H)} \int_{t}^{t+h}\left|\tilde{u}_{\epsilon}(x, \tau)\right|_{H}^{2} d x d \tau\right\}+\mathbf{E} \int_{t}^{t+h}\left|\tilde{g}_{\epsilon}(x, \tau)\right|_{\mathcal{L}_{2}^{Q}}^{2} d \tau
\end{aligned}
$$

Noting that $\tilde{u}_{\epsilon} \in L^{2}(0, T ; H)$ a.s. and (2.7), we have

$$
\left|\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t+h)-\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)(t)\right| \rightarrow 0 \text { as } h \rightarrow 0
$$

uniformly on $\epsilon$, which means the equicontinuity of the family $\left\{\mathcal{E}^{\epsilon}\left(u_{\epsilon}\right)\right\}_{\epsilon}$. This completes the proof.
7. Appendix: The homogenized matrix. In this appendix, we give the explicit expression of the homogenized matrix $B$; for more details see [9]. Let $\chi^{i}$, $i=1, \ldots, n$, be the solutions of

$$
\begin{align*}
& -\sum_{l, k=1}^{n} \frac{\partial}{\partial y_{l}}\left(a_{k l} \frac{\partial\left(\chi^{i}-y_{i}\right)}{\partial y_{k}}\right)=0 \text { in } Y^{*},  \tag{7.1}\\
& \sum_{l, k=1}^{n} a_{k l} \frac{\partial\left(\chi^{i}-y_{i}\right)}{\partial y_{k}} n_{l}=0 \text { on } \partial S  \tag{7.2}\\
& \quad \chi^{i} \text { is } Y \text {-periodic. } \tag{7.3}
\end{align*}
$$

It is easy to calculate that $\chi^{i}=-w_{e_{i}}+e_{i}$ with $\left\{e_{i}\right\}_{i=1}^{n}$ the canonical basis of $R^{n}$. Then

$$
\begin{equation*}
\beta_{i j}=\frac{1}{|Y|} \int_{Y} \sum_{k=1}^{n} a_{k j} \frac{\partial w_{e_{i}}}{\partial y_{k}} d y=\frac{1}{|Y|} \int_{Y} a_{i j} d y-\frac{1}{|Y|} \int_{Y} \sum_{k=1}^{n} a_{k j} \frac{\partial \chi_{i}}{\partial y_{k}} d y \tag{7.4}
\end{equation*}
$$

Moreover, the operator $B=\left(\beta_{i j}\right)$ satisfies the uniform ellipticity condition: there is a constant $b>0$ such that

$$
\sum_{i, j=1}^{n} \beta_{i j} \xi_{i} \xi_{j} \geq b \sum_{i=1}^{n} \xi_{i}^{2} \text { for } \xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in R^{n}
$$
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#### Abstract

Two-dimensional deep water waves can be described by various third order dispersive equations, modifying and generalizing the KdV equations as well as nonlinear Schrödinger equations. We establish local well-posedness for initial data $u_{0} \in H^{3 / 2}\left(\mathbb{R}^{2}\right)$ for many of the proposed models using local smoothing estimates with respect to the forcing term and the initial data.
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1. Introduction. The weakly nonlinear dynamics of a quasi-monochromatic wave train propagating at the surface of water can be described by nonlinear Schrödinger-type equations. This has been established in one dimension and two dimensions by Zakharov [19] for infinitely deep water and by Hasimoto and Ono [10] in the one-dimensional finite depth case. They obtained the cubic nonlinear Schrödinger equation. For nearly one-dimensional wave trains in finite depth water, Davey and Stewartson [4] and Djordjevic and Redekopp [7] derived the so-called Davey-Stewartson systems for, respectively, purely gravity and gravity-capillary waves. Those systems involve a wave-induced mean flow resulting in a nonlocal nonlinear Schrödinger equation. They reduce to the cubic nonlinear Schrödinger equation in the infinitely deep water limit. Let $a$ be a typical wave amplitude and $k$ be the modulus of the mean wave number. All the models above are found by a perturbation analysis up to $O\left(\varepsilon^{3}\right)$ when $\varepsilon=k a \ll 1$ is the wave steepness.

Taking perturbation analysis one step further to $O\left(\varepsilon^{4}\right)$, Dysthe [8] has derived a system which improves significantly upon the results on the stability of finite amplitude waves in infinite depth. One of the dominant new effects is the wave-induced mean flow with potential $\Phi$. Solving the equation for $\Phi$ in terms of the complex amplitude of the wave packet allows one to put the Dysthe system (in dimensionless variables) in the following form (see [9]):

$$
\begin{gather*}
2 i\left(\frac{\partial A}{\partial t}+\frac{1}{2} \frac{\partial A}{\partial x}\right)+\frac{1}{2} \frac{\partial^{2} A}{\partial y^{2}}-\frac{1}{4} \frac{\partial^{2} A}{\partial x^{2}}-A|A|^{2}=\frac{i}{8}\left(\frac{\partial^{3}}{\partial x^{3}}-6 \frac{\partial^{3}}{\partial x \partial y^{2}}\right) A \\
+\frac{i}{2} A\left(A \frac{\partial \bar{A}}{\partial x}-\bar{A} \frac{\partial A}{\partial x}\right)-\frac{5 i}{2}|A|^{2} \frac{\partial A}{\partial x}+A R_{1} \frac{\partial}{\partial x}|A|^{2} \tag{1.1}
\end{gather*}
$$

where $R_{1}$ is the Riesz transform in $\mathbb{R}^{2}$, that is,

$$
F\left(R_{1} \psi\right)=i \frac{\xi_{1}}{|\xi|} \hat{\psi}
$$

Here $F$ and $\hat{\psi}$ denote the Fourier transform.

[^92]The usual nonlinear Schrödinger equation (NLS) is obtained by neglecting the right-hand side of (1.1), which is of order $\varepsilon^{4}$ in the dimensional variables. Note that going one step further in the perturbation introduces higher dispersive terms as well as new nonlinear ones.

A similar derivation of the fourth order (in $\varepsilon$ ) evolution equations for the amplitude of a train of nonlinear gravity-capillary waves on the surface of an ideal fluid of infinite depth was performed by Hogan [11]. The equation reads

$$
\begin{gather*}
2 i\left(\frac{\partial A}{\partial t}+c_{g} \frac{\partial A}{\partial x}\right)+p \frac{\partial^{2} A}{\partial x^{2}}+q \frac{\partial^{2} A}{\partial y^{2}}-\gamma|A|^{2} A=-i s \frac{\partial^{3} A}{\partial x \partial y^{2}}-i r \frac{\partial^{3} A}{\partial x^{3}} \\
-i u A^{2} \frac{\partial \bar{A}}{\partial x}+i v|A|^{2} \frac{\partial A}{\partial x}+A R_{1} \frac{\partial}{\partial x}|A|^{2} \tag{1.2}
\end{gather*}
$$

where $c_{g}$ is the group velocity and $\gamma, p, q, s, r, u$, and $v$ are real parameters depending on the surface tension parameter. Note that $q$ and $s$ are strictly positive, while $p$ can achieve both signs (in particular, the sign is negative for purely gravity waves as in the Dysthe system and positive for purely capillary waves). We refer to the survey of Dias and Kharif [6] for a more complete description of the models of water waves.

Similar problems occur in nonlinear optics (see, for instance, [20]), in particular in the modeling of the dynamics of femtosecond laser pulses in a nonlinear media with temporal dispersion. The evolution of the complex envelope $E(x, y, z, t)$ of the field is described by the third order NLS

$$
\begin{equation*}
i \frac{\partial}{\partial z} E+\left(1-i \varepsilon_{1} \partial_{t}\right) \Delta_{\perp} E-\frac{\partial^{2} E}{\partial t^{2}}-i \varepsilon_{2} \frac{\partial^{3} E}{\partial t^{3}}+\left(1+i \varepsilon_{1} \partial_{t}\right) g\left(|E|^{2}\right) E=0 \tag{1.3}
\end{equation*}
$$

where $\Delta_{\perp}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ is the transverse Laplacian and $\varepsilon_{2} \in \mathbb{R}, \varepsilon_{1}>0$, and typically, $g(z)=z$. As is usual in nonlinear optics, the evolution variable (which plays, mathematically, the role of time, whereas $t$ will be treated as spatial variable later) is $z$. The transverse Laplacian accounts for diffraction, while the second and third time derivatives describe group velocity and third order dispersion.

Very little is known concerning the Cauchy problem for (1.1)-(1.3). The only results available are local existence for analytic Cauchy data for (1.1) and (1.2) by de Bouard [5], and, very recently, well-posedness in $H^{3}\left(\mathbb{R}^{2}\right)$ by Chihara [3], who applies techniques developed for derivative nonlinear Schrödinger equations to these third order equations.

Sharp estimates on the fundamental solution of the linearization of (1.2) at 0 have been recently derived in [2]. They lead naturally to Strichartz estimates. Because of the presence of derivatives in the nonlinear terms, Strichartz estimates do not suffice by themselves to obtain the local well-posedness of (1.2) by a contraction argument.

The aim of this paper is to give a proof of local well-posedness of (1.2) and (1.3) in two space dimensions for data in the Sobolev space $H^{3 / 2}$ by a contraction argument involving spaces related to the local smoothing properties of the group associated to the linear equation

$$
\begin{align*}
i u_{t}+P(D) u & =f & & \text { in } \mathbb{R}^{n} \times \mathbb{R}  \tag{1.4}\\
u(x, 0) & =u_{0}(x) & & \text { for } x \in \mathbb{R}^{n}
\end{align*}
$$

where $P(D)$ is a differential operator of order $\kappa \geq 2$ with real symbol $p(\xi)$. Let $p_{\kappa}$ be the part of degree $\kappa$.

Assumption. We assume that there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
|\nabla p(\xi)| \geq c_{1}|\xi|^{\kappa-1}-c_{2} \tag{1.5}
\end{equation*}
$$

Straightforward calculations show that (1.5) is satisfied for problem (1.1). It is satisfied for (1.2) provided $s$ and $r$ are nonzero and for (1.3) if $\varepsilon_{1}$ and $\varepsilon_{2}$ are nonzero.

Let

$$
\tilde{Q}_{x}=\left\{y\left|\max _{j}\right| x_{j}-y_{j} \left\lvert\, \leq \frac{1}{2}\right.\right\}
$$

and, for $T>0$,

$$
Q_{x, T}=\tilde{Q}_{x} \times[0, T]
$$

The local smoothing estimate is the following.
Proposition 1.1. Suppose that p satisfies (1.5). Let $T>0$. Then we have

$$
\begin{aligned}
& \sup _{x}\left\|(1-\Delta)^{\frac{k-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)}+\sup _{0 \leq t \leq T}\|u(t)\|_{L^{2}} \\
& \leq c\left(\left\|u_{0}\right\|_{L^{2}}+\sum_{k \in \mathbb{Z}^{n}}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}\right)
\end{aligned}
$$

Note that the cubes $Q_{k, T}$ cover $\mathbb{R}^{n} \times(0, T)$. We apply it with $\kappa=3$ and $n=2$ to construct a solution to

$$
\begin{align*}
i u_{t}+P(D) u & =f\left(u, \partial_{\nu} u\right) & & \text { in } \mathbb{R}^{2} \times \mathbb{R}  \tag{1.6}\\
u(x, 0) & =u_{0}(x) & & \text { for } x \in \mathbb{R}^{2}
\end{align*}
$$

where $P$ is of order $3, \nu$ is a unit vector in $\mathbb{R}^{2}$, and, with the Riesz transform $R_{\nu}$ defined by the Fourier multiplier $\frac{\xi \cdot \nu}{|\xi|}$ and with real or complex constants $a_{j}$,

$$
\begin{equation*}
f\left(u, \partial_{\nu} u\right)=a_{0}|u|^{2} u+a_{1} u^{2} \partial_{\nu} \bar{u}+a_{2}|u|^{2} \partial_{\nu} u+a_{3} u \partial_{\nu} R_{\nu}|u|^{2} \tag{1.7}
\end{equation*}
$$

Note that in (1.3) $z$ becomes the time variable and $t$ a spatial variable. In most models the $L^{2}$ norm is preserved. This is the case when

$$
\begin{equation*}
a_{0}, a_{3} \in \mathbb{R}, \quad a_{1}, a_{2} \in i \mathbb{R} \tag{1.8}
\end{equation*}
$$

We fix a smooth compactly supported function $\phi$, identically 1 on $\tilde{Q}_{0}$.
Definition 1.2. We define the function spaces $X_{t_{0}} \subset C\left(\left[0, t_{0}\right] ; H^{3 / 2}\left(\mathbb{R}^{2}\right)\right)$ and $Y_{t_{0}}$ through the norms

$$
\begin{align*}
\|u\|_{X_{t_{0}}}= & \sup _{0 \leq t \leq t_{0}}\|u(t)\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)}+\sup _{x \in \mathbb{R}^{2}}\left\|(1-\Delta)_{x}^{5 / 4} u\right\|_{L^{2}\left(Q_{x, t_{0}}\right)}  \tag{1.9}\\
& +t_{0}^{-1 / 2}\left(\sum_{k \in \mathbb{Z}^{2}} \sup _{0 \leq t \leq t_{0}}\left(\|\phi(.-k) u(t)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)}^{2}-\|\phi(.-k) u(0)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)}^{2}\right)\right)^{1 / 2}
\end{align*}
$$

and

$$
\|f\|_{Y_{t_{0}}}=\inf _{f_{1}+f_{2}=f}\left\{\sum_{k \in \mathbb{Z}^{2}}\left\|(1-\Delta)^{-1 / 4} f_{1}\right\|_{L^{2}\left(Q_{k, t_{0}}\right)}+\int_{0}^{t_{0}}\left\|f_{2}(\tau)\right\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)} d \tau\right\}
$$

After these preparations we can formulate the main result.

Theorem 1.3. Suppose that $p$ satisfies (1.5) and that the nonlinearity is of the form (1.7). Given $c>1$ there exists $t_{0} \sim c^{-2}$ such that for $u_{0} \in H^{3 / 2}\left(\mathbb{R}^{2}\right)$ with $\left\|u_{0}\right\|_{H^{3 / 2}} \leq c$ there exists a unique solution $u \in X_{t_{0}}$ to (1.6) and (1.7) with initial value $u_{0}$. Moreover, the map $H^{\frac{3}{2}}\left(\mathbb{R}^{2}\right) \rightarrow X_{t_{0}}, u_{0} \rightarrow u$ is analytic. In the particular case of (1.2) and (1.3) we have, furthermore, $\|u(t)\|_{L^{2}\left(\mathbb{R}^{2}\right)}=\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}$.

Proposition 1.1 is proved in section 2 by a reduction to a one-dimensional estimate. In section 3 we prove the main result, which implies in particular that the Cauchy problem for (1.1), for (1.2) if $s$ and $r$ are nonzero, and for (1.3) if $\varepsilon_{1}$ and $\varepsilon_{2}$ are nonzero and $g(z)=z$, is locally well-posed for data in $H^{3 / 2}\left(\mathbb{R}^{2}\right)$. It is likely that one could consider data in Sobolev spaces of lower order by using the Strichartz estimates of [1] and maximal function estimates. Note that for solutions of (1.2) and (1.3) the $L^{2}$ norm is formally conserved, which could possibly be used to get global existence from local existence in $L^{2}\left(\mathbb{R}^{2}\right)$ since $L^{2}\left(\mathbb{R}^{2}\right)$ is a critical space for scaling. The dispersive estimates obtained in [2] might be useful to establish global existence for small data.
2. Local smoothing estimates. In this part we consider dispersive equations in all space dimensions and of all orders. Local smoothing estimates with respect to the initial data for general dispersive equations are well known; see, for example, [13]. There are fewer results concerning the smoothing property with respect to the forcing term $f$. As far as we know, such results have been established in the case when $\kappa=2$ (Schrödinger-type equations) [18, 16], in one space dimension for all $\kappa[15,14,17]$, and more recently, by Hoshiro [12] who established related local smoothing estimates using arguments which are very different from those in this section.

Let $a, b, s \in \mathbb{R}$ and $b \neq 0$. Then by the residue theorem we have

$$
\frac{1}{2 \pi i} \int_{\mathbb{R}} \frac{e^{i s \sigma}}{\sigma-a-i b} d \sigma=\left\{\begin{align*}
0 & \text { if } b s<0  \tag{2.1}\\
e^{i a s-b s} & \text { if } b s>0
\end{align*}\right.
$$

This simple identity has important and simple consequences for similar integrals for polynomials.

Lemma 2.1. Let $p(\sigma)$ be a real polynomial of degree $\kappa$. Then for all real $\varepsilon \neq 0$,

$$
\left|\frac{1}{2 \pi i} \int_{\mathbb{R}} \frac{e^{i s \sigma} p^{\prime}(\sigma)}{p(\sigma)-i \varepsilon} d \sigma\right| \leq \kappa
$$

Proof. We may assume without loss of generality that the degree $\kappa$ is at least 1 . Let $b_{i} \in \mathbb{C}, i=1, \ldots, m \leq \kappa$, be the zeros of the polynomial $p-i \varepsilon$ of multiplicity $N_{i}$. Then

$$
\frac{p^{\prime}}{p-i \varepsilon}=\sum_{i=1}^{m} \frac{N_{i}}{s-b_{i}}
$$

No zero of $p-i \varepsilon$ is real, and the assertion follows from the previous calculation (2.1).
There is even a precise formula for $\varepsilon \rightarrow 0$. Let $H(s)=1$ for $s<0$ and 0 otherwise. Then

$$
\lim _{\varepsilon \rightarrow 0+} \int_{\mathbb{R}} \frac{e^{i s \sigma} p^{\prime}(\sigma)}{p(\sigma)-i \varepsilon} d \sigma=\sum_{j=1}^{k_{1}} N_{j} e^{i a_{j} s} H( \pm s)+\sum_{\left\{j: \operatorname{Im} a_{j} s>0\right\}} N_{j} e^{i a_{j} s}
$$

where the first sum is over all zeros on the real line and the second one over all zeros where the imaginary part is positive. The sign in $H( \pm s)$ is determined by the sign of the imaginary part of the root of $p-i 0$.

Let $p$ be a real polynomial of degree $\kappa$ in $\mathbb{R}^{n}$. We denote the group generated by $P(D)$ by $S(t)$, which has the kernel function

$$
k(x, t)=\left\{\begin{array}{cc}
0 & \text { if } t \leq 0 \\
\frac{1}{(2 \pi)^{n}} \int e^{i x \xi+i t p(\xi)} d \xi & \text { otherwise }
\end{array}\right.
$$

where the integral is a standard oscillatory integral, and

$$
K f(x, t)=\int_{-\infty}^{t} \int_{\mathbb{R}^{n}} k(x-y, t-s) f(y, s) d y d s
$$

Then

$$
i(\tau-p(\xi)) \hat{K} f(\xi, \tau)=\hat{f}(\xi, \tau)
$$

and

$$
k(x, t)=\lim _{\varepsilon>0, \varepsilon \rightarrow 0} F^{-1}\left(\frac{1}{\tau+p(\xi)-i \varepsilon}\right)
$$

In what follows we fix a unit vector $v \in \mathbb{R}^{n}$ and define for $r \in \mathbb{R}$ the $n$-dimensional hyperplane

$$
\begin{equation*}
\mathcal{H}_{r}^{v}=\{(x, t) \mid\langle v, x\rangle=r\} \tag{2.2}
\end{equation*}
$$

Let $u$ and $f$ be measurable functions. We define function spaces by their norm

$$
\begin{aligned}
\|u\|_{L^{\infty}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)} & =\operatorname{ess} \sup _{r}\left\|\left.u\right|_{\mathcal{H}_{r}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r}^{v}\right)} \\
\|f\|_{L^{1}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)} & =\int_{\mathbb{R}}\left\|\left.u\right|_{\mathcal{H}_{r^{\prime}}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r^{\prime}}^{v}\right)} d r^{\prime}
\end{aligned}
$$

Let $p_{v}$ be the derivative of the symbol $p$ in direction $v$.
Lemma 2.2. The following inequality holds for all $\tau$ and all $\xi$ perpendicular to $v$ and $\varepsilon$ small:

$$
\left\|F^{v}\left[\frac{p_{v}}{\tau+p(\xi)-i \varepsilon}\right]\right\|_{L^{\infty}(\mathbb{R})} \leq \sqrt{2 \pi} \kappa
$$

where $F^{v}$ is the partial inverse Fourier transform in the direction of $v$.
Proof. We fix $(\xi, \tau) \in \mathcal{H}^{v}$ and set

$$
q(\sigma)=\tau+p(\xi+\sigma v)
$$

which is a polynomial of order at most $\kappa$. The assertion follows now from Lemma 2.1.

Theorem 2.3. Let $A=p_{v}(D)$ be the differential operator defined by the Fourier multiplier $p_{v}$. Suppose that $f \in L^{1}\left(\mathbb{R} ; L^{2}\left(\mathcal{H}_{r}^{v}\right)\right)$. Then

$$
\sup _{r}\left\|\left.(A K f)\right|_{\mathcal{H}_{r}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r}^{v}\right)} \leq \sqrt{2 \pi} \kappa \int_{\mathbb{R}}\left\|\left.f\right|_{\mathcal{H}_{r^{\prime}}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r^{\prime}}^{v}\right)} d r^{\prime}
$$

Proof. The Fourier transform of $K$ is

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\tau+p(\xi)-i \varepsilon}
$$

The Fourier transform in the direction $v$ satisfies the desired bounds. Hence, if $f \in$ $L^{2}\left(\mathcal{H}^{v}\right)$ and $r^{\prime}, r \in \mathbb{R}$, then

$$
\left\|\left.K\left(\delta_{r^{\prime}}(.) f\right)\right|_{\mathcal{H}_{r}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r}^{v}\right)} \leq \sqrt{2 \pi} \kappa\left\|\left.f\right|_{\mathcal{H}_{r^{\prime}}^{v}}\right\|_{L^{2}\left(\mathcal{H}_{r^{\prime}}^{v}\right)}
$$

where $\delta$ denotes the Dirac measure, because this map is defined by a bounded Fourier multiplier. Integration with respect to $r^{\prime}$ yields the desired result.

We consider the initial boundary value problem

$$
i \partial_{t} u-P(D) u=f, \quad u(., 0)=u_{0}
$$

where we assume that

$$
\left|p_{v}(D)\right|^{-1 / 2} f \in L^{1}\left(\mathbb{R} ; L^{2}\left(\mathcal{H}^{v}\right)\right)
$$

and $u(0)=u_{0} \in L^{2}$. If $f=0$, then there is a unique solution in $C\left(\mathbb{R} ; L^{2}\left(\mathbb{R}^{n}\right)\right)$. Then formally the solution for positive $t$ is given by

$$
u(t)=k(., t) * u_{0}+\int_{0}^{t} k(., t-s) * f(., s) d s
$$

In what follows we study this solution.
Proposition 2.4. We have

$$
\begin{aligned}
\sup _{t}\|u(t)\|_{L^{2}}+(2 \pi)^{-1 / 4} \kappa^{-1 / 2} & \left\|\left|p_{v}\right|^{1 / 2}(D) u\right\|_{L^{\infty}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)} \\
& \left.\leq\left\|u_{0}\right\|_{L^{2}}+(2 \pi)^{1 / 4} \sqrt{\kappa} \|\left|p_{v}\right|^{-1 / 2}(D) f\right) \|_{L^{1}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)}
\end{aligned}
$$

It is part of the statement that the left-hand side is finite if the right-hand side is finite.

Proof. There are four estimates to prove. We suppose that $f$ is defined on $\mathbb{R}^{n} \times \mathbb{R}$. The estimate

$$
(2 \pi)^{-1 / 4} \kappa^{-1 / 2}\left\|\left|p_{v}\right|^{1 / 2}(D) u\right\|_{L^{\infty}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)} \leq(2 \pi)^{1 / 4} \sqrt{\kappa}\left\|\left|p_{v}\right|^{-1 / 2}(D) f\right\|_{L^{1}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)}
$$

for $u(t)=\int_{-\infty}^{t} S(t-s) f(s) d s$ is the content of Theorem 2.3.
The estimate

$$
\sup _{t}\|u(t)\|_{L^{2}} \leq(2 \pi)^{1 / 4} \sqrt{\kappa}\left\|\left|p_{v}\right|^{-1 / 2}(D) f\right\|_{L^{1}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)}
$$

follows from

$$
\begin{equation*}
\|u(0)\|_{L^{2}} \leq(2 \pi)^{1 / 4} \sqrt{\kappa}\left\|\left|p_{v}\right|^{-1 / 2}(D) f\right\|_{L^{1}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right)\right)} \tag{2.3}
\end{equation*}
$$

for $u=K f$. More precisely we define

$$
\begin{gathered}
T_{1}: L^{1}\left(\mathbb{R} ; L^{2}\left(\mathcal{H}^{v} \cap\{t<0\}\right)\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right), \\
T_{1} f=(K f)(0),
\end{gathered}
$$

and

$$
\begin{gathered}
T_{2}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{\infty}\left(\mathbb{R} ; L^{2}\left(\mathcal{H}^{v} \cap\{t<0\}\right)\right) \\
T_{2}\left(u_{0}\right)(t)=S(-t) u_{0}
\end{gathered}
$$

Then

$$
T_{2}=T_{1}^{*}
$$

since

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \int_{-\infty}^{0} T_{2} v \bar{f} d t d x & =\int_{0}^{\infty} \int_{\mathbb{R}^{n}} S(-t) v \overline{f(-t)} d x d t \\
& =\int_{\mathbb{R}^{n}} v \int_{0}^{\infty} \overline{S(t) f(-t)} d t d x \\
& =\int_{\mathbb{R}^{n}} v \overline{T_{1}(f)} d x
\end{aligned}
$$

We observe that the kernel of $K$ is supported in the half space $t \leq 0$, and hence we may assume that $f$ is supported in the same half space. On the other hand, if $f$ is supported in the half space $\{t \leq 0\}$, and $t>0$, then

$$
K f(t)=T_{2} T_{1} f(-t)
$$

Hence, the bounds for $T_{1}$ and $T_{2}$ follow by an application of Theorem 2.3.
Now we define

$$
v(t)=u(t)-\int_{-\infty}^{t} S(t-s) f(s) d s
$$

and we obtain

$$
\begin{gathered}
i \partial_{t} v-P(D) v=0 \\
v(0)=u_{0}-\int_{-\infty}^{0} S(-s) f(s) d s
\end{gathered}
$$

The theorem is proved if we show $\|v(t)\|_{L^{2}}=\|v(0)\|_{L^{2}}$ and

$$
\|v\|_{L^{\infty}\left(\mathbb{R}, L^{2}\left(\mathcal{H}^{v}\right) \cap\{t>0\}\right)} \leq(2 \pi)^{1 / 4} \sqrt{\kappa}\|v(0)\|_{L^{2}}
$$

The first estimate follows from the energy equality and the second from the estimate for $T_{2}$.

In what follows we will need an elementary estimate. We study

$$
i \partial_{t} v-P(D) v=f
$$

where $p$ is a real polynomial of order $\kappa$ in $n$ variables. We recall that

$$
\tilde{Q}_{x}:=\left\{y \in \mathbb{R}^{2}: \max \left\{\left|x_{i}-y_{i}\right|\right\} \leq \frac{1}{2}\right\} \quad \text { and } Q_{x, t_{0}}=\tilde{Q}_{x} \times\left(0, t_{0}\right)
$$

Lemma 2.5. Let $\phi \in C_{0}^{\kappa}\left(\mathbb{R}^{n}\right)$ be supported in $B_{R}(x)$. Then

$$
\left|\|\phi v(t)\|_{L^{2}}^{2}-\|\phi v(0)\|_{L^{2}}^{2}\right| \leq 4 t \int_{0}^{t}\|\phi f(s)\|_{L^{2}}^{2} d s+c \int_{0}^{t}\|v(s)\|_{H^{\frac{\kappa-1}{2}\left(B_{R}(x)\right)}}^{2} d s
$$

Proof. We write

$$
\begin{aligned}
\|\phi v(t)\|_{L^{2}}^{2}-\|\phi v(0)\|_{L^{2}}^{2}= & \int_{0}^{t}\langle\phi v(s),-i \phi f(s)-i \phi P(D) v(s)\rangle \\
& +\langle-i \phi f(s)-i \phi P(D) v(s), \phi v(s)\rangle d s
\end{aligned}
$$

and estimate

$$
\int_{0}^{t}|\langle\phi v(s), \phi f(s)\rangle| d s \leq 2 t \int_{0}^{t}\|\phi f(s)\|_{L^{2}}^{2}+(8 t)^{-1} \int_{0}^{t}\|\phi v(s)\|_{L^{2}}^{2}
$$

where the last term is controlled by $\sup _{0 \leq s \leq t} 8^{-1}\|\phi v(s)\|_{L^{2}}^{2}$. Moreover, since $P(D)$ is self-adjoint,

$$
\begin{aligned}
\langle\phi v(s), \phi P(D) v(s)\rangle & -\langle\phi P(D) v(s), \phi v(s)\rangle \\
= & \langle\phi v(s),[\phi, P(D)] v(s)\rangle-\langle[\phi, P(D)] v(s), \phi v(s)\rangle .
\end{aligned}
$$

Clearly $[\phi, P(D)]$ is an operator of order $\kappa-1$, and we can distribute the derivatives on both terms.

Now we are in a position to formulate the local smoothing estimate.
Proposition 2.6. Suppose that p satisfies (1.5). Let $T>0$. Then we have
$\sup _{x}\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)}+\sup _{0 \leq t \leq T}\|u(t)\|_{L^{2}} \lesssim\left\|u_{0}\right\|_{L^{2}}+\sum_{k \in \mathbb{Z}^{n}}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}$.
Proof. We fix a finite number of unit vectors $v_{i}, 1 \leq i \leq M$, such that

$$
\sum_{j=1}^{M}\left|p_{v_{j}}\right| \geq \delta|\xi|^{\kappa-1}
$$

for $\xi$ sufficiently large. We choose $\eta \in C^{\infty}(\mathbb{R})$ to be identically 0 in $[-\delta / n, \delta / n], 1$ outside $[-2 \delta / n, 2 \delta / n]$, and define

$$
p_{j}(\xi)=p_{v_{j}}(\xi) \eta\left(p_{v_{j}}(\xi)\left(1+|\xi|^{2}\right)^{1-\kappa}\right)
$$

By construction,

$$
\delta|\xi|^{\kappa-1} \leq n \sum\left|p_{j}(\xi)\right|
$$

for $|\xi| \gg 1$. This inequality may fail, however, in a bounded set. If $p_{j}(\xi)$ is small, then we do not obtain a gain in the local smoothing estimate. We use the function $\eta$ to localize the local smoothing estimates to values of $\xi$, where we gain in the local smoothing estimate.

By the previous arguments, we may assume $u(0)=0$ because we obtain the dependence on the initial data by a $T-T^{*}$ argument, as above, from the smoothing $\underset{\sim}{\sim}$ with respect to forcing. Let $x$ be given. We fix a smooth function $\psi$, identically 1 on $\tilde{Q}_{x}$, supported in a hypercube of twice the size of $\widetilde{Q}_{x}$. Then it suffices to bound

$$
\left\|(1-\Delta)^{\frac{\kappa-1}{4}}(\psi u)\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{n}\right)}
$$

Clearly for fixed $t$, with $\bar{Q}_{x}$, respectively, $\bar{Q}_{x, T}$, the hypercube of twice the spatial scale of $\tilde{Q}_{x}$, and $F$ the spatial Fourier transform,

$$
\begin{align*}
&\left.\left\|(1-\Delta)^{\frac{\kappa-1}{4}}(\psi u)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\left.\langle | \xi\right|^{\kappa-1} F(\psi u), F(\psi u)\right\rangle \\
& \lesssim \sum_{j}\langle | p_{j}\left(D_{x}\right)|(\psi u), \psi u\rangle+\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} \psi u\right\|_{L^{2}}  \tag{2.4}\\
& \lesssim \sum_{j}\left\|\psi\left|p_{j}\right|^{1 / 2} u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|(1-\Delta)^{\frac{\kappa-3}{4}} u\right\|_{L^{2}\left(\bar{Q}_{x}\right)}^{2}
\end{align*}
$$

Integration over $t$ together with the bound of Theorem 2.3 gives

$$
\begin{aligned}
\left\|(1-\Delta)^{\frac{\kappa-1}{4}} \psi u\right\|_{L^{2}\left(\bar{Q}_{x, T}\right)} \lesssim & \left\|(1-\Delta)^{\frac{\kappa-3}{4}} u\right\|_{L^{2}\left(\bar{Q}_{x, T}\right)} \\
& +\sum_{k \in \mathbb{Z}^{2}} \sum_{j}\left\|\left(\left|p_{j}\right|^{1 / 2} /\left|p_{v_{j}}\right|\right)\left(D_{x}\right) \mid f\right\|_{L^{2}\left(Q_{k, T}\right)} \\
\lesssim & \left\|(1-\Delta)^{\frac{\kappa-3}{4}} u\right\|_{L^{2}\left(\bar{Q}_{x, T}\right)}+\sum_{j} \sum_{k \in \mathbb{Z}^{2}}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}
\end{aligned}
$$

Now, with $H^{s}$ the standard Sobolev space, we denote the space of function with values in $H^{s}\left(Q_{x}\right)$ by $L^{2}\left(H^{s}\left(Q_{x, T}\right)\right)$. Since the kernel of $1-\Delta$ decays exponentially, and by compact embeddings, we obtain for some $\delta>0$ and all $\varepsilon>0$

$$
\begin{aligned}
\left\|(1-\Delta)^{\frac{k-3}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)} & \leq c_{1} \sum_{k \in \mathbb{Z}^{2}} e^{-\delta|x-k|}\|u\|_{L^{2}\left(H^{\frac{k-3}{2}}\left(Q_{k, T}\right)\right)} \\
& \leq c_{2} \sup _{k \in \mathbb{Z}^{2}}\|u\|_{L^{2}\left(H^{\frac{\kappa-3}{2}}\left(Q_{x+k, T}\right)\right)} \\
& \leq \sup _{k} \varepsilon u\left\|_{L^{2}\left(H^{\frac{\kappa-1}{2}}\left(Q_{k, T}\right)\right)}+c_{\varepsilon}\right\| u \|_{L^{2}\left(H^{-\frac{\kappa-1}{2}}\left(Q_{k, T}\right)\right)} \\
& \leq \sup _{k} \varepsilon\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{k, T}\right)}+c_{\varepsilon}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{k, T}\right)} .
\end{aligned}
$$

We take the sup with respect to $x$ and choose $\varepsilon$ small to arrive at

$$
\begin{aligned}
& \sup _{x}\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)} \lesssim \sup _{x}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)} \\
&+\sum_{k \in \mathbb{Z}^{n}}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}
\end{aligned}
$$

Using Lemma 2.5 for $(1-\Delta)^{-\frac{\kappa-1}{4}} u$, since $u(0)=0$, we may bound

$$
\begin{aligned}
\sup _{x} \|(1- & \Delta)^{-\frac{\kappa-1}{4}} u\left\|_{L^{2}\left(Q_{x, T}\right)} \lesssim T^{\frac{1}{2}} \sup _{x} \sup _{t}\right\|(1-\Delta)^{-\frac{\kappa-1}{4}} u(t) \|_{L^{2}\left(Q_{x}\right)} \\
& \lesssim T^{1 / 2} \sup _{x}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{x, T}\right)}+T^{1 / 2} \sup _{x}\|u\|_{L^{2}\left(Q_{x, T}\right)} \\
& \lesssim T^{1 / 2} \sup _{x}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{x, T}\right)}+T^{1 / 2} \sup _{x}\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)}
\end{aligned}
$$

We choose $T$ small to absorb the last term and obtain

$$
\sup _{x}\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{x, T}\right)} \lesssim\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\sum_{k \in \mathbb{Z}^{2}}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}
$$

Next we shall add $\sup _{t}\|u(t)\|_{L^{2}}$ on the left-hand side. That this can be done follows from the standard energy estimate if $f=0$; hence we can reduce our attention to the case $u_{0}=0$. Let $\tilde{Y}$ and $\tilde{X}$ be the spaces defined by $\sum_{k}\left\|(1-\Delta)^{-\frac{\kappa-1}{4}} f\right\|_{L^{2}\left(Q_{k, T}\right)}$ and $\sup _{k}\left\|(1-\Delta)^{\frac{\kappa-1}{4}} u\right\|_{L^{2}\left(Q_{k, T}\right)}$, respectively. Let $K: L^{2} \ni u_{0} \rightarrow u \in \tilde{X}$ be the map from $u_{0}$ to the solution $u$ to the homogeneous equation with initial data $u_{0}$. Its adjoint is the map $K^{*}: Y \ni f \rightarrow u(T) \in L^{2}$ which maps the right-hand side to the solution with zero initial data evaluated at time $T$. Thus $K^{*}$ is bounded since $K$ is bounded if $T$ is small. The arguments work uniformly for small $T$ and we obtain the claimed bound for small $T$. This last restriction is removed by an iterative application of the estimate on small time intervals.

From now on we restrict ourselves to $\kappa=3$ and $n=2$.

Lemma 2.7. Suppose that $|\nabla p(\xi)| \sim|\xi|^{2}$ for large $\xi$,

$$
\begin{equation*}
i u_{t}-P(D) u=f \text { in } \mathbb{R}^{2} \times(0, T) \tag{2.5}
\end{equation*}
$$

and $u(0)=u_{0} \in H^{3 / 2}\left(\mathbb{R}^{2}\right)$. Then

$$
\|u\|_{X_{t_{0}}} \lesssim\left\|u_{0}\right\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)}+\|f\|_{Y_{t_{0}}} .
$$

Proof. Proposition 2.6 implies

$$
\begin{aligned}
\sup _{0 \leq t \leq t_{0}}\|u\|_{H^{1}}+\sup _{x \in \mathbb{R}^{2}}\left\|D_{x}^{2} u\right\|_{L^{2}\left(Q_{x, t_{0}}\right)} \lesssim & \left\|D_{x} u_{0}\right\|_{L^{2}} \\
& +\inf _{f_{1}+f_{2}=f}\left(\sum_{k \in \mathbb{Z}^{2}}\left\|f_{1}\right\|_{L^{2}\left(Q_{k, t_{0}}\right)}+\int_{0}^{t_{0}}\left\|f_{2}(t)\right\|_{L^{2}}\right)
\end{aligned}
$$

We apply $(1-\Delta)^{1 / 4}$ to (2.5) and obtain

$$
\sup _{0 \leq t \leq t_{0}}\|u\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)}+\sup _{x \in \mathbb{R}^{2}}\left\|(1-\Delta)^{5 / 4} u\right\|_{L^{2}\left(Q_{x, t_{0}}\right)} \lesssim\left\|u_{0}\right\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)}+\|f\|_{Y_{t_{0}}}
$$

We combine this inequality with Lemma 2.5 and choose $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$, which is identically 1 in $[-1,1]^{2}$ and supported in $[-2,2]^{2}$. Then by Lemma 2.5

$$
\sum_{k \in \mathbb{Z}^{2}}\left|\|\phi(x-k) u(t)\|_{L^{2}}^{2}-\|\phi(x-k) u(0)\|_{L^{2}}^{2}\right| \lesssim t \int_{0}^{t}\|f(s)\|_{L^{2}}^{2} d s+\int_{0}^{t}\|u\|_{H^{1}\left(\mathbb{R}^{n}\right)}^{2} d s
$$

We apply this estimate to $(1-\Delta)^{1 / 4} u$. The commutators $\left[(1-\Delta)^{1 / 4}, \phi\right]$ are of order $-1 / 2$. Their kernels decay quickly and the corresponding terms can be easily controlled. Hence,

$$
\begin{gathered}
t_{0}^{-1} \sum_{k \in \mathbb{Z}^{2}}\left|\|\phi(x-k) u(t)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)}^{2}-\|\phi(x-k) u(0)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)}^{2}\right| \\
\lesssim \int_{0}^{t}\|f(s)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)}^{2} d s+\sup _{0 \leq t \leq t_{0}}\|u(t)\|_{H^{3 / 2}\left(\mathbb{R}^{2}\right)}^{2}
\end{gathered}
$$

This completes the proof.
3. The main result. Here we study the problem

$$
i u_{t}-P(D) u=f(u), \quad u(x, 0)=u_{0}(x)
$$

where the symbol $p(\xi)$ satisfies (1.5) and where $f$ is as in (1.7). We can write the problem in the form

$$
f(u)=F[u, u, u]
$$

with

$$
\begin{aligned}
F[u, v, w]= & \frac{1}{6}(f(u+v+w)+f(u)+f(v)+f(w) \\
& -f(u+v)-f(u+w)-f(v+w))
\end{aligned}
$$

where $F$ is symmetric and linear in each argument. A typical term is

$$
\begin{equation*}
F[u, v, w]=u \partial_{\nu} R_{\nu}(v w)+v \partial_{\nu} R_{\nu}(w u)+w \partial_{\nu} R_{\nu}(u v) \tag{3.1}
\end{equation*}
$$

After these preparations we turn to the proof of Theorem 1.3.

Proof. We will choose $w_{0} \in H^{4}\left(\mathbb{R}^{2}\right)$ below and define $w$ as the solution to

$$
i w_{t}-P(D) w=0, \quad u(0, x)=w_{0}(x)
$$

Instead of $u$ we search the solution to

$$
i v_{t}-P(D) v=f(v+w), \quad v(0)=u_{0}-w_{0}
$$

by a fixed point argument. As a by-product of the proof we will obtain Lipschitz-and even analytic-dependence on the initial data.

Clearly by Sobolev's embedding

$$
\left\|D_{x}^{2} w\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{R}^{2}\right)} \lesssim\left\|w_{0}\right\|_{H^{4}\left(\mathbb{R}^{2}\right)}
$$

Let $c_{0}=\left\|u_{0}\right\|_{H^{3 / 2}}$. We choose $\varepsilon$ small and $w_{0} \in H^{4}\left(\mathbb{R}^{2}\right)$ with $\left\|u_{0}-w_{0}\right\|_{H^{1 / 2}} \leq \varepsilon$, $\left\|u_{0}-w_{0}\right\|_{H^{3 / 2}} \lesssim 2 c_{0}$, and $\left\|w_{0}\right\|_{H^{4}\left(\mathbb{R}^{2}\right)} \lesssim c_{0}^{5 / 2} \varepsilon^{-3 / 2}$. The result will follow from Lemma 2.7 and from the following.

Lemma 3.1. Suppose that $f=f(u, \nabla u)$ is of the form (1.7). Then, with $F$ related to $f$ as in (3.1), if $t_{0} \leq 1$,

$$
\begin{aligned}
\|F[u, v, w]\|_{Y_{t_{0}}} \lesssim & \left(\|u(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|u\|_{X_{t_{0}}}\right)\left(\|v(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|v\|_{X_{t_{0}}}\right)\|w\|_{X_{t_{0}}} \\
& +\left(\|v(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|v\|_{X_{t_{0}}}\right)\left(\|w(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|w\|_{X_{t_{0}}}\right)\|u\|_{X_{t_{0}}} \\
& +\left(\|w(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|w\|_{X_{t_{0}}}\right)\left(\|u(0)\|_{H^{1 / 2}}+t_{0}^{\frac{1}{2}}\|u\|_{X_{t_{0}}}\right)\|v\|_{X_{t_{0}}} .
\end{aligned}
$$

Proof. It suffices to show that

$$
\begin{equation*}
\|f(u)\|_{Y_{t_{0}}} \leq c\left(\|u(0)\|_{H^{1 / 2}}^{2}+t_{0}\|u\|_{X_{t_{0}}}^{2}\right)\|u\|_{X_{t_{0}}} \tag{3.2}
\end{equation*}
$$

This can be seen either by polarization or by checking the proof below.
It suffices to estimate the $L^{2}$ norm of $(1-\Delta)^{1 / 4} f$ in cylinders as in (3.2). More precisely, since by a Sobolev embedding

$$
\|h(s)\|_{H^{1 / 2}\left(\tilde{Q}_{x}\right)} \leq\|h(s)\|_{W^{1,4 / 3}\left(\tilde{Q}_{x}\right)}
$$

we have to show that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{2}}\||g|+|\nabla g|\|_{L^{4 / 3}\left(Q_{k}\right)} \leq c\left(\|u(0)\|_{H^{1 / 2}}+t_{0}^{1 / 2}\|u\|_{X_{t_{0}}}^{2}\right)^{2}\|u\|_{X_{t_{0}}} \tag{3.3}
\end{equation*}
$$

where $g$ is one of the following terms:

$$
\begin{equation*}
u^{3}, u^{2} \partial_{\nu} u, u \partial_{\nu} R_{\nu}|u|^{2} \tag{3.4}
\end{equation*}
$$

The treatment of $u \partial_{\nu} R_{\nu}|u|^{2}$ is typical and contains all the difficulties. For clarity we first consider the term $\nabla\left(u^{2} D u\right)$. By Hölder's inequality,
$\left\|\nabla\left(u^{2}(s) D u(s)\right)\right\|_{L^{4 / 3}\left(\tilde{Q}_{x}\right)} \lesssim\|u(s)\|_{L^{8}\left(\tilde{Q}_{x}\right)}^{2}\left\|D^{2} u(s)\right\|_{L^{2}\left(\tilde{Q}_{x}\right)}+\|u(s)\|_{L^{8}\left(\tilde{Q}_{x}\right)}\|\nabla u\|_{L^{16 / 5}\left(\tilde{Q}_{x}\right)}^{2}$,
and by interpolation,

$$
\|\nabla u\|_{L^{16 / 5}\left(\tilde{Q}_{x}\right)}^{2} \lesssim\|u\|_{L^{8}\left(\tilde{Q}_{x}\right)}\left(\|u\|_{L^{2}\left(\tilde{Q}_{x}\right)}+\left\|D^{2} u\right\|_{L^{2}\left(\tilde{Q}_{x}\right)}\right) ;
$$

hence

$$
\begin{array}{rl}
\int_{0}^{t_{0}}\left\|\nabla\left(u^{2}(s) D u(s)\right)\right\|_{L^{4 / 3}\left(\tilde{Q}_{x}\right)}^{2} & d s
\end{array} \begin{array}{r}
0 \\
t_{0}
\end{array} u(s) \|_{L^{8}\left(\tilde{Q}_{x}\right)}^{4}\left(\|u\|_{L^{2}\left(\tilde{Q}_{x}\right)}^{2}+\left\|D^{2} u(s)\right\|_{L^{2}\left(\tilde{Q}_{x}\right)}^{2}\right) d s
$$

and thus, by the definition of the spaces $X_{t_{0}}$,

$$
\sum_{k \in Z^{2}}\left\{\int_{0}^{t}\left\|u^{2}(s) D u(s)\right\|_{H^{1 / 2}\left(\tilde{Q}_{k}\right)}^{2} d s\right\} \leq c\left(\left\|(1-\Delta)^{1 / 4} u(0)\right\|_{L^{2}}+t_{0}^{1 / 2}\|u\|_{X_{t_{0}}}\right)^{2}\|u\|_{X_{t_{0}}}
$$

We now turn to the most difficult term

$$
\sum_{k}\left\|\nabla\left(u \partial_{\nu} R_{\nu}|u|^{2}\right)\right\|_{L^{2}\left(\left[0, t_{0}\right], L^{4 / 3}\left(Q_{k}\right)\right)}
$$

There are two terms to control:

$$
\begin{equation*}
\sum_{k}\left\|(\nabla u) \partial_{\nu} R_{\nu}|u|^{2}\right\|_{L^{2}\left(\left[0, t_{0}\right], L^{4 / 3}\left(Q_{k}\right)\right)} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k}\left\|u \nabla \partial_{\nu} R_{\nu}|u|^{2}\right\|_{L^{2}\left(\left[0, t_{0}\right], L^{4 / 3}\left(Q_{k}\right)\right)} \tag{3.6}
\end{equation*}
$$

By Hölder's inequality, for fixed $t$,

$$
\left\|(\nabla u) \partial_{\nu} R_{\nu}|u|^{2}\right\|_{L^{4 / 3}\left(Q_{k}\right)} \lesssim\|\nabla u\|_{L^{16 / 5}\left(Q_{k}\right)}\left\|\partial_{\nu} R_{\nu}|u|^{2}\right\|_{L^{16 / 7}}
$$

The kernel $K(x, y)$ of $\partial_{\nu} R_{\nu}$ decays fast for $|x-y| \rightarrow \infty$,

$$
|K(x, y)| \leq c|x-y|^{-3}
$$

hence we estimate

$$
\left\|\partial_{\nu} R_{\nu}|u|^{2}\right\|_{L^{\frac{16}{7}\left(Q_{k}\right)}} \lesssim \sum_{\bar{k}}(1+|k-\bar{k}|)^{-3} \sup _{\bar{k}}\|u\|_{L^{2}\left(Q_{k}\right)}^{2}+\sum_{|k-\bar{k}| \leq 2}\left\|\partial_{\nu}|u|^{2}\right\|_{L^{\frac{16}{7}}\left(Q_{\bar{k}}\right)}
$$

Now we proceed as above and bound $\sum_{k}\left\|\nabla\left(u \partial_{v} R_{v}|u|^{2}\right)\right\|_{L^{2}\left(\left[0, t_{0}\right], L^{4 / 3}\left(Q_{k}\right)\right)}$ following the arguments above.

We complete the proof of Theorem 1.3 using Lemmas 2.7 and 3.1. First we obtain

$$
\|w\|_{X_{t_{0}}} \leq c(n)\left\|w_{0}\right\|_{H^{3 / 2}} \leq c(n) c_{0}
$$

Let $J: X_{t_{0}} \rightarrow X_{t_{0}}, J: \tilde{v} \rightarrow v$, be defined as a solution to

$$
v_{t}+P(D) v=f(w+\tilde{v}), \quad v(0)=u_{0}-w_{0}
$$

Then by Lemmas 2.7 and 3.1,

$$
\begin{align*}
\|v\|_{X_{t_{0}}} & \lesssim c_{0}+\left(\left\|w_{0}\right\|_{H^{1 / 2}}+\left\|u_{0}-w_{0}\right\|_{H^{1 / 2}}+t_{0}^{1 / 2}\left(\left\|w_{0}\right\|_{H^{3 / 2}}+\|\tilde{v}\|_{X_{t_{0}}}\right)\right)^{2}\left(\left\|w_{0}\right\|_{H^{3 / 2}}+\|\tilde{v}\|_{X_{t_{0}}}\right)  \tag{3.7}\\
& \lesssim c_{0}+t_{0}\left(c_{0}+\|\tilde{v}\|_{X_{t_{0}}}\right)^{3} .
\end{align*}
$$

We shall see that this map is a contraction-at least if we decrease $t_{0}$ if necessary. The lower bound on the life span follows from (3.7).

Let

$$
v_{t}^{j}+P(D) v^{j}=f\left(w+\tilde{v}^{j}\right), \quad v^{j}(0)=u_{0}-w_{0}
$$

for $j=1,2$. We expand the trilinear term

$$
\begin{aligned}
f\left(w+\tilde{v}^{2}\right)-f\left(w+\tilde{v}^{1}\right)=3 F\left[w, w, \tilde{v}^{2}-\tilde{v}^{1}\right] & +3 F\left[w, \tilde{v}^{2}+\tilde{v}^{1}, \tilde{v}^{2}-\tilde{v}^{1}\right] \\
& +F\left[\tilde{v}^{2}+\tilde{v}^{1}, \tilde{v}^{2}+\tilde{v}^{1}, \tilde{v}^{2}-\tilde{v}^{1}\right]
\end{aligned}
$$

It is straightforward to estimate

$$
\left\|F\left[w(t), w(t), \tilde{v}^{2}-\tilde{v}^{1}\right]\right\|_{L^{1}\left(H^{3 / 2}\right)} \lesssim t_{0}^{1 / 2}\left\|w_{0}\right\|_{H^{4}}^{2}\left\|\tilde{v}^{2}-\tilde{v}^{1}\right\|_{X_{t_{0}}}
$$

and hence,

$$
\left\|v^{2}-v^{1}\right\|_{X_{t_{0}}} \leq \gamma\left\|\tilde{v}^{2}-\tilde{v}^{1}\right\|_{X_{t_{0}}}
$$

where $\gamma$ can be chosen as

$$
\gamma \sim t_{0}^{1 / 2}\left\|w_{0}\right\|_{H^{4}}^{2}+\left(\left\|w_{0}\right\|_{H^{1 / 2}}+t_{0}^{1 / 2}\|w\|_{X_{t_{0}}}+\mu\right) \mu \lesssim t_{0}^{1 / 2} c_{0}^{5} \varepsilon^{-3}+\left(c_{0}+\mu\right) \mu
$$

with

$$
\mu=\varepsilon+t_{0}^{1 / 2}\left(\left\|\tilde{v}^{2}\right\|_{X_{t_{0}}}+\left\|\tilde{v}^{1}\right\|_{X_{t_{0}}}\right)
$$

Suppose that $\left\|\tilde{v}^{j}\right\|_{X_{t_{0}}} \leq R$ with $R>c_{0}$. Then

$$
\left\|v^{2}-v^{1}\right\|_{X_{t_{0}}} \leq \frac{1}{2}\left\|\tilde{v}^{2}-\tilde{v}^{1}\right\|_{X_{t_{0}}}
$$

provided $\varepsilon R \ll 1, t_{0}^{1 / 2} R^{2} \ll 1, t_{0}^{1 / 2}\left(c_{0}+1\right) \ll 1$ and $t_{0} \ll c_{0}^{-10} \varepsilon^{6}$. Given $R$ we can satisfy all these inequalities. Let $R_{0}=\|J(0)\|_{X_{t_{0}}}, R \geq 2 R_{0}$, and $\varepsilon, t_{0}$ be as above. Then

$$
\|J(\tilde{v})\|_{X_{t_{0}}} \leq R_{0}+\frac{1}{2} R \leq R
$$

if $\|\tilde{v}\|_{X_{t_{0}}} \leq R$ and $\|\tilde{v}(0)\|_{H^{1 / 2}\left(\mathbb{R}^{2}\right)} \leq \varepsilon$. Now $J$ maps this ball into itself and is a contraction. The same argument gives uniqueness of solutions in that class. Finally, we may reinterpret the considerations above as an application of the implicit function theorem with analytic nonlinearities, which implies analytic dependence on the initial data.

By similar arguments one could establish the local well-posedness of (1.3) for $n=3$ in $\mathbb{R}^{3}$ in the cubic case for initial data in $H^{2}\left(\mathbb{R}^{2}\right)$, provided $\varepsilon_{1}$ and $\varepsilon_{2}$ are nonzero.
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#### Abstract

We consider the problem $\varepsilon^{2} \Delta u+(u-a(x))\left(1-u^{2}\right)=0$ in $\Omega, \frac{\partial u}{\partial \nu}=0$ on $\partial \Omega$, where $\Omega$ is a smooth and bounded domain in $\mathbb{R}^{2},-1<a(x)<1$. Assume that $\Gamma=\{x \in \Omega, a(x)=0\}$ is a closed, smooth curve contained in $\Omega$ in such a way that $\Omega=\Omega_{+} \cup \Gamma \cup \Omega_{-}$and $\frac{\partial a}{\partial n}>0$ on $\Gamma$, where $n$ is the outer normal to $\Omega_{+}$. Fife and Greenlee [Russian Math. Surveys, 29 (1974), pp. 103-131] proved the existence of an interior transition layer solution $u_{\varepsilon}$ which approaches -1 in $\Omega_{-}$and +1 in $\Omega_{+}$, for all $\varepsilon$ sufficiently small. A question open for many years has been whether an interior transition layer solution approaching 1 in $\Omega_{-}$and -1 in $\Omega_{+}$exists. In this paper, we answer this question affirmatively when $n=2$, provided that $\varepsilon$ is small and away from certain critical numbers. A main difficulty is a resonance phenomenon induced by a large number of small critical eigenvalues of the linearized operator.
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1. Introduction and statement of main result. Let $\Omega$ be a bounded, smooth domain in $\mathbb{R}^{2}$. In the gradient theory of phase transitions it is common to seek critical points in $H^{1}(\Omega)$ of energy of the form

$$
J_{\varepsilon}(u)=\frac{\varepsilon}{2} \int_{\Omega}|\nabla u|^{2}+\varepsilon^{-1} \int_{\Omega} W(x, u)
$$

where $W(x, \cdot)$ is a double-well potential with exactly two strict local minimizers at $u=+1$ and $u=-1$, which also correspond to trivial local minimizers of $J_{\varepsilon}$ in $H^{1}(\Omega)$. For simplicity of exposition we shall restrict ourselves to a potential of the form

$$
\begin{equation*}
W(x, u)=\int_{-1}^{u}\left(s^{2}-1\right)(s-a(x)) d s \tag{1.1}
\end{equation*}
$$

for a smooth function $a(x)$ with

$$
-1<a(x)<1 \text { for all } x \in \Omega
$$

Critical points of $J_{\varepsilon}$ correspond to solutions of the problem

$$
\begin{cases}\varepsilon^{2} \Delta u+(u-a(x))\left(1-u^{2}\right)=0 & \text { in } \Omega  \tag{1.2}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

[^93]where $\varepsilon>0$ is a small parameter and $\nu$ denotes unit outer normal to $\partial \Omega$. The function $u(x)$ represents a continuous realization of the phase present in a material confined to the region $\Omega$ at the point $x$ which, except for a narrow region, is expected to take values close to +1 or -1 . Of interest are, of course, nontrivial steady state configurations in which the two phases coexist.

The case $a \equiv 0$ corresponds to the standard Allen-Cahn equation [6]

$$
\begin{cases}\varepsilon^{2} \Delta u+u\left(1-u^{2}\right)=0 & \text { in } \Omega  \tag{1.3}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

for which extensive literature on transition layer solutions is available; see, for instance, $[4,17,18,24]$ and the references therein. We observe that in this case, +1 and -1 are both global minimizers of the potential (1.1). We are interested in an inhomogeneous situation in which +1 is the absolute minimizer of $W(x, \cdot)$ in one region of the domain, while -1 is such a minimizer in its complement. More precisely, we shall assume that the set

$$
\Gamma=\{x \in \Omega / a(x)=0\}
$$

is a smooth, simple, closed curve in $\Omega$ which separates the domain into two disjoint components,

$$
\begin{equation*}
\Omega=\Omega_{-} \cup \Omega_{+} \cup \Gamma \tag{1.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
a(x)<0 \text { in } \Omega_{+}, \quad a(x)>0 \text { in } \Omega_{-}, \quad \frac{\partial a}{\partial n}>0 \text { on } \Gamma . \tag{1.5}
\end{equation*}
$$

Observe in particular that for the potential (1.1) we have

$$
W(x,-1)<W(x,+1) \quad \text { in } \Omega_{-}, \quad W(x,+1)<W(x,-1) \quad \text { in } \Omega_{+} .
$$

Thus, if one considers a global minimizer $u_{\varepsilon}$ for $J_{\varepsilon}$, which exists by standard arguments, then $u_{\varepsilon}$ should minimize $W(x, u)$; namely, $u_{\varepsilon}$ should intuitively have the following asymptotic behavior as $\varepsilon \rightarrow 0$ :

$$
\begin{equation*}
u_{\varepsilon} \rightarrow-1 \text { in } \Omega_{-}, \quad u_{\varepsilon} \rightarrow+1 \text { in } \Omega_{+} \tag{1.6}
\end{equation*}
$$

A solution $u_{\varepsilon}$ to problem (1.2) with these characteristics was constructed, and precisely described, by Fife and Greenlee [15] in 1974 via matching asymptotic and bifurcation arguments.

Supersubsolutions were later used by Angenent, Mallet-Paret, and Peletier in the one-dimensional case [7] for construction and classification of stable solutions. Radial solutions were found variationally by Alikakos and Simpson [5]. The construction of the Fife-Greenlee solution allowing $\Gamma$ to be any closed subset of $\Omega$ in any dimension was given by the first author in [10]. Further constructions have been found recently by Dancer and Yan [9] and Do Nascimento [13]. In particular, it was found in [9] that this solution is precisely a minimizer of $J_{\varepsilon}$. Related results can be found in $[1,3]$.

On the other hand, a solution exhibiting a transition layer in the opposite direction, namely,

$$
\begin{equation*}
u_{\varepsilon} \rightarrow+1 \text { in } \Omega_{-}, \quad u_{\varepsilon} \rightarrow-1 \text { on } \Omega_{+}, \tag{1.7}
\end{equation*}
$$

has been believed to exist for many years. Hale and Sakamoto [19] established the existence of this solution in the one-dimensional case, while this was done in the radial case in a ball in [11]; see also [8]. The opposite direction layer (1.7) in this scalar problem is meaningful in finding transition layer solutions in pattern-formation-reaction-diffusion systems such as the Gierer-Meinhardt system with saturation; see $[11,14,25,28,27]$ and the references therein. While the singular perturbation methods used in these one-dimensional or radial equations and systems do not see a substantial difference between the stable and unstable layers, except for the sign of the principal $O(\varepsilon)$ eigenvalue of the linearization, one faces a dramatically different situation in higher-dimensional, nonsymmetric situations. This is clearly seen when linearizing around a spherically symmetric solution like (1.7), as bifurcations of nonradial solutions along certain infinite discrete sets of values for $\varepsilon \rightarrow 0$ take place, as established in [27]. In particular, the radial solution has a large $\varepsilon$-dependent Morse index. This poses an important difficulty for a general construction. A phenomenon of this type was previously observed in the one-dimensional case by Alikakos, Bates, and Fusco [2] in a construction of solutions with any prescribed Morse index.

In this paper we are able to prove that the opposite-layer solution (1.7) exists as long as $\varepsilon$ remains properly away from a set of critical values. More precisely, there is an explicit number $\lambda_{*}>0$ such that given $c>0$, if $\varepsilon$ is sufficiently small and satisfies the gap condition

$$
\begin{equation*}
\left|k^{2} \varepsilon-\lambda_{*}\right| \geq c \sqrt{\varepsilon} \quad \text { for all } k \in \mathbb{N} \tag{1.8}
\end{equation*}
$$

then a solution $u_{\varepsilon}$ with the required concentration property indeed exists. In other words, this will be the case whenever $\varepsilon$ is small and away from the critical numbers $\frac{\lambda_{*}}{k^{2}}$, in the sense that for fixed and arbitrarily small $c<\lambda_{*}$,

$$
\varepsilon \notin\left[\frac{\lambda_{*}}{k^{2}}-\frac{c}{k^{3}}, \frac{\lambda_{*}}{k^{2}}+\frac{c}{k^{3}}\right] \quad \text { for all } k \in \mathbb{N} .
$$

Here $\lambda_{*}$ is defined by

$$
\begin{equation*}
\lambda_{*}=\frac{1}{3 \pi^{2} \int_{\mathbb{R}} H_{x}^{2} d x}\left(\int_{\Gamma} \sqrt{\frac{\partial a}{\partial \nu}}\right)^{2} \tag{1.9}
\end{equation*}
$$

where $H(y)$ is the unique heteroclinic solution of

$$
\begin{equation*}
H^{\prime \prime}+H-H^{3}=0, H(0)=0, H( \pm \infty)= \pm 1 \tag{1.10}
\end{equation*}
$$

We can now state our main result.
Theorem 1. Given $c>0$, there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$ satisfying the gap condition (1.8), problem (1.2) has a solution $u_{\epsilon}$ satisfying

$$
u_{\varepsilon}(x) \rightarrow+1 \quad \text { in } \Omega_{-}, \quad u_{\varepsilon}(x) \rightarrow-1 \quad \text { in } \Omega_{+}
$$

as $\varepsilon \rightarrow 0$.
Much more accurate information on the solution will be provided by its construction; in particular, its shape near $\Gamma$ is governed by the heteroclinic solution $H$, in the sense that

$$
u_{\varepsilon}(x) \sim H\left(\frac{t-\varepsilon f(\theta)}{\varepsilon}\right)
$$

where $f$ is a bounded function of $\theta$, a choice of arclength coordinate of $\Gamma$, and $t$ is the (signed) normal coordinate along the outer normal to $\Omega_{+}$on $\Gamma$.

The main difficulty in the construction of the interior layer solution in the opposite direction is the appearance of a large number of small critical eigenvalues, or resonance. This kind of phenomenon has been dealt with in various problems, for example, in the study of periodic orbits for strongly attractive potentials [21, 29] and in boundary concentrations for singularly perturbed Neumann problems [22, 23]. It also arises in our previous work [12] on the construction of a concentrating solution on weighted geodesics for nonlinear Schrodinger equations. The scheme employed here follows the general lines set in [12].

More precisely, the solution to the full problem is roughly decomposed into the form

$$
\begin{equation*}
u_{\varepsilon}(x)=H(s-f(\varepsilon z))+\phi_{1}(s-f(\varepsilon z))+\tilde{\phi}(s, z) \tag{1.11}
\end{equation*}
$$

where $x=(t, \theta)=(\varepsilon s, \varepsilon z), t=\varepsilon s$ is the signed distance to $\Gamma, \theta=\varepsilon z$ is the arclength coordinate of $\Gamma$ whose length is $l, f$ is an $l$-periodic function left as a parameter, and $\phi_{1}$ is the correction term to be defined, while $\tilde{\phi}(s, z)$ is $L^{2}(d s)$-orthogonal for each $z$ to $H_{s}(s-f(\varepsilon z))$. Solving first in $\tilde{\phi}$ a natural projected problem, where the linear operator is uniformly invertible, the resolution of the full problem becomes reduced to a nonlinear, nonlocal second order system of differential equations in $f$ which turns out to be directly solvable thanks to the assumptions made. This approach is familiar when the parameter $f$ lies in a finite-dimensional space (as in the papers $[5,9,13,19])$, corresponding this time to adjusting infinitely many parameters. To stress the difference in the radial case, we note that the parameter $f$ is just a single number. The analysis we make takes special advantage through Fourier analysis of the fact that the objects to be adjusted are one-variable functions, while we still believe that the current approach may be modified to the higher-dimensional case. We also believe that the gap condition may be improved to size $\varepsilon^{q}$, any $q>\frac{1}{2}$.

Additionally we point out the following:

1. The results of Theorem 1 remain true when $\Omega$ is an unbounded domain, for instance, $\Omega=\mathbb{R}^{2}$. Indeed, our proofs, and in particular the matching argument below, can easily be adapted to handle this case.
2. The method and results presented in Theorem 1 can be generalized to more general bistable equations of the form

$$
\varepsilon^{2} \Delta u-h(x, u, \varepsilon)=0 \text { in } \Omega, \quad \varepsilon \frac{\partial u}{\partial \nu}-\sigma(x, \epsilon) u=f(x, \epsilon) \text { on } \partial \Omega
$$

as treated originally by Fife and Greenlee [15].
3. Our general approach seems also to work when $N=3$. It will be an interesting problem to consider $N \geq 4$. Note that there is no restriction of dimension in the construction of Fife-Greenlee solutions (1.6); see [10].

The organization of this paper is as follows. In section 2, we set up the local coordinates near $\Gamma$ and transform (1.2) into a new equation in the stretched variable $(s, z)$. We then introduce the first correction term $\phi_{1}$ and estimate the errors. In section 3, we use a gluing procedure to reduce the nonlinear problem to one on the infinite cylinder and another one away from the interface. Then we solve the inner problem modulo the projections in section 4 and the full problem modulo projections in section 5 . In section 6 and section 7 , we derive a nonlinear ODE for $f$, which will be solved in section 8 using the gap condition.
2. The setup near the curve. Let $\Gamma=\{x \in \Omega, a(x)=0\}$ be a simple, closed, smooth curve in $\Omega \subset \mathbb{R}^{2}$ and let $\ell=|\Gamma|$ denote its total length. We consider the natural parameterization $\gamma(\theta)$ of $\Gamma$ with positive orientation, where $\theta$ denotes the arclength parameter measured from a fixed point of $\Gamma$. Let $\nu(\theta)$ denote outer unit normal to $\Gamma$. Points $y$ which are $\delta_{0}$-close $\Gamma$ for sufficiently small $\delta_{0}$ can be represented in the form

$$
\begin{equation*}
y=\gamma(\theta)+t \nu(\theta), \quad|t|<\delta_{0}, \theta \in[0, \ell) \tag{2.1}
\end{equation*}
$$

where map $y \mapsto(t, \theta)$ is a local diffeomorphism. By slight abuse of notation we denote $a(t, \theta)$ to actually mean $a(y)$ for $y$ in (2.1). Let $k(\theta)$ denote the curvature of $\Gamma$.

Stretching variables, absorbing $\varepsilon$ from Laplace's operator, and replacing $u(y)$ with $u(\varepsilon y),(1.2)$ becomes

$$
\begin{equation*}
\Delta u+(u-a(\varepsilon y))\left(1-u^{2}\right)=0 \text { in } \Omega_{\varepsilon}, \quad \frac{\partial u}{\partial \nu}=0 \text { on } \partial \Omega_{\varepsilon} \tag{2.2}
\end{equation*}
$$

where $\Omega_{\varepsilon}=\frac{\Omega}{\varepsilon}$.
Let $(s, z)=\varepsilon^{-1}(t, \theta)$ be the natural stretched coordinates associated with the curve $\Gamma_{\varepsilon}=\varepsilon^{-1} \Gamma$, now defined for

$$
\begin{equation*}
z \in\left[0, \varepsilon^{-1} \ell\right), \quad s \in\left(-\varepsilon^{-1} \delta_{0}, \varepsilon^{-1} \delta_{0}\right) \tag{2.3}
\end{equation*}
$$

Equation (2.2) for $u$ expressed in these coordinates becomes

$$
\begin{equation*}
u_{z z}+u_{s s}+B_{1}(u)+B_{2}(u)+u-u^{3}=0 \tag{2.4}
\end{equation*}
$$

in the region (2.3), where

$$
\begin{gathered}
B_{1}(u)=-u_{z z}\left[1-\frac{1}{(1+\varepsilon k(\varepsilon z) s)^{2}}\right]+\frac{\varepsilon k(\varepsilon z) u_{s}}{1+\varepsilon k(\varepsilon z) s}-\frac{\varepsilon^{2} s k^{\prime}(\varepsilon z) u_{z}}{(1+\varepsilon k(\varepsilon z) s)^{3}} \\
B_{2}(u)=-a(\varepsilon s, \varepsilon z)\left(1-u^{2}\right)
\end{gathered}
$$

For further reference, it is convenient to expand $B_{1}$ in the form

$$
\begin{equation*}
B_{1}(u)=\left(\varepsilon k(\varepsilon z)-\varepsilon^{2} s k^{2}(\varepsilon z)\right) u_{s}+B_{0}(u) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{0}(u)=\varepsilon^{2} s a_{1}(\varepsilon s, \varepsilon z) u_{z}+\varepsilon s a_{2}(\varepsilon s, \varepsilon z) u_{z z}+\varepsilon^{3} s^{2} a_{3}(\varepsilon s, \varepsilon z) u_{s} \tag{2.6}
\end{equation*}
$$

for certain smooth functions $a_{j}(t, \theta), j=1,2,3$. Observe that all terms in the operator $B_{1}$ have $\varepsilon$ as a common factor.

We consider now a further change of variables in (2.4). Let $f(\theta)$ be a twice differentiable, $\ell$-periodic function whose exact form is to be specified later (see (2.25)). We define $v(x, z)$ by the relation

$$
\begin{equation*}
u(s, z)=v(x, z), \quad x=s-f(\varepsilon z) \tag{2.7}
\end{equation*}
$$

We want to express (2.4) in terms of these new coordinates. We compute

$$
\begin{gather*}
u_{s}=v_{x}, \quad u_{s s}=v_{x x}  \tag{2.8}\\
u_{z}=v_{x}(-f)_{z}+v_{z}  \tag{2.9}\\
u_{z z}=v_{x x}\left|f_{z}\right|^{2}+2 v_{x z}(-f)_{z}+v_{x}(-f)_{z z}+v_{z z} . \tag{2.10}
\end{gather*}
$$

In order to write down the equation it is also convenient to expand

$$
\begin{equation*}
a(\varepsilon s, \varepsilon z)=a(0, \varepsilon z)+a_{t}(0, \varepsilon z) \varepsilon s+\frac{1}{2} a_{t t}(0, \varepsilon z) \varepsilon^{2} s^{2}+a_{4}(\varepsilon s, \varepsilon z) \varepsilon^{3} s^{3} \tag{2.11}
\end{equation*}
$$

for a smooth function $a_{4}(t, \theta)$. It turns out that $u$ solves (2.4) if and only if $v$ defined by (2.7) solves

$$
\begin{equation*}
S(v) \equiv v_{z z}+v_{x x}+B_{3}(v)+B_{4}(v)+v-v^{3}=0, \tag{2.12}
\end{equation*}
$$

where $B_{3}(v)$ is a linear differential operator defined by

$$
\begin{aligned}
B_{3}(v)= & {\left[\varepsilon k-\varepsilon^{2} k^{2}(x+f)\right] v_{x} } \\
& +\left[\varepsilon^{2}\left|f^{\prime}\right|^{2} v_{x x}-2 \varepsilon f^{\prime} v_{x z}-\varepsilon^{2} f^{\prime \prime} v_{x}\right] \\
& +B_{5}(v),
\end{aligned}
$$

with

$$
\begin{equation*}
B_{5}(v)=B_{0}(u)-a_{4}(\varepsilon s, \varepsilon z) \varepsilon^{3} s^{3}\left(1-v^{2}\right) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{4}(v)=-\left[\varepsilon a_{t}(x+f)+\frac{\varepsilon^{2}}{2} a_{t t}(x+f)^{2}\right]\left(1-v^{2}\right) . \tag{2.14}
\end{equation*}
$$

$B_{0}(u)$ is the operator in (2.6), where the derivatives are expressed in terms of the formulas (2.8)-(2.10), $a_{4}$ is given by (2.11), and $s$ is replaced with $x+f$.

Let $H(x)$ denote the unique positive solution of (1.10). Then, taking $H(x)$ as a first approximation, the error produced is of $\varepsilon$ times a function with exponential decay. Let us be more precise. We need to identify both the terms of order $\varepsilon$ and those of order $\varepsilon^{2}$ :

$$
\begin{aligned}
S(H)= & B_{3}(H)+B_{4}(H)=\left[\varepsilon k-\varepsilon^{2} k^{2}(x+f)\right] H_{x} \\
& +\left[\varepsilon^{2}\left|f^{\prime}\right|^{2} H_{x x}-\varepsilon^{2} f^{\prime \prime} H_{x}\right] \\
& -\left[\varepsilon a_{t}(x+f)+\frac{\varepsilon^{2}}{2} a_{t t}(x+f)^{2}\right]\left(1-H^{2}\right)+B_{5}(H),
\end{aligned}
$$

where

$$
B_{5}(H)=B_{0}(H)-\varepsilon^{3} s^{3} a_{4}(\varepsilon s, \varepsilon z)\left(1-H^{2}\right) .
$$

Gathering terms of order $\varepsilon$ and $\varepsilon^{2}$ we get

$$
\begin{aligned}
S(H)= & -\varepsilon a_{t} x\left(1-H^{2}\right) \\
& +\varepsilon\left[k H_{x}-a_{t} f\left(1-H^{2}\right)\right] \\
& -\varepsilon^{2}\left[k^{2}\left(x H_{x}\right)-\left|f^{\prime}\right|^{2} H_{x x}+a_{t t} f x\left(1-H^{2}\right)\right] \\
& -\varepsilon^{2}\left[k^{2} f H_{x}+f^{\prime \prime} H_{x}+\frac{a_{t t}}{2}\left[x^{2}+f^{2}\right]\left(1-H^{2}\right)\right] \\
& \quad+B_{6}(H) \\
= & \varepsilon S_{1}+\varepsilon S_{2}+\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}+B_{6}(H) .
\end{aligned}
$$

Let us observe that, grouped this way, the quantities $S_{1}, S_{3}$ are odd functions of $x$ while $S_{2}, S_{4}$ are even. In addition, $B_{6}(H)$ is a term of order $\varepsilon^{3}$ times an exponentially decaying function. We want now to construct a further approximation to a solution which eliminates the terms of order $\varepsilon$ in the error. If $\phi$ represents such an approximation, then we see that

$$
S(H+\phi)=S(H)+L_{0}(\phi)+B_{7}(\phi)+N_{0}(\phi)
$$

where

$$
\begin{gather*}
L_{0}(\phi)=\phi_{z z}+\phi_{x x}+\left(1-3 H^{2}\right) \phi  \tag{2.15}\\
B_{7}(\phi)=B_{3}(H+\phi)+B_{4}(H+\phi)-B_{3}(H)-B_{4}(H) \tag{2.16}
\end{gather*}
$$

and

$$
\begin{equation*}
N_{0}(\phi)=-3 H \phi^{2}-\phi^{3} \tag{2.17}
\end{equation*}
$$

We write

$$
\begin{align*}
S(H+\phi)= & {\left[\varepsilon\left(S_{1}+S_{2}\right)+\phi_{x x}+\left(1-3 H^{2}\right) \phi\right] }  \tag{2.18}\\
& +\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}+B_{6}(H)+\phi_{z z}+B_{7}(\phi)+N_{0}(\phi)
\end{align*}
$$

We choose $\phi=\phi_{1}$ in order to eliminate the term between brackets in the above expression. Namely, for fixed $z$, we need a solution of

$$
-\phi_{x x}+\left(3 H^{2}-1\right) \phi=\varepsilon\left(S_{1}+S_{2}\right), \quad \phi( \pm \infty)=0
$$

As it is well known, this problem is solvable provided that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(S_{1}+S_{2}\right) H_{x} d x=0 \tag{2.19}
\end{equation*}
$$

Furthermore, the solution is unique under the constraint

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi H_{x} d x=0 \tag{2.20}
\end{equation*}
$$

We compute

$$
\int_{-\infty}^{\infty}\left(S_{1}+S_{2}\right) H_{x} d x=\int_{-\infty}^{\infty} S_{2} H_{x} d x=k \int_{-\infty}^{\infty} H_{x}^{2}-a_{t} f \int_{-\infty}^{\infty}\left(1-H^{2}\right) H_{x}
$$

where

$$
\int_{-\infty}^{\infty}\left(1-H^{2}\right) H_{x}=\frac{4}{3}
$$

Since $a_{t}(0, \theta) \neq 0$, we have that the first approximation of $f$ should be

$$
f_{0}(\theta)=c_{0} \frac{k(\theta)}{a_{t}(0, \theta)}, \quad \text { where } c_{0}=\frac{3 \int_{\mathbb{R}} H_{x}^{2}}{4}
$$

The solution has the form

$$
\begin{equation*}
\phi_{1}=\phi_{11}+\phi_{12} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{gather*}
\phi_{11}=\varepsilon a_{11}(\varepsilon z) H_{1}(x), \quad \phi_{12}=\varepsilon f_{0}(\varepsilon z) a_{12}(\varepsilon z) H_{2}(x)  \tag{2.22}\\
a_{11}=a_{t}(0, \theta), \quad a_{12}=k(\theta)
\end{gather*}
$$

$H_{1}$ is the unique odd function satisfying

$$
\begin{equation*}
-H_{1, x x}-H_{1}+3 H^{2} H_{1}=x\left(1-H^{2}\right) \tag{2.23}
\end{equation*}
$$

and $\mathrm{H}_{2}$ is the unique even solution satisfying

$$
\begin{equation*}
-H_{2, x x}-H_{2}+3 H^{2} H_{2}=H_{x}-c_{0}\left(1-H^{2}\right), \quad \int_{\mathbb{R}} H_{2} H_{x} d x=0 \tag{2.24}
\end{equation*}
$$

Let us now choose $f$ :

$$
\begin{equation*}
f(\theta)=f_{0}(\theta)+\mathbf{f}(\theta) \tag{2.25}
\end{equation*}
$$

In all what follows, we will assume the validity of the following constraints on the parameter $\mathbf{f}$ :

$$
\begin{equation*}
\|\mathbf{f}\| \equiv \varepsilon\left\|\mathbf{f}^{\prime \prime}\right\|_{L^{2}(0, \ell)}+\sqrt{\varepsilon}\left\|\mathbf{f}^{\prime}\right\|_{L^{2}(0, \ell)}+\|\mathbf{f}\|_{L^{\infty}(0, \ell)} \leq \varepsilon \tag{2.26}
\end{equation*}
$$

so that

$$
\begin{equation*}
\|\mathbf{f}\|_{L^{\infty}(0, \ell)} \leq \varepsilon, \quad\left\|\mathbf{f}^{\prime}\right\|_{L^{2}(0, \ell)} \leq \sqrt{\varepsilon}, \quad\left\|\mathbf{f}^{\prime \prime}\right\|_{L^{2}(0, \ell)} \leq 1 \tag{2.27}
\end{equation*}
$$

By interpolation, it also holds that

$$
\begin{equation*}
\left\|\mathbf{f}^{\prime}\right\|_{L^{\infty}(0, \ell)} \leq \sqrt{\varepsilon} \tag{2.28}
\end{equation*}
$$

We now take our basic approximation to a solution to the problem near the curve $\Gamma_{\varepsilon}$ to be

$$
\begin{equation*}
f(\theta)=f_{0}(\theta)+\mathbf{f}(\theta), \quad \mathrm{H}=H+\phi_{1} . \tag{2.29}
\end{equation*}
$$

Substituting $\phi=\phi_{1}$ in (2.18), we can compute the new error:

$$
\begin{align*}
& E_{1}=S(\mathrm{H})=S\left(H+\phi_{1}\right) \\
& =\varepsilon\left(S_{1}+S_{2}\right)+\phi_{1, x x}+\left(1-3 H^{2}\right) \phi_{1} \\
& \quad+\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}+B_{6}(H)+\phi_{1, z z}+B_{7}\left(\phi_{1}\right)+N_{0}\left(\phi_{1}\right) \\
& =-\varepsilon a_{t} \mathbf{f}\left(1-H^{2}\right)+\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}+B_{6}(H)+\phi_{1, z z}+B_{7}\left(\phi_{1}\right)+N_{0}\left(\phi_{1}\right) . \tag{2.30}
\end{align*}
$$

Observe that since $\phi_{1}$ and $\mathbf{f}$ are of size $O(\varepsilon)$, all terms above carry $\varepsilon^{2}$ in front. Observe also that all functions involved are expressed in $(x, z)$ variables, and the natural domain for those variables is the infinite strip

$$
\mathcal{S}=\{-\infty<x<\infty, \quad 0<z<\ell / \varepsilon\}
$$

We now want to measure the size of the error in the $L^{2}(\mathcal{S})$ norm.
Note that

$$
\begin{equation*}
\left\|-\varepsilon a_{t} \mathbf{f}\left(1-H^{2}\right)+\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}} \tag{2.31}
\end{equation*}
$$

A rather delicate term in the cubic remainder $B_{6}(H)$ is the one carrying $\mathbf{f}^{\prime \prime}$ since in reality we shall only assume a uniform bound on $\left\|\mathbf{f}^{\prime \prime}\right\|_{L^{2}(0, \ell)}$. For instance, one term arising from $B_{6}(H)$ can be written as

$$
R=\varepsilon^{3}(x+f) f^{\prime \prime}(\varepsilon z) a_{2}(\varepsilon(x+f), \varepsilon z) H_{x}(x), \quad f=f_{0}+\mathbf{f}
$$

with $a_{2}$ smooth (see (2.6)). Observe that

$$
\int_{\mathcal{S}}|R|^{2} \leq C \varepsilon^{6} \int_{0}^{\frac{\ell}{\varepsilon}}\left|f^{\prime \prime}(\varepsilon z)\right|^{2} d z=\varepsilon^{5}\left\|f^{\prime \prime}\right\|_{L^{2}(0, \ell)}^{2}
$$

Hence

$$
\|R\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{5}{2}}\left\|f^{\prime \prime}\right\|_{L^{2}(0, \ell)}
$$

Since $\phi_{1}$ can be bounded by $C \varepsilon|x|^{2} e^{-c|x|}$ for large $|x|$, we obtain that

$$
\left\|B_{7}\left(\phi_{1}\right)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}}
$$

A similar bound holds for the term $N_{0}\left(\phi_{1}\right)$ :

$$
\begin{equation*}
\left\|N_{0}\left(\phi_{1}\right)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}} \tag{2.32}
\end{equation*}
$$

In summary, we have

$$
\begin{equation*}
\left\|S\left(H+\phi_{1}\right)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}} \tag{2.33}
\end{equation*}
$$

We set up the full problem in the form $S(\mathrm{H}+\phi)=0$, which takes the form near the curve,

$$
\begin{equation*}
S(\mathrm{H}+\phi)=L_{0}(\phi)+B_{8}(\phi)+E_{1}+N_{1}(\phi)=0 \tag{2.34}
\end{equation*}
$$

where $E_{1}=S(\mathrm{H})$ and

$$
\begin{align*}
& L_{0}(\phi)=\phi_{x x}+\phi_{z z}+\left(1-3 \mathrm{H}^{2}\right) \phi  \tag{2.35}\\
& B_{8}(\phi)=B_{7}\left(\phi+\phi_{1}\right)-B_{7}\left(\phi_{1}\right)  \tag{2.36}\\
& N_{1}(\phi)=N_{0}\left(\phi+\phi_{1}\right)-N_{0}\left(\phi_{1}\right) \tag{2.37}
\end{align*}
$$

We recall that the description made here is only local. However, we will be able to reduce the problem to one qualitatively similar to that of the above form in the infinite strip.
3. The matching procedure. We follow [12] to perform a procedure that we refer to as an infinite-dimensional Liapunov-Schmidt reduction (see the explanations at the end of this section). Since it is quite similar to that of [12], we shall only sketch the proofs.

First, we need to match solutions near and outside $\Gamma$. The idea is to solve the problem outside a tubular neighborhood of $\Gamma$ and then to reduce the problem to an infinite strip.

Let $\mathrm{H}(y)$ denote the first approximation constructed near the curve in the coordinate $y=\left(y_{1}, y_{2}\right)$ in $\mathbb{R}^{2}$. Let $\delta<\delta_{0} / 100$ be a fixed number. We consider a smooth cut-off function $\eta_{\delta}(t)$ such that $\eta_{\delta}(t)=1$ if $|t|<\delta$ and $=0$ if $|t|>2 \delta$. Denote as well $\eta_{\delta}^{\varepsilon}(s)=\eta_{\delta}(\varepsilon|s|)$, where $s$ is the normal coordinate to $\Gamma_{\varepsilon}$. We define our first global approximation to be simply

$$
\mathbf{H}(y)=\left\{\begin{array}{l}
\eta_{3 \delta}^{\varepsilon}(s)(\mathrm{H}+1)-1 \text { if } y \in \Omega_{+} \\
\eta_{3 \delta}^{\varepsilon}(s)(\mathrm{H}-1)+1 \text { if } y \in \mathbb{R}^{2} \backslash \Omega_{+}
\end{array}\right.
$$

Denote $S(u)=\Delta u+(u-a(\varepsilon s, \varepsilon z))\left(1-u^{2}\right)$ for $u=\mathbf{H}+\tilde{\phi}$. Then $S(\mathbf{H}+\tilde{\phi})=0$ if and only if

$$
\begin{equation*}
\tilde{L}(\tilde{\phi})=\tilde{E}+\tilde{N}(\tilde{\phi}) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{E} & =-S(\mathbf{H}) \\
\tilde{L}(\tilde{\phi}) & =\Delta \tilde{\phi}+\left[1-3 \mathbf{H}^{2}+2 a(\varepsilon y) \mathbf{H}\right] \tilde{\phi}
\end{aligned}
$$

and

$$
\tilde{N}(\tilde{\phi})=-3 \mathbf{H}(\tilde{\phi})^{2}-(\tilde{\phi})^{3}+a(\varepsilon y)(\tilde{\phi})^{2} .
$$

We further separate $\tilde{\phi}$ in the following form:

$$
\tilde{\phi}=\eta_{3 \delta}^{\varepsilon} \phi+\psi
$$

where, in coordinates $(x, z)$, we assume that $\phi$ is defined in the whole strip $\mathcal{S}$. We want

$$
\tilde{L}\left(\eta_{3 \delta}^{\varepsilon} \phi\right)+\tilde{L}(\psi)=\tilde{E}+\tilde{N}\left(\eta_{3 \delta}^{\varepsilon} \phi+\psi\right)
$$

We achieve this if the pair $(\psi, \phi)$ satisfies the following nonlinear coupled system:

$$
\begin{align*}
& \eta_{3 \delta}^{\varepsilon} \tilde{L}(\phi)=\eta_{\delta}^{\varepsilon} \tilde{E}+\eta_{\delta}^{\varepsilon} \tilde{N}\left(\eta_{3 \delta}^{\varepsilon} \phi+\psi\right)-3 \eta_{\delta}^{\varepsilon}\left(1-\mathbf{H}^{2}\right) \psi  \tag{3.2}\\
& \Delta \psi-2(1-a \mathbf{H}) \psi+3\left(1-\eta_{\delta}^{\varepsilon}\right)\left(1-\mathbf{H}^{2}\right) \psi=\left(1-\eta_{\delta}^{\varepsilon}\right) \tilde{E}-2 \varepsilon \nabla \eta_{3 \delta}^{\varepsilon} \nabla \phi \\
& \quad-2 \varepsilon^{2}\left(\Delta \eta_{3 \delta}^{\varepsilon}\right) \phi+\left(1-\eta_{\delta}^{\varepsilon}\right) \tilde{N}\left(\eta_{3 \delta}^{\varepsilon} \phi+\psi\right) \tag{3.3}
\end{align*}
$$

where $\phi$ is defined globally on $\mathcal{S}$ and $\psi$ is defined in $\Omega_{\varepsilon}$ and is required to satisfy the Neumann boundary condition.

Notice that the operator $\tilde{L}$ in the strip $\mathcal{S}$ may be taken as any compatible extension outside the $6 \delta / \varepsilon$-neighborhood of the curve.

What we want to do next is to reduce the problem to one in the strip. To do this, we solve, given a small $\phi$, problem (3.3) for $\psi$. This can be done in an elementary way: Let us observe first that since $|a(x)|<1$, we have

$$
\begin{equation*}
\gamma_{0}^{2}=\min _{x \in \bar{\Omega}} 2(1-|a(x)|)>0 \tag{3.4}
\end{equation*}
$$

Since $1-\mathbf{H}^{2}$ is exponentially small for $|s|>\delta \varepsilon^{-1}$, where $s$ is the normal coordinate to $\Gamma_{\varepsilon}$, then the problem

$$
\begin{equation*}
\Delta \psi-2(1-a(\varepsilon y) \mathbf{H}) \psi+3\left(1-\eta_{\delta}^{\varepsilon}\right)\left(1-\mathbf{H}^{2}\right) \psi=h, \text { in } \Omega, \quad \frac{\partial \psi}{\partial \nu}=0 \text { on } \partial \Omega_{\varepsilon} \tag{3.5}
\end{equation*}
$$

has a unique bounded solution $\psi$ whenever $\|h\|_{\infty}<+\infty$. Moreover,

$$
\|\psi\|_{\infty} \leq C\|h\|_{\infty}
$$

Assume now that $\phi$ satisfies the following decay condition:

$$
\begin{equation*}
|\nabla \phi(y)|+|\phi(y)| \leq e^{-\frac{\gamma}{\varepsilon}} \quad \text { for }|s|>\frac{\delta}{\varepsilon} \tag{3.6}
\end{equation*}
$$

Since $\tilde{N}$ has a power-like behavior with power greater than one, a direct application of the contraction mapping principle yields that problem (3.3) has a unique (small) solution $\psi=\psi(\phi)$ with

$$
\|\psi(\phi)\|_{\infty} \leq C e^{-\delta / \varepsilon}+C \varepsilon\left[\|\phi\|_{L^{\infty}\left(|s|>\delta \varepsilon^{-1}\right)}+\|\nabla \phi\|_{L^{\infty}\left(|s|>\delta \varepsilon^{-1}\right)}\right]
$$

where with some abuse of notation by $\{|s|>\delta / \varepsilon\}$ we denote the complement of the $\delta / \varepsilon$-neighborhood of $\Gamma_{\varepsilon}$. The nonlinear operator $\psi$ satisfies a Lipschitz condition of the form

$$
\left\|\psi\left(\phi_{1}\right)-\psi\left(\phi_{2}\right)\right\|_{\infty} \leq C \varepsilon\left[\left\|\phi_{1}-\phi_{2}\right\|_{L^{\infty}\left(|s|>\delta \varepsilon^{-1}\right)}+\left\|\nabla\left(\phi_{1}-\phi_{2}\right)\right\|_{L^{\infty}\left(|s|>\delta \varepsilon^{-1}\right)}\right]
$$

The full problem has been reduced to solving the (nonlocal) problem in the infinite strip $\mathcal{S}$,

$$
\begin{equation*}
L_{2}(\phi)=\eta_{\delta}^{\varepsilon} \tilde{E}+\eta_{\delta}^{\varepsilon} \tilde{N}\left(\eta_{3 \delta}^{\varepsilon} \phi+\psi(\phi)\right)-3 \eta_{\delta}^{\varepsilon}\left(1-\mathbf{H}^{2}\right) \psi(\phi) \tag{3.7}
\end{equation*}
$$

for a $\phi \in H^{2}(\mathcal{S})$ satisfying condition (3.6). Here $L_{2}$ denotes a linear operator that coincides with $\tilde{L}$ on the region $|s|<10 \delta / \varepsilon$.

We shall define this operator next. The operator $\tilde{L}$ for $|s|>20 \delta / \varepsilon$ is given in coordinates $(x, z)$ by

$$
L_{1}(\phi)=\phi_{x x}+\phi_{z z}+\left(1-3 \mathrm{H}^{2}\right) \phi
$$

We extend it for functions $\phi$ defined in the entire strip $\mathcal{S}$, in terms of $(x, z)$, as follows:

$$
\begin{equation*}
L_{2}(\phi)=L_{1}(\phi)+2 \chi(\varepsilon|x|) a(\varepsilon s, \varepsilon z) \mathrm{H} \phi+\chi(\varepsilon|x|) B_{1}(\phi), \tag{3.8}
\end{equation*}
$$

where $\chi(r)$ is a smooth cut-off function which equals 1 for $r<10 \delta$ and vanishes identically for $r>20 \delta$.

Rather than solving problem (3.1) directly, we shall do it in steps. We consider the following projected problem in $H^{2}(\mathcal{S})$ : Given $f=f_{0}+\mathbf{f}$, with $\mathbf{f}$ satisfying bounds (2.26), find functions $\phi \in H^{2}(\mathcal{S}), c$ such that

$$
\begin{align*}
& L_{2}(\phi)=\eta_{\delta}^{\varepsilon} \tilde{E}+N_{2}(\phi)+c(\varepsilon z) \chi_{\delta}^{\varepsilon} H_{x} \quad \text { in } \mathcal{S}  \tag{3.9}\\
& \phi(x, 0)=\phi(x, \ell / \varepsilon), \quad \phi_{z}(x, 0)=\phi_{z}(x, \ell / \varepsilon), \quad-\infty<x<+\infty  \tag{3.10}\\
& \int_{-\infty}^{\infty} \phi(x, z) H_{x}(x) d x=0, \quad 0<z<\frac{\ell}{\varepsilon} \tag{3.11}
\end{align*}
$$

Here $N_{2}(\phi)=\eta_{\delta}^{\varepsilon} \tilde{N}\left(\eta_{3 \delta}^{\varepsilon} \phi+\psi(\phi)\right)-3 \eta_{\delta}^{\varepsilon}\left(1-H^{2}\right) \psi(\phi)$ and $\chi_{\delta}^{\varepsilon}(x)=\chi_{1}(\varepsilon|x| / \delta)$, where $\chi_{1}(t)$ is a cut-off function equal to 1 for $|t|<1 / 2$ and equal to 0 for $|t|>1$.

We will prove that this problem has a unique solution whose norm is controlled by the $L^{2}$ norm of $\eta_{\delta}^{\varepsilon} \tilde{E}=E_{1}=S(\mathrm{H})$. The main step here is to show bounded invertibility of a suitable perturbation of the operator $L_{2}$. The proof of this fact is a combination of an a priori estimate (Lemma 4.1) with an application of the Fredholm alternative (Lemma 4.2). After this first step, our task is to adjust the parameter $\mathbf{f}$ in such a way that $c$ is identically zero. As we will see, this turns out to be equivalent to solving a nonlocal, nonlinear, second order differential equation for $\mathbf{f}$ under periodic boundary conditions. This system is solvable in a region where the bound (2.26) holds.

We call the entire procedure described above as infinite-dimensional LyapunovSchmidt reduction because of its analogy to a method devised by Floer and Weinstein [16] in a finite-dimensional context for a related problem. In a finite-dimensional setting, the main step in this method, which corresponds to adjustment of a parameter to make $c=0$, is also known as quasi-invariant manifold reduction. The whole scheme has been refined and widely used in singular perturbation elliptic problems.

We will carry out the outlined program in the next sections. To solve (3.9)-(3.11) we need to investigate invertibility of $L_{2}$ in the $L^{2}-H^{2}$ setting under periodic boundary conditions and orthogonality conditions.
4. Invertibility of $\boldsymbol{L}_{\mathbf{2}}$. Let $L_{2}$ be the operator defined in $H^{2}(\mathcal{S})$ by (3.8). In this section we study the linear problem

$$
\begin{align*}
& L_{2}(\phi)=h+c(\varepsilon z) \chi_{\delta}^{\varepsilon} H_{x} \quad \text { in } \mathcal{S}  \tag{4.1}\\
& \phi(x, 0)=\phi(x, \ell / \varepsilon), \quad \phi_{z}(x, 0)=\phi_{z}(x, \ell / \varepsilon), \quad-\infty<x<+\infty  \tag{4.2}\\
& \int_{-\infty}^{\infty} \phi(x, z) H_{x}(x) d x=0, \quad 0<z<\frac{\ell}{\varepsilon} \tag{4.3}
\end{align*}
$$

for a given $h \in L^{2}(\mathcal{S})$. Our main result in this section is the following.
Proposition 4.1. If $\delta$ in the definition of $L_{2}$ is chosen sufficiently small, then there exists a constant $C>0$, independent of $\varepsilon$, such that for all small $\varepsilon$, problem (4.1)-(4.3) has a unique solution $\phi=T(h)$, which satisfies the estimate

$$
\|\phi\|_{H^{2}(\mathcal{S})} \leq C\|h\|_{L^{2}(\mathcal{S})} .
$$

For the proof of this result we need the validity of the corresponding assertion for a simpler operator which does not depend on $\delta$. Let us consider the problem

$$
\begin{align*}
& \mathrm{L}(\phi)=\phi_{s s}+\phi_{z z}+\left(1-3 H^{2}\right) \phi=h \quad \text { in } \mathcal{S}  \tag{4.4}\\
& \phi(x, 0)=\phi(x, \ell / \varepsilon), \quad \phi_{z}(x, 0)=\phi_{z}(x, \ell / \varepsilon), \quad-\infty<x<+\infty  \tag{4.5}\\
& \int_{-\infty}^{\infty} \phi(x, z) H_{x}(x) d x=0, \quad 0<z<\frac{\ell}{\varepsilon} \tag{4.6}
\end{align*}
$$

Lemma 4.1. There exists a constant $C>0$, independent of $\varepsilon$ such that the solutions of (4.4)-(4.6) satisfy the a priori estimate

$$
\|\phi\|_{H^{2}(\mathcal{S})} \leq C\|h\|_{L^{2}(\mathcal{S})}
$$

Proof. Let us consider Fourier series decompositions for $h$ and $\phi$ of the form

$$
\begin{aligned}
& \phi(x, z)=\sum_{k=0}^{\infty}\left[\phi_{1 k}(x) \cos \left(\frac{2 \pi k}{\ell} \varepsilon z\right)+\phi_{2 k}(x) \sin \left(\frac{2 \pi k}{\ell} \varepsilon z\right)\right] \\
& h(x, z)=\sum_{k=0}^{\infty}\left[h_{1 k}(x) \cos \left(\frac{2 \pi k}{\ell} \varepsilon z\right)+h_{2 k}(x) \sin \left(\frac{2 \pi k}{\ell} \varepsilon z\right)\right]
\end{aligned}
$$

Then we have the validity of the equations

$$
\begin{equation*}
-\frac{4 \pi^{2} k^{2} \varepsilon^{2}}{l^{2}} \phi_{l k}+\mathrm{L}_{0}\left(\phi_{l k}\right)=h_{l k}, \quad x \in \mathbb{R} \tag{4.7}
\end{equation*}
$$

with orthogonality conditions

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi_{l k} H_{x} d x=0 \tag{4.8}
\end{equation*}
$$

We have denoted here

$$
\mathrm{L}_{0}\left(\phi_{l k}\right)=\phi_{l k, x x}+\left(1-3 H^{2}\right) \phi_{l k}
$$

Let us consider the bilinear form in $H^{1}(\mathbb{R})$ associated with the operator $\mathrm{L}_{0}$, namely,

$$
B(\psi, \psi)=\int_{-\infty}^{\infty}\left[\left|\psi_{x}\right|^{2}+\left(3 H^{2}-1\right)|\psi|^{2}\right] d x
$$

Since (4.8) holds, we conclude that

$$
\begin{equation*}
C\left[\left\|\phi_{l k}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|\phi_{l k, x}\right\|_{L^{2}(\mathbb{R})}^{2}\right] \leq B\left(\phi_{l k}, \phi_{l k}\right) \tag{4.9}
\end{equation*}
$$

for a constant $C>0$ independent of $l, k$. Using this fact and (4.7) we conclude with the estimate

$$
\left(1+k^{4} \varepsilon^{4}\right)\left\|\phi_{l k}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|\phi_{l k, x}\right\|_{L^{2}(\mathbb{R})}^{2} \leq C\left\|h_{l k}\right\|_{L^{2}(\mathbb{R})}^{2}
$$

In particular, we see from (4.7) that $\phi_{l k}$ satisfies an equation of the form

$$
-\phi_{l k, x x}+2 \phi_{l k}=\tilde{h}_{l k}, \quad x \in \mathbb{R}
$$

where $\left\|\tilde{h}_{l k}\right\|_{L^{2}(\mathbb{R})} \leq C\left\|h_{l k}\right\|_{L^{2}(\mathbb{R})}$. Hence it follows that additionally we have the estimate

$$
\begin{equation*}
\left\|\phi_{l k, x x}\right\|_{L^{2}(\mathbb{R})}^{2} \leq C\left\|h_{l k}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{4.10}
\end{equation*}
$$

Adding up estimates (4.9), (4.10) in $k$ and $l$ we conclude that

$$
\left\|D^{2} \phi\right\|_{L^{2}(\mathcal{S})}^{2}+\|D \phi\|_{L^{2}(\mathcal{S})}^{2}+\|\phi\|_{L^{2}(\mathcal{S})}^{2} \leq C\|h\|_{L^{2}(\mathcal{S})}^{2}
$$

which ends the proof.

We consider now the following problem: Given $h \in L^{2}(\mathcal{S})$, find functions $\phi \in$ $H^{2}(\mathcal{S}), c \in L^{2}(0, \ell)$ such that

$$
\begin{align*}
& \mathrm{L}(\phi)=h+c(\varepsilon z) \chi_{\delta}^{\varepsilon} H_{x} \quad \text { in } \mathcal{S}  \tag{4.11}\\
& \phi(x, 0)=\phi(x, \ell / \varepsilon), \quad \phi_{z}(x, 0)=\phi_{z}(x, \ell / \varepsilon), \quad-\infty<x<+\infty  \tag{4.12}\\
& \int_{-\infty}^{\infty} \phi(x, z) H_{x}(x) d x=0, \quad 0<z<\frac{\ell}{\varepsilon} \tag{4.13}
\end{align*}
$$

Lemma 4.2. Problem (4.11)-(4.13) possesses a unique solution. Moreover,

$$
\|\phi\|_{H^{2}(\mathcal{S})} \leq C\|h\|_{L^{2}(\mathcal{S})}
$$

Proof. To establish existence, we assume that

$$
h(x, z)=\sum_{k=0}^{\infty}\left[h_{1 k}(x) \cos \left(\frac{2 \pi k}{\ell} \varepsilon z\right)+h_{2 k}(x) \sin \left(\frac{2 \pi k}{\ell} \varepsilon z\right)\right]
$$

and consider the problem of finding $\phi_{l k} \in H^{1}(\mathbb{R})$, and constants $c_{l k}$, such that

$$
-\frac{4 \pi^{2} k^{2} \varepsilon^{2}}{l^{2}} \phi_{l k}+L_{0}\left(\phi_{l k}\right)=h_{l k}+c_{l k} \chi_{\delta}^{\varepsilon} H_{x}, \quad x \in \mathbb{R}
$$

and

$$
\int_{-\infty}^{\infty} \phi_{l k} H_{x} d x=0
$$

Fredholm's alternative yields that this problem is solvable with the choices

$$
c_{l k}=-\frac{\int_{-\infty}^{\infty} h_{l k} H_{x} d x}{\int_{-\infty}^{\infty} H_{x}^{2} \chi_{\delta}^{\varepsilon} d x}
$$

Observe in particular that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left|c_{l k}\right|^{2} \leq C \varepsilon\|h\|_{L^{2}(\mathcal{S})}^{2} \tag{4.14}
\end{equation*}
$$

Finally, define

$$
\phi(x, z)=\sum_{k=0}^{\infty}\left[\phi_{1 k}(x) \cos \left(\frac{2 \pi k}{\ell} \varepsilon z\right)+\phi_{2 k}(x) \sin \left(\frac{2 \pi k}{\ell} \varepsilon z\right)\right]
$$

and correspondingly

$$
c(z)=\sum_{k=0}^{\infty}\left[c_{1 k} \cos \left(\frac{2 \pi k}{\ell} z\right)+c_{2 k} \sin \left(\frac{2 \pi k}{\ell} z\right)\right] .
$$

The estimate (4.14) gives that $c(\varepsilon z) \chi_{\delta}^{\varepsilon} H_{x}$ has the $L^{2}(\mathcal{S})$ norms controlled by that of $h$. The a priori estimates of the previous lemma tell us that the series for $\phi$ is convergent in $H^{2}(\mathcal{S})$ and defines a unique solution for the problem with the desired bounds.

Proof of Proposition 4.1. Problem (4.1)-(4.3) can be reduced to a small perturbation of a problem of the form (4.11)-(4.13) in which Lemma 4.2 is applicable. In fact, we have

$$
\begin{equation*}
L_{2}(\phi)=\mathrm{L}(\phi)+\tilde{B}(\phi) \tag{4.15}
\end{equation*}
$$

where

$$
\tilde{B}(\phi)=3\left(\mathrm{H}^{2}-3 H^{2}\right) \phi+2 \chi(\varepsilon|x|) a(\varepsilon s, \varepsilon z) \phi+\chi(\varepsilon|x|) B_{1}(\phi)
$$

In the operator $B_{1}(\phi)$, consider for instance the following term involving $f^{\prime \prime}$ :

$$
B_{f}(\phi)=\varepsilon^{2} f^{\prime \prime}(\varepsilon z) \phi_{x}
$$

Then we have

$$
\left\|B_{f}(\phi)\right\|_{L^{2}(\mathcal{S})}^{2} \leq \varepsilon^{3} \int_{0}^{\ell}\left|f^{\prime \prime}(\theta)\right|^{2} d \theta\left(\sup _{z} \int_{-\infty}^{\infty}\left|\phi_{x}(x, z)\right|^{2} d x\right)
$$

Let $\varphi(z)=\int_{-\infty}^{\infty}\left|\phi_{x}(x, z)\right|^{2} d x$. Then

$$
\begin{aligned}
\sup _{z} \varphi(z) & \leq \varepsilon \int_{\mathcal{S}}\left|\phi_{x}\right|^{2}+2 \int_{\mathcal{S}}\left|\phi_{x}\right|\left|\phi_{x z}\right| \\
& \leq \frac{1}{2} \sup _{z} \varphi(z)+4 \varepsilon^{-1} \int_{\mathcal{S}}\left|\phi_{x z}\right|^{2}+\varepsilon \int_{\mathcal{S}}\left|\phi_{x}\right|^{2} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\varphi(z) \leq C \varepsilon^{-1}\|\phi\|_{H^{2}(\mathcal{S})}^{2} \tag{4.16}
\end{equation*}
$$

so that finally

$$
\left\|B_{f}(\phi)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon\left\|f^{\prime \prime}\right\|_{L^{2}(0, \ell)}
$$

For other terms the analysis follows in a simpler way. In fact we get

$$
\|\tilde{B}(\phi)\|_{L^{2}(\mathcal{S})} \leq C \delta\|\phi\|_{H^{2}(\mathcal{S})}
$$

This last estimate is a rather straightforward consequence of the fact that $|\varepsilon s|<20 \delta$ wherever the operator $\chi(\varepsilon|x|) B_{1}$ is supported, and $|a(\varepsilon s, \varepsilon z)| \leq C \delta$ in $\mathcal{S}$. Thus, by reducing $\delta$ if necessary, we apply the invertibility result of Lemma 4.2. This concludes the proof.
5. Solving the nonlinear intermediate problem. In this section we will solve problem (3.9)-(3.11). For brevity we let $E_{2}=\eta_{\delta}^{\varepsilon} \tilde{E}$.

Notice that

$$
\left\|E_{2}\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}}
$$

For further reference, it is useful to point out the Lipschitz dependence of the term of error $E_{2}$ on the parameters $\mathbf{f}$ for the norms defined in (2.26). We have the validity of the estimate

$$
\begin{equation*}
\left\|E_{2}\left(\mathbf{f}_{1}\right)-E_{2}\left(\mathbf{f}_{2}\right)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{1}{2}}\left[\left\|\mathbf{f}_{1}-\mathbf{f}_{2}\right\|\right] \tag{5.1}
\end{equation*}
$$

Let $T$ be the operator defined by Proposition 4.1. Then the equation is equivalent to the fixed point problem

$$
\begin{equation*}
\phi=T\left(E_{2}+N_{2}(\phi)\right) \equiv \mathcal{A}(\phi) \tag{5.2}
\end{equation*}
$$

The operator $T$ has a useful property: Assume $h$ has support contained in $|x| \leq \frac{\delta}{\varepsilon}$. Then by elliptic estimates, $\phi=T(h)$ satisfies the estimate

$$
\begin{equation*}
|\phi(x, z)|+|\nabla \phi(x, z)| \leq\|\phi\|_{\infty} e^{-\frac{\gamma_{0} \delta}{\varepsilon}} \quad \text { for }|x|>\frac{\delta}{\varepsilon} \tag{5.3}
\end{equation*}
$$

Now we recall that the operator $\psi(\phi)$ satisfies, as seen directly from its definition,

$$
\begin{equation*}
\|\psi(\phi)\|_{L^{\infty}} \leq C\left[\||\nabla \phi|+|\phi|\|_{L^{\infty}\left(|s|>\frac{\delta}{\varepsilon}\right)}+e^{-\frac{\gamma_{0} \delta}{\varepsilon}}\right] \tag{5.4}
\end{equation*}
$$

and also the Lipschitz condition

$$
\begin{equation*}
\left\|\psi\left(\phi_{1}\right)-\psi\left(\phi_{2}\right)\right\|_{L^{\infty}} \leq C\left[\left\|\left|\nabla\left(\phi_{1}-\phi_{2}\right)\right|+\left|\phi_{1}-\phi_{2}\right|\right\|_{L^{\infty}\left(|s|>\frac{\delta}{\varepsilon}\right)}\right] \tag{5.5}
\end{equation*}
$$

here $s=x+f$. These facts will allow us to construct a region where the contraction mapping principle applies. As we have said,

$$
\left\|E_{2}\right\|_{L^{2}(\mathcal{S})} \leq C_{*} \varepsilon^{\frac{3}{2}}
$$

for certain constant $C_{*}>0$. We consider the following closed, bounded subset of $H^{2}(\mathcal{S})$ :

$$
\mathcal{B}=\left\{\begin{array}{l|l}
\phi \in H^{2}(\mathcal{S}) & \left.\begin{array}{l}
\|\phi\|_{H^{2}(\mathcal{S})} \leq D \varepsilon^{\frac{3}{2}} \\
\||\phi|+|\nabla \phi|\|_{L^{\infty}\left(|s|>\frac{\delta}{\varepsilon}\right)} \leq\|\phi\|_{H^{2}(\mathcal{S})} e^{-\frac{\gamma_{0} \delta}{2 \varepsilon}}
\end{array}\right\} . . . . ~ . ~ . ~
\end{array}\right\}
$$

We claim that if the constant $D$ is fixed sufficiently large, then the map $\mathcal{A}$ defined in (5.2) is a contraction from $B$ into itself.

Let us analyze the Lipschitz character of the nonlinear operator $N_{2}(\phi)$, involved in $\mathcal{A}$ for functions in $\mathcal{B}$. Arguing as in [12], we have the following Lipschitz estimates for $N_{2}(\phi)$ :

$$
\begin{equation*}
\left\|N_{2}\left(\phi_{1}\right)-N_{2}\left(\phi_{2}\right)\right\|_{L^{2}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}}\left\|\phi_{1}-\phi_{2}\right\|_{H^{2}(\mathcal{S})} \tag{5.6}
\end{equation*}
$$

Now let $\phi \in \mathcal{B}$; then $\varphi=\mathcal{A}(\phi)$ satisfies

$$
\|\varphi\|_{H^{2}(\mathcal{S})} \leq C_{*} \varepsilon^{\frac{3}{2}}\|T\|
$$

Choosing any number $D>C_{*}\|T\|$ we get that for small $\varepsilon$

$$
\|\varphi\|_{H^{2}(\mathcal{S})} \leq D \varepsilon^{\frac{3}{2}}
$$

On the other hand we have

$$
\|\varphi\|_{L^{\infty}(\mathcal{S})} \leq C\|\varphi\|_{H^{2}(\mathcal{S})}
$$

But $\varphi$ satisfies an equation of the form $L_{2}(\varphi)=h$ with $h$ compactly supported. Hence $\varphi$ belongs to $\mathcal{B}$ thanks to the discussion above. $\mathcal{A}$ is clearly a contraction mapping thanks to (5.6). We conclude that $\mathcal{A}$ has a unique fixed point in $\mathcal{B}$.

We recall that the error $E_{2}$ and the operator $T$ themselves carry the function $\mathbf{f}$ as a parameter. A tedious but straightforward analysis of all terms involved in the differential operator and in the error yield that this dependence is indeed Lipschitz with respect to the $H^{2}$ norm (for each fixed $\varepsilon$ ). Indeed, emphasizing now the dependence of $L_{2}$ on $\mathbf{f}$ we can write

$$
L_{2, \mathbf{f}_{1}}\left(\phi\left(\mathbf{f}_{1}\right)\right)-L_{2, \mathbf{f}_{2}}\left(\phi\left(\mathbf{f}_{2}\right)\right)=L_{2, \mathbf{f}_{1}}\left[\phi\left(\mathbf{f}_{1}\right)-\phi\left(\mathbf{f}_{2}\right)\right]+\left[L_{2, \mathbf{f}_{1}}-L_{2, \mathbf{f}_{2}}\right]\left(\phi\left(\mathbf{f}_{1}\right)\right)
$$

and use the theory just developed to estimate $\phi\left(\mathbf{f}_{1}\right)-\phi\left(\mathbf{f}_{2}\right)$. Taking advantage of the Lipschitz character of the error term $E_{2}(\mathbf{f})$, we can show the Lipschitz character of $T$, and we find

$$
\left\|T_{\mathbf{f}_{1}}-T_{\mathbf{f}_{2}}\right\| \leq C \varepsilon\left\|\mathbf{f}_{1}-\mathbf{f}_{2}\right\| .
$$

Hence

$$
\begin{equation*}
\left\|\phi\left(\mathbf{f}_{1}\right)-\phi\left(\mathbf{f}_{2}\right)\right\|_{H^{2}(\mathcal{S})} \leq C \varepsilon\left\|\mathbf{f}_{1}-\mathbf{f}_{2}\right\| . \tag{5.7}
\end{equation*}
$$

We summarize the result we have obtained in the following.
Proposition 5.1. There is a number $D>0$ such that for all sufficiently small $\varepsilon$ and all $\mathbf{f}$ satisfying (2.26), problem (3.9)-(3.11) has a unique solution $\phi=\phi(\mathbf{f})$ which satisfies

$$
\begin{aligned}
\|\phi\|_{H^{2}(\mathcal{S})} & \leq D \varepsilon^{\frac{3}{2}} \\
\||\phi|+|\nabla \phi|\|_{L^{\infty}\left(| | s \left\lvert\,>\frac{\delta}{\varepsilon}\right.\right)} & \leq\|\phi\|_{H^{2}(\mathcal{S})} e^{-\frac{\gamma_{0} \delta}{2 \varepsilon}} .
\end{aligned}
$$

Besides, $\phi$ depends Lipschitz continuously on $\mathbf{f}$ in the sense of estimate (5.7).
Next we carry out the second part of the program, which is to set up an equation for $\mathbf{f}$, which is equivalent to making $c$ identically zero. The equation is obtained by simply integrating the equation (only in $x$ ) against $H_{x}$. It is therefore of crucial importance to carry out computations of the terms $\int_{\mathbb{R}} E_{2} H_{x} d x$. We do that in the next section.
6. Estimates for projections of the error. In this section we carry out some estimates for the terms $\int_{\mathbb{R}} E_{2} H_{x} d x$, where $E_{2}=\eta_{\delta}^{\varepsilon} E_{1}$ and $E_{1}$ was defined as in (2.30). Observe that it suffices to evaluate $\int_{\mathbb{R}} E_{1} H_{x} d x$ instead since the difference $E_{2}-E_{1}$ is exponentially small in $\varepsilon$. Notice that the odd terms in $x$ in $E_{1}$ do not contribute to the value of the integral since $H_{x}$ is an even function.

We recall

$$
S\left(H+\phi_{1}\right)=-\varepsilon a_{t} \mathbf{f}\left(1-H^{2}\right)+\varepsilon^{2} S_{3}+\varepsilon^{2} S_{4}+B_{6}(H)+\phi_{1, z z}+B_{7}\left(\phi_{1}\right)+N_{0}\left(\phi_{1}\right),
$$

where $S_{3}$ is an odd function, $S_{4}$ is an even function, and $B_{6}(H)$ is of order $\varepsilon^{3}$. Thus, we see that

$$
\begin{array}{rl}
\int_{\mathbb{R}} & S\left(H+\phi_{1}\right) H_{x} \\
= & -\varepsilon a_{t} \mathbf{f} \int_{\mathbb{R}}\left(1-H^{2}\right) H_{x} \\
& -\varepsilon^{2}\left\{\mathbf{f}^{\prime \prime} \int_{\mathbb{R}} H_{x}^{2}+\mathbf{f}\left[k^{2} \int_{\mathbb{R}} H_{x}^{2}+a_{t t} f_{0} \int_{\mathbb{R}}\left(1-H^{2}\right) H_{x}\right]\right. \\
& \left.\quad+\frac{\mathbf{f}^{2}}{2} a_{t t} \int_{\mathbb{R}}\left(1-H^{2}\right) H_{x} d x\right\} \\
& +\int_{\mathbb{R}} N_{0}\left(\phi_{1}\right) H_{x}+\int_{\mathbb{R}} B_{7}\left(\phi_{1}\right) H_{x}+\varepsilon^{2} \gamma_{0}(\varepsilon z)+\varepsilon^{3} b_{1 \varepsilon} \mathbf{f}^{\prime \prime}+\varepsilon^{3} b_{2 \varepsilon} .
\end{array}
$$

Here and below we denote by $b_{l \varepsilon}, l=1,2$, generic, uniformly bounded continuous functions of the form

$$
b_{l \varepsilon}=b_{l \varepsilon}\left(z, \mathbf{f}(\varepsilon z), \mathbf{f}^{\prime}(\varepsilon z)\right)
$$

where additionally $b_{1 \varepsilon}$ is uniformly Lipschitz in its last two arguments. Here and below, functions $\gamma_{j}(\theta), j=0,1,2, \ldots$, are $C^{2}$ smooth in its argument $\theta \in(0, \ell)$.

Next we estimate $\int_{\mathbb{R}} N_{0}\left(\phi_{1}\right) H_{x}$. This term is to main order of the form $\int_{\mathbb{R}} H \phi_{1}^{2} H_{x}$. Since $\phi_{1}$ doesn't depend on $\mathbf{f}$, we have

$$
\int_{\mathbb{R}} N_{0}\left(\phi_{1}\right) H_{x}=\varepsilon^{2} \gamma_{1}(\varepsilon z)
$$

Now, let us consider $\int_{\mathbb{R}} B_{7}\left(\phi_{1}\right) H_{x}$. All terms in this expression, with the exception of the terms of size $\varepsilon$ in $B_{7}$, carry in the $L^{2}$ norm as functions of $\theta=\varepsilon z$ powers 3 or higher. Thus, we find

$$
\begin{aligned}
\int_{\mathbb{R}} B_{7}\left(\phi_{1}\right) H_{x}= & \varepsilon \int_{\mathbb{R}}\left[k \phi_{1, x}-a_{t}(0, \varepsilon z)(x+f) \phi_{1}\right] H_{x}+O\left(\varepsilon^{3}\right) \\
& =-\varepsilon^{2} \mathbf{f} a_{t}(0, \varepsilon z) \int_{\mathbb{R}} \phi_{1} H_{x} d x+\varepsilon^{2} \gamma_{2}(\varepsilon z)+\varepsilon^{3} b_{3 \varepsilon} f^{\prime \prime}+\varepsilon^{3} b_{4 \varepsilon}
\end{aligned}
$$

where $b_{3 \varepsilon}$ is uniformly Lipschitz in $\mathbf{f}$ and $\mathbf{f}^{\prime}$.
In summary, we have established that

$$
\begin{align*}
\int_{\mathbb{R}} S\left(H+\phi_{1}\right) H_{x} d x= & -\left[\varepsilon^{2}\left(\mathbf{f}^{\prime \prime}(\varepsilon z)+\gamma_{3}(\varepsilon z) \mathbf{f}\right)+\varepsilon \mathbf{f} \gamma_{4}(\varepsilon z)\right] \int_{\mathbb{R}} H_{x}^{2} \\
& +\varepsilon^{2} \gamma_{5}(\varepsilon z)+\varepsilon^{3}\left[b_{5 \varepsilon} \mathbf{f}^{\prime \prime}+b_{6 \varepsilon}\right] \tag{6.1}
\end{align*}
$$

where $\gamma_{4}$ is given by

$$
\begin{equation*}
\gamma_{4}(\theta)=\frac{a_{t}(0, \theta) \int_{\mathbb{R}}\left(1-H^{2}\right) H_{x}}{\int_{\mathbb{R}} H_{x}^{2}} \tag{6.2}
\end{equation*}
$$

and $b_{5 \varepsilon}$ is uniformly Lipschitz in $\mathbf{f}$ and $\mathbf{f}^{\prime}$.
7. Projections of terms involving $\phi$. We will estimate next the terms that involve $\phi$ in (3.9)-(3.11) integrated against $H_{x}$. We call the sum of them $\varphi(\phi)$ :

$$
\begin{aligned}
\varphi=-2 & \int_{\mathbb{R}} \chi(\varepsilon|x|) a(\varepsilon s, \varepsilon z) \phi H_{x} d x \\
& -\int_{\mathbb{R}} \chi(\varepsilon|x|) B_{8}(\phi) H_{x} d x+\int_{\mathbb{R}} N_{2}(\phi) H_{x} d x \\
& +3 \int_{\mathbb{R}}\left[\mathrm{H}^{2}-H^{2}\right] \phi H_{x} d x=\sum_{i=1}^{4} \varphi_{i} .
\end{aligned}
$$

Let $\varphi_{1}(\varepsilon z)=-2 \int_{\mathbb{R}} a(\varepsilon s, \varepsilon z) \chi(\varepsilon|x|) \phi H_{x}$. Then it is easy to see that

$$
\int_{0}^{\ell}\left|\varphi_{1}(\theta)\right|^{2} d \theta \leq C \varepsilon^{3}\|\phi\|_{H^{2}(S)}^{2}
$$

and hence

$$
\left\|\varphi_{1}\right\|_{L^{2}(0, \ell)} \leq C \varepsilon^{3}
$$

The Lipschitz continuity of $\varphi_{1}$ follows from the Lipschitz continuity of $\phi$.
Next we let $\varphi_{2}(\varepsilon z)=\int_{\mathbb{R}} B_{1}(\phi) \chi(\varepsilon|x|) H_{x}$. We make the following observation: All terms in $B_{1}(\phi)$ carry $\varepsilon$ and involve powers of $x$ times derivatives of powers of 0,1 or two orders of $\phi$. The conclusion is that since $H_{x}$ has exponential decay, then

$$
\int_{0}^{\ell}\left|\varphi_{2}(\theta)\right|^{2} d \theta \leq C \varepsilon^{3}\|\phi\|_{H^{2}(S)}^{2}
$$

Hence

$$
\left\|\varphi_{2}\right\|_{L^{2}(0, \ell)} \leq C \varepsilon^{3}
$$

To prove the Lipschitz regularity of $\varphi_{2}$, we single out one less regular terms in $B_{8}(\phi)$. The one whose coefficient depends on $\mathbf{f}^{\prime \prime}$ explicitly has the form

$$
\varphi_{2 *}=\varepsilon^{2} \mathbf{f}^{\prime \prime} \int_{\mathbb{R}} \phi_{x} H_{x}=-\varepsilon^{2} \mathbf{f}^{\prime \prime} \int_{\mathbb{R}} \phi H_{x x}
$$

Since $\phi$ has Lipschitz dependence on $\mathbf{f}$ in the form (5.7), we see that this is transmitted from Sobolev's embedding into

$$
\left\|\phi\left(\mathbf{f}_{1}\right)-\phi\left(\mathbf{f}_{2}\right)\right\|_{L^{\infty}(\mathcal{S})} \leq C \varepsilon^{\frac{3}{2}}\left\|\mathbf{f}_{1}-\mathbf{f}_{2}\right\|
$$

from where it follows

$$
\left\|\varphi_{2 *}\left(\mathbf{f}_{1}\right)-\varphi_{2 *}\left(\mathbf{f}_{2}\right)\right\|_{L^{2}(0, \ell)} \leq C \varepsilon^{1+\alpha}\left\|\mathbf{f}_{1}-\mathbf{f}_{2}\right\|
$$

The remainder $\varphi_{2}-\varphi_{2 *}$ actually defines for fixed $\varepsilon$ a compact operator for $\mathbf{f}$ in $L^{2}(0, \ell)$. This is a consequence of the fact that weak convergence in $H^{2}(\mathcal{S})$ implies local strong convergence in $H^{1}(\mathcal{S})$, and the same is the case for $H^{2}(0, \ell)$ and $C^{1}[0, \ell]$. If $\mathbf{f}_{j}$ are weakly convergent sequences in $H^{2}(0, \ell)$, then clearly the functions $\phi\left(\mathbf{f}_{j}\right)$ constitute a bounded sequence in $H^{1}(\mathcal{S})$. In the above remainder one can integrate by parts, if necessary, once in $x$. Averaging against $H_{x}$, which decays exponentially, localizes the situation, and the desired fact follows.

We observe also that $\varphi_{3}(\varepsilon z)=\int_{\mathbb{R}} N_{2}(\phi) H_{x}$ can be estimated similarly. Using the definition of $N_{2}(\phi)$ and the exponential decay of $H_{x}$ we obtain

$$
\left\|\varphi_{3}\right\|_{L^{2}(0, \ell)} \leq C \varepsilon^{\frac{1}{2}}\|\phi\|_{H^{2}(\mathcal{S})}^{2} \leq C \varepsilon^{3}
$$

Let us consider now

$$
\varphi_{4}(\varepsilon z)=\int_{\mathbb{R}} 3\left[\mathrm{H}^{2}-H^{2}\right] \phi H_{x}
$$

Since $\mathrm{H}=H+\phi_{1}$ and $\phi_{1}$ can be estimated as

$$
\left|\phi_{1}(x, z)\right| \leq C \varepsilon\left(|x|^{2}+1\right) e^{-c|x|}
$$

we easily see that

$$
\left\|\varphi_{4}\right\|_{L^{2}(0, \ell)} \leq C \varepsilon^{\frac{3}{2}}\|\phi\|_{H^{2}(\mathcal{S})} \leq C \varepsilon^{3}
$$

These terms define compact operators similarly as before.
In summary, we have

$$
\begin{equation*}
\|\varphi(\phi)\|_{L^{2}(0, \ell)} \leq C \varepsilon^{3} \tag{7.1}
\end{equation*}
$$

8. The reduced equation for $f$ : Proof of the theorem. In this section we set up an equation relating $\mathbf{f}$ such that for the solution $\phi$ of (3.9)-(3.10) obtained via Proposition 5.1 one has that the coefficient $c(\varepsilon z)$ is identically zero. To achieve this we multiply first the equation against $H_{x}$ and integrate only in $x$. The equation $c=0$ is then equivalent to the relation

$$
\int_{\mathbb{R}} E_{2} H_{x} d x+\varphi(\phi)=0
$$

Using the estimates in the previous sections we then find that these relations are equivalent to the following nonlinear, nonlocal, differential equation for $\mathbf{f}$ :

$$
\begin{equation*}
\mathcal{L}(\mathbf{f}) \equiv \varepsilon \mathbf{f}^{\prime \prime}+\left(\varepsilon \gamma_{3}+\gamma_{4}\right) \mathbf{f}=\varepsilon \gamma_{5}(\varepsilon z)+\varepsilon^{2} M_{\varepsilon} \tag{8.1}
\end{equation*}
$$

We further set

$$
\mathbf{f}=\varepsilon \frac{\gamma_{5}}{\gamma_{4}+\varepsilon \gamma_{3}}+\hat{\mathbf{f}}
$$

Then (8.1) becomes a nonlocal equation for $\hat{\mathbf{f}}$,

$$
\begin{equation*}
\mathcal{L}(\hat{\mathbf{f}}) \equiv \varepsilon \hat{\mathbf{f}}^{\prime \prime}+\left(\varepsilon \gamma_{3}+\gamma_{4}\right) \hat{\mathbf{f}}=\varepsilon^{2} M_{\varepsilon} \tag{8.2}
\end{equation*}
$$

The operators $M_{\varepsilon}=M_{\varepsilon}(\hat{\mathbf{f}})$ can be decomposed into the following form:

$$
M_{\varepsilon}(\hat{\mathbf{f}})=A_{\varepsilon}(\hat{\mathbf{f}})+K_{\varepsilon}(\hat{\mathbf{f}})
$$

where $K_{\varepsilon}$ is uniformly bounded in $L^{2}(0, \ell)$ for $\hat{\mathbf{f}}$ satisfying constraints (2.26) and is also compact. The operator $A_{\varepsilon}$ is Lipschitz in this region:

$$
\left\|A_{\varepsilon}\left(\hat{\mathbf{f}}_{1}\right)-A_{\varepsilon}\left(\hat{\mathbf{f}}_{2}\right)\right\|_{L^{2}(0, \ell)} \leq C \varepsilon\left\|\hat{\mathbf{f}}_{1}-\hat{\mathbf{f}}_{2}\right\|
$$

The functions $\gamma_{i}, i=1,2$, are smooth. Furthermore, we have

$$
\gamma_{4}=\frac{4}{3}\left(\int_{\mathbb{R}} H_{x}^{2}\right)^{-1} a_{t}(0, \theta)>0
$$

We will solve now (8.2). First we need to use assumption (1.8) to deal with the invertibility of $\mathcal{L}$. We have the following lemma.

Lemma 8.1. Assume that condition (1.8) holds. If $d \in L^{2}(0, \ell)$, then there is a unique solution $\hat{\mathbf{f}} \in H^{2}(0, \ell)$ of $\mathcal{L}(\hat{\mathbf{f}})=d$ which is $\ell$-periodic and satisfies

$$
\varepsilon\left\|\hat{\mathbf{f}}^{\prime \prime}\right\|_{L^{2}(0, \ell)}+\sqrt{\varepsilon}\left\|\hat{\mathbf{f}}^{\prime}\right\|_{L^{2}(0, \ell)}+\|\hat{\mathbf{f}}\|_{L^{\infty}(0, \ell)} \leq C \varepsilon^{-1 / 2}\|d\|_{L^{2}(0, \ell)} .
$$

Moreover, if $d$ is in $H^{2}(0, \ell)$, then

$$
\begin{aligned}
\varepsilon\left\|\hat{\mathbf{f}}^{\prime \prime}\right\|_{L^{2}(0, \ell)}+\left\|\hat{\mathbf{f}}^{\prime}\right\|_{L^{2}(0, \ell)}+\|\hat{\mathbf{f}}\|_{L^{\infty}(0, \ell)} \leq C\left[\left\|d^{\prime \prime}\right\|_{L^{2}(0, \ell)}+\left\|d^{\prime}\right\|_{L^{2}(0, \ell)}\right] \\
+C\|d\|_{L^{2}(0, \ell)}
\end{aligned}
$$

Let us accept for the moment the validity of this result and let us conclude the proof of the theorem. From the contraction mapping principle, the equation

$$
\mathcal{L} \hat{\mathbf{f}}=g
$$

is uniquely solvable for $\hat{\mathbf{f}}$ satisfying (2.26) if $\|g\|_{2}<\varepsilon^{\frac{3}{2}+\rho}$ for some $\rho>0$. The desired result for the full problem (8.2) then follows directly from Schauder's fixed point theorem. In fact, refining the fixed point region, we can actually get $\|\hat{\mathbf{f}}\|=O\left(\varepsilon^{3 / 2}\right)$ for the solution.

Proof of Lemma 8.1. We consider the boundary value problem

$$
\begin{equation*}
\mathcal{L}(\hat{\mathbf{f}})=d, \quad \hat{\mathbf{f}}(0)=\hat{\mathbf{f}}(\ell), \quad \hat{\mathbf{f}}^{\prime}(0)=\hat{\mathbf{f}}^{\prime}(\ell) \tag{8.3}
\end{equation*}
$$

We notice that it suffices to show Lemma 8.1 with

$$
\mathcal{L}_{1}(\hat{\mathbf{f}})=\varepsilon \beta^{-2} \hat{\mathbf{f}}^{\prime \prime}+\hat{\mathbf{f}}
$$

where $\beta=\sqrt{\gamma_{4}}$. We make the following Liouville transformation (cf. [20]):

$$
\begin{aligned}
& \ell_{0}=\int_{0}^{\ell} \beta(\theta) d \theta, \quad t=\frac{\int_{0}^{\theta} \beta(\theta) d \theta}{\ell_{0}} \pi, \quad \lambda_{0}=\frac{\ell_{0}^{2}}{\pi^{2}} \\
& \Psi(\theta)=(\beta(\theta))^{-\frac{1}{2}}, \quad y(t)=\Psi^{-1}(\theta) \hat{\mathbf{f}}(\theta), \quad q(t)=\frac{\ell_{0}^{2}}{\pi^{2}} \frac{\Psi_{\theta \theta}}{\beta^{2} \Psi} \\
& \tilde{d}(t)=\Psi^{-1}(\theta) d(\theta)
\end{aligned}
$$

Then (8.3) with $\mathcal{L}$ replaced by $\mathcal{L}_{1}$ is transformed into

$$
\begin{equation*}
\tilde{\mathcal{L}}_{2}(y)=\varepsilon\left(y^{\prime \prime}+q(t) y\right)+\lambda_{0} y=\tilde{d}, \quad y(0)=y(\pi), \quad y^{\prime}(0)=y^{\prime}(\pi) \tag{8.4}
\end{equation*}
$$

and it then suffices to establish the estimates in Lemma 8.1 for the solution of this problem in terms of the corresponding norms of $\tilde{d}$. It is standard that the eigenvalue problem

$$
\begin{equation*}
y^{\prime \prime}+q(t) y+\lambda y=0, \quad y(0)=y(\pi), \quad y^{\prime}(0)=y^{\prime}(\pi) \tag{8.5}
\end{equation*}
$$

has an infinite sequence of eigenvalues $\lambda_{k}, k \geq 0$, with an associated orthonormal basis in $L^{2}(0, \pi),\left\{y_{k}\right\}$, constituted by eigenfunctions. A result in [20] provides asymptotic expressions as $k \rightarrow+\infty$ for these eigenvalues and eigenfunctions, which turn out to correspond to those for $q \equiv 0$. We have

$$
\begin{equation*}
\sqrt{\lambda_{k}}=2 k+O\left(\frac{1}{k^{3}}\right), \quad k \rightarrow \infty \tag{8.6}
\end{equation*}
$$

Problem (8.4) is then solvable if and only if $\lambda_{k} \varepsilon \neq \lambda_{0}$ for all $k \geq 1$. In such a case, the solution to (8.3) then can be written as

$$
y(t)=\sum_{k=1}^{\infty} \frac{\tilde{d}_{k}}{\lambda_{0}-\lambda_{k} \varepsilon} y_{k}(t)
$$

with this series convergent in $L^{2}$. Hence

$$
\|y\|_{L^{2}(0, \pi)}^{2}=\sum_{k=0}^{\infty} \frac{\left|\tilde{d}_{k}\right|^{2}}{\left(\lambda_{0}-\lambda_{k} \varepsilon\right)^{2}}
$$

We then choose $\varepsilon$ such that

$$
\begin{equation*}
\left|4 k^{2} \varepsilon-\lambda_{0}\right| \geq c \sqrt{\varepsilon} \tag{8.7}
\end{equation*}
$$

for all $k$, where $c$ is small. This corresponds precisely to condition (1.8). From (8.6) we then find that $\left|\lambda_{0}-\lambda_{k} \varepsilon\right| \geq \frac{c}{2} \sqrt{\varepsilon}$ if $\varepsilon$ is also sufficiently small. It follows that $\|y\|_{L^{2}(0, \pi)} \leq C \varepsilon^{-\frac{1}{2}}\|\tilde{d}\|_{L^{2}(0, \pi)}$. Next we notice that

$$
\begin{aligned}
|y(t)| & \leq \sum_{k=1}^{\infty}\left|\frac{\tilde{d}_{k} y_{k}(t)}{\lambda_{0}-\lambda_{k} \varepsilon}\right| \\
& \leq\left(\sum_{k=1}^{\infty} \tilde{d}_{k}^{2} y_{k}^{2}(t)\right)^{1 / 2}\left(\sum_{k=1}^{\infty} \frac{1}{\left(\lambda_{0}-\lambda_{k} \varepsilon\right)^{2}}\right)^{1 / 2} \\
& \leq \frac{C}{\sqrt{ } \varepsilon}\|\tilde{d}\|_{L^{2}(0, \pi)}
\end{aligned}
$$

hence the $L^{\infty}$ estimate for $y$ follows, and thus we get

$$
\varepsilon\left\|y^{\prime}\right\|_{L^{2}(0, \pi)}+\|y\|_{L^{\infty}(0, \pi)} \leq C \varepsilon^{-\frac{1}{2}}\|\tilde{d}\|_{L^{2}(0, \pi)}
$$

Observe also that

$$
\left\|y^{\prime}\right\|_{L^{2}(0, \pi)}^{2} \leq C \sum_{k=0}^{\infty}\left|\tilde{d}_{k}\right|^{2} \frac{1+\left|\lambda_{k}\right|}{\left(\lambda_{0}-\lambda_{k} \varepsilon\right)^{2}} \leq C \sum_{k=0}^{\infty}\left(1+k^{4}\right)\left|\tilde{d}_{k}\right|^{2}
$$

Besides, if $d$ is in $H^{2}(0, \pi)$ with $d(0)=d(\pi), d^{\prime}(0)=d^{\prime}(\pi)$, then the sum $\sum_{k} k^{4} d_{k}^{2}$ is finite and bounded by the $H^{2}$ norm of $d$. This and the equation automatically imply

$$
\varepsilon\left\|y^{\prime \prime}\right\|_{L^{2}(0, \pi)}+\left\|y^{\prime}\right\|_{L^{2}(0, \pi)}+\|y\|_{L^{\infty}(0, \pi)} \leq C\|\tilde{d}\|_{H^{2}(0, \pi)}
$$

and the proof is complete.
Remark 8.1. In section 3 of [26], an equivalent form of (8.2) was also derived for a system of singularly perturbed elliptic equations on $N$-dimensional domains $(N \geq 2)$. There it was assumed that $\gamma_{4}(\theta)<0$ (condition (A7) in [26]). It was also observed that when $\gamma_{4}>0$, there is a resonance of eigenvalues hitting 0 .
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#### Abstract

A problem of homogenization of a divergence-type second order uniformly elliptic operator is considered with arbitrary bounded rapidly oscillating periodic coefficients, either with periodic "outer" boundary conditions or in the whole space. It is proved that if the right-hand side is Gevrey regular (in particular, analytic), then by optimally truncating the full two-scale asymptotic expansion for the solution one obtains an approximation with an exponentially small error. The optimality of the exponential error bound is established for a one-dimensional example by proving the analogous lower bound.
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1. Introduction. Classical homogenization theory describes the relation of solutions $u^{\varepsilon}(x)$ of boundary value problems with rapidly oscillating coefficients to solutions $u_{0}(x)$ of a homogenized problem, i.e., a problem without rapidly oscillating coefficients. In appropriate function spaces convergence can be established as $\varepsilon \rightarrow 0$ (with $\varepsilon$ describing the period or wavelength of the coefficients' oscillations); see, e.g., $[1,2,3,4]$ and the references therein. For particular homogenization problems, e.g., for those described by linear second order elliptic PDEs with periodic coefficients, the rate of convergence with respect to $\varepsilon$ can often also be determined, see, e.g., $[4,5,6,7]$. The order of convergence can sometimes be improved further by constructing higher order correctors. The presence of a boundary creates additional "boundary layers," which substantially complexifies the problem of constructing the higher order terms; see, e.g., $[5,3,4,8,9]$. However, in the absence of the boundary, either for a problem with outer periodicity conditions or in the whole space (away from the spectrum), higher order terms can often be explicitly constructed. In particular, under the assumptions of sufficient regularity of the coefficients and the right-hand side of the equation, it is possible to construct and rigorously justify a full two-scale asymptotic expansion for $u^{\varepsilon}(x)$, i.e., to establish the error bounds both for linear problems (e.g., $[3,10])$ and even for appropriate nonlinear ones [11].

The above can be referred to, in the context of homogenization, as "homogenization in all orders," by analogy with "asymptotics in all orders": by appropriately

[^94]truncating the infinite asymptotic series one arrives at an asymptotic approximation to the actual solution $u^{\varepsilon}$ with accuracy of any desirable polynomial order in $\varepsilon$ as $\varepsilon \rightarrow 0$. We address in this paper the question of homogenization "beyond all orders," i.e., with an exponentially small error, via an optimal truncation of the (generally divergent) asymptotic expansion. The ideas of exponential asymptotics have been intensively developed in the recent literature (see, e.g., [12] and the references therein); however, not that much progress has been achieved in this direction specifically for problems of averaging and more specifically of homogenization. An exponential averaging technique was developed for ODEs by Neishtadt [13] and recently adjusted to PDEs with a temporal [14] and then one-dimensional spatial oscillations [15].

To the best of our knowledge, the present work represents the first example of a rigorous analytic exponential averaging for truly multidimensional spatial oscillations, i.e., for multidimensional homogenization. On the other hand, exponentially accurate approximations are potentially relevant to the problem of achieving exponentially convergent numerical schemes for homogenization; see, e.g., [16].

We consider the abovementioned "classical" elliptic homogenization problems with periodic coefficients, both for the case of periodic boundary conditions and in the whole space. We will assume that the right-hand side is sufficiently regular (not only infinitely smooth as required for constructing the full asymptotic expansion, but additionally "Gevrey regular," in particular, analytic). Then we show that one obtains an approximation with an exponentially small error by optimally truncating the full two-scale asymptotic series for the solution. Importantly, the above exponential bounds are sharp in the sense that we establish analogous lower bounds for the error in an explicit but rather generic one-dimensional example.

The Gevrey regularity techniques have proved useful in exploring exponentially small effects in different problems, for example, in diffraction/scattering for describing the wave field in the shadow [17] and the asymptotic distribution of resonances [18], and in the one-dimensional exponential averaging [14, 15] for controlling the effect of Galerkin approximation of PDEs via ODEs. In the present work, however, the Gevrey regularity allows us to control the error of the truncation of a full asymptotic expansion both with respect to the short period or wavelength of the oscillations $\varepsilon$ and the large number $n$ of the terms in the truncated asymptotic series.

The next section gives a precise formulation of the problems and the statements of the main results, which are Theorems 1 and $1^{\prime}$, and specifically the exponential error bounds (17) and (19). The rest of the paper is devoted to the proof of the theorems, as well as of the optimality of the estimates (17) and (19) for an explicit one-dimensional example; see Theorem 5. In particular, for analytic right-hand sides $f(x)$, in Theorems 1 and 5 , the exponential bounds (17) and (79) hold with $\beta=1$, with the "rate" of decay (the constants $C_{2}$ and $\tilde{C}_{2}$ ) related to the imaginary part of the "nearest" singularity in the analytic continuation of $f(x)$ for complex $x$; see Remark 7 .
2. Statement of the problem and main results. We consider a family of differential operators with rapidly oscillating periodic coefficients:

$$
\begin{equation*}
\left(L^{\varepsilon} u\right)(x):=-\nabla \cdot\left(A\left(\frac{x}{\varepsilon}\right) \nabla u\right)(x) . \tag{1}
\end{equation*}
$$

The matrix $A(y)=\left(A_{i j}(y)\right)_{i j} \in L^{\infty}(\mathbb{T}), i, j=1, \ldots, d$, where $\mathbb{T}=\mathbb{R}^{d} / \mathbb{Z}^{d}, d \geq 1$, is a $d$-dimensional torus, is assumed to be symmetric ${ }^{1}$ and uniformly elliptic; i.e.,

[^95]$A_{i j}(y)=A_{j i}(y)$ for any $i, j$ and $y \in \mathbb{T}$ and there exists $\nu_{0}>0$ such that for all $\xi \in \mathbb{R}^{d}$ and $y \in \mathbb{T}$
\[

$$
\begin{equation*}
A_{i j}(y) \xi_{i} \xi_{j} \geq \nu_{0}|\xi|^{2} \tag{2}
\end{equation*}
$$

\]

Here and throughout the paper we use the Einstein summation convention with respect to repeated indices.

The main problem considered in this paper is for the right-hand side $f$ being infinitely smooth and periodic with a "fixed" period chosen to be equal to unity and having zero mean, with the solution also required to have zero mean and to satisfy the periodic boundary conditions; cf. [3, 10]. Namely, assuming $\varepsilon^{-1} \in \mathbb{N}$ to be a large integer, we address the following homogenization problem: for a given $f$ with zero-mean value

$$
\begin{equation*}
\langle f\rangle:=\int_{\mathbb{T}} f(x) d x=0 \tag{3}
\end{equation*}
$$

we seek a solution to the problem

$$
\begin{align*}
& \left(L^{\varepsilon} u^{\varepsilon}\right)(x)=f(x) \text { in } \mathbb{T},  \tag{4}\\
& \left\langle u^{\varepsilon}\right\rangle:=\int_{\mathbb{T}} u^{\varepsilon}(x) d x=0 . \tag{5}
\end{align*}
$$

Equation (4) is a "classical" model of periodic homogenization, physically corresponding to, e.g., stationary heat conduction, electric conductivity, linear elasticity in anti-plane shear, etc.

For a special class of functions $f$, namely for Gevrey regular functions, we will construct an exponentially accurate asymptotic approximation to $u^{\varepsilon}$. Thus, we adopt the following definition (cf., e.g., [20], [21]).

Definition 1. We say that a $C^{\infty}(\mathbb{T})$ function $f$ is $\beta$-Gevrey regular, where $\beta \geq 1$, if there exists $B>0$ such that for all $l \in \mathbb{N}$

$$
\begin{equation*}
\left\|f ; H^{l}(\mathbb{T})\right\| \leq B^{l}(l!)^{\beta} \tag{6}
\end{equation*}
$$

where $B$ may depend on $f$ but is independent of $l$. We use notation $f \in \mathcal{G}^{\beta}(\mathbb{T})$.
Here and below we use the scale of Sobolev spaces $H^{l}(\mathbb{X}), l \in \mathbb{N}$, on a Riemannian manifold $\mathbb{X}$, with the norm

$$
\begin{equation*}
\left\|f ; H^{l}(\mathbb{X})\right\|=\sum_{|k|=l}\left\|D^{k} f ; L^{2}(\mathbb{X})\right\|+\left\|f ; L^{2}(\mathbb{X})\right\| \tag{7}
\end{equation*}
$$

where $\left\|\cdot ; L^{2}(\mathbb{X})\right\|$ is the standard $L^{2}$ norm on $\mathbb{X}$, and we adopt the following conventional multi-index notation: $k=\left(k_{1}, \ldots, k_{d}\right) \in \mathbb{Z}_{+}^{d}$, where $\mathbb{Z}_{+}:=\mathbb{N} \cup\{0\}$ is the set of nonnegative integers; $|k|:=k_{1}+\cdots+k_{d}$; and $D^{k}:=\partial^{|k|} / \partial x_{1}^{k_{1}} \ldots \partial x_{d}^{k_{d}}$. We will also deal with $H^{-1}(\mathbb{X})$ norms, defined as duals to the space $H_{0}^{1}(\mathbb{X})$ of functions from $H^{1}(\mathbb{X})$ with zero mean.

Definition 1 gives one of several equivalent definitions of the Gevrey "extreme regularity" class $\mathcal{G}^{\beta}$ (see also [19]). In particular, for $\beta=1$ the functions are from $\mathcal{G}^{\beta}$ if and only if they are real analytic; for $\beta>1$ the functions are infinitely smooth but not necessarily analytic. A conventional way of clarifying these relations is by reformulating them in the Fourier space. For the above $\mathbb{T}$-periodic functions $f$, when represented by their Fourier series

$$
\begin{equation*}
f(x)=\sum_{p \in \mathbb{Z}^{d}} f_{p} \exp (2 i \pi p \cdot x), \tag{8}
\end{equation*}
$$

a sufficient condition for $f$ to belong to $\mathcal{G}^{\beta}$ is for its Fourier coefficients $f_{p}$ to decay exponentially with the "rate" $|p|^{1 / \beta}$; i.e.,

$$
\begin{equation*}
\left|f_{p}\right| \leq c_{1} \exp \left(-c_{2}|p|^{1 / \beta}\right) \tag{9}
\end{equation*}
$$

with some $p$-independent positive constants $c_{1}$ and $c_{2}$. The latter is well known and can be seen, for example, by applying the Plancherel theorem to (7), using (9), then replacing the resulting series by "asymptotically equivalent" integrals, and finally employing the Stirling asymptotic formulae; see, e.g., [29, (6.1.37)]. Throughout the paper we will use various minor modifications of the direct implication of the Stirling formula for

$$
\begin{equation*}
\Gamma(z):=\int_{0}^{\infty} \exp (-s) s^{z-1} d s, z>0 ; \Gamma(l+1)=l!, l \in \mathbb{N} \tag{10}
\end{equation*}
$$

which we display below for the reader's convenience:

$$
\begin{equation*}
A_{1}\left(\frac{z}{e}\right)^{z-1 / 2} \leq \Gamma(z) \leq A_{2}\left(\frac{z}{e}\right)^{z-1 / 2}, \quad z \geq 1 \tag{11}
\end{equation*}
$$

with some "universal" constants $A_{1}$ and $A_{2}$.
Notice that for real-analytic $f(9)$ holds with $\beta=1$, and the rate of exponential decay $c_{2}$ is determined by the absolute value of the imaginary part of the "nearest" singularity in the analytic continuation.

For any fixed $\varepsilon>0$ the problem (4)-(5) is a well-posed elliptic problem which has a unique solution $u^{\varepsilon} \in H^{1}(\mathbb{T})$. Given $n \in \mathbb{Z}_{+}$we seek an approximation to this solution in the standard form of the appropriately truncated two-scale asymptotic series (cf., e.g., [3]):

$$
\begin{equation*}
u^{\varepsilon, n}(x)=\sum_{m=0}^{n+2} \varepsilon^{m} u^{(m)}\left(x, \frac{x}{\varepsilon}\right) \tag{12}
\end{equation*}
$$

where the functions $u^{(m)}(x, y)$ are required to be periodic in the "fast" variable $y$. It is known that for the present problem one can construct in this way a full asymptotic expansion with $u^{(m)}$ adopting the following form (see, e.g., $[3,10]$ ):

$$
\begin{equation*}
u^{(m)}(x, y)=\sum_{l=0}^{m} \sum_{|k|=l} N_{k}(y) D_{x}^{k} v_{m-l}(x) \tag{13}
\end{equation*}
$$

where $N_{0}(y) \equiv 1$ and $N_{k}(y)$ are periodic solutions of the "main" $\left.|k|=1\right)$ and "higher order" $(|k|>1)$ "canonical" unit cell problems in the "fast" variable $y$. The functions $v_{s}(x), s \geq 0$, solve certain recurrent systems of equations in the "slow" variable $x$ (see [3]), which are briefly reviewed in the next section.

Before formulating the main result, for convenience of the future referencing, we combine (12) and (13) to give

$$
\begin{equation*}
u^{\varepsilon, n}(x)=\sum_{l=0}^{n+2} \varepsilon^{l} \sum_{|k|=l} N_{k}\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) \tag{14}
\end{equation*}
$$

The slowly varying part in (14) is a partial sum of the formal asymptotic series $V^{(\infty)}(x, \varepsilon)($ see $(29))$ :

$$
\begin{equation*}
V^{(M)}(x, \varepsilon):=\sum_{s=0}^{M} \varepsilon^{s} v_{s}(x) \tag{15}
\end{equation*}
$$

The main results of the present paper are the following.
Theorem 1. Suppose $A \in L^{\infty}(\mathbb{T})$ and satisfies (2), and $f \in \mathcal{G}^{\beta}(\mathbb{T}), \beta \geq 1,\langle f\rangle=$ 0 . Let $u^{\varepsilon}$ be the unique solution of (4)-(5). Then there exist $\varepsilon$-independent constants $C_{1}>0, C_{2}>0, \kappa_{1}>0$, and $\kappa_{2}>\kappa_{1}$, such that for any $n$ satisfying

$$
\begin{equation*}
\kappa_{1} \varepsilon^{-1 / \beta} \leq n \leq \kappa_{2} \varepsilon^{-1 / \beta} \tag{16}
\end{equation*}
$$

the approximation (14) has the error bound

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \leq C_{1} \exp \left(-C_{2} \varepsilon^{-\frac{1}{\beta}}\right) \tag{17}
\end{equation*}
$$

The above result may be interpreted in the sense that if the (generally divergent) asymptotic series (12) is, for sufficiently small $\varepsilon$, "optimally" truncated by choosing $n=n(\varepsilon)$ according to (16), for example, $n(\varepsilon)=\left[\kappa_{2} \varepsilon^{-1 / \beta}\right]$ with the square brackets denoting the entire part, then this produces an exponentially small error in the sense of (17).

Note also that for less regular $f$ the earlier results on the polynomial rather than exponential error (see, e.g., [5, Thm. 11.1], [3, section 4.2, Thm. 2]) will be a by-product of our analysis: if, e.g., $f$ has a finite regularity in the scale of Sobolev spaces, say $f$ belongs to $H^{M}(\mathbb{T})$ but does not belong to $H^{M+1}(\mathbb{T})$ for some $M$, one can construct only finitely many terms in the expansion (12). As a result one obtains only an error bound of polynomial order $\varepsilon^{n}$ with a finite $n$ related to $M$. On the other hand, if one assumes $f \in C^{\infty}$ but makes no assumption on the "rate" of growth of its $H^{l}$ norms when $l \rightarrow \infty$, one does reproduce the "homogenization in all orders" with an error bound $C_{n} \varepsilon^{n}$ for any $n$. However, in the latter case one has no control on the growth of $C_{n}$ as $n \rightarrow \infty$, which disallows any possible further "a priori" improvement of the error bound.

Let us also note that Theorem 1 can be generalized further in a number of ways. Assuming higher regularity of the coefficients $A_{i j}$, one can get in (17) the same rate of convergence but in stronger norms. One can also consider another case without the boundary for a "shifted" operator $L^{\varepsilon}+1$ in entire $\mathbb{R}^{d}$ rather than for $L^{\varepsilon}$ in a fixed domain with periodic boundary condition. Then the same exponential estimate holds; i.e., the following theorem can be obtained adapting the proof of Theorem 1 with minor changes.

Theorem 1'. Suppose $A \in L^{\infty}(\mathbb{T})$ and satisfies $(2) ; f \in \mathcal{G}^{\beta}\left(\mathbb{R}^{d}\right), \beta \geq 1$, i.e., $f \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and there exists $B>0$ such that for all $l \in \mathbb{N},\left\|f ; H^{l}\left(\mathbb{R}^{d}\right)\right\| \leq B^{l}(l!)^{\beta}$. Let $u^{\varepsilon} \in H^{1}\left(\mathbb{R}^{d}\right)$ be the unique solution of

$$
\begin{equation*}
\left(L^{\varepsilon}+1\right) u^{\varepsilon}=f \tag{18}
\end{equation*}
$$

Then there exist $\varepsilon$-independent constants $C_{1}>0, C_{2}>0, \kappa_{1}>0$, and $\kappa_{2}>\kappa_{1}$, such that for any $n$ satisfying $\kappa_{1} \varepsilon^{-1 / \beta} \leq n \leq \kappa_{2} \varepsilon^{-1 / \beta}$ the corresponding asymptotic approximation of the form (12) has the error bound

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}\left(\mathbb{R}^{d}\right)\right\| \leq C_{1} \exp \left(-C_{2} \varepsilon^{-\frac{1}{\beta}}\right) \tag{19}
\end{equation*}
$$

Note that in the latter case the explicit structure of the two-scale asymptotics (12) is slightly different from that of (14); see (57).

We expect similar results to be valid also for nonlinear elliptic divergence operators (cf. [11]). Accounting for the presence of a boundary is in general a difficult open problem; cf. [8, 9].

The proof of the theorems will be divided into three steps. First we derive a priori estimates on appropriate norms of the coefficients $N_{k}$ and $v_{s}$ in suitable functional spaces for fixed $k$ and $s$ in section 3. Then, in section 4, we estimate the right-hand side error term $L^{\varepsilon} u^{\varepsilon, n}-f$ for fixed $n$ and $\varepsilon$ (in the $H^{-1}$ norm). In section 5 we translate this into the error estimates for $u^{\varepsilon, n(\varepsilon)}-u^{\varepsilon}$ via analysis of the "mean" and standard ellipticity estimates, and finally "minimize" the error by an optimal choice of $n(\varepsilon)$ dependence on $\varepsilon$. This establishes the desired exponential error bound and hence proves Theorem 1. Proof of Theorem 1' follows the same strategy with minor technical alterations listed in Remark 2 immediately following the proof of Theorem 1.

Optimality of the exponential error bound (17) is proved in section 6 for an explicit one-dimensional example; see Theorem 5.
3. Recurrent relations and a priori estimates. We briefly describe the procedure for determining the coefficients in (14) and (15) (see, e.g., [3, 10] for the detailed derivation in a slightly different notation). Below, we give one possible way to summarize it.

First, the infinite series version of (14),

$$
\begin{equation*}
u^{\varepsilon}(x) \sim \sum_{l=0}^{\infty} \varepsilon^{l} \sum_{|k|=l} N_{k}\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{\infty}(x, \varepsilon) \tag{20}
\end{equation*}
$$

is formally substituted into (4). After appropriate differentiations and re-grouping the terms with equal powers of $\varepsilon$ (treating at this stage $V^{\infty}(x, \varepsilon)$ as a "whole") we arrive at

$$
\begin{equation*}
\sum_{l=0}^{\infty} \varepsilon^{l-2} \sum_{|k|=l}\left\{L_{y}^{1} N_{k}(y)-T_{k}(y)\right\}_{y=x / \varepsilon} D^{k} V^{\infty}(x, \varepsilon) \sim f(x) \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0}(y) \equiv 1, \quad T_{0}(y) \equiv 0 \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
& |k|=1: T_{k}(y)=A_{i j, j}(y), k=e_{i},  \tag{23}\\
& |k| \geq 2: T_{k}(y)=\sum_{\substack{i, j=1, \ldots, d \\
k^{\prime}=k-e_{i} \geq 0}}\left(\left(A_{i j} N_{k^{\prime}}\right)_{, j}+A_{i j} N_{k^{\prime}, j}\right)(y)+\sum_{\substack{i, j=1, \ldots, d \\
k^{\prime \prime}=k-e_{i}-e_{j} \geq 0}} A_{i j}(y) N_{k^{\prime \prime}}(y) . \tag{24}
\end{align*}
$$

Here we denote by $e_{i}$ the unit $i$ th axis vector in $\mathbb{Z}^{d}$ and adopt the standard convention denoting derivatives by the indices following the comma in the subscript; $k \geq 0$ for a multi-index $k$ means $k_{i} \geq 0$ for any $1 \leq i \leq d\left(k>0\right.$ will mean $k \geq 0$ and $k_{i}>0$ for some $i$, with $k^{\prime}<k$ meaning $k-k^{\prime}>0$, etc.).

We then require the "coefficients" $\left\{L_{y}^{1} N_{k}(y)-T_{k}(y)\right\}$ in (21) to be independent of the fast variable $y$, i.e., to be equal to constants which are denoted by $-h_{k}$. This
implies that $N_{k}$ are solutions to the following "cell problems" for $|k| \geq 1$ :

$$
\begin{align*}
& L_{y}^{1} N_{k}=T_{k}(y)-h_{k} \text { in } \mathbb{T}  \tag{25}\\
& \left\langle N_{k}\right\rangle=0 \tag{26}
\end{align*}
$$

with periodic conditions for $N_{k}$.
The solvability condition for (25)-(26) implies, necessarily, that $h_{k}$ are the mean values of $T_{k}$ over the periodicity cell:

$$
\begin{equation*}
h_{k}=\left\langle T_{k}\right\rangle \tag{27}
\end{equation*}
$$

Combining (21) with (25) yields an infinite order formal asymptotic equation for the "slow" part $V^{\infty}(x, \varepsilon)$ :

$$
\begin{equation*}
-\sum_{l=0}^{\infty} \varepsilon^{l-2} \sum_{|k|=l} h_{k} D^{k} V^{\infty}(x, \varepsilon) \sim f(x) \tag{28}
\end{equation*}
$$

A formal asymptotic solution of (28) is in turn sought in the form of an "infinite order" version of (15):

$$
\begin{equation*}
V^{\infty}(x, \varepsilon) \sim \sum_{s=0}^{\infty} \varepsilon^{s} v_{s}(x) \tag{29}
\end{equation*}
$$

The substitution of (29) into (28) with subsequent rearrangements and equating terms with the same powers of $\varepsilon$ yields

$$
\begin{align*}
& -A_{i, j=1}^{\mathrm{hom}} v_{s, i j}(x)=f_{s}(x)  \tag{30}\\
& \left\langle v_{s}\right\rangle=0 \tag{31}
\end{align*}
$$

with the right-hand sides

$$
\begin{align*}
f_{0} & =f  \tag{32}\\
f_{s} & =\sum_{l=3}^{s+2} \sum_{|k|=l} h_{k} D_{x}^{k} v_{s-l+2}, s \geq 1 \tag{33}
\end{align*}
$$

In (30) $A^{\text {hom }}=\left(A_{i j}^{\text {hom }}\right)_{i, j=1}^{d}$ is a "classical" homogenized matrix, which is known to be positive definite (with the same ellipticity constant $\nu_{0}$ as in (2)) and symmetric:

$$
A_{i j}^{\mathrm{hom}}=\left\langle A_{i j}\right\rangle+\left\langle A_{i s} N_{e_{j}, s}\right\rangle=\left\{\begin{array}{cc}
h_{e_{i}+e_{j}}, & i=j \\
\frac{1}{2} h_{e_{i}+e_{j}}, & i \neq j
\end{array}\right.
$$

Notice that (30) is uniquely solvable for any $s \geq 0$ : a necessary and sufficient condition for the solvability is $\left\langle f_{s}\right\rangle=0$ which does hold for $s=0$ by assumption (3) and for $s \geq 1$ by (33). The slowly varying terms $v_{s}$ are hence found recurrently as solutions to homogenized equations (30) with constant coefficients on a torus $\mathbb{T}$.

The relations (22)-(27) and (30)-(33) are hence sufficient for uniquely identifying all $N_{k}$ and $v_{s}$, respectively. Then the so-defined asymptotic "double series" (20), (29) provides a full asymptotic expansion of the solution $u^{\varepsilon}(x)$ "in all orders": in particular, its truncation $u^{\varepsilon, n}$ produces an error of polynomial order in $\varepsilon$ (see, e.g., [3, section 4.2, Thm. 2] or section 4 below).

We next aim at estimating the quantities

$$
\begin{align*}
& \mathcal{N}^{(l)}:=\max _{|k|=l}\left\|N_{k} ; H^{1}(\mathbb{T})\right\|,  \tag{34}\\
& \mathcal{V}^{(s, m)}:=\left\|v_{s} ; H^{m}(\mathbb{T})\right\| \tag{35}
\end{align*}
$$

We will prove the following lemma.
Lemma 2. Under the assumptions of Theorem 1 the following estimates hold for all $l, s, m \in \mathbb{N} \cup\{0\}:(\mathrm{i})$

$$
\begin{equation*}
\mathcal{N}^{(l)} \leq\left(M_{\mathcal{N}}\right)^{l} \tag{36}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{V}^{(s, m)} \leq \sum_{k=0}^{s}\left(M_{\mathcal{V}}\right)^{k+1}\left\|f ; H^{m+k}(\mathbb{T})\right\| \tag{ii}
\end{equation*}
$$

for appropriate constants $M_{\mathcal{N}}$ and $M_{\mathcal{V}}$, depending only on $\left\|A ; L^{\infty}(\mathbb{T})\right\|$ and the ellipticity constant $\nu_{0}$ (see (2)).

Proof. Further on we will use the abbreviated notation $|\cdot|_{l}:=\left\|\cdot ; H^{l}(\mathbb{T})\right\|, l \geq-1$ $\left(|\cdot|_{0}:=\left\|\cdot ; L^{2}(\mathbb{T})\right\|\right)$ and denote by $C, M_{1}, M_{2}$, etc. various positive constants whose precise values are insignificant and can change during the proof.
(i) Due to the standard ellipticity estimates we have

$$
\begin{equation*}
|v|_{1} \leq C\left(\nu_{0}\right)|G|_{0} \tag{38}
\end{equation*}
$$

for a solution of $L^{1} v=\nabla \cdot G,\langle v\rangle=0$ with arbitrary $G \in\left(L^{2}(\mathbb{T})\right)^{d}$. So we deduce from (22)-(24), (25)-(26), and (27) for $|k| \geq 2$ that

$$
\begin{equation*}
\left|N_{k}\right|_{1} \leq C\left(\nu_{0}\right)\left\|A ; L^{\infty}(\mathbb{T})\right\|\left(\sum_{k^{\prime}<k,\left|k-k^{\prime}\right|=1}\left|N_{k^{\prime}}\right|_{1}+\sum_{k^{\prime \prime}<k,\left|k-k^{\prime \prime}\right|=2}\left|N_{k^{\prime \prime}}\right|_{0}\right) \tag{39}
\end{equation*}
$$

The latter reads in terms of (34) as

$$
\begin{equation*}
\mathcal{N}^{(l)} \leq M_{1} \mathcal{N}^{(l-1)}+M_{2} \mathcal{N}^{(l-2)}, \quad l \geq 2 \tag{40}
\end{equation*}
$$

and implies (36) by induction: from (22) we have $\mathcal{N}^{(0)}=1$ and, due to (23) and (38), $\mathcal{N}^{(1)} \leq C\left(\nu_{0}\right)\left\|A ; L^{\infty}(\mathbb{T})\right\| \leq M_{1}$. Therefore choosing $M_{\mathcal{N}}>\max \left\{1, M_{1}+\left(M_{2}\right)^{1 / 2}\right\}$ we arrive at (36).
(ii) Now turning to $v_{s}$, due to (30)-(33) we estimate for $s \geq 1$ and $m \geq 1$

$$
\begin{equation*}
\left|v_{s}\right|_{m} \leq C\left(A^{\mathrm{hom}}\right) \sum_{l=3}^{s+2} \sum_{|k|=l}\left|h_{k}\right|\left|D_{x}^{k} v_{s-l+2}\right|_{m-2} \tag{41}
\end{equation*}
$$

This can be established, e.g., using again the ellipticity estimates applied to (30), which being an elliptic equation with constant coefficients can be differentiated $m$ times. Applying also a version of the Poincaré inequality, which in our choice of the domain and the norms (see (7)) is the obvious estimate

$$
\begin{equation*}
\left\|g ; H^{k}(\mathbb{T})\right\| \leq\left\|g ; H^{l}(\mathbb{T})\right\|, \quad k \leq l \tag{42}
\end{equation*}
$$

we conclude that $C\left(A^{\mathrm{hom}}\right)$ can be chosen independently of $m$.

Since (24) and (27) obviously imply that $\max _{|k|=l}\left|h_{k}\right| \leq C\left(\mathcal{N}^{(l-1)}+\mathcal{N}^{(l-2)}\right)$, from (41) we arrive after a straightforward manipulation at

$$
\begin{equation*}
\mathcal{V}^{(s, m)} \leq C \sum_{r=1}^{s} \mathcal{N}^{(r+1)} r^{d-1} \mathcal{V}^{(s-r, m+r)} \tag{43}
\end{equation*}
$$

The latter in turn, combined with (36), implies that with large enough $M_{0}$

$$
\begin{equation*}
\mathcal{V}^{(s, m)} \leq \sum_{r=1}^{s} M_{0}^{r} \mathcal{V}^{(s-r, m+r)} \tag{44}
\end{equation*}
$$

Let us finally show by induction in $s$ that the latter is sufficient to deduce (37) with some $M_{\mathcal{V}}>2 M_{0}$. Indeed for $s=0$, due to (30) for all $m \geq 0$, we have $\left|v_{0}\right|_{m} \leq\left|v_{0}\right|_{m+2} \leq M_{3}|f|_{m}$ with $M_{3}$ independent of $m$, implying (37). Now we proceed with the induction step: suppose (37) holds for $s=0, \ldots, S$ with a constant $M_{\mathcal{V}}>\max \left\{2 M_{0}, M_{3}\right\}$. Then due to (44) we have

$$
\begin{aligned}
\mathcal{V}^{(S+1, m)} & \leq \sum_{r=1}^{S+1} M_{0}^{r} \mathcal{V}^{(S+1-r, m+r)} \leq \sum_{r=1}^{S+1} \sum_{k=0}^{S+1-r} M_{0}^{r} M_{\mathcal{V}}^{k+1}|f|_{m+r+k} \\
& \leq \sum_{q=1}^{S+1} M_{\mathcal{V}}^{q+1}|f|_{m+q} \sum_{r=1}^{q}\left(\frac{M_{0}}{M_{\mathcal{V}}}\right)^{r},
\end{aligned}
$$

which by our choice of $M_{\mathcal{V}}$ implies (37) for $s=S+1$.
4. Remainder estimates. Next we derive estimates for the error in the righthand side of the original equation (4) as a result of substitution into its left-hand side of the truncated asymptotic ansatz $u^{\varepsilon, n}$; see (12)-(15). The following lemma is in effect an implication of the above described formal asymptotic construction: it is supplemented by a more accurate bookkeeping of the structure of the remainder term $R^{\varepsilon, n}$ (as needed for purposes of this work), which is bound, by the construction, to contain only the terms of orders $\varepsilon^{n+1}$ and $\varepsilon^{n+2}$ for fixed $n$ and small $\varepsilon$; cf. [3, 10].

Lemma 3. Under the assumptions of Theorem 1 one has $L^{\varepsilon} u^{\varepsilon, n}=f+R^{\varepsilon, n}$ with $R^{\varepsilon, n} \in H^{-1}(\mathbb{T})$, and

$$
\begin{align*}
R^{\varepsilon, n}=-\varepsilon^{n+1}( & \sum_{l=0}^{n+2} \sum_{|k|=l}\left(\left(A_{i j} N_{k}\right)_{, j}+A_{i j} N_{k, j}\right) D_{x_{i}} D_{x}^{k} v_{n-l+2}  \tag{45}\\
& +\sum_{l=0}^{n+1} \sum_{|k|=l} A_{i j} N_{k} D_{x_{i} x_{j}} D_{x}^{k}\left(v_{n-l+1}+\varepsilon v_{n-l+2}\right) \\
& \left.+\varepsilon \sum_{|k|=n+2} A_{i j} N_{k} D_{x_{i} x_{j}} D_{x}^{k} v_{0}\right)
\end{align*}
$$

(denoting $D_{x_{i}}:=\partial / \partial x_{i}, D_{x_{i} x_{j}}:=\partial^{2} /\left(\partial x_{i} \partial x_{j}\right)$ ).
Proof. The proof is a straightforward calculation by substituting the expansion (14), (15) into (4). We notice that since $A_{i j} \in L^{\infty}(\mathbb{T}), N_{k} \in H^{1}(\mathbb{T})$, and $v_{s} \in C^{\infty}(\mathbb{T})$,
all the "product" terms in (45) are in $H^{-1}(\mathbb{T})$. For example,

$$
\begin{align*}
\left(\left(A_{i j} N_{k}\right)_{, j}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i}} D_{x}^{k} V^{(n-l+2)}(x, \varepsilon)= & \varepsilon \frac{\partial}{\partial x_{j}}\left(\left(A_{i j} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i}} D_{x}^{k} V^{(n-l+2)}(x, \varepsilon)\right) \\
& -\varepsilon\left(\left(A_{i j} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i} x_{j}} D_{x}^{k} V^{(n-l+2)}(x, \varepsilon)\right), \tag{46}
\end{align*}
$$

with the first term in the latter expression being a derivative of an $L^{2}$ function and the last one an $L^{2}$ function itself.

The terms up to order $O\left(\varepsilon^{n}\right)$ equal $f$ by (14), (15), (30), (32), and (33). Via direct inspection,

$$
\begin{aligned}
\left(L^{\varepsilon} u^{\varepsilon, n}\right)(x)= & -\nabla \cdot\left(A\left(\frac{x}{\varepsilon}\right) \nabla u^{\varepsilon, n}\right)(x) \\
= & -\nabla \cdot\left(A\left(\frac{x}{\varepsilon}\right) \nabla \sum_{l=0}^{n+2} \varepsilon^{l} \sum_{|k|=l} N_{k}\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{(n-l+2)}(x, \varepsilon)\right) \\
= & \sum_{l=0}^{n+2} \varepsilon^{l-2} \sum_{|k|=l}\left(L_{y}^{1} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) \\
& -\sum_{l=0}^{n+2} \varepsilon^{l-1} \sum_{|k|=l}\left(\left(A_{i j} N_{k}\right)_{, j}+A_{i j} N_{k, j}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i}} D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) \\
& -\sum_{l=0}^{n+2} \varepsilon^{l} \sum_{|k|=l}\left(A_{i j} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i} x_{j}} D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) .
\end{aligned}
$$

Now we replace $V^{(n-l+2)}(x, \varepsilon)$ by $V^{(n-l+1)}(x, \varepsilon)+\varepsilon^{n-l+2} v_{n-l+2}$ in the second term and by $V^{(n-l)}(x, \varepsilon)+\varepsilon^{n-l+1} v_{n-l+1}+\varepsilon^{n-l+2} v_{n-l+2}$ in the last term; see (15). These "remainders" containing $v_{n-l+1}$ and $v_{n-l+2}$ as well as the term corresponding to $l=n+2$ in the last sum, all being of order $\varepsilon^{n+1}$ and $\varepsilon^{n+2}$, produce exactly $R^{\varepsilon, n}$. Therefore we have

$$
\begin{aligned}
\left(L^{\varepsilon} u^{\varepsilon, n}\right)(x)= & R^{\varepsilon, n}+\sum_{l=0}^{n+2} \varepsilon^{l-2} \sum_{|k|=l}\left(L_{y}^{1} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) \\
& -\sum_{l=0}^{n+1} \varepsilon^{l-1} \sum_{|k|=l}\left(\left(A_{i j} N_{k}\right)_{, j}+A_{i j} N_{k, j}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i}} D_{x}^{k} V^{(n-l+1)}(x, \varepsilon) \\
& -\sum_{l=0}^{n} \varepsilon^{l} \sum_{|k|=l}\left(A_{i j} N_{k}\right)\left(\frac{x}{\varepsilon}\right) D_{x_{i} x_{j}} D_{x}^{k} V^{(n-l)}(x, \varepsilon) .
\end{aligned}
$$

Now we change the summation indices in the two latter terms to obtain the first $n+2$ terms of the series (21)

$$
\begin{aligned}
\left(L^{\varepsilon} u^{\varepsilon, n}\right)(x) & =R^{\varepsilon, n}+\sum_{l=2}^{n+2}\left(L_{y}^{1} N_{k}-T_{k}\right) D^{k} V^{(n-l+2)} \\
& =R^{\varepsilon, n}-\sum_{l=2}^{n+2} \varepsilon^{l-2} \sum_{|k|=l} h_{k} D^{k} V^{(n-l+2)}=f+R^{\varepsilon, n}
\end{aligned}
$$

having used in the last equality (30)-(33).

Using the above formula (45) for the remainder term, we estimate $R^{\varepsilon, n}$ with an explicit dependence on both $\varepsilon$ and $n$ as in the following lemma ( $[\cdot]$ denotes the entire part).

Lemma 4. Under the assumptions of Theorem 1 , there exist $C_{3}, \varepsilon_{0}$ such that for all $n$ and all $0<\varepsilon<\varepsilon_{0}$ the remainder term $R^{\varepsilon, n}$ can be estimated as follows:

$$
\begin{equation*}
\left\|R^{\varepsilon, n} ; \quad H^{-1}(\mathbb{T})\right\| \leq C_{3}^{n} \varepsilon^{n+1}\left\|f ; \quad H^{n+5+[d / 2]}(\mathbb{T})\right\| \tag{47}
\end{equation*}
$$

Proof. Here we combine the formula for the error term in Lemma 3 with the estimates in Lemma 2. To estimate the $H^{-1}$ norm of the aggregates like $\left(\left(A_{i j} N_{k}\right) D^{|k|+1} v\right)_{, j}$ (see (46)) and $A_{i j} N_{k} D^{|k|+2} v$ we need to ensure that $D^{|k|+2} v$ is in $L^{\infty}$. By the Sobolev embedding theorems this holds if $v \in H^{|k|+3+[d / 2]}$. Therefore

$$
\begin{aligned}
&\left\|R^{\varepsilon, n} ; H^{-1}(\mathbb{T})\right\|= \| \varepsilon^{n+1}\left(\sum_{l=0}^{n+2} \sum_{|k|=l}\left(\left(A_{i j} N_{k}\right)_{, j}+A_{i j} N_{k, j}\right) D_{x_{i}} D_{x}^{k} v_{n-l+2}\right. \\
&+\sum_{l=0}^{n+1} \sum_{|k|=l} A_{i j} N_{k} D_{x_{i}, x_{j}} D_{x}^{k}\left(v_{n-l+1}+\varepsilon v_{n-l+2}\right) \\
&\left.+\varepsilon \sum_{|k|=n+2} A_{i j} N_{k} D_{x_{i}, x_{j}} D_{x}^{k} v_{0}\right) ; H^{-1}(\mathbb{T}) \| \\
& \leq \varepsilon^{n+1}\left(C \sum_{l=0}^{n+2} l^{d-1}\left\|A ; L^{\infty}\right\| \mathcal{N}^{(l)} \mathcal{V}^{(n-l+2, l+3+[d / 2])}\right. \\
&+C \sum_{l=0}^{n+1} l^{d-1}\left\|A ; L^{\infty}\right\| \mathcal{N}^{(l)}\left(\mathcal{V}^{(n-l+1, l+3+[d / 2])}\right. \\
&\left.\quad+\varepsilon \mathcal{V}^{(n-l+2, l+3+[d / 2])}\right) \\
& \leq\left.C \varepsilon^{n+1}\left(\max \left\{M_{\mathcal{N}}, M_{\mathcal{V}}\right\}\right)^{n-1}\left\|A ; L^{\infty}\right\| \mathcal{N}^{(n+2)} \mathcal{V}^{(0, n+5+[d / 2])}\right)
\end{aligned}
$$

Here we have used again the Poincaré inequality (42). An appropriate choice of $C_{3}$ yields the result.

Remark 1. The last lemma could also be used to rederive results for finite regularity $f$, or smooth $f$, which are not necessarily in any Gevrey space $\mathcal{G}^{\beta}$. If, for example, $f$ has finite regularity, i.e., $f \in H^{M}(\mathbb{T})$ and $f \notin H^{M+1}(\mathbb{T})$ for some $M$, then, as the above procedure demonstrates, only a finite number of terms in the asymptotic expansion can be constructed, and the $H^{-1}$ norms can be bounded only for $n<$ $M-4-d / 2$. If, however, $f \in C^{\infty}(\mathbb{T})$, but no assumptions are made on the rate of growth of its $H^{l}$ norms for large $l$, the estimate (47) still holds for any $n$, but there is no control over the growth of the Sobolev norms of $f$ with $n$ in the right-hand side of (47). The latter would prevent us from improving the polynomial "asymptotics in all orders" any further. This highlights the importance of the Gevrey extreme regularity of $f$ for the exponential error bounds.
5. Proof of Theorem 1. The proof of the theorem is now essentially a corollary of Lemma 4, the estimates (6) holding due to the assumption of Gevrey regularity
of $f$ and standard elliptic regularity theory. Let us first introduce a "normalized" approximation

$$
\begin{equation*}
\tilde{u}^{\varepsilon, n}:=u^{\varepsilon, n}-\left\langle u^{\varepsilon, n}\right\rangle . \tag{48}
\end{equation*}
$$

By the elliptic regularity theory for all $n$ we have

$$
\begin{equation*}
\left\|\tilde{u}^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \leq C\left\|R^{\varepsilon, n} ; H^{-1}(\mathbb{T})\right\| \tag{49}
\end{equation*}
$$

Using Lemma 4, we obtain

$$
\begin{equation*}
\left\|\tilde{u}^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \leq C C_{3}^{n} \varepsilon^{n+1}\left\|f ; H^{n+4+[d / 2]}\right\| \tag{50}
\end{equation*}
$$

Let us next show that the mean $\left\langle u^{\varepsilon, n}\right\rangle$ can also be estimated in a similar way. Due to representations (12), (13) we have

$$
\begin{equation*}
\left\langle u^{\varepsilon, n}\right\rangle=\sum_{m=0}^{n+2} \varepsilon^{m} \sum_{l=0}^{m} \sum_{|k|=l}\left\langle N_{k}\left(\frac{x}{\varepsilon}\right) D_{x}^{k} v_{m-l}(x)\right\rangle \tag{51}
\end{equation*}
$$

Note that $\left\langle N_{k}\right\rangle=0$; therefore for any $s>0$ the functions $\left(\left(-\Delta_{y}\right)^{-s} N_{k}(\cdot)\right)(y)$ and $\left(\left(-\Delta_{x}\right)^{-s} N_{k}(\dot{\bar{\varepsilon}})\right)(x)$ are correctly defined functions with zero mean, using, for example, the Fourier representation for $\left(-\Delta_{y}\right)$ on a torus $\mathbb{T}$. Moreover, they are linked via

$$
\begin{equation*}
\left(\left(-\Delta_{x}\right)^{-s} N_{k}\left(\frac{\cdot}{\varepsilon}\right)\right)(x)=\varepsilon^{2 s}\left(\left(-\Delta_{y}\right)^{-s} N_{k}(\cdot)\right)\left(\frac{x}{\varepsilon}\right) \tag{52}
\end{equation*}
$$

(recall $\varepsilon^{-1} \in \mathbb{N}$ ). Thus, integrating (51) by parts sufficiently many times, we get
(53) $\left\langle u^{\varepsilon, n}\right\rangle$

$$
=\sum_{m=0}^{n+2} \varepsilon^{m} \sum_{l=0}^{m} \sum_{|k|=l} \varepsilon^{n+2-m}\left\langle\left(\left(-\Delta_{y}\right)^{-\frac{n+2-m}{2}} N_{k}\right)\left(\frac{x}{\varepsilon}\right)\left(-\Delta_{x}\right)^{\frac{n+2-m}{2}} D_{x}^{k} v_{m-l}(x)\right\rangle
$$

Now, via the Cauchy-Schwartz inequality,

$$
\begin{equation*}
\left|\left\langle u^{\varepsilon, n}\right\rangle\right| \leq \varepsilon^{n+2} \sum_{m=0}^{n+2} \sum_{l=0}^{m} \sum_{|k|=l}\left\|\left(-\Delta_{y}\right)^{-\frac{n+2-m}{2}} N_{k} ; L^{2}(\mathbb{T})\right\|\left\|v_{m-l} ; H^{n+2-m+l}(\mathbb{T})\right\| \tag{54}
\end{equation*}
$$

Therefore, applying the Poincaré inequality (42) to the first norm and then using estimates (36), (37) of Lemma 2, we have

$$
\begin{aligned}
\left|\left\langle u^{\varepsilon, n}\right\rangle\right| & \leq \varepsilon^{n+2} \sum_{m=0}^{n+2} \sum_{l=0}^{m} C l^{d-1}\left(\sup _{|k|=l}\left\|N_{k} ; H^{1}\right\|\right) \sum_{p=0}^{m-l} M_{\mathcal{V}}^{p+1}\left\|f ; H^{n+2-m+l+p}\right\| \\
& \leq \varepsilon^{n+2}\left\|f ; H^{n+2}\right\| \sum_{m=0}^{n+2} \sum_{l=0}^{m} C l^{d} M_{\mathcal{N}}^{l} \sum_{p=0}^{m-l} M_{\mathcal{V}}^{p+1} \\
& \leq \varepsilon^{n+2}\left\|f ; H^{n+2}\right\| \sum_{m=0}^{n+2} \sum_{l=0}^{m} C l^{d} M_{\mathcal{N}}^{l} M_{\mathcal{V}}^{m-l}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left|\left\langle u^{\varepsilon, n}\right\rangle\right| \leq \varepsilon^{n+2} C C_{4}^{n}\left\|f ; H^{n+2}\right\| . \tag{55}
\end{equation*}
$$

Combining the latter with (50) we finally get

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \leq C C_{5}^{n} \varepsilon^{n+1}\left\|f ; H^{n+5+[d / 2]}\right\| \tag{56}
\end{equation*}
$$

for small enough $\varepsilon$ with an appropriate constant $C_{5}>0$.
Further, by (6), $\left\|f ; H^{n+5+[d / 2]}\right\| \leq B^{n+5+[d / 2]}((n+5+[d / 2])!)^{\beta}$. Using the Stirling formula (11) for the factorial (implying $M!=\Gamma(M+1) \leq C M^{M+1 / 2} e^{-M}$ for any $M \in \mathbb{N}$ with some $C>0$ ), we obtain

$$
\begin{aligned}
& \left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \\
\leq & C C_{5}^{n} \varepsilon^{n+1} B^{n+5+[d / 2]}(n+5+[d / 2])^{(n+5+[d / 2]) \beta} e^{-\beta(n+5+[d / 2])} n^{1 / 2} \\
\leq & C \varepsilon^{n+1}\left(C_{6} B\right)^{n} n^{n \beta}=C \varepsilon \exp \left(n \ln \left(n^{\beta} C_{6} B \varepsilon\right)\right)
\end{aligned}
$$

Thus, we get the desired decay of this norm if the logarithm in the latter exponent is uniformly negative. The latter can be assured by choosing $n(\varepsilon) \in\left(\kappa_{1} \varepsilon^{-1 / \beta}, \kappa_{2} \varepsilon^{-1 / \beta}\right)$ with any choice of constants $\kappa_{1}$ and $\kappa_{2}$ such that $0<\kappa_{1}<\kappa_{2}<\left(C_{6} B\right)^{-1 / \beta}$. Indeed, we then estimate

$$
\left\|u^{\varepsilon, n(\varepsilon)}-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \leq C \varepsilon \exp \left[\left(\kappa_{1} \ln \left(\kappa_{2}^{\beta} C_{6} B\right)\right) \varepsilon^{-1 / \beta}\right]
$$

which implies (17) by choosing $C_{1}=C$ and $C_{2}=-\kappa_{1} \ln \left(\kappa_{2}^{\beta} C_{6} B\right)>0$. The theorem is proved.

Remark 2 (on the proof of Theorem $1^{\prime}$ ). The proof of Theorem $1^{\prime}$ conceptually follows the above proof of Theorem 1. We briefly sketch the proof emphasizing only the most significant alterations to the above argument. First note that, although we still use the asymptotic series (12) for the approximation, its precise structure slightly differs from (14); namely, (12) is now represented in the following form:

$$
\begin{equation*}
u^{\varepsilon, n}(x)=\sum_{l=0}^{n+2} \varepsilon^{l} \sum_{s=0}^{\left[\frac{l}{2}\right]} \sum_{|k|=l-2 s} N_{k}^{(s)}\left(\frac{x}{\varepsilon}\right) D_{x}^{k} V^{(n-l+2)}(x, \varepsilon) \tag{57}
\end{equation*}
$$

For $N_{k}^{(s)}$, analogously to (25), (26), one deduces the recurrence relations

$$
\begin{equation*}
L_{y}^{1} N_{k}^{(s)}=T_{k}^{(s)}(y)-h_{k}^{(s)}-N_{k}^{(s-1)}, \quad\left\langle N_{k}^{(s)}\right\rangle=0, s \geq 0 \tag{58}
\end{equation*}
$$

assuming henceforth that $N_{k}^{(-1)} \equiv 0$. If $|k| \geq 2$, then one finds

$$
\begin{equation*}
T_{k}^{(s)}=\sum_{\substack{i, j=1, \ldots, d \\ k^{\prime}=k-e_{i} \geq 0}}\left(\left(A_{i j} N_{k^{\prime}}^{(s)}\right)_{, j}+A_{i j} N_{k^{\prime}, j}^{(s)}\right)+\sum_{\substack{i, j=1, \ldots, d \\ k^{\prime \prime}=k-e_{i}-e_{j} \geq 0}} A_{i j} N_{k^{\prime \prime}}^{(s)} \tag{59}
\end{equation*}
$$

and otherwise

$$
\begin{array}{ll}
|k|=1, k=e_{i}: & T_{k}^{(s)}=\left(A_{i j} N_{0}^{(s)}\right)_{, j}+A_{i j} N_{0, j}^{(s)} \\
k=0: & T_{k}^{(s)}=0, N_{0}^{(0)} \equiv 1 \tag{61}
\end{array}
$$

Further, in all the cases $h_{k}^{(s)}=\left\langle T_{k}^{(s)}\right\rangle$, except $h_{0}^{(1)}=-1$. Obviously one has $N_{k}^{(0)}=N_{k}$ (see (22)-(26)), and thus by induction in $s$ one finds all $N_{k}^{(s)}$. Now let us introduce $\mathfrak{N}_{q}=\max _{|k|+2 s=q}\left|N_{k}^{(s)}\right|_{1}$. Due to (59) we obviously have $\left|T_{k}^{(s)}-h_{k}^{(s)}\right|_{-1} \leq$ $C\left(\mathfrak{N}_{|k|+2 s-1}+\mathfrak{N}_{|k|+2 s-2}\right)$. The basic elliptic estimate (38) for the problem (58) still holds and therefore implies that $\mathfrak{N}_{q} \leq M_{1} \mathfrak{N}_{q-1}+M_{2} \mathfrak{N}_{q-2}$, which gives an exponential estimate of growth of $\mathfrak{N}_{q}$ : with large enough $M_{\mathfrak{N}}$ for all $q \geq 0$

$$
\begin{equation*}
\mathfrak{N}_{q} \leq\left(M_{\mathfrak{N}}\right)^{q} \tag{62}
\end{equation*}
$$

Turning now to evaluation of $v_{s}(x)$, substituting the expansion (57) into (18) we observe that $V^{(\infty)}(x, \varepsilon)$ formally satisfies

$$
\begin{equation*}
\left(-A_{i j}^{\mathrm{hom}} D_{i j}+1+\sum_{l=3}^{\infty} \varepsilon^{l-2} \sum_{s=0}^{\left[\frac{l}{2}\right]} \sum_{|k|=l-2 s} h_{k}^{(s)} D_{x}^{k}\right) V^{\infty}(x, \varepsilon)=f(x) \text { in } \mathbb{R}^{d} \tag{63}
\end{equation*}
$$

therefore we have

$$
\begin{equation*}
-A_{i j}^{\mathrm{hom}} v_{s, i j}+v_{s}=f_{s} \text { in } \mathbb{R}^{d} \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{0}=f  \tag{65}\\
& f_{s}=\sum_{l=3}^{s+2} \sum_{r=0}^{\left[\frac{l}{2}\right]} \sum_{|k|=l-2 r} h_{k}^{(r)} D_{x}^{k} v_{s-l+2}, s \geq 1 \tag{66}
\end{align*}
$$

The latter differs from (33) only by the presence of lower order derivatives, and without any significant alteration one deduces an exponential estimate (37) in very much the same way as in Lemma 2. As a result, introducing $\mathfrak{V}^{(s, m)}=\left\|v_{s} ; H^{m}\left(\mathbb{R}^{d}\right)\right\|$ with large enough $M_{\mathfrak{V}}$, we get by induction in $s$ an estimate

$$
\begin{equation*}
\mathfrak{V}^{(s, m)} \leq \sum_{k=0}^{s}\left(M_{\mathfrak{V}}\right)^{k+1}\left\|f ; H^{m+k}\left(\mathbb{R}^{d}\right)\right\| \tag{67}
\end{equation*}
$$

The remainder estimate is bound to be of order $\varepsilon^{n+1}$, and with some minor technical alteration of the argument in section 4 one also gets

$$
\begin{equation*}
\left\|R^{\varepsilon, n} ; H^{-1}\left(\mathbb{R}^{d}\right)\right\| \leq C \varepsilon^{n+1} M^{n}\left\|f ; H^{n+5+[d / 2]}\left(\mathbb{R}^{d}\right)\right\| \tag{68}
\end{equation*}
$$

Finally, repeating the argument at the beginning of this section (omitting the consideration of the mean), employing appropriate modifications of the Poincaré inequality, ellipticity estimates, Sobolev embedding, etc. from (68), and the fact that $f \in \mathcal{G}^{\beta}\left(\mathbb{R}^{d}\right)$, one finally deduces Theorem $1^{\prime}$.

Remark 3. Note that as formulated the theorems admit some further sharpening: for example, one can replace $H^{1}(\mathbb{T})$ norm in (17) with $W^{1, p}(\mathbb{T})$ norm, where $p \in$ $\left(2, p_{0}\left(d, \nu_{0}\right)\right)$ with some $p_{0}\left(d, \nu_{0}\right)>2$. Indeed, as can be seen from the structure of our argument, we select a functional space according to the fundamental ellipticity estimate (38), whereas the latter (38) can be refined in the case of bounded measurable coefficients and the right-hand side being the divergence of an $L^{\infty}$ (vector-)function (see, e.g., [22, Chapter 6]).

Remark 4. The proof of the theorems has been via a straightforward "bookkeeping" of the terms in the full two-scale asymptotic expansion (20)-(29). On the other hand, this is known to be related to the so-called spectral method in homogenization and closely related "Bloch approximation" approach; see, e.g., [24, 25, 26, $27,28,6]$. There is no doubt that these spectral methods are capable of at least reestablishing the background results on the "homogenization in all orders" (i.e., approximations with arbitrary high order polynomial error bounds). An interesting further prospect would be to interpret the results presented here on exponential homogenization in terms of underlying analytic spectral properties of the Floquet-Bloch operator with periodic coefficients.
6. On the optimality of the exponential error (17): An example. In this section we demonstrate that the main exponential error bound (17) of Theorem 1 for $\left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\|$ is "optimal" for a particular class of one-dimensional examples. Namely, we show that by whatever choice of the truncation $n(\varepsilon)$ the error bound (17) cannot be improved apart from "optimizing" the choice of constants $C_{1}$ and $C_{2}$. This is done by proving an analogous exponential lower bound for the error; see (79). The latter is obtained by an optimal truncation $n(\varepsilon)$ of lower bounds derived for each $n$ and $\varepsilon$, which in turn is observed to be delivered by $n(\varepsilon)$ within the range (16). In this sense the exponential error bound (17) is sharp.

We consider the following one-dimensional example. Consider elliptic problem

$$
\begin{equation*}
-\frac{d}{d x}\left(a(x / \varepsilon) \frac{d}{d x} u(x)\right)=f(x) \tag{69}
\end{equation*}
$$

with one-periodic boundary conditions, $\langle u\rangle=\langle f\rangle=0, \varepsilon=1 / N, N \in \mathbb{N}$, which is the one-dimensional version of the problem (4)-(5), with unique solution $u^{\varepsilon}(x)$. To be specific, let us consider ${ }^{2}$

$$
\begin{equation*}
a(y)=\frac{1}{3 / 2-\cos (2 \pi y-\pi / 4)} \tag{70}
\end{equation*}
$$

We fix arbitrary $\beta \geq 1$ and assume the right-hand side $f$ to be an infinitely differentiable real-valued 1-periodic function with real nonnegative Fourier coefficients $f_{k}$ (hence $f_{-k}=f_{k}$ ), i.e.,

$$
\begin{equation*}
f(x)=\sum_{k \in \mathbb{Z}, k \neq 0} f_{k} \exp (2 i \pi k x)=2 \sum_{k=1}^{\infty} f_{k} \cos (2 \pi k x), \quad f_{k} \geq 0 \tag{71}
\end{equation*}
$$

We further assume that $f$ satisfies the "converse" inequality to (6) determining $\beta$ Gevrey regular functions; i.e., there exists $b>0$ such that

$$
\begin{equation*}
\left\|f ; H^{l}(\mathbb{T})\right\| \geq b^{l}(l!)^{\beta} \quad \text { for all } l \in \mathbb{N} \tag{72}
\end{equation*}
$$

In particular, for "sharp" $\beta$-Gevrey regular functions both (6) and (72) hold simultaneously:

$$
\begin{equation*}
b^{l}(l!)^{\beta} \leq\left\|f ; H^{l}(\mathbb{T})\right\| \leq B^{l}(l!)^{\beta}, \quad 0<b \leq B<+\infty, \quad \text { for all } l \in \mathbb{N} . \tag{73}
\end{equation*}
$$

[^96]A sufficient condition for $f$ to satisfy (73) is for its Fourier coefficients $f_{k}$ to decay exponentially with the "rate" $|k|^{1 / \beta}$, i.e.,

$$
\begin{equation*}
A_{1} \exp \left(-B_{1}|k|^{1 / \beta}\right) \leq f_{k} \leq A_{2} \exp \left(-B_{2}|k|^{1 / \beta}\right) \tag{74}
\end{equation*}
$$

with positive $A_{1}, A_{2}, B_{1}$, and $B_{2}$.
To see that such $f$ satisfies (73) one can first apply the Plancherel theorem to definition (7), implying

$$
\begin{gather*}
(2 \pi)^{2 l} A_{1} \sum_{k \in \mathbb{N}} \exp \left(-2 B_{1} k^{1 / \beta}\right) k^{2 l} \leq(2 \pi)^{2 l} \sum_{k \in \mathbb{N}} k^{2 l} f_{k}^{2} \leq\left\|f ; H^{l}(\mathbb{T})\right\|^{2} \\
\leq 4(2 \pi)^{2 l} \sum_{k \in \mathbb{N}} k^{2 l} f_{k}^{2} \leq 4(2 \pi)^{2 l} A_{2} \sum_{k \in \mathbb{N}} \exp \left(-2 B_{2} k^{1 / \beta}\right) k^{2 l} . \tag{75}
\end{gather*}
$$

Then one can notice that the sums in (75) can be further bounded both from above and from below as follows: there exist $l$-independent positive constants $D_{1}$ and $D_{2}$ such that

$$
\begin{array}{r}
D_{1} \beta\left(2 B_{1}\right)^{-\beta(2 l+1)} \Gamma((2 l+1) \beta)=D_{1} \int_{0}^{\infty} \exp \left(-2 B_{1} s^{1 / \beta}\right) s^{2 l} d s \\
\leq \sum_{k \in \mathbb{N}} \exp \left(-2 B_{1} k^{1 / \beta}\right) k^{2 l} \leq \sum_{k \in \mathbb{N}} \exp \left(-2 B_{2} k^{1 / \beta}\right) k^{2 l} \\
\leq D_{2} l \int_{0}^{\infty} \exp \left(-2 B_{2} s^{1 / \beta}\right) s^{2 l} d s=D_{2} l \beta\left(2 B_{2}\right)^{-\beta(2 l+1)} \Gamma((2 l+1) \beta) . \tag{76}
\end{array}
$$

(A way to establish (76) is by noticing that the series, asymptotically for large $l$, coincides to the main order with the integral.) Finally, by the application of the Stirling formula (11) we obtain $D_{3}^{2 l}(l!)^{2 \beta} \leq \Gamma((2 l+1) \beta) \leq D_{4}^{2 l}(l!)^{2 \beta}$ with $l$-independent $D_{3}, D_{4}$, which implies (73).

An example of a function $f$ satisfying (71) and (73) is

$$
\begin{equation*}
f(x)=\sum_{k \in \mathbb{Z}, k \neq 0} \exp \left(-|k|^{1 / \beta}\right) \exp (2 i \pi k x) . \tag{77}
\end{equation*}
$$

In particular, for $\beta=1$

$$
\begin{equation*}
f(x)=2 \operatorname{Re} \sum_{k=1}^{\infty} \exp (k(2 i \pi x-1))=\frac{2 e \cos (2 \pi x)-2}{\left(e^{2}+1\right)-2 e \cos (2 \pi x)} \tag{78}
\end{equation*}
$$

is clearly analytic, with poles at $x= \pm i /(2 \pi)+n, n \in \mathbb{Z}$.
We formulate the following optimality theorem for the above one-dimensional case.

Theorem 5. For any $f$ satisfying (74) with $B_{1}=B_{2}$ there exist positive constants $\tilde{C}_{1}$ and $\tilde{C}_{2}$ such that the following lower error bound for the exact solution $u^{\varepsilon}$ of the problem (69)-(70) and its asymptotic approximation $u^{\varepsilon, n}$ holds for any $n \in \mathbb{N}$ and any $\varepsilon=1 / N, N \in \mathbb{N}$ :

$$
\begin{equation*}
\left\|u^{\varepsilon}-u^{\varepsilon, n} ; H^{1}(\mathbb{T})\right\| \geq \tilde{C}_{1} \exp \left(-\tilde{C}_{2} \varepsilon^{-\frac{1}{\beta}}\right) \tag{79}
\end{equation*}
$$

Proof. In the one-dimensional case, the general recurrence relations (22)-(27), (30)-(33) for the correctors $N_{k}$, the "homogenized coefficients" $h_{k}$, and "slowly varying" parts $v_{s}$ specialize to simple ODEs (see, e.g., [23, section 1F]), which can be
solved explicitly. ${ }^{3}$ In particular, the equations (25)-(26) for the "main corrector" $N_{1}$ specialize to
(80) $\frac{d}{d y} N_{1}(y)=\frac{a^{-1}(y)}{\left\langle a^{-1}\right\rangle}-1=\frac{2}{3}\left(\frac{3}{2}-\cos \left(2 \pi y-\frac{\pi}{4}\right)\right)-1=-\frac{2}{3} \cos \left(2 \pi y-\frac{\pi}{4}\right)$,
implying $N_{1}(y)=-(3 \pi)^{-1} \sin (2 \pi y-\pi / 4)$. All the higher order correctors $N_{k}, k \geq 2$, have a similar form, due to the recurrence relations

$$
\begin{equation*}
\frac{d}{d y} N_{k}=-N_{k-1} \tag{81}
\end{equation*}
$$

(the latter also immediately follows by direct substitution of (20) into (69)). As a result,

$$
\begin{gather*}
N_{2 m}=(-1)^{m} \frac{\cos (2 \pi y-\pi / 4)}{3 \pi(2 \pi)^{2 m-1}}=(-1)^{m} 2^{1 / 2} \frac{\cos (2 \pi y)+\sin (2 \pi y)}{3(2 \pi)^{2 m}}, m \geq 1, \\
N_{2 m+1}=(-1)^{m+1} \frac{\sin (2 \pi y-\pi / 4)}{3 \pi(2 \pi)^{2 m}}=(-1)^{m} 2^{1 / 2} \frac{\cos (2 \pi y)-\sin (2 \pi y)}{3(2 \pi)^{2 m+1}}, m \geq 0 . \tag{82}
\end{gather*}
$$

Further, $v_{0}$ is given by homogenized equation (30) $(s=0)$ specializing in the onedimensional case to

$$
\begin{equation*}
-h_{2} \frac{d^{2}}{d x^{2}} v_{0}=f \tag{83}
\end{equation*}
$$

where $h_{2}=A^{\text {hom }}=\left\langle a^{-1}\right\rangle^{-1}=2 / 3$. Furthermore, in the one-dimensional case $h_{k}=0$ for all $k \geq 3$ via a straightforward analysis of the recurrent relations (23)-(27) (see, e.g., $[23$, section 1 F$]$ ). The latter immediately implies via (30) and (33) that $v_{k}=0$ for all $k \geq 1$. Taking the above into account specializes the remainder term (45) in Lemma 3 to

$$
\begin{align*}
& R^{\varepsilon, n}(x)=-\varepsilon^{n+1}\left(\left(a N_{n+2}^{\prime}+a^{\prime} N_{n+2}\right)\left(\frac{x}{\varepsilon}\right) D^{n+3} v_{0}(x)\right. \\
&\left.\quad+\varepsilon a\left(\frac{x}{\varepsilon}\right) N_{n+2}\left(\frac{x}{\varepsilon}\right) D^{n+4} v_{0}(x)\right) \\
&=-\frac{d}{d x}\left(\varepsilon^{n+2} a\left(\frac{x}{\varepsilon}\right) N_{n+2}\left(\frac{x}{\varepsilon}\right) D^{n+3} v_{0}(x)\right)=-\frac{d}{d x} \Phi^{\varepsilon, n}(x), \tag{84}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi^{\varepsilon, n}(x):=\varepsilon^{n+2} a\left(\frac{x}{\varepsilon}\right) N_{n+2}\left(\frac{x}{\varepsilon}\right) D^{n+3} v_{0}(x) . \tag{85}
\end{equation*}
$$

Employing in the above the explicit solutions (82) for $N_{k}$ and (83) for $v_{0}$, we arrive at
$\Phi^{\varepsilon, n}(x)=\frac{(-1)^{n / 2} \varepsilon^{n+2}(\cos (2 \pi x / \varepsilon)+\sin (2 \pi x / \varepsilon))}{2^{1 / 2}(2 \pi)^{n+2}[3 / 2-\cos (2 \pi x / \varepsilon-\pi / 4)]} D^{n+1} f(x), n=2 m, m \geq 1$,
$\Phi^{\varepsilon, n}(x)=\frac{(-1)^{(n+1) / 2} \varepsilon^{n+2}(\cos (2 \pi x / \varepsilon)-\sin (2 \pi x / \varepsilon))}{2^{1 / 2}(2 \pi)^{n+2}[3 / 2-\cos (2 \pi x / \varepsilon-\pi / 4)]} D^{n+1} f(x), n=2 m+1, m \geq 0$.

[^97]From (84), by the definition of the $H^{-1}$ norm, we have

$$
\begin{equation*}
\left\|R^{\varepsilon, n} ; H^{-1}\right\|^{2} \geq C\left\|\Phi^{\varepsilon, n}-\left\langle\Phi^{\varepsilon, n}\right\rangle ; L^{2}\right\|^{2}=C\left(\left\|\Phi^{\varepsilon, n} ; L^{2}\right\|^{2}-\left|\int_{0}^{1} \Phi^{\varepsilon, n}(x) d x\right|^{2}\right) \tag{88}
\end{equation*}
$$

(recalling that $C$ denotes constants whose precise value is insignificant).
With the aim of further bounding (88) from below, we introduce for any given $\varepsilon=1 / N$ and $n$ functions $h_{N}(x)$ as follows:

$$
\begin{align*}
& h_{N}(x)=h(N x)=\frac{\cos (2 \pi N x)+\sin (2 \pi N x)}{[3 / 2-\cos (2 \pi N x-\pi / 4)]}, N=2 m, \\
& h_{N}(x)=h(N x)=\frac{\cos (2 \pi N x)-\sin (2 \pi N x)}{[3 / 2-\cos (2 \pi N x-\pi / 4)]}, N=2 m+1 . \tag{89}
\end{align*}
$$

We prove the following lemma.
Lemma 6. There exists a constant $C$ such that for any $f$ satisfying (71) and for all $n$ and $N$

$$
\begin{equation*}
\left\|h_{N} D^{n+1} f ; L^{2}\right\|^{2} \geq C\left\|D^{n+1} f ; L^{2}\right\|^{2} . \tag{90}
\end{equation*}
$$

Proof. Choosing first $n$ to be even, $n=2 m$, notice that

$$
\begin{aligned}
\left\|h_{N}(x) D^{n+1} f(x) ; L^{2}\right\|^{2} & :=\int_{0}^{1} \frac{(\cos (2 \pi N x)+\sin (2 \pi N x))^{2}}{[3 / 2-\cos (2 \pi N x-\pi / 4)]^{2}}\left(D^{n+1} f\right)^{2} d x \\
& \geq \frac{4}{25} \int_{0}^{1}(\cos (2 \pi N x)+\sin (2 \pi N x))^{2}\left(D^{n+1} f\right)^{2} d x \\
& =\frac{4}{25}\left\|(\cos (2 \pi N x)+\sin (2 \pi N x)) D^{n+1} f(x) ; L^{2}\right\|^{2}
\end{aligned}
$$

We next notice that for $n$ even and for $f$ given by (71) $D^{n+1} f$ is represented by a sine Fourier series, implying that $\cos (2 \pi N x) D^{n+1} f(x)$ and $\sin (2 \pi N x) D^{n+1} f(x)$ are orthogonal in $L^{2}(0,1)$ and hence

$$
\left\|(\cos (2 \pi N x)+\sin (2 \pi N x)) D^{n+1} f(x) ; L^{2}\right\|^{2} \geq\left\|\cos (2 \pi N x) D^{n+1} f(x) ; L^{2}\right\|^{2}
$$

Further,

$$
\begin{aligned}
& g_{N n}(x):=\cos (2 \pi N x) D^{n+1} f(x)=\frac{1}{2} \sum_{k \in \mathbb{Z}}\left(e^{2 i \pi N x}+e^{-2 i \pi N x}\right)(2 i \pi k)^{n+1} f_{k} e^{2 i \pi k x} \\
& \quad=\frac{1}{2} \sum_{m \in \mathbb{Z}} e^{2 i \pi m x}\left[(i 2 \pi(m-N))^{n+1} f_{m-N}+(i 2 \pi(m+N))^{n+1} f_{m+N}\right]
\end{aligned}
$$

Hence, applying the Plancherel theorem,

$$
\begin{gathered}
\left\|g_{N n}(x) ; L^{2}\right\|^{2}=\frac{(2 \pi)^{2 n+2}}{4} \sum_{m \in \mathbb{Z}}\left[(m-N)^{n+1} f_{m-N}+(m+N)^{n+1} f_{m+N}\right]^{2} \\
\geq \frac{(2 \pi)^{2 n+2}}{4} \sum_{m=N+1}^{\infty}\left[(m-N)^{n+1} f_{m-N}+(m+N)^{n+1} f_{m+N}\right]^{2} \\
\geq \frac{(2 \pi)^{2 n+2}}{4} \sum_{m=N+1}^{\infty}\left((m-N)^{n+1} f_{m-N}\right)^{2}=\frac{(2 \pi)^{2 n+2}}{4} \sum_{m=1}^{\infty}\left(m^{n+1} f_{m}\right)^{2} \\
=\frac{(2 \pi)^{2 n+2}}{8} \sum_{m \in \mathbb{Z}}\left(m^{n+1} f_{m}\right)^{2}=\frac{1}{8}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2}
\end{gathered}
$$

In the latter we have used the nonnegativity of Fourier coefficients $f_{k}$, their symmetry $\left(f_{-k}=f_{k}\right)$, and the fact that $\langle f\rangle=0$ (hence $f_{0}=0$ ).

The above proves the lemma for even $n$. The proof for odd $n$ is fully analogous, with the sign alteration between the "sine" and "cosine" terms, then noticing that $D^{n+1} f$ is represented by a cosine Fourier series, and then using the orthogonality and neglecting the sine term as before.

We next aim at showing that, at least for sufficiently large $n$, the last term in the right-hand side of (88) can be bounded from the above as in (90) but with a smaller constant.

Lemma 7. For any $f$ satisfying (74) with $B_{1}=B_{2}$ there exists $n_{0}>0$ such that for all $n>n_{0}$ and all $N$

$$
\begin{equation*}
\left\langle h_{N}(x) D^{n+1} f(x)\right\rangle^{2}:=\left|\int_{0}^{1} h_{N}(x) D^{n+1} f(x) d x\right|^{2} \leq \frac{1}{2} C\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \tag{91}
\end{equation*}
$$

where $C$ is same as in Lemma 6.
Proof. The Fourier series of $h_{N}(x)$ has the form

$$
\begin{equation*}
h_{N}(x)=\sum_{\ell \in \mathbb{Z}} h_{\ell} \exp (i 2 \pi N \ell x) \tag{92}
\end{equation*}
$$

with $\left\{h_{\ell}\right\}$ being two possible sets of (rapidly decaying) Fourier coefficients (for $N$ even and odd, according to (89)), independent of $N$ for all $\ell \in \mathbb{Z}$. Then,

$$
\begin{align*}
\left\langle h_{N}(x) D^{n+1} f(x)\right\rangle^{2} & =\left|\sum_{\ell \in \mathbb{Z}} h_{\ell}(2 \pi N \ell)^{n+1} f_{-N \ell}\right|^{2} \\
& \leq(2 \pi)^{2 n+2} \max _{k \in \mathbb{N}}\left(k^{2 n+2} f_{k}^{2}\right)\left(\sum_{\ell \in \mathbb{Z}}\left|h_{\ell}\right|\right)^{2} \leq H(2 \pi)^{2 n+2} \max _{t \geq 0} \phi_{n}(t) \\
& \leq H(2 \pi)^{2 n+2}\left(\frac{\beta}{e B_{1}}(n+1)\right)^{2 \beta(n+1)} \tag{93}
\end{align*}
$$

$$
\phi_{n}(t):=t^{2 n+2} \exp \left(-2 B_{1} t^{1 / \beta}\right)
$$

and $H$ is independent of $N$ and $n$.

On the other hand, we have

$$
\begin{align*}
\left\|D^{n+1} f ; L^{2}\right\|^{2} & =(2 \pi)^{2 n+2} \sum_{k \in \mathbb{Z}} k^{2 n+2} f_{k}^{2} \geq A_{1}(2 \pi)^{2 n+2} \sum_{k \in \mathbb{Z}} \phi_{n}(|k|) \\
& \geq 2 A_{1}(2 \pi)^{2 n+2}\left(\int_{0}^{\infty} \phi_{n}(t) d t-\max _{t \geq 0} \phi_{n}(t)\right) \\
& =2 A_{1}(2 \pi)^{2 n+2}\left(\int_{0}^{\infty} \phi_{n}(t) d t-\left(\frac{\beta}{e B_{1}}(n+1)\right)^{2 \beta(n+1)}\right) \tag{95}
\end{align*}
$$

using the fact that $\phi_{n}(t), t \geq 0$, has a single maximum for any $n$. Further, we estimate

$$
\begin{equation*}
\int_{0}^{\infty} \phi_{n}(t) d t=\beta\left(2 B_{1}\right)^{-\beta(2 n+3)} \Gamma((2 n+3) \beta) \geq C\left(\frac{\beta}{e B_{1}}(n+1)\right)^{2 \beta(n+1)} n^{\beta-1 / 2} \tag{96}
\end{equation*}
$$

with some $C>0$, having used

$$
\begin{equation*}
\Gamma((2 n+3) \beta) \geq c\left(\frac{(2 n+3) \beta}{e}\right)^{(2 n+3) \beta-1 / 2} \tag{97}
\end{equation*}
$$

with some $c>0$ which is a direct implication of the Stirling formula (11), and then performing further straightforward manipulations.

Comparing finally (93) with (95) and (96), we conclude that

$$
\left\langle h_{N}(x) D^{n+1} f(x)\right\rangle^{2} \leq c n^{1 / 2-\beta}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2}
$$

with some $c>0$, and hence (91) holds with appropriate choice of $n_{0}$.
Now we complete the proof of Theorem 5 . Let $C$ be a constant from Lemma 6 and let $n_{0}$ be as in Lemma 7. Denote

$$
\begin{align*}
G_{n N} & :=\left\|h_{N}(x) D^{n+1} f(x) ; L^{2}\right\|^{2}-\left\langle h_{N}(x) D^{n+1} f(x)\right\rangle^{2} \\
& =\int_{0}^{1}\left(h_{N}(x) D^{n+1} f(x)-\left\langle h_{N}(x) D^{n+1} f(x)\right\rangle\right)^{2} d x>0 \tag{98}
\end{align*}
$$

$\left(G_{n N}\right.$ is strictly positive for any $n$ and $N$ since $h_{N}(x) D^{n+1} f(x)$ is not a constant: $h_{N}$ vanishes at some points, but $D^{n+1} f(x)$ is clearly not identically zero.)

By Lemmas 6 and 7, for any $N$ and for any $n>n_{0}$

$$
\begin{equation*}
G_{n N} \geq \frac{1}{2} C\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \tag{99}
\end{equation*}
$$

Further, for any $0<n \leq n_{0}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} G_{n N}=C_{1}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \tag{100}
\end{equation*}
$$

where

$$
C_{1}:=\left\langle\left(h_{N}-\left\langle h_{N}\right\rangle\right)^{2}\right\rangle>0
$$

is $N$-independent positive constant by (89). (A standard way to establish (100) is to subtract from $h_{N}^{2}$ and $h_{N}$ in (98) their means, represent the resulting zero-mean
periodic functions as derivatives of other periodic functions, and then integrate by parts.) It follows from (100) that there exists $C_{2}>0$ such that

$$
G_{n N} \geq C_{2}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2}
$$

for any $N$ and for any $n \leq n_{0}$. Combining the latter with (99) implies that

$$
\begin{equation*}
G_{n N} \geq C_{3}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \tag{101}
\end{equation*}
$$

for all $n$ and $N$ with $C_{3}=\min \left(C / 2, C_{2}\right)$.
Next, from (86)-(87)

$$
\begin{equation*}
\left\|\Phi^{\varepsilon, n}(x)-\left\langle\Phi^{\varepsilon, n}\right\rangle ; L^{2}\right\|^{2}=\frac{1}{4}\left(\frac{\varepsilon}{2 \pi}\right)^{2 n+4} G_{n N} \geq C_{4}\left(\frac{\varepsilon}{2 \pi}\right)^{2 n+4}\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \tag{102}
\end{equation*}
$$

Using again the lower bounds in (95)-(97) implies

$$
\left\|D^{n+1} f(x) ; L^{2}\right\|^{2} \geq C_{5}^{n} n^{2 \beta n}
$$

with some $C_{5}>0$, which combined with (102) yields

$$
\begin{equation*}
\left\|\Phi^{\varepsilon, n}(x)-\left\langle\Phi^{\varepsilon, n}\right\rangle ; L^{2}\right\| \geq C_{6}^{n} \varepsilon^{n+2} n^{\beta n} \tag{103}
\end{equation*}
$$

Now, by uniform continuity of $L^{\varepsilon}$ as an operator from $H^{1}$ to $H^{-1}$, we have

$$
\begin{equation*}
\left\|u^{\varepsilon, n}-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \geq\left\|u^{\varepsilon, n}-\left\langle u^{\varepsilon, n}\right\rangle-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \geq C\left\|R^{\varepsilon, n}(x) ; H^{-1}\right\| \tag{104}
\end{equation*}
$$

Combining this with (88) and (103) implies

$$
\begin{equation*}
\left\|u^{\varepsilon, n}-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \geq C_{7}^{n} \varepsilon^{n+2} n^{\beta n} \tag{105}
\end{equation*}
$$

We can now "optimize" the lower bound (105) for any fixed small $\varepsilon$ by choosing $n=n(\varepsilon)$ so that the right-hand side of (105) is minimized:

$$
\begin{equation*}
\left\|u^{\varepsilon, n}-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \geq \varepsilon^{2} \min _{t \geq 1}\left[\left(C_{7} \varepsilon\right)^{t} t^{\beta t}\right] \tag{106}
\end{equation*}
$$

The latter minimum is attained at

$$
\begin{equation*}
t=e^{-1}\left(C_{7} \varepsilon\right)^{-1 / \beta} \tag{107}
\end{equation*}
$$

substituting this back into (106), we finally obtain a lower bound of the form

$$
\begin{equation*}
\left\|u^{\varepsilon, n}-u^{\varepsilon} ; H^{1}(\mathbb{T})\right\| \geq \varepsilon^{2} \exp \left[-\beta e^{-1}\left(C_{7} \varepsilon\right)^{-1 / \beta}\right] \tag{108}
\end{equation*}
$$

Finally, since obviously there exists such a positive constant $\tilde{C}_{1}$ such that $\varepsilon^{2}>$ $\tilde{C}_{1} \exp \left(-\varepsilon^{1 / \beta}\right)$ for any $0<\varepsilon \leq 1$, (108) implies (79) for any $0<\varepsilon \leq 1$, for example, with the above $\tilde{C}_{1}$ and $\tilde{C}_{2}=\beta e^{-1} C_{7}^{-1 / \beta}+1$. The theorem is proved.

We conclude from Theorem 5 that up to the choice of the constants $C_{1}, C_{2}>0$, the main error estimate (17) in Theorem 1 is sharp, at least for the above one-dimensional case. Note also that the above lower bound (79) was obtained by "optimizing" the lower bound (105) for a given small $\varepsilon$ by choosing $n=n(\varepsilon)$ in the range given by
(107), which is consistent with (16) for the upper bound. In this sense, the range of truncation given by (16) is also "optimal."

Remark 5. Notice that the present one-dimensional case is "integrable" and that Theorem 5 could have been alternatively derived from the exact solution of (69):

$$
\begin{equation*}
u^{\varepsilon}(x)=\int_{0}^{x}\left(F(s)-A^{\varepsilon}\right) a^{-1}\left(\frac{s}{\varepsilon}\right) d s-B^{\varepsilon}, \tag{109}
\end{equation*}
$$

where $F(x):=-\int_{0}^{x} f(t) d t$ is periodic, $A^{\varepsilon}:=\left\langle F(\cdot) a^{-1}(\cdot / \varepsilon)\right\rangle\left\langle a^{-1}\right\rangle^{-1}$, and $B^{\varepsilon}:=$ $\int_{0}^{1}\left(F(s)-A^{\varepsilon}\right) a^{-1}(s / \varepsilon)(1-s) d s$. One then employs $a^{-1}(x / \varepsilon)=\left\langle a^{-1}\right\rangle+\varepsilon\left\langle a^{-1}\right\rangle \frac{d}{d x} N_{1}(x / \varepsilon)$ (cf. (80)), in (109) and integrates by parts. Then employing iteratively (81) and integrating by parts $n$ times is expected to explicitly reproduce $u^{\varepsilon, n}$, with the rest being the "error term." The latter would then still have to be analyzed in a fashion similar if not identical to that in the above proofs (the details are omitted).

Remark 6. The same arguments (Lemmas 6 and 7) can be used to obtain lower bounds of finite order in $\varepsilon$ if $f \in H^{M}$ but $f \notin H^{M+1}$ for some $M \in \mathbb{N}$. Namely, on one hand, only a finite number of terms in the asymptotic expansion can be constructed. On the other hand, for each such $n$ (from a finite set) a lower bound of the form (105) holds with appropriate choice of $C_{7}$. Optimizing finally with respect to the final set of lower bounds (105), one arrives at an unimprovable polynomial lower bound. On the other hand, if $f \in C^{\infty}(\mathbb{T})$ and is not from any Gevrey-type class with no other control on the growth of its $H^{l}$ norms for large $l$ (equivalently, on $\left\|D^{n+1} f ; L^{2}\right\|$ for large $n$ ), there is no control on the "coefficients" multiplying $\varepsilon^{n+2}$ in the error bounds for large $n$ (cf. (104), (86)-(88)), which does not allow us to improve the homogenization in all orders any further. This indicates the importance of the Gevrey extreme regularity of $f$ for the exponential lower bounds.

Remark 7. For analytic $f(x)$ Theorems 1 and 5, i.e., the exponential upper bound (17) and lower bound (79), respectively, both hold with $\beta=1$. The "rate" of the exponential decay is then determined by the values of the constants $C_{2}$ and $\tilde{C}_{2}$ in (17) and (79). By tracing back the proofs of both theorems, one observes that these constants are dependent on the rate of the exponential decay of the Fourier coefficients of $f$, i.e., by the constants $c_{2}$ in (9) and $B_{1}$ in (74). On the other hand, for analytic $f$, the latter constants are directly related to the "width" of analytic continuation of $f(x)$ into the complex plane off the real axis, i.e., the absolute value of the imaginary part of the "first singularity"; for example, $f$ in (78) has a pole in $x= \pm i /(2 \pi)$, corresponding to $B_{1}=1$. In this sense one could argue that the rate of exponential error bound for analytic $f$ is determined by the nearest singularity in the analytic continuation.
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#### Abstract

We use the Landau-de Gennes model to investigate the magnetic field-induced instabilities in liquid crystals. In particular, we examine the change of weak and strong stabilities in the pure smectic states and in the pure nematic states. Motivated by de Gennes' discovery on the analogies between liquid crystals and superconductors, we introduce critical magnetic fields $H_{\mathrm{s}}$ and $H_{\text {sh }}$. The pure smectic states lose their global minimality (strong stability) at $H_{\mathrm{s}}$ and lose their local minimality (weak stability) at $H_{\text {sh }}$. We also examine the change of stability in the pure nematic states. We show in the case of equal elastic coefficients that a liquid crystal in a sufficiently strong magnetic field will not be in a pure nematic state, which exhibits a significant difference between the Landau-de Gennes model for liquid crystals and the Ginzburg-Landau model for superconductivity.
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1. Introduction. A liquid crystal configuration will change its stability under applied electric or magnetic fields. The classical mathematical description of transitions of stabilities in nematic liquid crystals under applied magnetic fields is given by introducing a magnetic energy density $-\chi(\mathbf{H} \cdot \mathbf{n})^{2}$ to the classical Oseen-Frank energy density $F_{N}(\mathbf{n}, \nabla \mathbf{n})$ of nematic liquid crystals to obtain a modified energy functional (one may call it the Oseen-Frank model with magnetic effect):

$$
\int_{\Omega}\left\{F_{N}(\mathbf{n}, \nabla \mathbf{n})-\chi(\mathbf{H} \cdot \mathbf{n})^{2}\right\} d x
$$

Here $\mathbf{n}: \bar{\Omega} \rightarrow \mathbb{S}^{2}$ denotes the director field of the nematic liquid crystals, $\mathbf{H}$ is an applied magnetic field, and $\chi$ is a positive parameter; see [E], [dGP, p. 287], [K], [HKL], and [CL]. It was widely accepted that adding the term $\chi(\mathbf{H} \cdot \mathbf{n})^{2}$ into the Oseen-Frank energy is only a lower order perturbation from an analysis point of view and that one does not expect substantially new phenomena. The physical phenomena, however, say otherwise (see [LL, section 2.2]).

In this paper we consider the influence of magnetic fields on the states of liquid crystals and on phase transitions from a nematic state to a smectic state. We shall work in the framework of the Landau-de Gennes theory [dGP]. According to this theory, the states and phase transitions of nematic to smectic liquid crystals can be described by the minimizers $(\psi, \mathbf{n})$ of Landau-de Gennes energy, where $\psi$ is a complex-valued function called order parameter and $\mathbf{n}$ is the director field. This model was proposed by de Gennes when he discovered the analogies of liquid crystals

[^98]and superconductors; see [dG], [dGP]. To understand the effects of magnetic fields on liquid crystals, including nematics and smectics phase transitions, we follow the earlier work of Ericksen $[\mathrm{E}]$ by introducing the term $-\chi(\mathbf{H} \cdot \mathbf{n})^{2}$ to the Landaude Gennes model to get a modified energy functional (which one may refer to as the Landau-de Gennes model with magnetic effect). We then examine the behavior of minimizers of the functional when the applied magnetic fields vary. Throughout this paper we consider the strong anchoring condition, which is simply the Dirichlet boundary condition on the director fields:
$$
\mathbf{n}=\mathbf{u}_{0} \quad \text { on } \partial \Omega
$$
where $\mathbf{u}_{0} \in C^{1}\left(\partial \Omega, \mathbb{S}^{2}\right)$. As in [HKL], we can drop the divergence term (surface energy) in the Oseen-Frank energy. For simplicity, we also assume, as in [P2], [P4], that the bend and twist coefficients in the Oseen-Frank energy functional are equal: $K_{2}=K_{3}$. This leads to a simplified form of the Landau-de Gennes energy functional with an applied magnetic field
\[

$$
\begin{equation*}
\mathcal{E}[\psi, \mathbf{n}]=\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}+\frac{\kappa^{2}}{2}\left(1-|\psi|^{2}\right)^{2}+K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}|^{2}-\chi(\mathbf{H} \cdot \mathbf{n})^{2}\right\} d x \tag{1.1}
\end{equation*}
$$

\]

where $\kappa, K_{1}, K_{2}$, and $\chi$ are positive constants and $q$ is a real number. Without loss of generality we shall always assume that $q \geq 0$. We may write the functional as

$$
\mathcal{E}[\psi, \mathbf{n}]=\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}[\mathbf{n}]-\int_{\Omega} \chi(\mathbf{H} \cdot \mathbf{n})^{2} d x
$$

where

$$
\mathcal{F}[\mathbf{n}]=\int_{\Omega}\left\{K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}|^{2}\right\} d x
$$

is the simplified Oseen-Frank energy for nematics and

$$
\mathcal{G}[\psi, \mathbf{n}]=\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}+\frac{\kappa^{2}}{2}\left(1-|\psi|^{2}\right)^{2}\right\} d x
$$

is the Ginzburg-Landau energy of smectics. The functional $\mathcal{E}$ is well defined in the space

$$
W^{1,2}(\Omega, \mathbb{C}) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)
$$

where $W^{1,2}(\Omega, \mathbb{C})$ is the usual Sobolev space of complex valued functions and

$$
W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)=\left\{\mathbf{u} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right):|\mathbf{u}(x)|=1 \text { a.e. in } \Omega, \mathbf{u}=\mathbf{u}_{0} \text { on } \partial \Omega\right\}
$$

Analysis shows that the minimizers of $\mathcal{E}$ undergo complicated changes when the applied fields vary, indicating that magnetic fields have a very important influence on phase transitions of liquid crystals. To make our presentations more explicit so that one can compare our analysis with numerical computations as well as physical experiments, in this paper (except in section 2) we shall restrict ourselves to a simple situation where the applied field $\mathbf{H}$ and the boundary data $\mathbf{u}_{0}$ are a pair of constant vectors orthogonal to each other; i.e., we assume that

$$
\begin{equation*}
\mathbf{H}=\sigma \mathbf{h}, \quad \mathbf{u}_{0}=\mathbf{e} \tag{1.2}
\end{equation*}
$$

where $\sigma$ is a positive number measuring the strength of the applied magnetic field and $\mathbf{h}$ and $\mathbf{e}$ are unit vectors such that $\mathbf{h} \cdot \mathbf{e}=0$. The energy functional can then be rewritten as

$$
\begin{equation*}
\mathcal{E}[\psi, \mathbf{n}]=\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}[\mathbf{n}]-\chi \sigma^{2} \int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x \tag{1.3}
\end{equation*}
$$

We shall write

$$
\begin{aligned}
\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}] & =\mathcal{F}[\mathbf{n}]-\chi \sigma^{2} \int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x \\
& =\int_{\Omega}\left\{K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}|^{2}-\chi \sigma^{2}(\mathbf{h} \cdot \mathbf{n})^{2}\right\} d x
\end{aligned}
$$

Under the above assumptions, one can easily see that the energy functional $\mathcal{E}$ has two families of trivial critical points. One is given by

$$
\begin{equation*}
\psi=0, \quad \mathbf{n}=\mathbf{n}_{\sigma}, \tag{1.4}
\end{equation*}
$$

where $\mathbf{n}_{\sigma}$ is a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$ :

$$
\mathcal{F}_{\sigma \mathbf{h}}\left[\mathbf{n}_{\sigma}\right]=\inf _{\mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)} \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}] .
$$

The second family is

$$
\begin{equation*}
\psi=c e^{i q \mathbf{e} \cdot \mathbf{x}}, \quad \mathbf{n}=\mathbf{e} \tag{1.5}
\end{equation*}
$$

where $c$ is an arbitrary complex number such that $|c|=1$. Following de Gennes' view on the analogies of superconductors and liquid crystals, we may compare the family (1.4) with the normal state of superconductors and call them pure nematic states and compare the family (1.5) with the Meissner state of superconductors and call them pure smectic states. We shall see in section 5 (Lemma 5.1) that $\mathbf{n}_{\sigma}=\mathbf{e}$ if $\sigma$ is below a critical field $H_{\mathrm{n}}(0)$. Hence for $0 \leq \sigma<H_{\mathrm{n}}(0)$, the only pure nematic state is $(0, \mathbf{e})$.

In this paper we shall introduce critical magnetic fields $H_{\text {sh }}$ and $H_{\mathrm{s}}$, where the pure smectic states change their weak stability (local minimality) at $H_{\text {sh }}$ and change their strong stability (global minimality) at $H_{\mathrm{s}}$.

One of the main goals of the paper is to show that
(i) if $0 \leq \sigma<H_{\mathrm{s}}(\kappa, q)$, the pure smectic states are the only global minimizers of the functional $\mathcal{E}$;
(ii) if $H_{\mathrm{s}}(\kappa, q)<\sigma<H_{\mathrm{sh}}(q)$, the pure smectic states are local minimizers but not global minimizers; and
(iii) if $\sigma>H_{\mathrm{sh}}(q)$, the pure smectic states are not local minimizers.

We shall also give a criterion to test the minimality of the pure nematic states.
One believes that the critical field $H_{\text {sh }}$ given here is an analogy of the superheating field of superconductors. ${ }^{1}$ One may also expect existence of a critical magnetic field for liquid crystals that is an analogy of the upper critical magnetic field $H_{C_{3}}$ for type II superconductors. ${ }^{2}$ However, we are not able to provide a formal result to verify that

[^99]this simple analogy exists, as liquid crystals and superconductors may have different responses in strong magnetic fields. In fact, when applied magnetic fields are above $H_{C_{3}}$, superconductors will be in the normal state, i.e., the normal state is the global minimizer of the Ginzburg-Landau functional. However, a liquid crystal under very strong magnetic fields may not be in a pure nematic state. Indeed, in section 5 , we will give a proof of this conclusion in the case that $K_{1}=K_{2}$.

Besides the normal and Meissner states, a superconductor may be in the so-called mixed state or in the surface superconducting state. Liquid crystals may also have many phases. Naturally, one is interested in various intermediate states of liquid crystals that can be described by nontrivial minimizers of $\mathcal{E}$. One also wishes to understand phase transitions between these states, as applied magnetic fields vary. We leave these problems to the future.

The outline of this paper is as follows. In section 2 we recall the concept of weak stability used by Cohen and Luskin [CL]. In section 3 we examine the weak instability in pure smectic states induced by external magnetic fields, and we introduce the critical magnetic field $H_{\text {sh }}$. In section 4 we introduce the critical field $H_{\mathrm{s}}$. We also introduce an auxiliary field $H_{\mathrm{n}}$ and show that $H_{\mathrm{s}} \leq H_{\mathrm{n}} \leq H_{\mathrm{sh}}$. We then discuss the properties of these critical fields. In section 5 we examine the minimality of the pure nematic states. We then prove in the case of equal elastic coefficients that a liquid crystal under a strong magnetic field may not be in a pure nematic state.

We should point out that there exist many mathematical research works on liquid crystals done by physicists and mathematicians; see, for instance, [dGP], [K], [B], [E], [HKL], [L1], [L2], [L3], [LL], and the references therein. The magnetic fieldinduced instabilities and the Freedericksz transitions of nematic liquid crystals have been investigated in some simple cases by Cohen and Luskin [CL] and Atkin and Stewart [AS1], [AS2]. For recent work on the Landau-de Gennes model we refer to [Ca] and [BCLP].
2. Weak stability of critical points. In this section we consider the functional $\mathcal{E}$ defined in (1.1) for a general magnetic field $\mathbf{H}$. Following the earlier works $[\mathrm{H}],[\mathrm{CT}]$, and [CL], we define the weak stability of critical points of $\mathcal{E}$ as follows.

Definition 2.1. $\left(\psi_{0}, \mathbf{n}_{0}\right) \in W^{1,2}(\Omega, \mathbb{C}) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)$ is called a critical point of the functional $\mathcal{E}$ if for any $\phi \in W^{1,2}(\Omega, \mathbb{C})$ and $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$, we have

$$
\left.\frac{d}{d t}\right|_{t=0} \mathcal{E}\left[\psi_{t}, \mathbf{n}_{t}\right]=0
$$

here

$$
\begin{equation*}
\psi_{t}=\psi_{0}+t \phi, \quad \mathbf{n}_{t}=\frac{\mathbf{n}_{0}+t \mathbf{v}}{\left|\mathbf{n}_{0}+t \mathbf{v}\right|} \tag{2.1}
\end{equation*}
$$

A critical point $\left(\psi_{0}, \mathbf{n}_{0}\right)$ is said to be weakly stable if for any $\phi \in W^{1,2}(\Omega, \mathbb{C})$ and $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$, there exists a positive number $T$ depending on $\phi$ and $\mathbf{v}$ such that for all $0<t<T$ it holds that

$$
\mathcal{E}\left[\psi_{0}, \mathbf{n}_{0}\right] \leq \mathcal{E}\left[\psi_{t}, \mathbf{n}_{t}\right]
$$

For $\psi_{t}$ and $\mathbf{n}_{t}$ given in (2.1), computations show that (also see [CL])

$$
\begin{align*}
& \mathbf{n}_{t}=\mathbf{n}_{0}+t \mathbf{n}_{1}+t^{2} \mathbf{n}_{2}+O\left(t^{3}\right), \quad \text { where } \\
& \mathbf{n}_{1}=\mathbf{v}-\left(\mathbf{v} \cdot \mathbf{n}_{0}\right) \mathbf{n}_{0}  \tag{2.2}\\
& \mathbf{n}_{2}=-\left(\mathbf{v} \cdot \mathbf{n}_{0}\right) \mathbf{v}+\frac{1}{2}\left[3\left(\mathbf{v} \cdot \mathbf{n}_{0}\right)^{2}-|\mathbf{v}|^{2}\right] \mathbf{n}_{0}
\end{align*}
$$

and

$$
\begin{align*}
\nabla_{q \mathbf{n}_{t}} \psi_{t} & =\nabla_{q \mathbf{n}_{0}} \psi_{0}+t \Phi_{1}+t^{2} \Phi_{2}+O\left(t^{3}\right), \quad \text { where } \\
\Phi_{1} & =\nabla_{q \mathbf{n}_{0}} \phi-i q \mathbf{n}_{1} \psi_{0}  \tag{2.3}\\
\Phi_{2} & =-i q\left(\mathbf{n}_{1} \phi+\mathbf{n}_{2} \psi_{0}\right)
\end{align*}
$$

For small $t$, we have

$$
\begin{aligned}
& \mathcal{G}\left[\psi_{t}, \mathbf{n}_{t}\right]=\mathcal{G}\left[\psi_{0}, \mathbf{n}_{0}\right] \\
& +2 t \int_{\Omega}\left\{\Re\left[\nabla_{q \mathbf{n}_{0}} \phi \nabla_{q \mathbf{n}_{0}} \psi_{0}-\kappa^{2} \bar{\phi}\left(1-\left|\psi_{0}\right|^{2}\right) \psi_{0}\right]-q \mathbf{n}_{1} \Im\left(\bar{\psi}_{0} \nabla_{q \mathbf{n}_{0}} \psi_{0}\right)\right\} d x \\
& +t^{2} \int_{\Omega}\left\{\left|\Phi_{1}\right|^{2}-\kappa^{2}\left(1-\left|\psi_{0}\right|^{2}\right)|\phi|^{2}+2 \kappa^{2}\left(\Re\left(\bar{\phi} \psi_{0}\right)\right)^{2}-2 q \Im\left[\left(\mathbf{n}_{1} \bar{\phi}+\mathbf{n}_{2} \bar{\psi}_{0}\right) \nabla_{q \mathbf{n}_{0}} \psi_{0}\right]\right\} d x \\
& +O\left(t^{3}\right) \\
& \quad \mathcal{F}\left[\mathbf{n}_{t}\right]=\mathcal{F}\left[\mathbf{n}_{0}\right]+2 t \int_{\Omega}\left\{K_{1} \operatorname{div} \mathbf{n}_{0} \operatorname{div} \mathbf{n}_{1}+K_{2} \operatorname{curl} \mathbf{n}_{0} \cdot \operatorname{curl} \mathbf{n}_{1}\right\} d x \\
& \quad+t^{2} \int_{\Omega}\left\{K_{1}\left[\left(\operatorname{div} \mathbf{n}_{1}\right)^{2}+2 \operatorname{div} \mathbf{n}_{0} \operatorname{div} \mathbf{n}_{2}\right]+K_{2}\left[\left|\operatorname{curl} \mathbf{n}_{1}\right|^{2}+2 \operatorname{curl} \mathbf{n}_{0} \cdot \operatorname{curl} \mathbf{n}_{2}\right]\right\} d x \\
& \quad+O\left(t^{3}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\Omega}\left(\mathbf{H} \cdot \mathbf{n}_{t}\right)^{2} d x & =\int_{\Omega}\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)^{2} d x+2 t \int_{\Omega}\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{1}\right) d x \\
& +t^{2} \int_{\Omega}\left\{\left(\mathbf{H} \cdot \mathbf{n}_{1}\right)^{2}+2\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{2}\right)\right\} d x
\end{aligned}
$$

So

$$
\begin{align*}
\mathcal{E}\left[\psi_{t}, \mathbf{n}_{t}\right] & =\mathcal{E}\left[\psi_{0}, \mathbf{n}_{0}\right] \\
& +2 t\left\{\mathcal{A}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)-\chi \int_{\Omega}\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{1}\right) d x\right\} \\
& +t^{2}\left\{\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)-\chi \int_{\Omega}\left\{\left(\mathbf{H} \cdot \mathbf{n}_{1}\right)^{2}+2\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{2}\right)\right\} d x\right\}  \tag{2.4}\\
& +O\left(t^{3}\right)
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{A}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)=\int_{\Omega} & \left\{\Re\left[\overline{\nabla_{q \mathbf{n}_{0}} \phi} \nabla_{q \mathbf{n}_{0}} \psi_{0}-\kappa^{2} \bar{\phi}\left(1-\left|\psi_{0}\right|^{2}\right) \psi_{0}\right]-q \mathbf{n}_{1} \Im\left(\bar{\psi}_{0} \nabla_{q \mathbf{n}_{0}} \psi_{0}\right)\right.  \tag{2.5}\\
& \left.+K_{1} \operatorname{div} \mathbf{n}_{0} \operatorname{div} \mathbf{n}_{1}+K_{2} \operatorname{curl} \mathbf{n}_{0} \cdot \operatorname{curl} \mathbf{n}_{1}\right\} d x
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right) \\
& =\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}_{0}} \phi-i q \mathbf{n}_{1} \psi_{0}\right|^{2}-\kappa^{2}\left(1-\left|\psi_{0}\right|^{2}\right)|\phi|^{2}+2 \kappa^{2}\left[\Re\left(\bar{\phi} \psi_{0}\right)\right]^{2}\right.  \tag{2.6}\\
& \quad-2 q \Im\left[\left(\mathbf{n}_{1} \bar{\phi}+\mathbf{n}_{2} \bar{\psi}_{0}\right) \nabla_{q \mathbf{n}_{0}} \psi_{0}\right]+K_{1}\left[\left(\operatorname{div} \mathbf{n}_{1}\right)^{2}+2 \operatorname{div} \mathbf{n}_{0} \operatorname{div} \mathbf{n}_{2}\right] \\
& \left.\quad+K_{2}\left[\left|\operatorname{curl} \mathbf{n}_{1}\right|^{2}+2 \operatorname{curl} \mathbf{n}_{0} \cdot \operatorname{curl} \mathbf{n}_{2}\right]\right\} d x
\end{align*}
$$

Therefore we have the following conclusions.
LEMMA 2.2. $\left(\psi_{0}, \mathbf{n}_{0}\right) \in W^{1,2}(\Omega, \mathbb{C}) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)$ is a critical point of the functional $\mathcal{E}$ if and only if for any $\phi \in W^{1,2}(\Omega, \mathbb{C})$ and $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ it holds that

$$
\begin{equation*}
\mathcal{A}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)-\chi \int_{\Omega}\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{1}\right) d x=0 \tag{2.7}
\end{equation*}
$$

If a critical point $\left(\psi_{0}, \mathbf{n}_{0}\right) \in W^{1,2}(\Omega, \mathbb{C}) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)$ is weakly stable, then for any $\phi \in W^{1,2}(\Omega, \mathbb{C})$ and $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ we have

$$
\begin{equation*}
\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right) \geq \chi \int_{\Omega}\left\{\left(\mathbf{H} \cdot \mathbf{n}_{1}\right)^{2}+2\left(\mathbf{H} \cdot \mathbf{n}_{0}\right)\left(\mathbf{H} \cdot \mathbf{n}_{2}\right)\right\} d x \tag{2.8}
\end{equation*}
$$

Remark 2.1. From (2.7) we see that if $(\psi, \mathbf{n})$ is a critical point of $\mathcal{E}$, then it satisfies the equation

$$
\left\{\begin{array}{cl}
-\nabla_{q \mathbf{n}}^{2} \psi=\kappa^{2}\left(1-|\psi|^{2}\right) \psi & \text { in } \Omega  \tag{2.9}\\
\nabla_{q \mathbf{n}} \psi \cdot \nu=0 & \text { on } \partial \Omega
\end{array}\right.
$$

3. Magnetic field-induced instability: Loss of local minimality of pure smectic states. Henceforth, we assume $\mathbf{H}=\sigma \mathbf{h}$ and $\mathbf{u}_{0}=\mathbf{e}$ as in (1.2), where $\sigma$ is a positive number, $\mathbf{h}$ and $\mathbf{e}$ are unit vectors such that $\mathbf{h} \cdot \mathbf{e}=0$, and we assume the functional $\mathcal{E}$ is given by (1.3). We shall examine, in this section, the weak stability of the critical points given in (1.5) that correspond with a pure smectic state. For any $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$, let $\psi_{t}$ and $\mathbf{n}_{t}$ be defined by (2.1). In the present case we have

$$
\mathbf{n}_{1}=\mathbf{v}-(\mathbf{v} \cdot \mathbf{e}) \mathbf{e}, \quad \mathbf{H} \cdot \mathbf{n}_{1}=\sigma(\mathbf{v} \cdot \mathbf{h})
$$

Using Lemma 2.2 we conclude that if the critical point $\left(\psi_{0}, \mathbf{n}_{0}\right)=\left(c e^{i q \mathbf{e} \cdot \mathbf{x}}, \mathbf{e}\right)$ given in (1.5) is weakly stable, then for any $\phi \in W^{1,2}(\Omega, \mathbb{C})$ and $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ there holds that

$$
\begin{equation*}
\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right) \geq \chi \sigma^{2} \int_{\Omega}|\mathbf{v} \cdot \mathbf{h}|^{2} d x \tag{3.1}
\end{equation*}
$$

Note that $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ is dense in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. If the above inequality holds for all $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$, then it must hold for all $\mathbf{v} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$.

With the particular choice of $\mathbf{H}$ and $\mathbf{n}_{0}$ given in (1.2), we can simplify the expression of $\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)$. Since

$$
\nabla_{q \mathbf{n}_{0}} \psi_{0}=0, \quad\left|\psi_{0}\right|=1
$$

we have

$$
\begin{aligned}
& \mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right) \\
= & \int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}_{0}} \phi-i q \mathbf{n}_{1} \psi_{0}\right|^{2}+2 \kappa^{2}\left(\Re\left(\bar{\phi} \psi_{0}\right)\right)^{2}+K_{1}\left|\operatorname{div} \mathbf{n}_{1}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{n}_{1}\right|^{2}\right\} d x
\end{aligned}
$$

For any $\phi \in W^{1,2}(\Omega, \mathbb{C})$, one can always write

$$
\phi=i c q e^{i q \mathbf{n}_{0} \cdot \mathbf{x}} u, \quad \text { where } \quad u \in W^{1,2}(\Omega, \mathbb{C})
$$

Thus

$$
\begin{aligned}
& \nabla_{q \mathbf{n}_{0}} \phi-i q \mathbf{n}_{1} \psi_{0}=i c q e^{i q \mathbf{n}_{0} \cdot x}\left(\nabla u-\mathbf{n}_{1}\right) \\
& \Re\left(\bar{\phi} \psi_{0}\right)=|c|^{2} \Re(i q u)=-q \Im(u)
\end{aligned}
$$

Here we have used the condition $|c|=1$. Let us change the notation by writing $\mathbf{w}$ for $\mathbf{n}_{1}$, namely,

$$
\mathbf{n}_{1}=\mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \quad \mathbf{w}(x) \cdot \mathbf{e}=0 \quad \text { in } \Omega
$$

Then one has

$$
\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)=\int_{\Omega}\left\{q^{2}|\nabla u-\mathbf{w}|^{2}+2 \kappa^{2} q^{2}(\Im(u))^{2}+K_{1}|\operatorname{div} \mathbf{w}|^{2}+K_{2}|\operatorname{curl} \mathbf{w}|^{2}\right\} d x
$$

Obviously, if $(\phi, \mathbf{v})$ is such that $\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right) /\|\mathbf{v} \cdot \mathbf{h}\|_{L^{2}(\Omega)}^{2}$ is minimal, then

$$
u=-\frac{i}{c q} e^{-i q \mathbf{n}_{0} \cdot \mathbf{x}} \phi
$$

is real-valued. Thus it suffices to consider $u$ as a real-valued function for our purposes, and we write

$$
\mathcal{B}\left(\psi_{0}, \mathbf{n}_{0} ; \phi, \mathbf{v}\right)=B(u, \mathbf{w})
$$

where

$$
\begin{equation*}
B(u, \mathbf{w})=\int_{\Omega}\left\{q^{2}|\nabla u-\mathbf{w}|^{2}+K_{1}|\operatorname{div} \mathbf{w}|^{2}+K_{2}|\operatorname{curl} \mathbf{w}|^{2}\right\} d x \tag{3.2}
\end{equation*}
$$

We define now a nonnegative number $H_{\text {sh }}$ as follows.
Definition 3.1. Given $q \geq 0, K_{1}>0, K_{2}>0$, and a pair of mutually orthogonal unit vectors $\mathbf{h}$ and $\mathbf{e}$, we define $H_{\mathrm{sh}}=H_{\mathrm{sh}}\left(q, K_{1}, K_{2}, \Omega, \mathbf{h}, \mathbf{e}\right)$ by

$$
\begin{align*}
H_{\mathrm{sh}}^{2}=\frac{1}{\chi} \inf \{ & \frac{q^{2}\|\nabla u-\mathbf{w}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}]}{\int_{\Omega}|\mathbf{h} \cdot \mathbf{w}|^{2} d x}: \\
& \left.(u, \mathbf{w}) \in W^{1,2}(\Omega) \times W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \mathbf{w}(x) \cdot \mathbf{e}=0 \text { in } \Omega\right\} \tag{3.3}
\end{align*}
$$

From the above discussion we have the next lemma.
Lemma 3.2. Under condition (1.2), the pure smectic states lose their weak stability when $\sigma$ increases to the critical value $H_{\mathrm{sh}}$. More precisely, a pure smectic state is weakly stable if $|\sigma|<H_{\mathrm{sh}}$, and it is not weakly stable if $|\sigma|>H_{\mathrm{sh}}$.

We may further simplify the expression in the right-hand side of (3.3). Note that if $(u, \mathbf{w})$ is a minimizer of $H_{\text {sh }}$, then

$$
u=\xi_{\mathbf{w}}
$$

where $\xi_{\mathbf{w}}$ is a solution of

$$
\begin{equation*}
\Delta \xi_{\mathbf{w}}=\operatorname{div} \mathbf{w} \quad \text { in } \Omega, \quad \frac{\partial \xi_{\mathbf{w}}}{\partial \nu}=\gamma_{\nu} \mathbf{w} \quad \text { on } \partial \Omega, \quad \int_{\Omega} \xi_{\mathbf{w}} d x=0 \tag{3.4}
\end{equation*}
$$

where $\gamma_{\nu} \mathbf{w}$ is the trace of $\mathbf{w}$ on the boundary, which is equal to the restriction of $\nu \cdot \mathbf{w}$ on $\partial \Omega$ when $\mathbf{w}$ is smooth. Moreover,

$$
\int_{\Omega}\left|\nabla \xi_{\mathbf{w}}-\mathbf{w}\right|^{2} d x=\omega(\mathbf{w})|\Omega|
$$

where

$$
\begin{equation*}
\omega(\mathbf{w})=\inf _{\xi \in W^{1,2}(\Omega)} f_{\Omega}|\nabla \xi-\mathbf{w}|^{2} d x \tag{3.5}
\end{equation*}
$$

Write

$$
\begin{equation*}
B(\mathbf{w})=B\left(\xi_{\mathbf{w}}, \mathbf{w}\right) \tag{3.6}
\end{equation*}
$$

Obviously we have, for any $b>0$,

$$
\xi_{b \mathbf{w}}=b \xi_{\mathbf{w}}
$$

Thus

$$
B(b \mathbf{w})=b B(\mathbf{w})
$$

We have therefore verified

$$
\begin{equation*}
H_{\mathrm{sh}}^{2}=\frac{1}{\chi} \inf \left\{B(\mathbf{w}): \mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \mathbf{w}(x) \cdot \mathbf{e}=0 \text { in } \Omega,\|\mathbf{h} \cdot \mathbf{w}\|_{L^{2}(\Omega)}=1\right\} \tag{3.7}
\end{equation*}
$$

Note that the minimizers $\left(\psi_{0}, \mathbf{n}_{0}\right)$ given in (1.5) contain a complex number $c$. However, $B(u, \mathbf{w})$ and $B(\mathbf{w})$ are independent of $c$.

In the following, we write $H_{\text {sh }}$ by $H_{\text {sh }}(q)$ to emphasize the dependence on the parameter $q$. We will see in section 5 that the critical value $H_{\text {sh }}(0)$ is particularly interesting:

$$
\begin{equation*}
H_{\mathrm{sh}}^{2}(0)=\frac{1}{\chi} \inf \left\{\mathcal{F}[\mathbf{w}]: \mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \mathbf{w}(x) \cdot \mathbf{e}=0 \text { in } \Omega,\|\mathbf{h} \cdot \mathbf{w}\|_{L^{2}(\Omega)}=1\right\} \tag{3.8}
\end{equation*}
$$

Proposition 3.3. $H_{\mathrm{sh}}(q)>0$ and it is achieved. For fixed $K_{1}, K_{2}, \Omega, \mathbf{h}$, e, we have

$$
\begin{equation*}
\lim _{q \rightarrow+\infty} H_{\mathrm{sh}}(q)=\infty \tag{3.9}
\end{equation*}
$$

Proof. Step 1. Let $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ and $\xi_{j}=\xi_{\mathbf{w}_{j}}$ be such that

$$
\mathbf{w}_{j} \cdot \mathbf{e}=0 \quad \text { in } \Omega, \quad\left\|\mathbf{w}_{j} \cdot \mathbf{h}\right\|_{L^{2}(\Omega)}=1, \quad B\left(\mathbf{w}_{j}\right) \rightarrow \chi H_{\mathrm{sh}}^{2} \quad \text { as } j \rightarrow \infty
$$

Since $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, we have

$$
\int_{\Omega}\left|\nabla \mathbf{w}_{j}\right|^{2} d x=\int_{\Omega}\left\{\left|\operatorname{div} \mathbf{w}_{j}\right|^{2}+\left|\operatorname{curl} \mathbf{w}_{j}\right|^{2}\right\} d x \leq \frac{1}{\min \left\{K_{1}, K_{2}\right\}} B\left(\mathbf{w}_{j}\right) \leq C
$$

Hence $\left\{\mathbf{w}_{j}\right\}$ is bounded in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. After passing to a subsequence we may assume that, as $j \rightarrow \infty$,

$$
\mathbf{w}_{j} \rightarrow \mathbf{w}_{0} \quad \text { weakly in } W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \text { and strongly in } L^{2}\left(\Omega, \mathbb{R}^{3}\right)
$$

Then $\mathbf{w}_{0}(x) \cdot \mathbf{e}=0$ for a.e. $x \in \Omega$. We also have

$$
\int_{\Omega}\left|\nabla \xi_{j}-\mathbf{w}_{j}\right|^{2} d x \leq \frac{1}{q^{2}} B\left(\mathbf{w}_{j}\right) \leq C
$$

From this and the fact $\int_{\Omega} \xi_{j} d x=0$, we see that $\left\{\xi_{j}\right\}$ is bounded in $W^{1,2}(\Omega)$. Note that

$$
\left\|\operatorname{div} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}^{2} \leq C(\Omega)\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)}^{2} \leq C
$$

and $\mathbf{w}_{j}=\mathbf{0}$ on $\partial \Omega$. Applying elliptic estimates to (3.4) for $\xi_{j}$ with $\mathbf{w}=\mathbf{w}_{j}$, we find that $\left\{\xi_{j}\right\}$ is bounded in $W^{2,2}(\Omega)$. Passing to a subsequence we have $\xi_{j} \rightarrow \xi_{0}$ weakly in $W^{2,2}(\Omega)$ and strongly in $W^{1,2}(\Omega)$ as $j \rightarrow \infty$, and $\xi_{0}$ satisfies (3.4) for $\mathbf{w}=\mathbf{w}_{0}$. Thus $\xi_{0}=\xi_{\mathbf{w}_{0}}$. Hence we have proved that

$$
B\left(\mathbf{w}_{0}\right)=B\left(\xi_{\mathbf{w}_{0}}, \mathbf{w}_{0}\right) \leq \liminf _{j \rightarrow \infty} B\left(\xi_{j}, \mathbf{w}_{j}\right)=\chi H_{\mathrm{sh}}^{2}
$$

On the other hand, since $\left\|\mathbf{w}_{0} \cdot \mathbf{h}\right\|_{L^{2}(\Omega)}=\lim _{j \rightarrow \infty}\left\|\mathbf{w}_{j} \cdot \mathbf{h}\right\|_{L^{2}(\Omega)}=1$, we have

$$
B\left(\mathbf{w}_{0}\right) \geq \chi H_{\mathrm{sh}}^{2}(q)
$$

Thus $\mathbf{w}_{0}$ is a minimizer of $B(\mathbf{w})$, i.e., $\left(\xi_{0}, \mathbf{w}_{0}\right)$ achieves $H_{\mathrm{sh}}(q)$. It in turn implies that $H_{\text {sh }}(q)>0$.

Step 2. Suppose $H_{\operatorname{sh}}(q) \leq c$ for all $q$. We may assume $\mathbf{e}=\mathbf{e}_{1}$. Let us choose $q_{j} \rightarrow+\infty$ and choose $u_{j} \in W^{1,2}(\Omega)$ and $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ such that $\int_{\Omega} u_{j} d x=0$, $\mathbf{e}_{1} \cdot \mathbf{w}_{j}=0$, and $\left(u_{j}, \mathbf{w}_{j}\right)$ achieves $H_{\mathrm{sh}}\left(q_{j}\right)$. Thus

$$
\int_{\Omega}\left\{q_{j}^{2}\left|\nabla u_{j}-\mathbf{w}_{j}\right|^{2}+K_{1}\left|\operatorname{div} \mathbf{w}_{j}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{w}_{j}\right|^{2}\right\} d x \leq \chi c^{2} \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{w}_{j}\right)^{2} d x
$$

In particular, one has $\left\|\operatorname{div} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \leq C$ and $\left\|\operatorname{curl} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \leq C$. Recall that for a bounded and simply connected domain with smooth boundary, the following inequality holds:

$$
\|\mathbf{B}\|_{H^{k+1}(\Omega)} \leq C(\Omega, k)\left\{\|\operatorname{div} \mathbf{B}\|_{H^{k}(\Omega)}+\|\operatorname{curl} \mathbf{B}\|_{H^{k}(\Omega)}+\left\|\begin{array}{c}
\nu \cdot \mathbf{B}  \tag{3.10}\\
\nu \times \mathbf{B}
\end{array}\right\|_{H^{k+1 / 2}(\partial \Omega)}\right\}
$$

where $\left\|\begin{array}{c}\nu \times \mathbf{B}\end{array}\right\|_{H^{k+1 / 2}(\partial \Omega)}$ means either $\|\nu \cdot \mathbf{B}\|_{H^{k+1 / 2}(\partial \Omega)}$ or $\|\nu \times \mathbf{B}\|_{H^{k+1 / 2}(\partial \Omega)}$; see Theorem 3 on p. 209 and Proposition 6 on p. 237 in [DL]. Since $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, from the above inequalities we see that $\left\{\mathbf{w}_{j}\right\}$ is bounded in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. After passing to a subsequence we may assume that

$$
\mathbf{w}_{j} \rightarrow \hat{\mathbf{w}} \quad \text { weakly in } W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \text { and strongly in } L^{4}\left(\Omega, \mathbb{R}^{3}\right) \text { as } j \rightarrow \infty
$$

In particular, $\|\hat{\mathbf{w}}\|_{L^{2}(\Omega)}=1$. Since $\left\|\nabla u_{j}-\mathbf{w}_{j}\right\|_{L^{2}(\Omega)}=O\left(q_{j}^{-1}\right)$ and $\mathbf{w}_{j} \rightarrow \hat{\mathbf{w}}$ strongly in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$, we conclude that

$$
u_{j} \rightarrow \hat{u} \quad \text { strongly in } W^{1,2}(\Omega) \text { and } \nabla \hat{u}=\hat{\mathbf{w}}
$$

In particular, $\frac{\partial \hat{u}}{\partial x_{1}}=\mathbf{e}_{1} \cdot \nabla \hat{u}=\mathbf{e}_{1} \cdot \hat{\mathbf{w}}=0$, and hence $\hat{u}=\hat{u}\left(x_{2}, x_{3}\right)$. On the other hand, via the $W^{2,2}$-estimates for $u_{j}$ 's described in the first step, one concludes that
$\nabla \hat{u}=\mathbf{w}=\mathbf{0}$ on $\partial \Omega$. These two facts together imply that $\nabla \hat{u}=\mathbf{0}$ on the whole $\Omega$, and hence $\mathbf{w}=\nabla \hat{u}=\mathbf{0}$, which contradicts the fact that $\|\hat{\mathbf{w}}\|_{L^{2}(\Omega)}=1$. This completes the proof.

Now we derive the Euler-Lagrange equation for the minimizers of $H_{\mathrm{sh}}$. We can rotate the coordinate system and assume without loss of generality that $\mathbf{h}=\mathbf{e}_{1}$ and $\mathbf{u}_{0}=\mathbf{e}_{3}$. Hence

$$
\mathbf{H}=\sigma \mathbf{e}_{1}=(\sigma, 0,0), \quad \mathbf{u}_{0}=\mathbf{e}_{3}=(0,0,1)
$$

and

$$
\mathbf{w}=\left(w_{1}, w_{2}, 0\right), \quad \mathbf{w} \cdot \mathbf{h}=w_{1}
$$

Define an operator

$$
P: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}, \quad P\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}, x_{2}\right)
$$

Let $\mathbf{w}=\left(w_{1}, w_{2}, 0\right)$ be a minimizer of $H_{\text {sh }}$. Then $\mathbf{w}$ satisfies the following EulerLagrange equations:

$$
\left\{\begin{array}{l}
P\left(-K_{1} \nabla \operatorname{div} \mathbf{w}+K_{2} \operatorname{curl}^{2} \mathbf{w}+q^{2}\left(\mathbf{w}-\nabla \xi_{\mathbf{w}}\right)\right)=\left(\chi H_{\mathrm{sh}}^{2} w_{1}, 0\right) \quad \text { in } \Omega \\
\mathbf{w}=\mathbf{0} \text { on } \partial \Omega
\end{array}\right.
$$

In the special case when $K_{1}=K_{2} \equiv K$ we have

$$
\begin{cases}-K \Delta w_{1}+\left(q^{2}-\chi H_{\mathrm{sh}}^{2}\right) w_{1}=q^{2} \partial_{1} \xi_{\mathbf{w}}, &  \tag{3.11}\\ -K \Delta w_{2}+q^{2} w_{2}=q^{2} \partial_{2} \xi_{\mathbf{w}} & \text { in } \Omega \\ w_{1}=w_{2}=0 & \text { on } \partial \Omega\end{cases}
$$

We would like to point out that (3.7) defines a minimization problem under the pointwise orthogonality condition

$$
\begin{equation*}
\mathbf{w}(x) \cdot \mathbf{e}=0 \quad \text { for all } x \in \Omega \tag{3.12}
\end{equation*}
$$

It is the orthogonality condition (3.12) that makes the minimization problem for $H_{\text {sh }}$ interesting. In particular, from (3.9) we see that, for fixed $\mathbf{h}, \mathbf{e}, K_{1}$ and $K_{2}>$ $0, H_{\mathrm{sh}}(q)$ diverges as $q \rightarrow \infty$. In contrast, if we consider a similar minimization problem formulated by removing the orthogonality condition (3.12) from the definition of $H_{\text {sh }}(q)$ and define $\tilde{H}(q)=\tilde{H}\left(q, K_{1}, K_{2}, \Omega, \mathbf{h}\right)$ by

$$
\tilde{H}^{2}(q)=\frac{1}{\chi} \inf \left\{B(\mathbf{w}): \mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right),\|\mathbf{h} \cdot \mathbf{w}\|_{L^{2}(\Omega)}=1\right\}
$$

then there exists a constant $C$ independent of $q$ such that

$$
\begin{equation*}
\tilde{H}(q) \leq C\left(\frac{K_{1}}{\chi}\right)^{1 / 2} \quad \text { for all } q \tag{3.13}
\end{equation*}
$$

To prove (3.13), we assume $\mathbf{h}=\mathbf{e}_{1}$. For any $u \in W^{2,2}(\Omega)$ such that $\nabla u=0$ on $\partial \Omega$, take $\mathbf{w}=\nabla u$. Then

$$
B(\nabla u)=B(u, \nabla u)=K_{1}\|\Delta u\|_{L^{2}(\Omega)}^{2}
$$

Therefore (3.13) holds with $C$ defined by

$$
C=\inf \left\{\frac{\|\Delta u\|_{L^{2}(\Omega)}^{2}}{\left\|\partial_{1} u\right\|_{L^{2}(\Omega)}^{2}}: u \in W^{2,2}(\Omega), \quad \nabla u=0 \text { on } \partial \Omega\right\}
$$

4. Magnetic field-induced instabilities: Loss of global minimality of pure smectic states. In this section we examine the change of the global minimality of the pure smectic states when the applied magnetic fields vary. For a pure smectic state $\left(\psi_{0}, \mathbf{n}_{0}\right)$ given in (1.5), we have

$$
\mathbf{h} \cdot \mathbf{n}_{0} \equiv 0 \quad \text { in } \Omega, \quad \mathcal{E}\left[\psi_{0}, \mathbf{n}_{0}\right]=0 .
$$

Now we consider a global minimizer $(\psi, \mathbf{n})$ of the functional $\mathcal{E}$ in the space $W^{1,2}(\Omega, \mathbb{C}) \times$ $W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{u}_{0}\right)$. A simple computation shows that if the global minimizer $(\psi, \mathbf{n})$ is not a pure smectic state, then $\mathbf{h} \cdot \mathbf{n} \not \equiv 0$ in $\Omega$, and $\mathcal{E}[\psi, \mathbf{n}] \leq \mathcal{E}\left[\psi_{0}, \mathbf{n}_{0}\right] \leq 0$. (See Lemma 5.1 for a similar discussion for minimizers of the functional $\mathcal{F}_{\sigma \mathbf{h}}$.) Therefore

$$
\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}[\mathbf{n}] \leq \chi \sigma^{2} \int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x .
$$

This observation leads to the following definition.
Definition 4.1. Given $q \geq 0, \kappa>0, K_{1}>0, K_{2}>0$, and given a pair of mutually orthogonal unit vectors $\mathbf{h}$ and $\mathbf{e}$, the critical magnetic field $H_{\mathrm{s}}=H_{\mathrm{s}}\left(q, \kappa, K_{1}, K_{2}\right.$, $\Omega, \mathbf{h}, \mathbf{e}$ ) is defined by

$$
\begin{equation*}
H_{\mathrm{s}}^{2}=\frac{1}{\chi} \inf \left\{\frac{\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}[\mathbf{n}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x}:(\psi, \mathbf{n}) \in W^{1,2}(\Omega, \mathbb{C}) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right), \mathbf{h} \cdot \mathbf{n} \not \equiv 0\right\} . \tag{4.1}
\end{equation*}
$$

The critical field $H_{\mathrm{s}}$ can be used to test whether the pure smectic states are global minimizers. If we fix the parameters $\kappa, q, K_{1}$, and $K_{2}$, then the pure smectic states remain as global minimizers for small $\sigma$, and they lose the global minimality when $\sigma$ increases and reaches the critical field $H_{\mathrm{s}}$.

Lemma 4.2. Under the above assumptions we have the following:
(i) If there exists a global minimizer $(\psi, \mathbf{n})$ that is not a pure smectic state, then $\sigma \geq H_{\mathrm{s}}$.
(ii) If $\sigma>H_{\mathrm{s}}$, then the global minimizers are not pure smectic states.
(iii) If $0 \leq \sigma<H_{\mathrm{s}}$, then the only global minimizers are the pure smectic states.

In the following, we write $H_{\mathrm{s}}$ as $H_{\mathrm{s}}(\kappa, q)$ to emphasize its dependence on the parameters $\kappa$ and $q$. Note that the pure smectic states lose their global minimality at the critical magnetic field $H_{\mathrm{s}}(\kappa, q)$ and lose their local minimality at the critical magnetic field $H_{\text {sh }}(q)$. So we always have

$$
0<H_{\mathrm{s}}(\kappa, q) \leq H_{\mathrm{sh}}(q) .
$$

To get a better estimate of $H_{\mathrm{s}}(q)$, we define a number $H_{\mathrm{n}}$ which is closely related to $H_{\mathrm{s}}$ as follows.

Definition 4.3. The number $H_{\mathrm{n}}=H_{\mathrm{n}}\left(q, K_{1}, K_{2}, \Omega, \mathbf{h}, \mathbf{e}\right)$ is defined by

$$
\begin{align*}
H_{\mathrm{n}}^{2}=\frac{1}{\chi} \inf \{ & \frac{q^{2}\|\nabla u-\mathbf{n}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{n}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x}:  \tag{4.2}\\
& \left.(u, \mathbf{n}) \in W^{1,2}(\Omega) \times W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right), \mathbf{h} \cdot \mathbf{n} \not \equiv 0\right\}
\end{align*}
$$

In the following we write $H_{\mathrm{n}}$ as $H_{\mathrm{n}}(q)$ to emphasize its dependence on $q$. In particular,

$$
\begin{equation*}
H_{\mathrm{n}}^{2}(0)=\frac{1}{\chi} \inf \left\{\frac{\mathcal{F}[\mathbf{n}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x}: \mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right), \mathbf{h} \cdot \mathbf{n} \not \equiv 0\right\} . \tag{4.3}
\end{equation*}
$$

Note that $H_{\mathrm{n}}(0)$ depends on $K_{1}, K_{2}, \Omega, \mathbf{h}$, and e.
Lemma 4.4. $H_{\mathrm{s}}(\kappa, 0)$ is independent of $\kappa$. In fact we have

$$
\begin{equation*}
H_{\mathrm{s}}(\kappa, 0)=H_{\mathrm{n}}(0) \quad \text { for all } \kappa \tag{4.4}
\end{equation*}
$$

For any $\kappa$ and $q$ we have

$$
\begin{equation*}
H_{\mathrm{s}}(\kappa, q) \geq H_{\mathrm{n}}(0) \tag{4.5}
\end{equation*}
$$

Proof. To verify (4.4), we take $\psi=1$ as a test function. Equation (4.5) follows from (4.4) and the definition of $H_{\mathrm{s}}(\kappa, q)$ immediately.

The following theorem gives the relations between $H_{\mathrm{s}}(\kappa, q), H_{\mathrm{n}}(q)$, and $H_{\mathrm{sh}}(q)$.
THEOREM 4.5. Assume $\Omega$ is a simply connected and bounded domain with smooth boundary.
(i) For all $\kappa>0, q \geq 0$, we have

$$
\begin{equation*}
0<H_{\mathrm{s}}(\kappa, q) \leq H_{\mathrm{n}}(q) \leq H_{\mathrm{sh}}(q) \tag{4.6}
\end{equation*}
$$

(ii) For any $\kappa$ and $q$, if $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$, then $H_{\mathrm{s}}(\kappa, q)$ is achieved.
(iii) For any $q \geq 0$, if $H_{\mathrm{n}}(q)<H_{\mathrm{sh}}(q)$, then $H_{\mathrm{n}}(q)$ is achieved (and hence $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$ and $H_{\mathrm{s}}(\kappa, q)$ is achieved $)$.

Proof of $(\mathrm{i})$. The inequality $H_{\mathrm{s}}(\kappa, q) \leq H_{\mathrm{n}}(q)$ is easy to verify. In fact, for any $\phi \in W^{1,2}(\Omega)$ and $\mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$ with $\mathbf{h} \cdot \mathbf{n} \not \equiv 0$, choose $\left(e^{i q \phi}, \mathbf{n}\right)$ as a test function for $H_{\mathrm{s}}(\kappa, q)$. It is easy to show that

$$
H_{\mathrm{s}}^{2}(\kappa, q) \leq \frac{1}{\chi} \frac{q^{2}\|\nabla \phi-\mathbf{n}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{n}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x}
$$

Then we take infimum for all such $(\phi, \mathbf{n})$ to get the inequality $H_{\mathrm{s}}(\kappa, q) \leq H_{\mathrm{n}}(q)$.
To prove $H_{\mathrm{n}}(q) \leq H_{\mathrm{sh}}(q)$, let $u \in W^{1,2}(\Omega)$ and $\mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$, with $\mathbf{e} \cdot \mathbf{w} \equiv 0$ in $\Omega$ and $\mathbf{h} \cdot \mathbf{w} \not \equiv 0$. Set

$$
\phi_{t}=\mathbf{e} \cdot \mathbf{x}+t q u, \quad \mathbf{n}_{t}=\frac{\mathbf{e}+t \mathbf{w}}{|\mathbf{e}+t \mathbf{w}|}=\mathbf{e}+t \mathbf{w}+O\left(t^{2}\right)
$$

Then

$$
\begin{aligned}
& q^{2}\left\|\nabla \phi_{t}-\mathbf{n}_{t}\right\|_{L^{2}(\Omega)}^{2}+\mathcal{F}\left[\mathbf{n}_{t}\right] \\
= & t^{2}\left\{q^{2}\|\nabla u-\mathbf{w}+O(t)\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}+O(t)]\right\} \\
= & t^{2}\left\{q^{2}\|\nabla u-\mathbf{w}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}]\right\}+O\left(t^{3}\right) \\
& \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{n}_{t}\right)^{2} d x=t^{2} \int_{\Omega}(\mathbf{h} \cdot \mathbf{w})^{2} d x+O\left(t^{3}\right)
\end{aligned}
$$

Hence

$$
\frac{q^{2}\left\|\nabla \phi_{t}-\mathbf{n}_{t}\right\|_{L^{2}(\Omega)}^{2}+\mathcal{F}\left[\mathbf{n}_{t}\right]}{\int_{\Omega}\left(\mathbf{h} \cdot \mathbf{n}_{t}\right)^{2} d x}=\frac{q^{2}\|\nabla u-\mathbf{w}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{w})^{2} d x}+O(t)
$$

Letting $t \rightarrow 0$ we get

$$
\chi H_{\mathrm{n}}^{2}(q) \leq \frac{q^{2}\|\nabla u-\mathbf{w}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{w})^{2} d x}
$$

Then we take infimum in the right-hand side to get

$$
\begin{aligned}
\chi H_{\mathrm{n}}^{2}(q) \leq \inf \{ & \frac{q^{2}\|\nabla u-\mathbf{w}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\mathbf{w}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{w})^{2} d x}: \\
& \left.u \in W^{1,2}(\Omega), \mathbf{w} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right), \mathbf{e} \cdot \mathbf{w} \equiv 0, \mathbf{h} \cdot \mathbf{w} \not \equiv 0\right\}
\end{aligned}
$$

Since $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ is dense in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, we conclude that $H_{\mathrm{n}}(q) \leq$ $H_{\mathrm{s}}(q)$.

To prove $H_{\mathrm{s}}(\kappa, q)>0$, recall that $H_{\mathrm{sh}}(q)>0$. If $H_{\mathrm{s}}(\kappa, q)=H_{\mathrm{sh}}(q)$, then we have $H_{\mathrm{s}}(\kappa, q)>0$; if $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$, then from conclusion (ii), which we shall prove below, we know that $H_{\mathrm{s}}(\kappa, q)$ is achieved. Assume $(\psi, \mathbf{n})$ achieves $H_{\mathrm{s}}(\kappa, q)$ and suppose $H_{\mathrm{s}}(\kappa, q)=0$. Then

$$
\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}[\mathbf{n}]=\chi H_{\mathrm{s}}^{2}(\kappa, q) \int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x=0, \quad \mathbf{h} \cdot \mathbf{n} \not \equiv 0
$$

Thus $\mathbf{n}$ satisfies

$$
\operatorname{div} \mathbf{n}=0, \quad \operatorname{curl} \mathbf{n}=\mathbf{0}, \quad|\mathbf{n}(x)|=1 \quad \text { a.e. in } \Omega, \quad \mathbf{n}=\mathbf{e} \quad \text { on } \partial \Omega
$$

Since $\Omega$ is simply connected, $\mathbf{n}$ is a constant vector and hence must be equal to $\mathbf{e}$ since $\mathbf{n}=\mathbf{e}$ on $\partial \Omega$. (See step 1.1 in the proof of Theorem 3.6 in [P2].) Then $\mathbf{h} \cdot \mathbf{n} \equiv 0$, which contradicts the assumption that $\mathbf{h} \cdot \mathbf{n} \not \equiv 0$.

Proof of (ii). In the following we assume $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$ and prove that $H_{\mathrm{s}}(\kappa, q)$ is achieved.

Step 1. Let $\left\{\left(\psi_{j}, \mathbf{n}_{j}\right)\right\}$ be a minimizing sequence for $H_{\mathrm{s}}(\kappa, q)$. Then

$$
\begin{equation*}
\mathcal{G}\left[\psi_{j}, \mathbf{n}_{j}\right]+\mathcal{F}\left[\mathbf{n}_{j}\right]=\left(\chi H_{\mathrm{s}}^{2}(\kappa, q)+o(1)\right) \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{n}_{j}\right)^{2} d x \tag{4.7}
\end{equation*}
$$

Since $\left|\mathbf{h} \cdot \mathbf{n}_{j}\right| \leq 1$, the right-hand side in (4.7) is bounded. Thus $\left\{\operatorname{div} \mathbf{n}_{j}\right\}$ and $\left\{\operatorname{curl} \mathbf{n}_{j}\right\}$ are bounded in $L^{2}(\Omega)$. Since $\left|\mathbf{n}_{j}\right|=1$ a.e. and $\mathbf{n}_{j}=\mathbf{e}$ on the boundary, from (3.10) we see that $\left\{\mathbf{n}_{j}\right\}$ is bounded in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. Therefore we can pass to a subsequence and assume that, as $j \rightarrow \infty$,

$$
\mathbf{n}_{j} \rightarrow \hat{\mathbf{n}} \quad \text { weakly in } W^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \text { and strongly in } L^{2}\left(\Omega, \mathbb{R}^{3}\right)
$$

It follows that $|\hat{\mathbf{n}}(x)|=\lim _{j \rightarrow \infty}\left|\mathbf{n}_{j}(x)\right|=1$ for a.e. $x \in \Omega$ and $\hat{\mathbf{n}}=\mathbf{e}$ on $\partial \Omega$. Thus $\hat{\mathbf{n}} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$. On the other hand, (4.7) implies that $\left\{\left|\nabla_{q \mathbf{n}_{j}} \psi_{j}\right|\right\}$ is bounded in $L^{2}(\Omega)$ and $\left\{\psi_{j}\right\}$ is bounded in $L^{4}(\Omega)$. Then from

$$
\left\|\nabla \psi_{j}\right\|_{L^{2}(\Omega)}=\left\|\nabla_{q \mathbf{n}_{j}} \psi_{j}+i q \mathbf{n}_{j} \psi_{j}\right\|_{L^{2}(\Omega)} \leq\left\|\nabla_{q \mathbf{n}_{j}} \psi_{j}\right\|_{L^{2}(\Omega)}+\left\|q \mathbf{n}_{j} \psi_{j}\right\|_{L^{2}(\Omega)}
$$

we see that $\left\{\psi_{j}\right\}$ is bounded in $W^{1,2}(\Omega, \mathbb{C})$. Passing to subsequence again we assume that, as $j \rightarrow \infty$,

$$
\psi_{j} \rightarrow \hat{\psi} \quad \text { weakly in } W^{1,2}(\Omega, \mathbb{C}) \text { and strongly in } L^{4}(\Omega)
$$

Taking limit in (4.7) we find

$$
\begin{equation*}
\mathcal{G}[\hat{\psi}, \hat{\mathbf{n}}]+\mathcal{F}[\hat{\mathbf{n}}] \leq \liminf _{j \rightarrow \infty}\left\{\mathcal{G}\left[\psi_{j}, \mathbf{n}_{j}\right]+\mathcal{B} F\left[\mathbf{n}_{j}\right]\right\}=\chi H_{\mathrm{s}}^{2}(\kappa, q) \int_{\Omega}(\mathbf{h} \cdot \hat{\mathbf{n}})^{2} d x \tag{4.8}
\end{equation*}
$$

If $\mathbf{h} \cdot \hat{\mathbf{n}} \not \equiv 0$, then (4.8) implies that $(\hat{\psi}, \hat{\mathbf{n}})$ achieves $H_{\mathrm{s}}(\kappa, q)$.
In the next two steps we shall prove that if $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$, then we must have $\mathbf{h} \cdot \hat{\mathbf{n}} \not \equiv 0$.

Step 2. In the following we assume $\mathbf{h} \cdot \hat{\mathbf{n}} \equiv 0$. Then from (4.8) we see that $\operatorname{div} \hat{\mathbf{n}}=0$ and $\operatorname{curl} \hat{\mathbf{n}}=\mathbf{0}$ in $\Omega$. Since $\Omega$ is simply connected, $|\hat{\mathbf{n}}(x)|=1$ a.e. in $\Omega$, and $\hat{\mathbf{n}}=\mathbf{e}$ on $\partial \Omega$, we have $\hat{\mathbf{n}} \equiv \mathbf{e}$. (See step 1.1 in the proof of Theorem 3.6 in [P2].) From (4.8) we also see that

$$
\begin{equation*}
\nabla \hat{\psi}-i q \mathbf{e} \hat{\psi}=0, \quad|\hat{\psi}|=1 \tag{4.9}
\end{equation*}
$$

We claim that

$$
\hat{\psi}=c e^{i q \mathbf{e} \cdot \mathbf{x}}
$$

for some complex number $c$ with $|c|=1$. In fact, since $\hat{\psi} \neq 0$, for any $x_{0} \in \Omega$, there exists a neighborhood of $x_{0}$, say, $U\left(x_{0}\right)$, on which $\hat{\psi}$ has a representation $\hat{\psi}=f e^{i q \phi}$ with $f>0$. The condition $|\hat{\psi}|=1$ implies $f=1$. From the first equality in (4.9) we have $\nabla \phi=\mathbf{e}$. So on $U\left(x_{0}\right)$ we have $\hat{\psi}=c e^{i q \mathbf{e} \cdot \mathbf{x}}$ for some complex number $c$ with $|c|=1$. Since $\Omega$ is connected, the constant $c$ does not depend on $x_{0}$. So the claim is true.

In the following, for simplicity we assume $c=1$ and

$$
\psi=e^{i q \mathbf{e} \cdot \mathbf{x}}
$$

Recall that $\mathbf{h} \cdot \mathbf{n}_{j} \not \equiv 0$, so $\mathbf{n}_{j} \not \equiv \mathbf{e}$. Let us write

$$
\begin{equation*}
\mathbf{n}_{j}=\mathbf{e}+\varepsilon_{j} \mathbf{w}_{j}, \quad \psi_{j}=e^{i q \mathbf{e} \cdot \mathbf{x}}\left(1+i q \varepsilon_{j} g_{j}\right) \tag{4.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \varepsilon_{j}=\left\|\mathbf{n}_{j}-\mathbf{e}\right\|_{W^{1,2}(\Omega)}>0 \\
& \mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \quad\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)}=1
\end{aligned}
$$

We shall estimate $\mathbf{w}_{j}$ and $g_{j}$.
Since $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, we have

$$
\begin{aligned}
1 & =\int_{\Omega}\left\{\left|\nabla \mathbf{w}_{j}\right|^{2}+\left|\mathbf{w}_{j}\right|^{2}\right\} d x \leq C \int_{\Omega}\left|\nabla \mathbf{w}_{j}\right|^{2} d x \\
& =C \int_{\Omega}\left\{\left|\operatorname{div} \mathbf{w}_{j}\right|^{2}+\left|\operatorname{curl} \mathbf{w}_{j}\right|^{2}\right\} d x \leq \frac{C}{\min \left\{K_{1}, K_{2}\right\}} \mathcal{F}\left[\mathbf{w}_{j}\right] \\
& =\frac{C}{\varepsilon_{j}^{2} \min \left\{K_{1}, K_{2}\right\}} \mathcal{F}\left[\mathbf{n}_{j}\right]
\end{aligned}
$$

so

$$
\varepsilon_{j}^{2} \leq \frac{C}{\min \left\{K_{1}, K_{2}\right\}} \mathcal{F}\left[\mathbf{n}_{j}\right]=o(1)
$$

Since $\left\{\mathbf{w}_{j}\right\}$ is bounded in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, after passing to a subsequence again we may assume that, as $j \rightarrow \infty$,

$$
\mathbf{w}_{j} \rightarrow \hat{\mathbf{w}} \quad \text { weakly in } W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \quad \text { strongly in } L^{4}\left(\Omega, \mathbb{R}^{3}\right)
$$

Moreover,

$$
1=\left|\mathbf{n}_{j}(x)\right|^{2}=\left|\mathbf{e}+\varepsilon_{j} \mathbf{w}_{j}(x)\right|^{2}=1+2 \varepsilon_{j} \mathbf{e} \cdot \mathbf{w}_{j}(x)+\varepsilon_{j}^{2}\left|\mathbf{w}_{j}(x)\right|^{2}
$$

so

$$
\mathbf{e} \cdot \mathbf{w}_{j}(x)=-\frac{\varepsilon_{j}}{2}\left|\mathbf{w}_{j}(x)\right|^{2} \rightarrow 0 \quad \text { strongly in } L^{2}(\Omega)
$$

Thus

$$
\begin{equation*}
\mathbf{e} \cdot \hat{\mathbf{w}}(x)=0 \quad \text { for a.e. } x \in \Omega . \tag{4.11}
\end{equation*}
$$

Using (4.10) we compute

$$
\begin{aligned}
& \left|\nabla_{q \mathbf{n}_{j}} \psi_{j}\right|^{2}=q^{2} \varepsilon_{j}^{2}\left|\nabla g_{j}-\left(1+i q \varepsilon_{j} g_{j}\right) \mathbf{w}_{j}\right|^{2} \\
& \left|\psi_{j}\right|^{2}=1+q \varepsilon_{j}\left(-2 \Im\left(g_{j}\right)+q \varepsilon_{j}\left|g_{j}\right|^{2}\right)
\end{aligned}
$$

Using these and (4.7), (4.11) we get

$$
\begin{align*}
& \left(\chi H_{\mathrm{s}}^{2}(\kappa, q)+o(1)\right) \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{w}_{j}\right)^{2} d x \\
= & \frac{1}{\varepsilon_{j}^{2}} \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{n}_{j}\right)^{2} d x=\frac{1}{\varepsilon_{j}^{2}} \mathcal{G}\left[\psi_{j}, \mathbf{n}_{j}\right]+\frac{1}{\varepsilon_{j}^{2}} \mathcal{F}\left[\mathbf{n}_{j}\right]  \tag{4.12}\\
= & \int_{\Omega}\left\{q^{2}\left|\nabla g_{j}-\left(1+i q \varepsilon_{j} g_{j}\right) \mathbf{w}_{j}\right|^{2}+\frac{\kappa^{2}}{2} q^{2}\left(-2 \Im\left(g_{j}\right)+q \varepsilon_{j}\left|g_{j}\right|^{2}\right)^{2}\right\} d x+\mathcal{F}\left[\mathbf{w}_{j}\right] .
\end{align*}
$$

In particular, we have

$$
\int_{\Omega}\left|\nabla g_{j}-\psi_{j} e^{-i q \mathbf{e} \cdot \mathbf{x}} \mathbf{w}_{j}\right|^{2} d x=\int_{\Omega}\left|\nabla g_{j}-\left(1+i q \varepsilon_{j} g_{j}\right) \mathbf{w}_{j}\right|^{2} d x \leq C_{1}
$$

So

$$
\begin{aligned}
\left\|\nabla g_{j}\right\|_{L^{2}(\Omega)} & \leq\left\|\nabla g_{j}-\psi_{j} e^{-i q \mathbf{e} \cdot \mathbf{x}} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+\left\|\psi_{j} e^{-i q \mathbf{e} \cdot \mathbf{x}} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \\
& \leq C_{1}+\left\|\psi_{j} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \leq C_{1}+\left\|\psi_{j}\right\|_{W^{1,2}(\Omega)}\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)} \leq C_{2}
\end{aligned}
$$

We now write

$$
\tilde{g}_{j}=g_{j}-b_{j}, \quad b_{j}=f_{\Omega} g_{j} d x
$$

To estimate $\tilde{g}_{j}$, we note that $f_{\Omega} \tilde{g}_{j} d x=0$ and use the Poincaré inequality to get

$$
\left\|\tilde{g}_{j}\right\|_{L^{2}(\Omega)} \leq C\left\|\nabla \tilde{g}_{j}\right\|_{L^{2}(\Omega)} \leq C_{3}
$$

Then we use the Sobolev inequality to get

$$
\begin{equation*}
\left\|\tilde{g}_{j}\right\|_{L^{4}(\Omega)} \leq C\left\|\tilde{g}_{j}\right\|_{W^{1,2}(\Omega)} \leq C_{4} \tag{4.13}
\end{equation*}
$$

Thus

$$
\left\|\tilde{g}_{j} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \leq C\left\|\tilde{g}_{j}\right\|_{L^{4}(\Omega)}\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)} \leq C_{5}
$$

To estimate $b_{j}$, we note that

$$
\psi_{j}=e^{i q \mathbf{e} \cdot \mathbf{x}}\left(1+i q \varepsilon_{j} g_{j}\right)=\hat{\psi}+i q \varepsilon_{j} g_{j} e^{i q \mathbf{e} \cdot \mathbf{x}}
$$

So we have

$$
i q \varepsilon_{j} g_{j}=e^{-i q \mathbf{e} \cdot \mathbf{x}}\left(\psi_{j}-\hat{\psi}\right) \rightarrow 0 \quad \text { in } L^{4}(\Omega)
$$

hence

$$
\varepsilon_{j} g_{j} \rightarrow 0 \quad \text { in } L^{4}(\Omega)
$$

and

$$
\begin{equation*}
\varepsilon_{j} b_{j}=\varepsilon_{j} g_{j}-\varepsilon_{j} \tilde{g}_{j}=o(1) \tag{4.14}
\end{equation*}
$$

Now we have

$$
\begin{aligned}
& \left\|\nabla g_{j}-\left(1+i q \varepsilon_{j} g_{j}\right) \mathbf{w}_{j}\right\|_{\left.L^{( } \Omega\right)} \\
= & \left\|\nabla \tilde{g}_{j}-\left(1+i q \varepsilon_{j} b_{j}\right) \mathbf{w}_{j}-i q \varepsilon_{j} \tilde{g}_{j} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \\
= & \left\|\nabla \tilde{g}_{j}-\left(1+i q \varepsilon_{j} b_{j}\right) \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+O\left(\varepsilon_{j}\left\|\tilde{g}_{j} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}\right) \\
= & \left\|\nabla \tilde{g}_{j}-\left(1+i q \varepsilon_{j} b_{j}\right) \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+O\left(\varepsilon_{j}\right)
\end{aligned}
$$

Set

$$
u_{j}=\frac{\tilde{g}_{j}}{1+i q \varepsilon_{j} b_{j}}
$$

Then we use (4.14) to get

$$
\begin{aligned}
& \left\|\nabla g_{j}-\left(1+i q \varepsilon_{j} g_{j}\right) \mathbf{w}_{j}\right\|_{L^{( }(\Omega)}^{2} \\
= & \left|1+i q \varepsilon_{j} b_{j}\right|^{2}\left\|\nabla u_{j}-\mathbf{w}_{j}\right\|_{L^{2}(\Omega)}^{2}+O\left(\varepsilon_{j}^{2}\right) \\
= & (1+o(1))\left\|\nabla u_{j}-\mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+o(1) .
\end{aligned}
$$

Since the left-side term in the above equalities is bounded, we see that

$$
\left\|\nabla u_{j}-\mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \leq C_{5}
$$

which implies

$$
\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)} \leq C_{6}
$$

Since $\int u_{j} d x=0$, we apply the Poincaré inequality to conclude that $\left\{u_{j}\right\}$ is bounded in $W^{1,2}(\Omega, \mathbb{C})$. Passing to a subsequence again we may assume that

$$
u_{j} \rightarrow \hat{u} \text { weakly in } W^{1,2}(\Omega, \mathbb{C}) \text { and strongly in } L^{2}(\Omega)
$$

Now we go back to (4.12) and find

$$
\begin{aligned}
& \left(\chi H_{\mathrm{s}}^{2}+o(1)\right) \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{w}_{j}\right)^{2} d x \\
= & \int_{\Omega}\left\{q^{2}(1+o(1))\left|\nabla u_{j}-\mathbf{w}_{j}\right|^{2}+\frac{\kappa^{2}}{2} q^{2}\left(-2 \Im\left(g_{j}\right)+q \varepsilon_{j}\left|g_{j}\right|^{2}\right)^{2}\right\} d x+\mathcal{F}\left[\mathbf{w}_{j}\right] .
\end{aligned}
$$

Hence

$$
\begin{equation*}
q^{2}\left\|\nabla u_{j}-\mathbf{w}_{j}\right\|_{L^{2}(\Omega)}^{2}+\mathcal{F}\left[\mathbf{w}_{j}\right] \leq\left(\chi H_{\mathrm{s}}^{2}(\kappa, q)+o(1)\right) \int_{\Omega}\left(\mathbf{h} \cdot \mathbf{w}_{j}\right)^{2} d x \tag{4.15}
\end{equation*}
$$

Letting $j \rightarrow \infty$ we find

$$
\begin{equation*}
q^{2}\|\nabla \hat{u}-\hat{\mathbf{w}}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\hat{\mathbf{w}}] \leq \chi H_{\mathrm{s}}^{2}(\kappa, q) \int_{\Omega}(\mathbf{h} \cdot \hat{\mathbf{w}})^{2} d x \tag{4.16}
\end{equation*}
$$

Step 3. We claim that

$$
\mathbf{h} \cdot \hat{\mathbf{w}} \not \equiv 0
$$

Suppose the claim were false. Then $\mathbf{h} \cdot \hat{\mathbf{w}} \equiv 0$ on $\Omega$. Since $\mathbf{w}_{j} \rightarrow \hat{\mathbf{w}}$ strongly in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$, we have, as $j \rightarrow \infty$,

$$
\int_{\Omega}\left(\mathbf{h} \cdot \mathbf{w}_{j}\right)^{2} d x \rightarrow 0
$$

From (4.15) we have

$$
\left\|\operatorname{div} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \rightarrow 0, \quad\left\|\operatorname{curl} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)} \rightarrow 0
$$

and from (4.16),

$$
\operatorname{div} \hat{\mathbf{w}}=0 \quad \text { and } \quad \hat{\mathbf{w}}=\nabla \hat{u} \quad \text { in } \Omega, \quad \hat{\mathbf{w}}=\mathbf{0} \quad \text { on } \partial \Omega .
$$

Hence

$$
\Delta \hat{u}=0 \quad \text { in } \Omega, \quad \nabla \hat{u}=\mathbf{0} \quad \text { on } \partial \Omega
$$

The maximum principle for harmonic functions yields that $\hat{u}$ is constant on $\Omega$, and hence $\mathbf{w}=\mathbf{0}$. Thus

$$
\mathbf{w}_{j} \rightarrow \mathbf{0} \quad \text { strongly in } L^{2}\left(\Omega, \mathbb{R}^{3}\right)
$$

Since $\mathbf{w}_{j} \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, from (3.10) we have

$$
\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)} \leq C\left(\left\|\operatorname{div} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+\left\|\operatorname{curl} \mathbf{w}_{j}\right\|_{L^{2}(\Omega)}+\left\|\mathbf{w}_{j}\right\|_{L^{2}(\Omega)}\right) \rightarrow 0
$$

which contradicts the assumption $\left\|\mathbf{w}_{j}\right\|_{W^{1,2}(\Omega)}=1$. So the claim is true.
Using the claim, (4.11), and (4.16) we have

$$
\chi H_{\mathrm{s}}^{2}(\kappa, q) \geq \frac{q^{2}\|\nabla \hat{u}-\hat{\mathbf{w}}\|_{L^{2}(\Omega)}^{2}+\mathcal{F}[\hat{\mathbf{w}}]}{\int_{\Omega}(\mathbf{h} \cdot \hat{\mathbf{w}})^{2} d x} \geq \chi H_{\mathrm{sh}}(q) .
$$

Thus we must have

$$
H_{\mathrm{s}}(\kappa, q)=H_{\mathrm{sh}}(q)
$$

In other words, under the assumption $H_{\mathrm{s}}(\kappa, q)<H_{\mathrm{sh}}(q)$, we must have $\mathbf{h} \cdot \hat{\mathbf{n}} \not \equiv 0$, and hence we use the result proved in Step 1 to conclude that $H_{\mathrm{s}}(\kappa, q)$ is achieved. Now conclusion (ii) is proved.

The proof of conclusion (iii) is similar to the proof of (ii) and hence is omitted.
5. Magnetic field-induced instabilities in pure nematic states. In this section we examine the local minimality as well as global minimality of the pure nematic states given in (1.4). Note that $(0, \mathbf{n})$ is a critical point of the functional $\mathcal{E}$ if and only if $\mathbf{n}$ is a critical point of the functional $\mathcal{F}_{\sigma \mathbf{h}}$. Let

$$
\begin{align*}
& C(\sigma) \equiv C\left(\sigma, K_{1}, K_{2}, \mathbf{h}, \mathbf{e}\right)=\inf _{\mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)} \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]  \tag{5.1}\\
& \mathcal{M}(\sigma) \equiv \mathcal{M}\left(\sigma, K_{1}, K_{2}, \mathbf{h}, \mathbf{e}\right)=\left\{\mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right): \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]=C(\sigma)\right\}
\end{align*}
$$

If $\mathbf{n} \in \mathcal{M}(\sigma)$, then $(0, \mathbf{n})$ is a critical point of $\mathcal{E}$.
We first look for a criterion for $\mathbf{n}$ to be a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$ in the set $W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$. If $\mathbf{n}$ is a minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$, then $\mathbf{n}$ satisfies the Euler-Lagrange equation

$$
\left\{\begin{array}{l}
-K_{1} \nabla \operatorname{div} \mathbf{n}+K_{2} \operatorname{curl}^{2} \mathbf{n}=\chi \sigma^{2}(\mathbf{h} \cdot \mathbf{n}) \mathbf{h}+\lambda(x) \mathbf{n} \text { in } \Omega  \tag{5.2}\\
\quad \mathbf{n}=\mathbf{e} \text { on } \partial \Omega
\end{array}\right.
$$

where $\lambda(x)$ is a function of $x$ which is dependent on $\mathbf{n}$. By a simple computation we find

$$
\begin{aligned}
\lambda(x) & =\mathbf{n} \cdot\left[-K_{1} \nabla \operatorname{div} \mathbf{n}+K_{2} \operatorname{curl}^{2} \mathbf{n}\right]-\chi \sigma^{2}(\mathbf{h} \cdot \mathbf{n})^{2} \\
& =K_{2}|\nabla \mathbf{n}|^{2}+\left(K_{1}-K_{2}\right)\left[(\operatorname{div} \mathbf{n})^{2}-\operatorname{div}((\operatorname{div} \mathbf{n}) \mathbf{n})\right]-\chi \sigma^{2}(\mathbf{h} \cdot \mathbf{n})^{2}
\end{aligned}
$$

In the particular case where $K_{1}=K_{2}=K$, we have

$$
\left\{\begin{array}{l}
-\Delta \mathbf{n}=|\nabla \mathbf{n}|^{2} \mathbf{n}+\frac{\chi \sigma^{2}}{K}\left[(\mathbf{h} \cdot \mathbf{n}) \mathbf{h}-(\mathbf{h} \cdot \mathbf{n})^{2} \mathbf{n}\right] \quad \text { in } \Omega  \tag{5.3}\\
\mathbf{n}=\mathbf{e} \quad \text { on } \partial \Omega
\end{array}\right.
$$

Since $\mathbf{h} \cdot \mathbf{e}=0$, the constant vector $\mathbf{e}$ is a critical point of $\mathcal{F}_{\sigma \mathbf{h}}$ for all $\sigma$. The following lemma gives a simple criterion for $\mathbf{n}=\mathbf{e}$ to be a global minimizer. Recall the numbers $H_{\mathrm{sh}}(0)$ and $H_{\mathrm{n}}(0)$ defined in (3.8) and (4.3), respectively, and recall that we have

$$
0<H_{\mathrm{n}}(0) \leq H_{\mathrm{sh}}(0)
$$

LEMMA 5.1. (i) If $0 \leq \sigma<H_{\mathrm{n}}(0)$, then $\mathbf{n}=\mathbf{e}$ is the only global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$ in $W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$.
(ii) If $H_{\mathrm{n}}(0)<H_{\mathrm{sh}}(0)$ and if $H_{\mathrm{n}}(0)<\sigma<H_{\mathrm{sh}}(0)$, then $\mathbf{n}=\mathbf{e}$ is not a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$ in $W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$, but it is weakly stable (a local minimizer).
(iii) If $\sigma>H_{\mathrm{sh}}(0)$, then $\mathbf{n}=\mathbf{e}$ is not weakly stable.

Lemma 5.1 shows that if $K_{1}$ and $K_{2}$ are fixed, the constant critical point $\mathbf{n}=\mathbf{e}$ remains as a global minimizer for small $\sigma$, and it loses the global minimality when $\sigma$ increases and reaches $H_{\mathrm{n}}(0)$.

Proof of Lemma 5.1. We first note that $\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{e}]=0$. If $\mathbf{n}$ is a global minimizer, then $\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}] \leq \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{e}]=0$. If $\mathbf{h} \cdot \mathbf{n} \equiv 0$, then from

$$
\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]=\int_{\Omega}\left\{K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}|^{2}\right\} d x \leq \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{e}]=0
$$

we see that $\operatorname{div} \mathbf{n}=0$ and $\operatorname{curl} \mathbf{n}=\mathbf{0}$ on $\Omega$. Since $\Omega$ is simply connected and $|\mathbf{n}|=1$, $\mathbf{n}$ must be a constant vector, and it must be equal to $\mathbf{e}$ since $\mathbf{n}=\mathbf{e}$ on $\partial \Omega$.

Therefore a nonconstant global minimizer $\mathbf{n}$ must satisfy $\mathbf{h} \cdot \mathbf{n} \not \equiv 0$. From

$$
0=\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{e}] \geq \mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]=\mathcal{F}[\mathbf{n}]-\chi \sigma^{2} \int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x
$$

we have

$$
\sigma^{2} \geq \frac{1}{\chi} \frac{\mathcal{F}[\mathbf{n}]}{\int_{\Omega}(\mathbf{h} \cdot \mathbf{n})^{2} d x} \geq H_{\mathrm{n}}^{2}(0)
$$

Thus if $0 \leq \sigma<H_{\mathrm{n}}(0)$, then the only global minimizer is $\mathbf{n}=\mathbf{e}$.
Next, assume $\sigma>H_{\mathrm{n}}(0)$. Take $\tilde{\mathbf{n}} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$ such that $\mathbf{h} \cdot \tilde{\mathbf{n}} \not \equiv 0$ on $\Omega$ and

$$
\frac{1}{\chi} \frac{\mathcal{F}[\tilde{\mathbf{n}}]}{\int_{\Omega}(\mathbf{h} \cdot \tilde{\mathbf{n}})^{2} d x}<H_{\mathrm{n}}(0)^{2}+\delta<\sigma^{2}
$$

Then

$$
\mathcal{F}_{\sigma \mathbf{h}}[\tilde{\mathbf{n}}]=\mathcal{F}[\tilde{\mathbf{n}}]-\chi \sigma^{2} \int_{\Omega}(\mathbf{h} \cdot \tilde{\mathbf{n}})^{2} d x<\mathcal{F}[\tilde{\mathbf{n}}]-\chi\left(H_{\mathrm{n}}(0)^{2}+\delta\right) \int_{\Omega}(\mathbf{h} \cdot \tilde{\mathbf{n}})^{2} d x<0
$$

Hence

$$
\inf \left\{\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]: \mathbf{n} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)\right\}<0
$$

and the constant $\operatorname{map} \mathbf{n}=\mathbf{e}$ is not a global minimizer.
To finish the proof, we use the definition of weak stability given in section 2 to derive the conclusion about weak stability of $\mathbf{n}=\mathbf{e}$ for $0<\sigma<H_{\mathrm{sh}}(0)$ and instability for $\sigma>H_{\mathrm{sh}}(0)$.

Let us consider next the following question: If $\mathbf{n}_{\sigma} \in \mathcal{M}\left(\sigma, K_{1}, K_{2}, \mathbf{h}, \mathbf{e}\right)$ is a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$, when is $\left(0, \mathbf{n}_{\sigma}\right)$ a global minimizer of the functional $\mathcal{E}$ ? To answer this question, let $\mu=\mu(q \mathbf{n})$ denote the lowest eigenvalue of the following equation:

$$
\begin{equation*}
-\nabla_{q \mathbf{n}}^{2} \phi=\mu \phi \quad \text { in } \Omega, \quad \nabla_{q \mathbf{n}} \phi \cdot \nu=0 \quad \text { on } \partial \Omega \tag{5.4}
\end{equation*}
$$

Note that

$$
\mu(q \mathbf{n})=\inf _{\phi \in W^{1,2}(\Omega, \mathbb{C})} \frac{\left\|\nabla_{q \mathbf{n}} \phi\right\|_{L^{2}(\Omega)}^{2}}{\|\phi\|_{L^{2}(\Omega)}^{2}}
$$

Define

$$
\begin{equation*}
\mu_{*}(q, \sigma) \equiv \mu_{*}\left(q, \sigma, K_{1}, K_{2}, \mathbf{h}, \mathbf{e}\right)=\inf _{\mathbf{n} \in \mathcal{M}\left(\sigma, K_{1}, K_{2}, \mathbf{h}, \mathbf{e}\right)} \mu(q \mathbf{n}) . \tag{5.5}
\end{equation*}
$$

Lemma 5.2. (i) If $(\psi, \mathbf{n})$ is a global minimizer of $\mathcal{E}$ which is not a pure nematic state, then $\mu(q \mathbf{n})<\kappa^{2}$.
(ii) If $\mu_{*}(q, \sigma)<\kappa^{2}$, then the pure nematic states are not global minimizers of $\mathcal{E}$.

Proof. To prove (i), we note that if $(\psi, \mathbf{n})$ is a global minimizer, and if $\psi=0$, then we must have $\mathbf{n} \in \mathcal{M}(\sigma)$, and hence $(\psi, \mathbf{n})=(0, \mathbf{n})$ is a pure nematic state. Thus if $(\psi, \mathbf{n})$ is not a pure nematic state, then $\psi \not \equiv 0$. Choose $\mathbf{n}_{\sigma} \in \mathcal{M}(\sigma)$. We have

$$
\mathcal{G}[\psi, \mathbf{n}]+\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}] \leq \mathcal{G}\left[0, \mathbf{n}_{\sigma}\right]+\mathcal{F}_{\sigma \mathbf{h}}\left[\mathbf{n}_{\sigma}\right]
$$

hence

$$
\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}-\kappa^{2}|\psi|^{2}+\frac{\kappa^{2}}{2}|\psi|^{4}\right\} d x \leq \mathcal{F}_{\sigma \mathbf{h}}\left[\mathbf{n}_{\sigma}\right]-\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}] \leq 0
$$

so

$$
\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}-\kappa^{2}|\psi|^{2}\right\} d x \leq-\frac{\kappa^{2}}{2} \int_{\Omega}|\psi|^{4} d x<0
$$

Thus

$$
\mu(q \mathbf{n}) \leq \frac{\left\|\nabla_{q \mathbf{n}} \psi\right\|_{L^{2}(\Omega)}^{2}}{\|\psi\|_{L^{2}(\Omega)}^{2}}<\kappa^{2}
$$

To prove (ii), note that for a pure smectic state $\left(0, \mathbf{n}_{\sigma}\right)$ we have $\mathcal{E}\left[0, \mathbf{n}_{\sigma}\right]=\frac{\kappa^{2}}{2}|\Omega|$. If $\mu_{*}(q, \sigma)<\kappa^{2}$, we choose $\mathbf{n} \in \mathcal{M}(\sigma)$ such that $\mu(q \mathbf{n})<\kappa^{2}$ and let $\phi$ be an eigenfunction of $-\nabla_{q \mathbf{n}}^{2}$ associated with $\mu(q \mathbf{n})$. Then we choose $(t \phi, \mathbf{n})$ as a test function for $\mathcal{E}$ and find $\mathcal{E}[t \phi, \mathbf{n}]<\frac{\kappa^{2}}{2}|\Omega|$ if $t$ is small. So a global minimizer $(\psi, \mathbf{n})$ must satisfy $\mathcal{E}[\psi, \mathbf{n}]<\frac{\kappa^{2}}{2}|\Omega|$, and hence it cannot be a pure nematic state.

Proposition 5.3. If $0 \leq \sigma \leq H_{\mathrm{n}}(0)$ and $\kappa>0$, or if $\sigma>H_{\mathrm{n}}(0)$ and $\mu_{*}(q, \sigma)<$ $\kappa^{2}$, then the pure nematic states are not global minimizers of $\mathcal{E}$.

Proof. We note that if $0 \leq \sigma<H_{\mathrm{n}}(0)$, then from Lemma 5.1 we have $\mathcal{M}(\sigma)=\{\mathbf{e}\}$; and if $\sigma=H_{\mathrm{n}}(0)$, then we have $\mathbf{e} \in \mathcal{M}(\sigma)$. It is easy to see that $\mu(q \mathbf{e})=0$ with associated eigenfunction $\psi=e^{i q \mathbf{e} \cdot \mathbf{x}}$. Thus $\mu_{*}(q, \sigma) \leq \mu(q \mathbf{e})=0<\kappa^{2}$ for any $\kappa>0$. Then the conclusion follows from Lemma 5.2(ii).

When $\sigma>H_{\mathrm{n}}(0)$ and $\mu_{*}(q, \sigma)<\kappa^{2}$, the conclusion was proved in Lemma 5.2.

Note that the conclusion of Proposition 5.3 for the case $0 \leq \sigma<H_{\mathrm{n}}(0)$ is a direct consequence of Lemma $4.2(\mathrm{iii})$. In fact, for any $q$ we have $H_{\mathrm{s}}(\kappa, q) \geq H_{\mathrm{n}}(0)$. If $0 \leq \sigma<H_{\mathrm{n}}(0)$, then $0 \leq \sigma<H_{\mathrm{s}}(\kappa, q)$, and the pure smectic states are global minimizers with energy equal to zero. But the pure nematic state ( $0, \mathbf{e}$ ) has energy $\frac{\kappa^{2}}{2}|\Omega|$, and so it cannot be a global minimizer.

Let us define

$$
\begin{aligned}
\sigma_{*}(\kappa, q) & =\inf \left\{\sigma>0: \mu_{*}(q, \sigma) \geq \kappa^{2}\right\} \\
Q_{*}(\kappa, \sigma) & =\inf \left\{q>0: \mu_{*}(q, \sigma) \geq \kappa^{2}\right\}
\end{aligned}
$$

From Proposition 5.3, when $\sigma>H_{\mathrm{n}}(0)$, we have the following statement about the global minimality of the pure nematic states.

Claim. In the following cases, the pure nematic states are not global minimizers of $\mathcal{E}$ :
(i) $0<\sigma<\sigma_{*}(\kappa, q)$, for given $\kappa$ and $q$.
(ii) $\kappa^{2}>\mu_{*}(q, \sigma)$, for given $q$ and $\sigma$.
(iii) $0 \leq q<Q_{*}(\kappa, \sigma)$, for given $\kappa$ and $\sigma$.

Our next question arises in a comparison of liquid crystals with superconductivity. Recall that type II superconductors will always stay in the normal state if the applied magnetic field is sufficiently strong. Considering the analogies of liquid crystals to superconductors, one might expect that a liquid crystal would be in a pure nematic state if the applied magnetic field is sufficiently strong. However, this is not true. In fact we have the next theorem.

Theorem 5.4. Fix $q, \kappa, K_{1}, K_{2}, \mathbf{h}$, and $\mathbf{e}$, with $K_{1}=K_{2}$. When $\sigma$ is sufficiently large, the pure nematic states are not global minimizers.

The conclusion of Theorem 5.4 reveals an important difference in the responses to applied magnetic fields for smectic liquid crystals and for superconductors. For superconductors, a sufficiently strong applied magnetic field will penetrate the material and destroy superconductivity. In contrast, smectic liquid crystals in an applied magnetic field also undergo phase transitions, but the applied magnetic field will not completely destroy the smectic structure, and the molecules of the liquid crystals will not be completely layered and aligned along the direction of the applied magnetic field.

To prove Theorem 5.4 we shall establish estimates of $C(\sigma)$ (see (5.1)) and $\mu_{*}(q, \sigma)$ (see (5.5)) for large $\sigma$.

Lemma 5.5. (i) For large $\sigma$ we have

$$
\begin{equation*}
C(\sigma) \leq-\chi|\Omega| \sigma^{2}+C_{1} \sigma \tag{5.6}
\end{equation*}
$$

where $C_{1}>0$ depends only on $K_{1}, K_{2}, \mathbf{h}$, e, and $\Omega$.
(ii) Let $\mathbf{n}_{\sigma}$ be a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$. Then

$$
\left|\mathbf{h} \cdot \mathbf{n}_{\sigma}(x)\right| \rightarrow 1 \quad \text { in } L^{2}(\Omega) \text { as } \sigma \rightarrow \infty
$$

(iii) If $K_{1}=K_{2}$, then $\mathbf{h} \cdot \mathbf{n}_{\sigma}(x)$ converges in $L^{2}(\Omega)$ to 1 or to -1 as $\sigma \rightarrow \infty$.

Proof. After rotating the coordinate system we may assume that $\mathbf{h}=\mathbf{e}_{3}$ and $\mathbf{e}=\mathbf{e}_{1}$. Then for any $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right) \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$ we may write

$$
\mathcal{F}_{\sigma \mathbf{h}}[\mathbf{n}]=\mathcal{J}_{\sigma}[\mathbf{n}]-\chi|\Omega| \sigma^{2}
$$

where

$$
\begin{equation*}
\mathcal{J}_{\sigma}[\mathbf{n}]=\int_{\Omega}\left\{K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}|^{2}+\chi \sigma^{2}\left(n_{1}^{2}+n_{2}^{2}\right)\right\} d x \tag{5.7}
\end{equation*}
$$

Step 1. Proof of (i). We estimate the lower bound of $\mathcal{J}_{\alpha}$ for large $\sigma$. Let us consider a test map of the form

$$
\mathbf{n}=(\cos \phi, 0, \sin \phi)
$$

where $\phi$ is a smooth function and $\phi=0$ on $\partial \Omega$. Hence $\mathbf{n}=\mathbf{e}_{1}$ on $\partial \Omega$. We compute

$$
\begin{aligned}
& \operatorname{div} \mathbf{n}=\partial_{1} n_{1}+\partial_{3} n_{3}=-\sin \phi \partial_{1} \phi+\cos \phi \partial_{3} \phi \\
& \operatorname{curl} \mathbf{n}=\left(\partial_{2} n_{3}, \partial_{3} n_{1}-\partial_{1} n_{3},-\partial_{2} n_{1}\right)=\left(\cos \phi \partial_{2} \phi,-\sin \phi \partial_{3} \phi-\cos \phi \partial_{1} \phi,-\sin \phi \partial_{2} \phi\right)
\end{aligned}
$$

So we have

$$
\mathcal{J}_{\sigma}[\mathbf{n}]=J_{\sigma}[\phi] \equiv \int_{\Omega} f_{\sigma}(\phi) d x
$$

where
$f_{\sigma}(\phi)=K_{1}\left|\sin \phi \partial_{1} \phi-\cos \phi \partial_{3} \phi\right|^{2}+K_{2}\left|\partial_{2} \phi\right|^{2}+K_{2}\left|\sin \phi \partial_{3} \phi+\cos \phi \partial_{1} \phi\right|^{2}+\chi \sigma^{2} \cos ^{2} \phi$.
Note that

$$
\begin{aligned}
& \left|\sin \phi \partial_{1} \phi-\cos \phi \partial_{3} \phi\right|^{2} \leq\left|\partial_{1} \phi\right|^{2}+\left|\partial_{3} \phi\right|^{2}, \\
& \left|\sin \phi \partial_{3} \phi+\cos \phi \partial_{1} \phi\right|^{2} \leq\left|\partial_{1} \phi\right|^{2}+\left|\partial_{3} \phi\right|^{2} .
\end{aligned}
$$

So

$$
f_{\sigma}(\phi) \leq K_{1}\left(\left|\partial_{1} \phi\right|^{2}+\left|\partial_{3} \phi\right|^{2}\right)+K_{2}|\nabla \phi|^{2}+\chi \sigma^{2} \cos ^{2} \phi
$$

For small $\varepsilon>0$, let

$$
\Omega_{\varepsilon}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)<\varepsilon\}, \quad \Omega^{\varepsilon}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \geq \varepsilon\}
$$

Then we split $J_{\sigma}[\phi]$ into two parts:

$$
J_{\sigma}[\phi]=J_{\sigma 1}[\phi]+J_{\sigma 2}[\phi]
$$

where

$$
J_{\sigma 1}[\phi]=\int_{\Omega_{\varepsilon}} f_{\sigma}(\phi) d x, \quad J_{\sigma 2}[\phi]=\int_{\Omega^{\varepsilon}} f_{\sigma}(\phi) d x
$$

We choose $\phi$ such that

$$
\phi=\frac{\pi}{2} \text { in } \Omega^{\varepsilon}, \quad \phi=0 \text { on } \partial \Omega, \quad|\nabla \phi| \leq \frac{C}{\varepsilon} \quad \text { on } \Omega .
$$

Then $J_{\sigma 2}[\phi]=0$, and

$$
J_{\sigma 1}[\phi] \leq \int_{\Omega_{\varepsilon}}\left\{\left(K_{1}+K_{2}\right)|\nabla \phi|^{2}+\chi \sigma^{2} \cos ^{2} \phi\right\} d x \leq\left[\frac{C^{2}\left(K_{1}+K_{2}\right)}{\varepsilon^{2}}+\chi \sigma^{2}\right]\left|\Omega_{\varepsilon}\right|
$$

When $\partial \Omega$ is smooth, there exists $C_{0}>0$ only depending on $\partial \Omega$ such that for all small $\varepsilon>0$ we have

$$
\left|\Omega_{\varepsilon}\right| \leq C_{0} \varepsilon
$$

Therefore

$$
J_{\sigma}[\phi]=J_{\sigma 1}[\phi] \leq \frac{C_{0}}{\varepsilon}\left[C^{2}\left(K_{1}+K_{2}\right)+\chi \sigma^{2} \varepsilon^{2}\right]
$$

For large $\sigma$ we choose

$$
\varepsilon=\frac{C}{\sigma} \sqrt{\frac{K_{1}+K_{2}}{\chi}}
$$

and find

$$
J_{\sigma}[\phi] \leq 2 \sigma C_{0} C \sqrt{\chi\left(K_{1}+K_{2}\right)}
$$

This yields estimate (5.6).
Step 2. Proof of (ii). From (i) we have

$$
\mathcal{J}_{\sigma}\left[\mathbf{n}_{\sigma}\right]=\int_{\Omega}\left\{K_{1}\left|\operatorname{div} \mathbf{n}_{\sigma}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{n}_{\sigma}\right|^{2}+\chi \sigma^{2}\left|\mathbf{n}_{\sigma}^{\prime}\right|^{2}\right\} d x \leq C \sigma
$$

where $\mathbf{n}_{\sigma}^{\prime}=\left(n_{\sigma 1}, n_{\sigma_{2}}, 0\right)$. Thus, as $\sigma \rightarrow \infty$,

$$
\int_{\Omega}\left|\mathbf{n}_{\sigma}^{\prime}\right|^{2} d x \leq \frac{C}{\sqrt{\sigma}} \rightarrow 0
$$

namely,

$$
\int_{\Omega}\left(1-\left|n_{\sigma 3}\right|^{2}\right) d x \rightarrow 0
$$

So $\left|n_{\sigma 3}\right| \rightarrow 1$ in $L^{1}(\Omega)$. Since $\left|n_{\sigma 3}(x)\right| \leq 1$ a.e., we use the Lebesgue dominated convergence theorem to conclude that $\left|n_{\sigma 3}\right| \rightarrow 1$ in $L^{p}(\Omega)$ for any $1<p<\infty$.

Step 3. Now we assume $\mathbf{h}=\mathbf{e}_{3}, \mathbf{e}=\mathbf{e}_{1}$, and $K_{1}=K_{2}=K$. We prove that the minimizer $\mathbf{n}_{\sigma}$ has the following property: $\mathbf{n}_{\sigma 3}$ does not change sign, namely, either $\mathbf{n}_{\sigma 3}$ is always positive, or it is always negative, or it is identically equal to zero.

Now the Euler-Lagrange equation reads

$$
\left\{\begin{array}{l}
-\Delta \mathbf{n}=|\nabla \mathbf{n}|^{2} \mathbf{n}+b^{2} \sigma^{2}\left[n_{3} \mathbf{e}_{3}-n_{3}^{2} \mathbf{n}\right] \quad \text { in } \Omega  \tag{5.8}\\
\mathbf{n}=\mathbf{e}_{1} \quad \text { on } \partial \Omega
\end{array}\right.
$$

where

$$
b^{2}=\frac{\chi}{K} .
$$

To investigate the behavior of the minimizers for large $\sigma$, we borrow the proof from [HL, Lemma 2.2]. For simplicity we drop the subscript $\sigma$ and let $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ denote a minimizer. Set $\mathbf{u}=\left(n_{1}, n_{2},\left|n_{3}\right|\right)$. Since $n_{3} \in W^{1,2}(\Omega)$, we have $|\nabla| n_{3}| |=$ $\left|\nabla n_{3}\right|$ a.e., and so $\left|n_{3}\right| \in W^{1,2}(\Omega)$. Note that $n_{3}=0$ on $\partial \Omega$. Hence $\mathbf{u} \in W^{1,2}\left(\Omega, \mathbb{S}^{2}, \mathbf{e}\right)$, and

$$
\int_{\Omega}|\nabla \mathbf{u}|^{2} d x=\int_{\Omega}|\nabla \mathbf{n}|^{2} d x
$$

Since $K_{1}=K_{2}=K$, we have

$$
\mathcal{J}_{\sigma}[\mathbf{n}]=\int_{\Omega}\left\{K|\nabla \mathbf{n}|^{2}+\chi \sigma^{2}\left(n_{1}^{2}+n_{2}^{2}\right)\right\} d x
$$

Thus $\mathbf{u}$ is also a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$, and hence it is a weak solution of (5.8). In particular, $u_{3}=\left|n_{3}\right| \geq 0$, and it is a weak solution of

$$
\left\{\begin{array}{l}
-\Delta u_{3}=|\nabla \mathbf{n}|^{2} u_{3}+b^{2} \sigma^{2}\left(u_{3}-u_{3}^{3}\right) \quad \text { in } \Omega \\
u_{3}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Thus

$$
-\Delta u_{3}=|\nabla \mathbf{n}|^{2} u_{3}+b^{2} \sigma^{2}\left(1-u_{3}^{2}\right) u_{3} \geq 0
$$

So $u_{3}$ satisfies

$$
\Delta u_{3} \leq 0 \quad \text { in } \Omega, \quad u_{3}=0 \quad \text { on } \partial \Omega .
$$

Using the weak Harnack inequality for bounded nonnegative superharmonic functions, we have

$$
\operatorname{ess} \inf _{B_{\theta R}} u_{3} \geq c\left(f_{B_{R}} u_{3}^{p} d x\right)^{1 / p} \quad \text { for all } B_{R} \subset \Omega
$$

where $p$ is some positive number. Thus if $u_{3} \not \equiv 0$, then $u_{3}>0$ in $\Omega$, namely, either $n_{3}>0$ everywhere in $\Omega$ or $n_{3}<0$ everywhere in $\Omega$.

Step 4. Proof of (iii). Assume $K_{1}=K_{2}=K$. From Step 2 we see that, for large $\sigma, n_{\sigma 3} \not \equiv 0$; from Step $3, n_{\sigma 3}$ does not change its sign. We may assume $n_{\sigma 3}>0$. Then, as $\sigma \rightarrow \infty, n_{\sigma 3} \rightarrow 1$ in $L^{2}(\Omega)$ and $\mathbf{n}_{\sigma}^{\prime} \rightarrow \mathbf{0}$ in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$. Thus $\mathbf{n}_{\sigma} \rightarrow \mathbf{e}_{3}$ in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$.

Proof of Theorem 5.4. Assume $K_{1}=K_{2}=K$. Without loss of generality we assume $\mathbf{h}=\mathbf{e}_{3}$ and $\mathbf{e}=\mathbf{e}_{1}$. Let $\mathbf{n}_{\sigma}$ be a global minimizer of $\mathcal{F}_{\sigma \mathbf{h}}$. We estimate $\mu\left(q \mathbf{n}_{\sigma}\right)$ for large $\sigma$. From Lemma 5.5, we may pass to a subsequence and assume that $\mathbf{n}_{\sigma} \rightarrow \mathbf{e}_{3}$ strongly in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$. Take $\phi=e^{i q x_{3}}$. We have, as $\sigma \rightarrow \infty$,

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla_{q \mathbf{n}_{\sigma}} \phi\right|^{2} d x=q^{2} \int_{\Omega}\left|\mathbf{n}_{\sigma}-\mathbf{e}_{3}\right|^{2} d x \rightarrow 0 \\
& \mu\left(q \mathbf{n}_{\sigma}\right) \leq \frac{\left\|\nabla_{q \mathbf{n}_{\sigma}} \phi\right\|_{L^{2}(\Omega)}^{2}}{\|\phi\|_{L^{2}(\Omega)}^{2}}=\frac{q^{2}\left\|\mathbf{n}_{\sigma}-\mathbf{e}_{3}\right\|_{L^{2}(\Omega)}^{2}}{|\Omega|} \rightarrow 0 .
\end{aligned}
$$

So for any $\kappa>0$, we have $\mu\left(q \mathbf{n}_{\sigma}\right)<\kappa^{2}$ for all large $\sigma$. Hence $\mu_{*}(q, \sigma)<\kappa^{2}$ for all large $\sigma$. From Lemma 5.2 we conclude that for any given $\kappa$, there exists $\hat{\sigma}$ depending on $\kappa$ such that, for all $\sigma>\hat{\sigma}$, the pure nematic states are not global minimizers.
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#### Abstract

We study a free boundary problem arising from American put options. In particular we prove existence and uniqueness for this problem, and we derive and rigorously prove high order asymptotic expansions for the early exercise boundary near expiry. We provide four approximations for the boundary: one is explicit and is valid near expiry (weeks); two others are implicit involving inverse functions and are accurate for longer time to expiry (months); the fourth is an ODE initial value problem which is very accurate for all times to expiry, is extremely stable, and hence can be solved instantaneously on any computer. We further provide an ode iterative scheme which can reach its numerical fixed point in five iterations for all time to expiry. We also provide a large time (equivalent to regular expiration times but large interest rate and/or volatility) behavior of the exercise boundary. To demonstrate the accuracy of our approximations, we present the results of a numerical simulation.
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1. Introduction. With the Black-Scholes hypothesis of log-normal stock prices, the price $P(S, T)$ for an American put option on a share of price $S$ at time $T$ can be formulated as the solution to following free boundary problem (cf. [27]):

$$
(P) \quad \begin{cases}P_{T}+\frac{1}{2} \sigma^{2} S^{2} P_{S S}+r S P_{S}-r P=0 & \text { for } T<T_{F}, S>S_{f}(T) \\ P(S, T)=E-S, \quad P_{S}(S, T)=-1 & \text { for } T<T_{F}, S \leq S_{f}(T), \\ S_{f}\left(T_{F}\right)=E, \quad P\left(S, T_{F}\right)=\max \{0, E-S\} & \text { for } T=T_{F}, S>0\end{cases}
$$

Here $E$ is the exercise (strike) price, $T_{F}$ the expiration time, $\sigma$ the constant volatility, $r$ the constant risk-free interest rate, and $S=S_{f}(T)$ the free boundary separating regions of optimally holding and exercising.

There is a considerable literature on the optimal exercise boundary, both analytical and numerical; see, for example, $[1,2,3,4,6,14,15,16,18,20,21,24,25,26]$ and the references therein. A recent list of references, together with numerical approximations, can be found in $[1,8,24]$.

For notational simplicity, we write problem (P) in a nondimensional form. Let
$k=2 r / \sigma^{2}, \quad S=E e^{x}, \quad T=T_{F}-2 t / \sigma^{2}, \quad P(S, T)=E p(x, t), \quad S_{f}(T)=E e^{s(t)}$.
Then problem (P) becomes, for the transformed price $p(x, t)$ and the optimal exercise

[^100]boundary $x=s(t)$,
\[

$$
\begin{cases}p_{t}-p_{x x}-(k-1) p_{x}+k p=0 & \text { for } t>0, x>s(t)  \tag{1.1}\\ p(x, t)=1-e^{x}, p_{x}(x, t)=-e^{x} & \text { for } t>0, x \leq s(t) \\ s(0)=0, \quad p(x, 0)=\max \left\{1-e^{x}, 0\right\} & \text { for } t=0, x \in \mathbb{R} \\ p(x, t)>\max \left\{1-e^{x}, 0\right\} & \text { for } t>0, x>s(t)\end{cases}
$$
\]

The last condition corresponds to the physical condition $P>E-S$ when $S>S_{f}(T)$. Though not necessary, we include this condition in (1.1) to make the definition of the free boundary clearer.

Unlike the American call option with dividend where $s(t) \sim-2 \sqrt{t \alpha}$ with $\alpha$ being a constant [27] when the (continuous) dividend rate is less than the risk-free interest rate, here for the put option, $\alpha$ becomes unbounded as $t \searrow 0$ (i.e., $T \nearrow T_{F}$ ), leading to difficulties in the theoretical analysis, numerical simulation, and accurate pricing and strategic trading during this extremely volatile period, i.e., the period in which the relation between the asset and option prices is rapidly varying.

Although the analysis to be presented is quite technical, the high accuracy of the ensuing global estimates for the location of the early exercise boundary is important for practitioners. Knowing the location of the early exercise boundary a priori makes the pricing of American style financial derivatives amenable by Monte Carlo simulation, which is the preferred systematic method of fund managers with thousands of instruments. In addition to the practical importance of these estimates, the technical methods to obtain them are also of theoretical interest. Since the methods do not use the convexity of the free boundary (we have proven the convexity of the free boundary for problem (P) in a separate paper [7]), they serve as a prototype for problems with nonconvex free boundary problems. We expect this to be the most likely case in finance since even for the closely related problem ( P ) on a dividend-paying asset, numerical simulations by Detemple suggest (private communication) that the early exercise boundary may not be convex for all choices of the parameters.

In recent developments, Kuske and Keller [18], Bunch and Johnson [5], and Stamicar et al. [25] derived independently the following similar asymptotic expansions for $\alpha(t):=s^{2}(t) /(4 t)$ :
(KK) $\quad 9 \pi k^{2} t \alpha^{2} e^{2 \alpha} \sim 1$,

$$
\begin{align*}
4 k^{2} t \alpha e^{2 \alpha} & \sim 1-k^{2} /\left[2(1+k)^{2}\right]  \tag{BJ}\\
4 \pi k^{2} t e^{2 \alpha} & \sim 1 \tag{SSC}
\end{align*}
$$

for all sufficiently small positive $t$. Regardless of their differences, all these asymptotics capture the dominant behavior $\lim _{t \searrow 0} \frac{2 \alpha(t)}{|\log t|}=1$ that was rigorously established by Barles et al. [4]. Nevertheless, any two of the asymptotics (KK), (BJ), and (SSC) cannot hold simultaneously at the next order. For example, by taking logarithms, (SSC) implies that $2 \alpha(t) \sim|\log (t)|-\log \left(4 \pi k^{2}\right)$, while (KK) implies $2 \alpha(t) \sim|\log (t)|-$ $\log \left(9 \pi k^{2}\right)$ with additional $\log \log$ corrections from the $\alpha^{2}$ term. Similarly, (BJ) implies yet another constant term along with $\log \log$ corrections.

On the other hand, due to the singularity of problem (1.1) near the origin, numerical simulations are very difficult, and typical methods such as the binomial or trinomial tree methods can hardly capture any asymptotic behavior of $\alpha(t)$ more accurately than the above approximations.

One purpose of this paper is to give a complete and rigorous mathematical justification to show that indeed (SSC) is the correct asymptotic behavior of $\alpha(t)$ as $t \searrow 0$. In addition, we shall prove rigorously that as $t \searrow 0, \alpha(t)=s^{2}(t) /(4 t)$ has the more general asymptotic expansion

$$
\begin{equation*}
\alpha(t)=-\xi-\frac{1}{2 \xi}+\frac{1}{8 \xi^{2}}+\frac{17}{24 \xi^{3}}-\frac{51}{64 \xi^{4}}-\frac{287}{120 \xi^{5}}+\frac{199}{32 \xi^{6}}+O\left(\xi^{-7}\right), \quad \xi:=\log \sqrt{4 \pi k^{2} t} \tag{1.2}
\end{equation*}
$$

Due to our particular choice of $\xi$, this expansion does not have a constant term and also does not depend otherwise on any parameters. This differentiates it from the behavior obtained in (KK) and (BJ) that give other constants and log log rather than inverse $\log$ corrections. Please see Remark 3.2 and section 7.2 for further discussions of this point.

Another purpose of this paper is to provide the following noniterative approximations to $s(t)$ for both small and large $t$ :

$$
\begin{aligned}
& (\operatorname{expl}) \quad \alpha=-\xi-\frac{1}{2(\xi-a)}+\frac{1 / 8+a / 2}{(\xi-a)^{2}}, \quad a=0.96621 \ldots \\
& (\mathrm{imp} 1) \quad \xi=-\alpha-\log \left\{1-\frac{1}{2(\alpha+1)}-\frac{1}{2(\alpha+1)^{2}}\right\}, \\
& (\mathrm{imp} 2) \quad \xi=-\alpha-\log \left\{\frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{\alpha}} e^{-z^{2}} d z\right\}+\log \frac{e^{\alpha}+2 k \log (1+1 / k) e^{1 / \alpha}}{e^{\alpha}+e^{1 / \alpha}} \\
& (\mathrm{ODE}) \quad \frac{d}{d t} s(t)=\frac{s(t)}{2 k t} \Gamma(s(t), t), \quad \Gamma(z, t):=\frac{1}{2 \sqrt{\pi t}} e^{-z^{2} /(4 t)-(k-1) z / 2-(k+1)^{2} t / 4} .
\end{aligned}
$$

There have also been many contributions to the study of early exercise boundaries for American options with dividends; see, for example, Evans et al. [11] and Knessl [17]. An earlier theoretical work using a variational approach for American options with multiple assets as well as a numerical algorithm for the pricing problem was supplied by Jaillet et al. [15]. By contrast, the main focus of this paper is to give a complete treatment, with particular attention on the singular behavior of the optimal exercise boundary near expiry, for the simplest nontrivial case of the American put without dividends. It is expected that analysis similar to ours can be carried over, with appropriate modifications, to the case with other payoffs, dividends, and/or multiple assets. On the other hand, as mentioned earlier, even in the closely related case of problem (P) on a dividend-paying asset, the dependence of the near expiring behavior, and possibly the convexity, on the choice of parameters suggests that the necessary modifications may be subtle.

The explicit approximation (expl) and the first implicit approximation (imp1) are derived directly from the asymptotic expansion (1.2); they are fourth order in the sense that for small $t$, the $\alpha$ values calculated from (expl) or (imp1) have error of order $O\left(|\xi|^{-4}\right)$. Our numerical simulation (cf. [8]) shows that both (expl) and (imp1) are far better than any straightforward truncations of (1.2) (assuming $T_{F}-T$ is larger than 1 second) both in accuracy and in the length of interval of validity of the formulas. For our running example (cf. Figure 7.1), where $E=1, r=0.1 /$ year and $\sigma=0.25 / \sqrt{\text { year }}$, the approximation (expl) is accurate for $T_{F}-T$ less than several weeks and (imp1) is accurate for $T_{F}-T$ less than several months.

The second implicit approximation (imp2) is an interpolation of the small time behavior $\alpha \approx-\xi$ and large time behavior $s(t) \approx \log [(1+k) / k]$ derived from Merton's solution for the infinite horizon problem for American put [22]. In general (imp2) is
better than (imp1). For our running example, the error of the approximation (imp2) is less than $2 \times 10^{-3}$ for $T_{F}-T$ up to 3 years.

The ODE approximation is to be solved with an initial condition compatible with the limit $\alpha+\xi \rightarrow 0$ as $\xi \rightarrow-\infty$. In numerical implementation, it is transformed to an equation for $\alpha$ in the $\xi=\log \sqrt{4 \pi k^{2} t}$ variable and the initial condition is approximated by $\left.\alpha\right|_{\xi=\xi_{0}}=-\xi_{0}-1 /\left(2 \xi_{0}\right)$, where $\xi_{0}$ is a large negative number, say, $\xi_{0}=-10$. Numerical simulation shows that this ODE initial value problem is very stable and highly insensitive to any change of initial conditions, and hence can be solved instantaneously on any computer. The ODE approximation is better than any of the above three. For our running example, its error is less than $5 \times 10^{-5}$ when $T_{F}-T$ is less than 2 months, $10^{-3}$ when $T_{F}-T$ less than 1 year, and $6 \times 10^{-3}$ for all $T_{F}-T>0$. We would like to point out that our ODE approximation has already surpassed those numerical approximations from the standard binomial or trinomial tree methods (with 1000 division points), which are typically used in literature as the "exact" solutions for comparisons; see the curve marked Bino in Figure 7.1.

The ODE approximation is derived from the following exact system:

$$
\left\{\begin{array}{l}
\dot{s}(t)=\frac{s(t)}{2 k t} \Gamma(s(t), t)\{1+m(t)\}  \tag{1.3}\\
m(t)=k \int_{0}^{t}\left\{\frac{s(t)-s(\tau)}{t-\tau} \frac{2 t}{s(t)}-1\right\} \frac{\Gamma(s(t)-s(\tau), t-\tau)}{\Gamma(s(t), t)} d s(\tau) .
\end{array}\right.
$$

From this system, we obtain an iterative scheme. Starting with the ODE approximation (corresponding to $m \equiv 0$ ), successively solve (1.3) with $m$ evaluated at the previous iteration of $s$. As it turns out, this iteration converges very rapidly; a numerical fixed point (difference less than $10^{-7}$ ) is obtained after only five iterations. The first iteration takes less than 1 minute and the total of five iterations takes less than 10 minutes (on a Sparc server). See Figure 7.1 for the error estimate of the first three iterations.

Note that $t=\sigma^{2}\left(T_{F}-T\right) / 2=r\left(T_{F}-T\right) / k$ is large when $\sigma$ and/or $r$ are large. Hence, to include cases where $r$ and/or $\sigma$ are large, we also provide a long time behavior of $s$. For large $t$,

$$
\text { (long) } \quad \begin{aligned}
s(t) & \sim s_{\infty} \exp \left\{\hat{m} \int_{(k+1)^{2} t / 4}^{\infty} \rho^{-3 / 2} e^{-\rho} d \rho\right\} \\
s_{\infty} & =s(\infty)=\log [k /(1+k)] \\
\hat{m} & =\frac{k+1}{4 \sqrt{\pi}} \int_{0}^{\infty} \frac{s(\tau)}{s_{\infty}} \exp \left\{\frac{k-1}{2}\left(s(\tau)-s_{\infty}\right)+\frac{(k+1)^{2}}{4} \tau\right\} d s(\tau) .
\end{aligned}
$$

Here $\hat{m}$ can be calculated approximately by using the ODE approximation for $s$, which is instantaneous since we can do so by solving ODE. When (long) is incorporated with our noniterative schemes such as ODE, we can instantaneously obtain reliable approximate values of $s(t)$ for any $t$ and any parameters $r$ and $\sigma$; see Figure 7.1 for $r=0.1 /$ year and $\sigma=0.25 / \sqrt{\text { year }}$, and see [8] for other values of the parameters.

This paper is organized as follows. In section 2, we briefly establish, for mathematical completeness, the well-posedness of problem (1.1) via a classical variational approach [12]. We show that the solution $(p, s)$ to (1.1) exists and is unique, that $s(t)$ is continuous and nondecreasing, and as $t \rightarrow \infty,(s(t), p(\cdot, t)) \rightarrow\left(s_{\infty}, p_{\infty}(\cdot)\right)$, the solution to the infinite horizon problem [22]. During the review and revision of this manuscript, an alternative proof of the existence and uniqueness appeared in the literature [23].

In section 3 we derive several integral and integrodifferential equations for $s$ by using the fundamental solution $\Gamma$ for the linear parabolic PDE for $p$; in particular we derive (1.3).

Sections 4 through 6 are devoted to showing that (1.3) has a solution $s(\cdot)$ with $\alpha:=s^{2}(t) /(4 t)$ satisfying the asymptotic behavior (1.2). In section 4, we transform (1.3) into an equation of the form

$$
\begin{equation*}
(\mathbf{I}+\mathbf{L})\left[u^{\prime}\right]+G(u, \xi)=F[u] \tag{1.4}
\end{equation*}
$$

where $u=u(\xi)=\alpha(t)=s^{2}(t) /(4 t), \xi=\log \sqrt{4 \pi k^{2} t}, \mathbf{I}$ is the identity operator, $\mathbf{L}$ a linear operator defined in (4.5), $F[u]$ a small nonlinear operator, and $G$ a function. In section 5 we show that the operator $(\mathbf{I}+\mathbf{L})$ is invertible from $C^{0}$ to $C^{0}$ and that $\mathbf{L}[\phi]$ is always $1 / 2$ more differentiable than $\phi$, although $\|\phi-\mathbf{L}[\phi]\|_{C^{0}((-\infty, \xi])} \rightarrow 0$ as $\xi \rightarrow-\infty$ for any uniformly continuous function $\phi$. In section 6 , we first establish the existence of a unique solution to (1.4), with $F[u]$ replaced by any known small function, in a finite interval $\xi \in\left(-j, \xi_{0}\right]$ for any $j$ and some fixed negative large constant $\xi_{0}$. To take the limit $j \rightarrow \infty$, we show that (1.4), in a finite interval $\left[-j, \xi_{0}\right]$ or half finite interval $\left(-\infty, \xi_{0}\right]$, possesses a comparison principle, which allows us to construct sub and super solutions to sandwich the solutions. We let $j \rightarrow \infty$ to obtain solutions of (1.4) with given known $F$. A Schauder's fixed point theorem then can be used to establish the existence of a solution to (1.4). Uniqueness of the solution follows from the well-posedness result of section 3. The asymptotic expansion (1.2) is proved by the comparison principle and construction of sub and super solutions.

Finally, in section 7 we derive our approximation formula mentioned earlier and, for the purpose of illustration, provide a numerical simulation to support the advantages of our new approximations.

We repeat that recently we have shown [7] that the optimal boundary is convex; see also [10]. Using this property, many of the proofs here can be greatly simplified. Nevertheless, the method provided here is general enough to be extended to many similar option problems where the optimal exercise boundaries may not be convex.
2. Well-posedness of problem (P). In this section we establish the wellposedness of the free boundary problem (1.1). Though many techniques and results are standard and may be cited from references, we still provide a certain degree of detail for completeness of the paper.

For convenience, we denote by $\mathfrak{L}$ the operator

$$
\mathfrak{L}[p]=p_{x x}+(k-1) p_{x}-k p .
$$

Lemma 2.1. Let $p(x, t)$, together with a free boundary $x=s(t)$, be a solution to (1.1). Then

$$
\begin{cases}\min \left\{p-p_{0}, p_{t}-\mathfrak{L}[p]\right\}=0 & \text { in } \mathbb{R} \times(0, \infty)  \tag{2.1}\\ p(x, 0)=p_{0}(x):=\max \left\{1-e^{x}, 0\right\} & \forall x \in \mathbb{R}\end{cases}
$$

The proof follows from a straightforward verification and is omitted.
THEOREM 2.2. There exists a unique solution $p$ to (2.1). Define $s(t)=$ $\sup \left\{x \mid p(x, t)=p_{0}(x)\right\}$ for all $t>0$. Then (i) $s(\cdot)$ is a strictly decreasing continuous function on $(0, \infty)$, (ii) $\lim _{t \backslash 0} s(t)=0$, (iii) $p(x, t)>p_{0}(x)$ for all $x>s(t)$ and $t>0$, and $p(x, t)=p_{0}(x)$ for all $x \leq s(t)$ and $t \geq 0$, and (iv) $(p, s)$ solves (1.1).

Proof. The existence of a unique solution $p$ follows from a well-developed parabolic theory for obstacle problems; see, for example, [12, Chap. 1, sec. 8]. Here for completeness and for the existence of $s(\cdot)$, we provide the main idea of the proof.

Uniqueness. Let $p_{1}$ and $p_{2}$ be arbitrary two solutions to (2.1). Denote $\gamma_{i}=$ $\left(\partial_{t}-\mathfrak{L}\right) p_{i} \geq 0$. Then

$$
\left(p_{1}-p_{2}\right)\left\{\left(p_{1}-p_{2}\right)_{t}-\mathfrak{L}\left[\left(p_{1}-p_{2}\right)\right]\right\}=\left(p_{1}-p_{2}\right)\left(\gamma_{1}-\gamma_{2}\right) \leq 0 \quad \text { in } \mathbb{R} \times(0, \infty)
$$

since $\gamma_{1}=0$ when $p_{1}-p_{2}>0\left(\right.$ as $\left.p_{1}>p_{2} \geq p_{0}\right)$ and $\gamma_{2}=0$ when $p_{1}-p_{2}<0$. Integrating the above inequality over $x \in \mathbb{R}$ and using the Gronwall's inequality, one concludes that $p_{1} \equiv p_{2}$.

Existence. For every $\varepsilon>0$, let $q^{\varepsilon}(x, t)$ be the solution to the semilinear parabolic Cauchy problem

$$
\begin{cases}q_{t}^{\varepsilon}-\mathfrak{L}\left[q^{\varepsilon}\right]=\beta_{\varepsilon}\left(q^{\varepsilon}-p_{0}^{\varepsilon}\right) & \text { in } \mathbb{R} \times(0, \infty) \\ q^{\varepsilon}(\cdot, 0)=p_{0}^{\varepsilon}(\cdot):=\rho^{\varepsilon} * p_{0} & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

where $\rho^{\varepsilon}(z):=\varepsilon^{-1} \rho\left(\varepsilon^{-1} z\right)$ with $\rho(\cdot)$ being a smooth and nonnegative mollifier of unit integral over $\mathbb{R}^{1}$, and $\beta_{\varepsilon}(\cdot)$ is any nonnegative, bounded, and smooth function defined on $\mathbb{R}$ with the properties

$$
\beta_{\varepsilon}^{\prime}(z) \leq 0 \text { for all } z \in \mathbb{R}, \quad \beta_{\varepsilon}(0)=k, \quad \text { and } \beta_{\varepsilon}(z)=0 \text { for } z>\varepsilon
$$

Existence of a unique smooth solution $q^{\varepsilon}$ follows from standard parabolic PDE theory; see, for example, [13]. To take the limit $\varepsilon \rightarrow 0$ to obtain a solution to (2.1), we need to establish a few $\varepsilon$-independent a priori estimates for $q^{\varepsilon}$.

Differentiating the differential equation with respect to $t$ gives $\left(\partial_{t}-\mathfrak{L}-\beta_{\varepsilon}^{\prime}\right) q_{t}^{\varepsilon}=0$ in $\mathbb{R} \times(0, \infty)$. When $t=0, q_{t}^{\varepsilon}(\cdot, 0)=\mathfrak{L}\left[p_{0}^{\varepsilon}\right]+\beta_{\varepsilon}(0) \geq 0$ in $\mathbb{R}^{1}$ since $\beta_{\varepsilon}(0)=k$ and in the distributional sense $\mathfrak{L}\left[p_{0}\right] \geq-k$ which implies $\mathfrak{L}\left[p_{0}^{\varepsilon}\right]=\rho^{\varepsilon} * \mathfrak{L}\left[p_{0}\right] \geq-k$. Therefore, by comparison, $q_{t}^{\varepsilon}>0$ on $\mathbb{R} \times[0, \infty)$.

Also one can show that $p_{0}^{\varepsilon}$ is a subsolution and $\mathbf{1}$ is a supersolution so that $p_{0}^{\varepsilon}<q^{\varepsilon}<1$ in $\mathbb{R} \times(0, \infty)$.

Note that $p_{0}^{\varepsilon}<q^{\varepsilon}$ implies $\beta^{\varepsilon}\left(q^{\varepsilon}-p_{0}^{\varepsilon}\right) \in[0, k)$ on $\mathbb{R} \times(0, \infty)$. Consequently, by local PDE regularity estimates, the set $\left\{q^{\varepsilon}\right\}_{0<\varepsilon<1}$ is bounded in $C^{\beta, \beta / 2}(\mathbb{R} \times[0, \infty)) \cap$ $W_{r}^{2,1}((-R, R) \times(0, R) \backslash(-\delta, \delta) \times(0, \delta))$ for every $\beta \in(0,1), r>1, \delta>0$, and $R>\delta$. Hence, there exist $\gamma \in L^{\infty}(\mathbb{R} \times(0, \infty))$ and $p \in C^{\beta, \beta / 2}(\mathbb{R} \times[0, \infty)) \cap W_{r, \text { loc }}^{2,1}(\mathbb{R} \times$ $[0, \infty) \backslash(0,0))$ such that, along some sequence $\varepsilon \searrow 0, \beta_{\varepsilon}\left(q^{\varepsilon}-p_{0}^{\varepsilon}\right) \rightarrow \gamma$ weakly in $L^{r}\left(B_{R}(0) \times(0, R)\right)$, and $q^{\varepsilon} \rightarrow p$ strongly in $C^{\beta, \beta / 2}([-R, R] \times[0, R])$ and weakly in $W_{r}^{2,1}((-R, R) \times(0, R) \backslash((-\delta, \delta) \times(0, \delta))$ for every $r>1, \beta \in(0,1), \delta>0$ and $R>\delta$. Taking the limit of the differential equation for $q^{\varepsilon}$ along that convergent sequence, we conclude that $p(\cdot, 0)=p_{0}(\cdot)$ and

$$
p_{t}-\mathfrak{L}[p]=\gamma \in[0, k], \quad p \geq p_{0}, \quad p_{t} \geq 0 \quad \text { in } \mathbb{R} \times(0, \infty)
$$

Since $q^{\varepsilon} \rightarrow p$ locally uniformly, $p\left(x_{0}, t_{0}\right)-p_{0}\left(x_{0}\right)>0$ implies $q^{\varepsilon}>p_{0}^{\varepsilon}+\varepsilon$, i.e., $\beta^{\varepsilon}\left(q^{\varepsilon}-p^{\varepsilon}\right)=0$, in a $\varepsilon$-independent neighborhood of ( $x_{0}, t_{0}$ ) for all sufficiently small positive $\varepsilon$ in the sequence, and therefore, $\gamma=0$ in a neighborhood of $\left(x_{0}, t_{0}\right)$. Thus $p$ is a solution to (2.1).

The free boundary. Let $\mathbf{C}:=\left\{(x, t) \in \mathbb{R} \times[0, \infty) \mid p(x, t)=p_{0}(x)\right\}$ be the contact set in the obstacle problem terminology. Since $p_{t} \geq 0$, there exists a
(semicontinuous) function $T: \mathbb{R} \rightarrow[0, \infty) \cup\{\infty\}$, such that $\mathbf{C}=\left\{(x, t) \mid x \in \mathbb{R}^{1}, 0 \leq\right.$ $t \leq T(x)\}$.

Since $p_{t}-\mathfrak{L}[p]=\gamma \geq 0$ in $\mathbb{R} \times(0, \infty)$, a comparison principle implies that $p>0$ in $\mathbb{R} \times(0, \infty)$. It then follows that $T(x)=0$ for all $x>0$ since $p_{0}(x)=0$ for all $x \geq 0$.

Now we show that $T(\cdot)$ is nonincreasing. Indeed, if $T\left(x_{0}\right)>0$, then defining a new function $\tilde{p}$ by $\tilde{p}=p$ in $\left[x_{0}, \infty\right) \times\left[0, T\left(x_{0}\right)\right]$ and $\tilde{p}=p_{0}$ in $\left(-\infty, x_{0}\right] \times\left[0, T\left(x_{0}\right)\right]$, one can verify that $\tilde{p}$ is a solution to (2.1) in $\mathbb{R} \times\left[0, T\left(x_{0}\right)\right]$, so that, by uniqueness, $p=\tilde{p}$. Consequently, $\left(-\infty, x_{0}\right] \times\left[0, T\left(x_{0}\right)\right] \in \mathbf{C}$, and therefore $T(x) \geq T\left(x_{0}\right)$ for all $x \leq x_{0}$. Thus $T(\cdot)$ is nonincreasing.

Next we show that $T(x)$ is strictly decreasing for $x \leq 0$. Suppose this is not true. Then for some $x_{2}<x_{1} \leq 0, T\left(x_{2}\right)=T\left(x_{1}\right)<\infty$. Consequently, $p\left(\cdot, t_{0}\right)=p_{0}(\cdot)$ in $\left[x_{2}, x_{1}\right]$ and $p>p_{0}$ in $\left(x_{2}, \infty\right) \times\left(T\left(x_{2}\right), \infty\right)$. It then follows that $p_{t}-\mathfrak{L}[p]=\gamma \equiv 0$ in $\left(x_{2}, \infty\right) \times\left(T\left(x_{2}\right), \infty\right)$. Since $p_{0}$ is smooth in $\left(x_{2}, x_{1}\right)$, so is $p$ in $\left(x_{2}, x_{1}\right) \times\left[T\left(x_{2}\right), \infty\right)$. Thus $p_{t}\left(\frac{x_{1}+x_{2}}{2}, T\left(x_{2}\right)\right)=\mathfrak{L}\left[p_{0}\right]\left(\frac{x_{1}+x_{2}}{2}\right)=-k$, contradicting $p_{t} \geq 0$. Hence, $T(x)$ is strictly decreasing on $(-\infty, 0]$.

It then follows that the function $t=T(x)$ for $x \leq 0$ admits an inverse $x=s(t)$ defined for all $t \geq 0$ and is nondecreasing. As inverse functions of strictly monotonic functions are continuous, $s(\cdot)$ is continuous. Note that $T(x)=0$ for $x>0$ and $T(x)>0$ for $x<0$ implies that $s(0)=0$.

Finally we verify that $s(t)$ is strictly decreasing. In fact, if $s(t)$ is a constant over an interval $\left[t_{1}, t_{2}\right]$, then $p_{t}-\mathfrak{L}[p]=0$ in $\left(s\left(t_{1}\right), \infty\right) \times\left(t_{1}, t_{2}\right)$ and $p\left(s\left(t_{1}\right), t\right)=p_{0}\left(s\left(t_{1}\right)\right)$ for all $t \in\left[t_{1}, t_{2}\right]$, so that $p \in C^{\infty}\left(\left[s\left(t_{1}\right), \infty\right) \times\left(t_{1}, t_{2}\right)\right.$. As $p_{t} \geq(\not \equiv) 0$ and $\left(\partial_{t}-\mathfrak{L}\right) p_{t}=0$ in $\left[s\left(t_{1}\right), \infty\right) \times\left(t_{1}, t_{2}\right)$, the Hopf lemma then gives $p_{t x}>0$ on $\left\{s\left(t_{1}\right)+\right\} \times\left(t_{1}, t_{2}\right)$, which implies that $p_{x}(s(t)+, t)$ is strictly increasing for $t \in\left(t_{1}, t_{2}\right)$. On the other hand, $p \in W_{r, l o c}^{2,1}(\mathbb{R} \times(0, \infty))$ for any $r>1$ and the definition of $s(\cdot)$ implies that $p_{x}(s(t), t)=p_{0 x}\left(s\left(t_{1}\right)\right)$ is a constant for all $t \in\left(t_{1}, t_{2}\right)$, and we have a contradiction. Hence, $s(t)$ is strictly decreasing. This completes the proof.

ThEOREM 2.3. There exists a unique solution $(p, s)$ to (1.1). In addition, $p \in$ $W_{r, l o c}^{2,1}(\mathbb{R} \times[0, \infty) \backslash(0,0))$ for any $r>1$, and $p>0, p_{t} \geq 0$, and $p_{x}<0$ in $\mathbb{R} \times(0, \infty)$. Furthermore, $s(\cdot)$ is continuous and strictly decreasing and as $t \rightarrow \infty$,

$$
\begin{align*}
s(t) & \rightarrow s_{\infty}:=\log (1+1 / k)  \tag{2.2}\\
p(x, t) & \rightarrow p_{\infty}(x):= \begin{cases}1-e^{x} & \text { if } x \leq s_{\infty} \\
\left(1-e^{s_{\infty}}\right) e^{-k\left(x-s_{\infty}\right)} & \text { if } x>s_{\infty}\end{cases} \tag{2.3}
\end{align*}
$$

Proof. We need only show the assertions (2.2), (2.3), and $p_{x}<0$ in $\mathbb{R} \times(0, \infty)$ since the rest follows from Lemma 2.1 and the proof of Theorem 2.2. As $\gamma=k$ for $x<s(t)$ and $=0$ for $x>s(t),\left(\partial_{t}-\mathfrak{L}\right)\left[p_{x}\right]=\gamma_{x} \leq 0$ in the distributional sense. A strong maximum principle then implies that $p_{x}<0$ in $\mathbb{R} \times(0, \infty)$. It remains to show (2.2) and (2.3).

First of all, we can use comparison to show that $p(\cdot, t)<p_{\infty}(\cdot)$ for all $t \geq 0$. This inequality implies, by the definition of $s$, that $s(t)>s_{\infty}$ for all $t>0$.

Next, as we know that $p_{t}(\cdot, \cdot) \geq 0$ and $s(\cdot)$ is strictly decreasing, the existence of an upper bound $p_{\infty}(\cdot)$ for $p(\cdot, t)$ and a lower bound $s_{\infty}$ for $s(\cdot)$ then implies that the limits $p^{*}(\cdot)=\lim _{t \rightarrow \infty} p(\cdot, t)$ and $s^{*}=\lim _{t \rightarrow \infty} s(t)$ exist. From the differential equation, we can derive that $\mathfrak{L}\left[p^{*}\right]=0$ in $\left(s^{*}, \infty\right), p^{*}=p_{0}$ in $\left(-\infty, s^{*}\right]$, and $p^{*} \in W_{r, l o c}^{2}(\mathbb{R})$ for any $r>1$. Solving for $\left(p^{*}, s^{*}\right)$ from these relations we find that $s^{*}=s_{\infty}$ and $p^{*}(\cdot)=p_{\infty}(\cdot)$. This completes the proof.

Remark 2.1. The limit $\left(s_{\infty}, p_{\infty}(\cdot)\right)$ is the classical solution of Merton [22] for the infinite horizon problem for American puts.

Remark 2.2. That $s(t)$ is not differentiable at $t=0$ is due to the nonsmoothness of the initial data $p(\cdot, 0)=p_{0}=\max \left\{1-e^{x}, 0\right\}$. To see this, consider the hodograph transformation: Let $x=X(z, t)$ be the inverse function of $z=p_{x}(x, t)+e^{x}$. Then $s(t)=X(0, t)$, and $X(z, t)$ solves the following initial Neumann boundary value problem for a quasi-linear parabolic PDE:

$$
\left\{\begin{array}{l}
X_{t}-\frac{1}{X_{z}^{2}} X_{z z}+(k-1)-k z X_{z}=0 \quad \text { for } z>0, t>0  \tag{2.4}\\
X_{z}(0, t)=1 / k \text { for } t>0 \\
X(\cdot, 0)=\max \{0, \log (z)\} \quad \forall z>0
\end{array}\right.
$$

This problem is highly singular since $X(z, 0)=0$ for $z \in(0,1)$, which is due to the fact that $-p_{0 x}(0)$ has a jump from 0 to 1 .

It is important to note that if the initial data $X(z, 0)=\max \{0, \log (z)\}$ is replaced by $X^{\varepsilon}(z, 0)$, a smooth function with positive slope, the resulting solution satisfies $X_{z}^{\varepsilon}>0$ on $[0, \infty) \times[0, \infty)$. Our numerical simulation (not shown here) indicates that a numerical scheme based on (2.4) is much better than the binomial or trinomial tree method.

From (2.4), we see that if for some $\beta>0, s(t)$ is $C^{1+\beta}$ near some $t=t_{0}>0$, then $s(\cdot) \in C^{\infty}\left(\left(t_{0}, \infty\right)\right)$. Indeed, $s$ in $C^{1+\beta}$ near $t_{0}$ implies $p(x, t)$ in $C^{2+\beta, 1+\beta / 2}$ in a neighborhood of $\mathbb{R} \times\left\{t_{0}\right\}$, so that $X\left(\cdot, t_{0}\right)$ is in $C^{1+\beta}([0, \infty))$. With a more detailed a priori estimate on the previous $\varepsilon$ problem one can show that $\left(p_{x}+e^{x}\right)_{x}>0$ so $X_{z}\left(\cdot, t_{0}\right)>0$ on $[0, \infty)$. A maximum principle for the equation for $X_{z}$ can be used to show that $X_{z}>0$ on $[0, \infty) \times\left[t_{0}, \infty\right)$. Since the Neumann boundary value $X_{z}(0, t)=1 / k$ is a constant function, a boot strap argument and a classical local Hölder estimate for quasi-linear parabolic equation (see for example, [19]) then implies that $X \in C^{\infty}\left([0, \infty) \times\left(t_{0}, \infty\right)\right)$. In particular, $s(t)=X(0, t)$ is also in $C^{\infty}\left(\left(t_{0}, \infty\right)\right)$.

In the subsequent sections, we shall show (by a totally different method) that $s(\cdot) \in C^{2}((0, \delta))$ for some $\delta>0$, so that $s \in C^{\infty}((0, \infty))$.
3. Integral representation for the free boundary $x=s(t)$. In this section, we use the Green's representation for solutions of the linear parabolic PDE in (1.1) to derive, for the free boundary $x=s(t)$, several integral and integrodifferential equations, including (1.3), which is to be solved later to establish the asymptotic behavior of $s(t)$ for small positive $t$.

We denote by $\Gamma(x, t)$ the fundamental solution to the operator $\partial_{t}-\mathfrak{L}$; more precisely,

$$
\begin{align*}
\Gamma(x, t) & =\frac{1}{2 \sqrt{\pi t}} \exp \left\{-\frac{[x+(k-1) t]^{2}}{4 t}-k t\right\}  \tag{3.1}\\
& =\frac{1}{2 \sqrt{\pi t}} \exp \left\{-\frac{[x+(k+1) t]^{2}}{4 t}+x\right\} .
\end{align*}
$$

Since $\left(\partial_{t}-\mathfrak{L}\right)[p]=\gamma$ in $L_{l o c}^{r}(\mathbb{R} \times(0, \infty))$ for any $r>1$ and $\gamma=k$ for $x<s(t)$ and $\gamma=0$ for $x>s(t)$, the Green's identity gives, for the unique solution $(p, s)$ of (1.1),

$$
\begin{equation*}
p(x, t)=\int_{-\infty}^{0}\left(1-e^{y}\right) \Gamma(x-y, t) d y+k \int_{0}^{t} \int_{-\infty}^{s(t-\tau)} \Gamma(x-y, \tau) d y d \tau \quad x \in \mathbb{R}, t>0 \tag{3.2}
\end{equation*}
$$

It is worth mentioning that the first integral on the right-hand side is the price for the European put option because $e^{k t} \Gamma(x-y, t) d y$ is the probability that at expiry
the stock price (after scaling) is $y$, for which the option has value $e^{-k t} \max \{1-$ $\left.e^{y}, 0\right\}$. Consequently, the second integral in (3.2) is the extra value (premium) of the American put option over the European put option, if the option is exercised optimally (i.e., exercise the option as soon as the (scaled) stock price $s$ is below $s(t)$ ).

LEMMA 3.1. Let $s \in C^{0}([0, \infty)) \cap C^{1}((0, \infty)) \cap W^{1,1}((0,1))$ be any function and $p(x, t)$ be defined as in (3.2). Set $p_{0}(x)=\max \left\{1-e^{x}, 0\right\}$. Then for all $t>0$ and $x \neq 0$ and $x \neq s(t)$,

$$
\begin{align*}
& p(x, t)=p_{0}(x)+\int_{0}^{t}\left\{\Gamma(x, \tau)-k \int_{s(t-\tau)}^{0} \Gamma(x-y, \tau) d y\right\} d \tau  \tag{3.3}\\
& p_{x}(x, t)=p_{0 x}(x)+\int_{0}^{t}\left\{\Gamma_{x}(x, \tau)+k \Gamma(x, \tau)-k \Gamma(x-s(t-\tau), \tau)\right\} d \tau \\
& p_{t}(x, t)=\Gamma(x, t)+k \int_{0}^{t} \Gamma(x-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau \\
& p_{x x}(x, t)=p_{0 x x}(x)+\Gamma(x, t)+\int_{0}^{t}\left\{\Gamma_{x}(x, \tau)+k \Gamma(x, \tau)-k \Gamma_{x}(x-s(t-\tau), \tau)\right\} d \tau \\
& p_{x t}(x, t)=\Gamma_{x}(x, t)+k \int_{0}^{t} \Gamma_{x}(x-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau
\end{align*}
$$

Consequently, $(p, s)$ solves (1.1) if and only if s satisfies one of the following equations, for all $t>0$ :

$$
\begin{align*}
& \int_{0}^{t} \Gamma(s(t), \tau) d \tau=k \int_{0}^{t} \int_{s(t-\tau)}^{0} \Gamma(s(t)-y, \tau) d y d \tau  \tag{3.4}\\
& \int_{0}^{t}\left\{\Gamma_{x}(s(t), \tau)+k \Gamma(s(t), \tau)\right\} d \tau=k \int_{0}^{t} \Gamma(s(t)-s(t-\tau), \tau) d \tau  \tag{3.5}\\
& \Gamma(s(t), t)=-k \int_{0}^{t} \Gamma(s(t)-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau  \tag{3.6}\\
& \Gamma(s(t), t)=\frac{k}{2}+k \int_{0}^{t}\left\{\Gamma_{x}(s(t)-s(t-\tau), \tau)-\Gamma(s(t)-s(t-\tau), \tau)\right\} d \tau  \tag{3.7}\\
& \dot{s}(t)=-\frac{2 \Gamma_{x}(s(t), t)}{k}-2 \int_{0}^{t} \Gamma_{x}(s(t)-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau \tag{3.8}
\end{align*}
$$

THEOREM 3.2. Let $s \in C^{1}((0, \infty)) \cap C^{0}([0, \infty))$ be nonpositive and $\alpha(t)=$ $s^{2}(t) /(4 t)$. Assume that as $t \searrow 0, \alpha(t)=[-1+o(1)] \log \sqrt{t}$ and $t \dot{\alpha}(t)=O(1)$. Then $s$, together with $p$ defined in (3.2), solve (1.1) if and only if $s$ satisfies the integrodifferential equation, for all $t>0$,

$$
\begin{equation*}
\dot{s}(t)=\frac{s(t) \Gamma(s(t), t)}{2 k t}+\int_{0}^{t}\left\{\frac{s(t)-s(t-\tau)}{\tau}-\frac{s(t)}{2 t}\right\} \Gamma(s(t)-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau \tag{3.9}
\end{equation*}
$$

One notices that (3.9) is exactly equivalent to (1.3).
Remark 3.1. Since $\Gamma_{x}(x, t)=-\frac{x+(k-1) t}{2 t} \Gamma(x, t)$, adding (3.8) and (3.6) multiplied by $\frac{\lambda s(t)+2(k-1) t}{2 k t}$ gives

$$
\begin{equation*}
\dot{s}(t)=\frac{(2-\lambda) s \Gamma(s, t)}{2 k t}+\int_{0}^{t}\left\{\frac{s(t)-s(t-\tau)}{\tau}-\frac{\lambda s(t)}{2 t}\right\} \Gamma(s(t)-s(t-\tau), \tau) \dot{s}(t-\tau) d \tau \tag{3.10}
\end{equation*}
$$

Setting $\lambda=1$ gives (3.9) or (1.3). We choose the particular value $\lambda=1$ is to make the integral as small as possible, because the most significant contribution of the integral comes from small $\tau$ and when $\tau$ is small, $\frac{s(t)-s(t-\tau)}{\tau} \approx s^{\prime}(t)=\frac{s(t)}{2 t}\left[1+\frac{t \dot{\alpha}(t)}{\alpha}\right] \approx \frac{s(t)}{2 t}$. Indeed, the cancellation is even stronger than this. A linear combination of equations (3.6)-(3.8) shows that the integral on the right-hand side of (3.9) is equal to

$$
\int_{0}^{t}\left\{\frac{\dot{s}(t)+\dot{s}(t-\tau)}{2} \frac{s(t)-s(t-\tau)}{\tau}-\dot{s}(t) \dot{s}(t-\tau)+\frac{k+1}{2} \dot{s}(t)\right\} \Gamma(s(t)-s(t-\tau), \tau) d \tau
$$

Due to the strong cancellation of the first two terms in the integrand, the ratio $m(t)$ of the integral and the first term on the right-hand side of (3.9) can be expanded as $0+0 \xi^{-1}+0 \xi^{-2}+\frac{1}{4} \xi^{-3}+O\left(\xi^{-4}\right)$, where $\xi=\log \left[\sqrt{4 \pi k^{2} t}\right]$. Thus, we can drop the integral in (3.9) to obtain the ODE in section 1 approximating $s(t)$ accurately for small as well as large $t$ (when $t$ is large, $\dot{s}(t)=O\left(t^{-3 / 2} e^{-(k+1)^{2} t / 4}\right)$ is exponentially small).

Remark 3.2. From (3.4) one can immediately obtain a rough estimate for $s(t)$ for small $t$. In fact, since $\int_{-\infty}^{0} \Gamma(y, t) d y=\frac{1}{2} e^{-k t}$, the double integral in (3.4) can be written as $\theta(t) k t$ with $\theta(t) \in(0,1 / 2)$. Also since $\Gamma(s(t), t)=\frac{1+o(1)}{\sqrt{4 \pi t}} e^{-s(t)^{2} /(4 t)}$ for small $t, \int_{0}^{t} \Gamma(s(t), \tau) d \tau=\frac{[1+o(1))] \sqrt{t \alpha}}{\sqrt{\pi}} \int_{\sqrt{\alpha}}^{\infty} \eta^{-2} e^{-\eta^{2}} d \eta$, where $\alpha=s^{2} /(4 t)$. Thus (3.4) gives $\lim _{t \searrow 0} \alpha(t)=\infty$. Consequently, $\int_{\sqrt{\alpha}}^{\infty} \eta^{-2} e^{-\eta^{2}} d \eta=\frac{1}{2} \alpha^{-3 / 2} e^{-\alpha}\left(1+O\left(\alpha^{-1}\right)\right)$ and, from (3.4),

$$
\alpha^{-1} e^{-\alpha}\left[1+O\left(\alpha^{-1}\right)\right]=\sqrt{4 \pi k^{2} t} \theta(t) .
$$

Hence $\alpha$ is of order at least $O(|\log t|)$. One can further calculate, assuming $\alpha=[-1+$ $o(1)] \log \sqrt{t}$, that $\theta=\alpha^{-1}(1+o(1))$. It then follows that $\alpha=\left|\log \sqrt{4 \pi k^{2} t}\right|(1+o(1))$, a conjecture first made correctly in [25]. It is worth mentioning here that $\theta(t) \approx \alpha^{-1}$ eliminates any $\log |\log t|$ corrections ( as suggested in [18] and [5]) to the leading order approximation $\alpha \approx-\log [\sqrt{t}]$ for small $t$.

The smallness of $\theta(t)$ results from the strong cancellation of the integral $k \int_{0}^{t} \int_{-\infty}^{s(t-\tau)} \Gamma(x-y, \tau) d y d \tau$ which represents the extra value of the American put over the European put, and the integral $-k \int_{0}^{t} \int_{-\infty}^{0} \Gamma(x-y, \tau) d y d \tau=p_{0} * \Gamma(\cdot, t)-$ $\left\{p_{0}+\int_{0}^{t} \Gamma(x, \tau) d \tau\right\}$ which relates to that part of the premium added on to the European put to account for the possibility that the future stock price drops below $x$. It seems to us that this strong cancellation was not observed in [18], resulting in $\log |\log t|$ terms appearing in their expansion of $\alpha$.

The asymptotic behavior $\alpha=-\log \sqrt{4 \pi k^{2} t}+o(1)$ for small $t$ can also be similarly derived from (3.5).

Remark 3.3. Equation (3.6) or (3.7) can be used to derive an interesting and highly nontrivial limit: $\lim _{t \rightarrow 0} \Gamma(s(t), t)=k$. Indeed, using the change of variable $\eta=\frac{s(t-\tau)-s(t)}{2 \sqrt{\tau}}$, one obtains from (3.6)

$$
\Gamma(s(t), t)=k[1+o(1)] \int_{0}^{\sqrt{\alpha}} \frac{2 e^{-\eta^{2}}}{\sqrt{\pi}}\left(2-\frac{s(t)-s(t-\tau)}{\dot{s}(t-\tau) \tau}\right)^{-1} d \eta=k+o(1)
$$

since when $\tau / t$ is small, $\frac{s(t)-s(t-\tau)}{\dot{s}(t-\tau) \tau} \approx 1$, whereas when $\tau / t$ is not small, $\eta \gg 1$ so that $\frac{s(t)-s(t-\tau)}{\dot{s}(t-\tau) \tau}$ can be replaced by 1 as an approximation.

Remark 3.4. A system exactly equivalent to (3.7) was derived in [25] and was used to derive formally (SSC) in section 1 . The system was also used to obtain accurate approximations of $s$ for small $t$, via an iteration scheme: starting with $s \equiv 0$, update $s$ by solving (3.7) with the right-hand side evaluated at a previous $s$. Nevertheless, this scheme does not seem to converge, although its first several iterations converge rapidly (for small $t$ ); for more details, see [8, 25]. This is one of our reasons for deriving (3.9) and using it to analyze $s(t)$ theoretically and also numerically.

Remark 3.5. The nonpositivity assumption on $s$ for the integrodifferential equation in (3.9) is important since if $s$ is a solution, then when $k=1, \hat{s}=-s$ is also a solution.

Proof of Lemma 3.1. Since $\Gamma(\cdot, 0)$ is the Delta function,

$$
\begin{aligned}
\int_{-\infty}^{0}\left(1-e^{y}\right) \Gamma(x-y, t) d y & =p_{0}(x)+\int_{0}^{t} \int_{-\infty}^{0} p_{0}(y) \Gamma_{\tau}(x-y, \tau) d y d \tau \\
& =p_{0}(x)+\int_{0}^{t}\left\{\Gamma(x, \tau)-k \int_{-\infty}^{0} \Gamma(x-y, \tau) d y\right\} d \tau
\end{aligned}
$$

by using $\Gamma_{\tau}(x-y, \tau)=\Gamma_{x x}+(k-1) \Gamma_{x}-k \Gamma$ and integrating by parts. Substituting this identity into (3.2) we obtain (3.3). The rest of the equations, for $p_{x}, p_{t}, p_{x x}$, and $p_{x t}$, follow by differentiating (3.3) (a substitution $\Gamma_{x x}+k \Gamma_{x}=\Gamma_{\tau}+\Gamma_{x}+k \Gamma$ is needed for $p_{x x}$ ). We remark that all the integrals are convergent due to the regularity assumption we made on $s$. It remains to show the second part of the lemma.

First we assume that $(p, s)$ solves (1.1). Then $p(x, t)-p_{0}(x)$, as well as all its derivatives, vanish when $x<s(t)$. Thus, letting $x \nearrow s(t)$ we obtain from the equations for $p, p_{x}, p_{t}, p_{x x}-p_{x}$, and $p_{x t}$ the corresponding equations asserted. Here, in taking the limits for $p_{x x}$ and $p_{x t}$, we need the following fact: for any continuous function $f$,
$\lim _{x \rightarrow s(t) \pm} \int_{0}^{t} \Gamma_{x}(x-s(t-\tau), \tau) f(t-\tau) d \tau=\mp \frac{f(t)}{2}+\int_{0}^{t} \Gamma_{x}(s(t)-s(t-\tau), \tau) f(t-\tau) d \tau$.
Next we assume that $s$ satisfies one of the equations in the second part of the lemma and show that $(p, s)$ solves (1.1). First we notice that $p$ satisfies $p(\cdot, 0)=p_{0}(\cdot)$ and for $t>0, p_{t}-\mathfrak{L}[p]=0$ for $x>s(t)$, and $=k$ for $x<s(t)$. In addition, $p \in W_{r, l o c}^{2,1}(\mathbb{R} \times[0, \infty) \backslash\{(0,0)\})$ for any $r>0$. From the equations we derived for $p, p_{x}, p_{t}, p_{x x}$, and $p_{x t}$, we see that the equations in the second part of the lemma are, respectively, equivalent to the conditions $p=p_{0}, p_{x}=p_{0 x}, p_{t}=0, p_{x x}-p_{x}=$ $p_{0 x x}-p_{0 x}$, and $p_{x t}=0$ at $(s(t)-, t)$ for all $t>0$. Each of these conditions provides, by the uniqueness of solutions of the initial boundary value problem of the parabolic equation $p_{t}-\mathfrak{L}[p]=k$ in the set $\{(x, t) \mid x \leq s(t), t>0\}$, that $p \equiv p_{0}$ in the set, which implies that $(p, s)$ satisfies all the equations (1.1). Also, $(p, s)$ satisfies all the other integral equations we derived.

It remains to show that $p>p_{0}$ when $x>s(t)$. That $p \in W_{r}^{2,1}$ for any $r$ implies that $p \in C^{1+\beta,(\beta+1) / 2}$ so $p_{0}=p$ and $p_{0 x}=p_{x}$ on $x=s(t)$. Now the function $q:=\left(p-p_{0}\right)_{x}$ satisfies $q_{t}-\mathfrak{L}[q]=0$. In addition, $q=0$ and $q_{x}=k>0$ on $x=s(t)$. Using lap number theory, one concludes that the number of zeroes of $q(\cdot, t)$ is nonincreasing. One can show that for sufficiently small positive $t, q(\cdot, t)=0$ has exactly one root in $(s(t), \infty)$, so that $q(\cdot, t)=0$ has at most one root for all $t>0$. Consequently, $q(\cdot, t)=0$ has exactly one root in $(s(t), \infty)$. Thus, starting from $s(t)$, $p(\cdot, t)-p_{0}(\cdot, t)$ first increases, then decreases to zero as $x \rightarrow \infty$; i.e. $p>p_{0}$ for all $x>s(t)$. This completes the proof.

Proof of Theorem 3.2. Assume that $(p, s)$ solves (1.1). Then $p_{x t}=p_{t}=0$ at $(s(t)-, t)$ for all $t>0$. Equation (3.9) then follows from $p_{x t}+\frac{s(t)+2(k-1) t}{4 t} p_{t}=0$ at $(s(t)-, t)$.

Now we assume that $s$ satisfies (3.9) and show that $(p, s)$ solves (1.1). We need only show that $p_{t}=0$ for all $x<s(t)$. Note that $p$ defined in (3.2) is smooth (enough in our subsequent analysis) in the set $\{(x, t) \mid x \leq s(t)-, t>0\}$, and (3.9) implies $p_{x t}+\frac{s(t)+2(k-1) t}{4 t} p_{t}=0$ at $(s(t)-, t)$ for all $t>0$. Since $\frac{s(t)+2(k-1) t}{4 t} \sim-\frac{\sqrt{\alpha(t)}}{\sqrt{4 t}}$ is negative and $p_{t}$ is singular near the origin, we cannot directly apply a standard parabolic PDE theory to conclude that $p_{t}=0$ for $x<s(t)$ and all $t \geq 0$.

Differentiating the equation $p_{t}-\mathfrak{L}[p]=k$ with respect to $t$, multiplying the resulting equation by $p_{t}$, and integrating over $(-\infty, s(t))$ we obtain, after integration by parts and the substitution $p_{x t}=-\frac{s(t)+2(k-1) t}{4 t} p_{t}$ at the boundary $x=s(t)-$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{-\infty}^{s(t)} p_{t}^{2} d x+ & \int_{-\infty}^{s(t)}\left(p_{x t}^{2}+k p_{t}^{2}\right) d x \\
& =\left\{\frac{\dot{s}(t)}{2}-\frac{s(t)}{4 t}\right\} p_{t}^{2}(s(t)-, t)=-\frac{\sqrt{t} \dot{\alpha}(t)}{2 \sqrt{\alpha(t)}} p_{t}^{2}(s(t)-, t)
\end{aligned}
$$

by the definition $\alpha(t)=s^{2} /(4 t)$. Using $p_{t}^{2}(s(t)-, t)=\int_{-\infty}^{s(t)} 2 p_{t} p_{x t} d x \leq \int_{-\infty}^{s(t)}\left(\delta p_{t}^{2}+\right.$ $\left.\delta^{-1} p_{x t}^{2}\right) d x$ with $\delta=\left|\frac{t \dot{\alpha}(t)}{2 \sqrt{\alpha(\tau)}}\right|$ and canceling the integral involving $p_{x t}^{2}$ on both sides we then obtain

$$
\frac{d}{d t} \int_{-\infty}^{s(t)} p_{t}^{2}(x, t) d x \leq \frac{t(\dot{\alpha}(t))^{2}}{2 \alpha(t)} \int_{-\infty}^{s(t)} p_{t}^{2}(x, t) d x \quad \text { for all } t>0
$$

Solving the differential inequality over $(\varepsilon, t)(0<\varepsilon<t)$ then gives

$$
\begin{equation*}
\int_{-\infty}^{s(t)} p_{t}^{2}(x, t) d x \leq \exp \left\{\int_{\varepsilon}^{t} \frac{\tau \dot{\alpha}^{2}(\tau)}{2 \alpha(\tau)} d \tau\right\} \int_{-\infty}^{s(\varepsilon)} p_{t}^{2}(x, \varepsilon) d x \tag{3.11}
\end{equation*}
$$

We now show that the right-hand side approaches zero as $\varepsilon \searrow 0$.
First, using the assumptions on $\alpha$ we can calculate

$$
\begin{equation*}
\exp \left\{\int_{\varepsilon}^{t} \frac{\tau \dot{\alpha}^{2}(\tau)}{2 \alpha(\tau)} d \tau\right\} \leq|\log \varepsilon|^{O(1)} \tag{3.12}
\end{equation*}
$$

Next we estimate $\int_{-\infty}^{s(\varepsilon)} p_{t}^{2}(x, \varepsilon) d x$ by using the representation of $p_{t}$ in Lemma 3.1. First we consider the integral in the representation of $p_{t}$. Observe that our assumption on $\alpha$ implies $\dot{s}(\varepsilon-\tau)<0$ and $[s(\varepsilon)-s(\varepsilon-\tau)+(k-1) \tau]<0$ for all small $\varepsilon$ and $\tau \in(0, \varepsilon)$. Therefore, for all $x<s(\varepsilon), \Gamma(x-s(\varepsilon-\tau), \tau) \leq C$ $\exp \left\{-\frac{[x-s(\varepsilon)]^{2}}{4 \varepsilon}\right\} \tau^{-1 / 2} \exp \left\{-\frac{[s(\varepsilon)-s(\varepsilon-\tau)]^{2}}{4 \tau}\right\}$, where $C$ is independent of $\varepsilon$. Hence, with a change of variable $\tau \rightarrow \eta$ via $\eta=[s(\varepsilon-\tau)-s(\varepsilon)] /(2 \sqrt{\tau})\left(d \eta=-\frac{\dot{s}(\varepsilon-\tau) d \tau}{2 \sqrt{\tau}}(1-\right.$ $\left.\frac{s(\varepsilon)-s(\varepsilon-\tau)}{2 \tau \dot{s}(\varepsilon-\tau)}\right)$, we can estimate

$$
\begin{aligned}
0<-\int_{0}^{\varepsilon} \Gamma(x-s(\varepsilon-\tau), \tau) \dot{s}(\varepsilon-\tau) d \tau & \leq C \exp \left\{-\frac{[x-s(\varepsilon)]^{2}}{4 \varepsilon}\right\} \int_{0}^{\sqrt{\alpha(\varepsilon)}} \frac{e^{-\eta^{2}}}{1-\frac{s(\varepsilon)-s(\varepsilon-\tau)}{2 \tau \dot{s}(\varepsilon-\tau)}} d \eta \\
& \leq C \exp \left\{-\frac{[x-s(\varepsilon)]^{2}}{4 \varepsilon}\right\}
\end{aligned}
$$

since the assumption on $\alpha$ implies that $0<\frac{s(\varepsilon)-s(\varepsilon-\tau)}{2 \tau \dot{s}(\varepsilon-\tau)}<\frac{3}{4}$ for all small $\varepsilon$ and $\tau \in(0, \varepsilon)$. It then follows from the representation for $p_{t}$ in Lemma 3.1 that

$$
\begin{aligned}
\int_{-\infty}^{s(\varepsilon)} p_{t}(x, \varepsilon)^{2} d x & \leq \int_{-\infty}^{s(\varepsilon)}\left\{2 \Gamma^{2}(x, \varepsilon)+C \exp \left\{-\frac{[x-s(\varepsilon)]^{2}}{2 \varepsilon}\right\}\right\} \\
& \leq C\left\{\varepsilon^{-1 / 2} \int_{\sqrt{\alpha(\varepsilon)}}^{\infty} e^{-2 \eta^{2}} d \eta+\sqrt{\varepsilon}\right\}
\end{aligned}
$$

by using $\Gamma(x, \varepsilon) \leq C \varepsilon^{-1 / 2} \exp \left\{-\frac{x^{2}}{4 \varepsilon}\right\}$ and a change of variable $x=-2 \sqrt{\varepsilon} \eta$. Since $\alpha(\varepsilon)=-\frac{1}{2} \log \varepsilon+O(1)$ for small $\varepsilon, \int_{\sqrt{\alpha(\varepsilon)}}^{\infty} e^{-2 \eta^{2}} d \eta=\left[1+O\left(\alpha(\varepsilon)^{-1}\right)\right] e^{-2 \alpha(\varepsilon)} /(4 \sqrt{\alpha(\varepsilon)})=$ $O(\varepsilon)$. Hence, $\int_{-\infty}^{s(\varepsilon)} p_{t}^{2}(x, \varepsilon)=O(\sqrt{\varepsilon})$. Substituting this last estimate and (3.12) into (3.11) and sending $\varepsilon \searrow 0$ we then conclude that $\int_{-\infty}^{s(t)} p_{t}^{2}(x, t)=0$ for any $t>0$. This implies that $p_{t}=0$ for all $x<s(t)$, thereby completing the proof of the theorem.
4. Asymptotic behavior of $\boldsymbol{s} \boldsymbol{(} \boldsymbol{t} \boldsymbol{)}$. In this section, we study the integrodifferential equation (3.9) for small $t$.
4.1. Reformulation of the problem. To study (3.9), it is convenient to study the function $s^{2}(t) /(4 t)$ in the $\log (t)$ scale. For this purpose, we change variables from $(s, t)$ to $(u, \xi)$ by

$$
\left\{\begin{array} { l } 
{ t = \frac { 1 } { 4 \pi k ^ { 2 } } e ^ { 2 \xi } , } \\
{ s ( t ) = - 2 \sqrt { t u ( \xi ) } , }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\xi=\log \sqrt{t}+\log \sqrt{4 \pi k^{2}} \\
u(\xi)=s^{2}(t) /(4 t)(=\alpha(t))
\end{array}\right.\right.
$$

To transform the integrodifferential equation (3.9) into the new unknown $u(\xi)$, we bear in mind that we are interested in small $t$, i.e., large negative $\xi$. Also, one expects $u(\xi)=-\xi-O\left(\xi^{-1}\right)$ and $u^{\prime}(\xi)=-1+O\left(\xi^{-2}\right)$. The absence of a constant term in the expansion of $u(\xi)$ is due to the presence of the particularly chosen constant $4 \pi k^{2}$ in the definition of $\xi$.

In the sequel, ${ }^{\prime}=\frac{d}{d \xi}$ and $F[u](\xi)$ denotes the value at $\xi$ of the function $F[u]$ when $F$ is an operator.

Now we transform (3.9) into the new variables $(u, \xi)$. Simple substitution yields

$$
\begin{gather*}
s(t)\left\{\dot{s}(t)-\frac{s(t)}{2 k t} \Gamma(s(t), t)\right\}=u^{\prime}(\xi)+G(u(\xi), \xi), \\
G(u, \xi):=2 u\left(1-\exp \left\{-u-\xi+\frac{(k-1) \sqrt{u} e^{\xi}}{2 k \sqrt{\pi}}-\frac{(k+1)^{2} e^{2 \xi}}{16 k^{2} \pi}\right\}\right) . \tag{4.1}
\end{gather*}
$$

To convert the integral in (3.9), we notice that the singularity on the exponent looks like $\xi z$, where $z=\frac{(\sqrt{t}-\sqrt{t-\tau})^{2}}{\tau}$ if we were to suppose $s(t) \sim \sqrt{4 t} \xi$. This suggests the use of the change of variable from $\tau$ to $z$ via $\tau=\frac{4 z t}{(1+z)^{2}}$. Then

$$
z=\frac{\tau}{(\sqrt{t}+\sqrt{t-\tau})^{2}}=\frac{(\sqrt{t}-\sqrt{t-\tau})^{2}}{\tau}, \quad \eta:=\log \sqrt{4 \pi k^{2}(t-\tau)}=\xi+\log \frac{1-z}{1+z}
$$

For notational simplicity, we write $u=u(\xi), \hat{u}=u(\eta)$, and $\hat{u}^{\prime}=u^{\prime}(\eta)$. Then $s(t)=-2 \sqrt{t u}, s(t-\tau)=-2 \sqrt{(t-\tau) \hat{u}}, \dot{s}(t-\tau)=-\frac{\sqrt{\hat{u}}}{\sqrt{t-\tau}}\left[1+\hat{u}^{\prime} /(2 \hat{u})\right]$, and

$$
\begin{aligned}
& s(t) \int_{0}^{t}\left(\frac{s(t)}{2 t}-\frac{s(t)-s(t-\tau)}{\tau}\right) \dot{s}(t-\tau) \Gamma(s(t)-s(t-\tau), \tau) d \tau \\
= & \int_{0}^{1}\left\{\frac{1+z^{2}}{z} \sqrt{u}-\frac{1-z^{2}}{z} \sqrt{\hat{u}}\right\}\left\{1+\frac{\hat{u}^{\prime}}{2 \hat{u}}\right\} \frac{\sqrt{\hat{u}} \sqrt{-\xi} e^{\xi z-b}}{\sqrt{\pi z}} d z
\end{aligned}
$$

where

$$
b=\log \sqrt{-\xi / u}+(u+\xi) z+\log [1+z]
$$

$$
\begin{equation*}
+\frac{1-z}{2}\{u-\hat{u}\}+\frac{1-z^{2}}{4 z}\{\sqrt{u}-\sqrt{\hat{u}}\}^{2}-\frac{(k-1) e^{\xi}}{2 k \sqrt{\pi}}\left\{\sqrt{u}-\frac{1-z}{1+z} \sqrt{\hat{u}}\right\}+\frac{(k+1)^{2} z e^{2 \xi}}{4 k^{2} \pi(1+z)^{2}} . \tag{4.2}
\end{equation*}
$$

One observes that $\eta-\xi=\log \frac{1-z}{1+z} \sim 2 z$ for small $z$. This suggests that we can approximate $\hat{u}=u(\eta)$ by $u(\xi-2 z)$. Hence, writing $\left(\frac{1+z^{2}}{z} \sqrt{u}-\frac{1-z^{2}}{z} \sqrt{\hat{u}}\right) \sqrt{\hat{u}}$ as $\frac{u-u(\xi-2 z)}{2 z}+\frac{u(\xi-2 z)-\hat{u}}{2 z}-\frac{(\sqrt{u}-\sqrt{\hat{u}})^{2}}{2 z}+z(\sqrt{u \hat{u}}+\hat{u})$, we can transform (3.9) (multiplied by $s(t))$ to

$$
\begin{equation*}
u^{\prime}(\xi)+\int_{0}^{1} \frac{u(\xi)-u(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z+G(u(\xi), \xi)=F[u](\xi) \tag{4.3}
\end{equation*}
$$

where $G(u, \xi)$ is as in (4.1) and the operator $F$ is defined by

$$
\begin{align*}
F[u](\xi) & =-\int_{0}^{1}\left\{f_{1}+f_{2}+\hat{u}^{\prime} f_{3}\right\} d z  \tag{4.4}\\
f_{1} & =\left\{\frac{u-u(\xi-2 z)}{2 z}\left(e^{-b}-1\right)+\frac{u(\xi-2 z)-\hat{u}}{2 z} e^{-b}-\frac{(\sqrt{u}-\sqrt{\hat{u}})^{2}}{2 z} e^{-b}\right\} \frac{\sqrt{-\xi e^{\xi z}}}{\sqrt{\pi z}} \\
f_{2} & =z(\sqrt{u \hat{u}}+\hat{u}) \frac{\sqrt{-\xi} e^{\xi z-b}}{\sqrt{\pi z}} \\
f_{3} & =\left\{\frac{1+z^{2}}{z} \sqrt{\frac{u}{\hat{u}}}-\frac{1-z^{2}}{z}\right\} \frac{\sqrt{-\xi} e^{\xi z-b}}{\sqrt{\pi z}}
\end{align*}
$$

Now we introduce a linear operator $\mathbf{L}: \phi \rightarrow \mathbf{L}[\phi]$ by

$$
\begin{align*}
\mathbf{L}[\phi](\xi) & =\int_{0}^{1}\left(\frac{1}{z} \int_{0}^{z} \phi(\xi-2 \zeta) d \zeta\right) \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z \\
& =\int_{0}^{1} \phi(\xi-2 \zeta) \varrho(\xi, \zeta) d \zeta, \quad \varrho(\xi, \zeta):=\int_{\zeta}^{1} \frac{\sqrt{-\xi} e^{\xi z}}{z \sqrt{\pi z}} d z \tag{4.5}
\end{align*}
$$

Then equation (3.9) or (4.3) can be written as, for $\xi<0$ (i.e., $\left.t<1 /\left(4 \pi k^{2}\right)\right)$,

$$
\begin{equation*}
(\mathbf{I}+\mathbf{L})\left[u^{\prime}\right](\xi)+G(u(\xi), \xi)=F[u](\xi) \tag{4.6}
\end{equation*}
$$

where I represents the identity operator.
Theorem 4.1. Assume that $k>0$. Then there exists a constant $\xi_{0}<0$ such that (4.6) admits a unique positive solution $u(\cdot) \in C^{2}\left(\left(-\infty, \xi_{0}\right]\right)$ having the asymptotic expansion, as $\xi \rightarrow-\infty$,

$$
\begin{equation*}
u(\xi)=u_{0}(\xi)+O\left(\xi^{-4}\right), \quad u_{0}:=-\xi-\frac{1}{2 \xi}+\frac{1}{8 \xi^{2}}+\frac{17}{24 \xi^{3}} \tag{4.7}
\end{equation*}
$$

4.2. Proof of Theorem 4.1. We use the following Schauder's fixed point theorem:

A continuous map $\mathbf{T}$ from a compact and convex subset $\mathbf{D}$ of a Banach space $\mathbf{X}$ to $\mathbf{D}$ possesses at least a fixed point.
To apply this theorem, we define, for some negative constant $\xi_{0}$ to be chosen later,

$$
\begin{aligned}
& \mathbf{X}=C^{1}\left(\left(-\infty, \xi_{0}\right]\right), \quad\|v\|_{\mathbf{X}}:=\sup _{\xi \in\left(-\infty, \xi_{0}\right]}\left\{|v(\xi)|+\left|v^{\prime}(\xi)\right|\right\} \\
& \mathbf{D}=\left\{v \in \mathbf{X}| | v(\xi)\left|+\left|v^{\prime}(\xi)\right|+\left|v^{\prime \prime}(\xi)\right| \leq|\xi|^{-1} \forall \xi \in\left(-\infty, \xi_{0}\right]\right\}\right.
\end{aligned}
$$

The uniform decay of derivatives of functions in $\mathbf{D}$ ensures that $\mathbf{D}$ is compact and convex in $\mathbf{X}$. We also need two technical lemmas.

Lemma 4.2. Let $u_{0}$ be as in (4.7). There exists a positive constant $C_{0}$, depending only on $k$, such that for every $\xi_{0} \leq-2$ and every $u \in\left\{u_{0}\right\}+\mathbf{D}$, the function $F[u](\cdot)$ defined in (4.4) is continuous differentiable on $\left(-\infty, \xi_{0}\right]$ and

$$
\begin{equation*}
|F[u](\xi)+1|+\left|\frac{d}{d \xi} F[u](\xi)\right| \leq C_{0}|\xi|^{-2} \quad \forall \xi \in\left(\infty, \xi_{0}\right] \tag{4.8}
\end{equation*}
$$

Lemma 4.3. Let $C_{0}$ be as in the previous lemma. There exist a positive constant $M\left(C_{0}\right)$ and a negative constant $\Xi\left(C_{0}\right) \leq-2$ such that if $\xi_{0} \leq \Xi\left[C_{0}\right]$ and $f \in$ $C^{1}\left(\left(-\infty, \xi_{0}\right]\right)$ satisfies

$$
|f(\xi)+1|+\left|f^{\prime}(\xi)\right| \leq C_{0}|\xi|^{-2} \quad \forall \xi \in\left(-\infty, \xi_{0}\right]
$$

then there exists a unique solution $w \in C^{2}\left(\left(-\infty, \xi_{0}\right]\right)$ to

$$
\left\{\begin{array}{l}
(\mathbf{I}+\mathbf{L})\left[w^{\prime}\right](\xi)+G(w(\xi), \xi)=f(\xi) \quad \forall \xi \in\left(-\infty, \xi_{0}\right]  \tag{4.9}\\
\lim _{\xi \rightarrow-\infty}(w(\xi)+\xi)=0
\end{array}\right.
$$

In addition, the solution satisfies, for $u_{0}$ defined as in (4.7),

$$
\left|w(\xi)-u_{0}(\xi)\right|+\left|w^{\prime}(\xi)-u_{0}^{\prime}(\xi)\right|+|\xi|^{-1}\left|w^{\prime \prime}(\xi)-u_{0}^{\prime \prime}(\xi)\right| \leq M\left(C_{0}\right)|\xi|^{-3} \quad \forall \xi \leq \xi_{0}
$$

Proof of Theorem 4.1. We choose $\xi_{0}=\min \left\{\Xi\left[C_{0}\right],-M\left(C_{0}\right)\right\}$, where $C_{0}, M\left(C_{0}\right)$ and $\Xi\left[C_{0}\right]$, depending only on $k$, are as in the previous two lemmas.

For every $v \in \mathbf{D}$, we define $\mathbf{T}[v]=w-u_{0}$, where $w$ is the solution to (4.9) with $f:=F\left[u_{0}+v\right]$. By Lemma 4.2 and Lemma $4.3, \mathbf{T}$ is well defined. In addition, from the estimates for $w$ and the definition of $\xi_{0}, \mathbf{T}[v] \in \mathbf{D}$; i.e., $\mathbf{T}$ maps $\mathbf{D}$ into itself.

Now we show that $\mathbf{T}: \mathbf{D} \subset \mathbf{X} \rightarrow \mathbf{X}$ is continuous. For this purpose, let $v_{j}$, $j=1,2, \ldots, \infty$, be functions in $\mathbf{D}$ such that $v_{j} \rightarrow v_{\infty}$ in $\mathbf{X}=C^{1}\left(\left(-\infty, \xi_{0}\right]\right)$ as $j \rightarrow \infty$. We want to show that $\mathbf{T}\left[v_{j}\right] \rightarrow \mathbf{T}\left[v_{\infty}\right]$ in $\mathbf{X}$. As every member of $\left\{\mathbf{T}\left[v_{j}\right]\right\}_{j=1}^{\infty}$ is in $\mathbf{D}$, which is compact in $\mathbf{X}$, any subsequence of $\left\{\mathbf{T}\left[v_{j}\right]\right\}$ has a subsubsequence convergent to a limit, say, $\tilde{v}$, in $\mathbf{X}$. Since along that subsubsequence, $F\left[u_{0}+v_{j}\right] \rightarrow F\left[u_{0}+v_{\infty}\right]$, $\left(\mathbf{T}\left[v_{j}\right]\right)^{\prime} \rightarrow \tilde{v}^{\prime}$, and $\mathbf{L}\left[\left(u_{0}+\mathbf{T}\left[v_{j}\right]\right)^{\prime}\right] \rightarrow \mathbf{L}\left[\left(u_{0}+\tilde{v}\right)^{\prime}\right]$ in $C^{0}\left(\left(-\infty, \xi_{0}\right]\right)$, we conclude by taking the limit of the integrodifferential equation satisfied by $\mathbf{T}\left[v_{j}\right]$ that $u_{0}+\tilde{v}$ is a solution to (4.9) with $f=F\left[u_{0}+v_{\infty}\right]$. It then follows by uniqueness of (4.9) that $\tilde{v}=\mathbf{T}\left[v_{\infty}\right]$. Consequently, the whole sequence $\left\{\mathbf{T}\left[v_{j}\right]\right\}$ converges to $\mathbf{T}\left[v_{\infty}\right]$ in $\mathbf{X}$. Thus, $\mathbf{T}$ is continuous. The Schauder fixed point theorem then shows that $\mathbf{T}$ has at least one fixed point, which, after adding $u_{0}$, gives a solution to (4.3).

Finally, by Theorem 3.2, such a solution $u$ is unique. This proves Theorem 4.1.
4.3. Proof of Lemma 4.2. For notational simplicity, in the sequel, $O(f)$ stands for a quantity satisfying $|O(f)| \leq C|f|$, where $C$ is a positive constant depending only on $k$.

Since $u-u_{0} \in \mathbf{D},\left|u^{\prime}(\xi)+1\right| \leq 2 /|\xi|$, so that, by the mean value theorem and the definition $\eta=\xi+\log \frac{1-z}{1+z}$,

$$
u-\hat{u}=u(\xi)-u(\eta)=u^{\prime}(\xi-\theta)\{\xi-\eta\}=\left[1+O\left(|\xi|^{-1}\right)\right] \log \frac{1-z}{1+z}
$$

It then follows from the Lebesgue dominated convergence theorem that $F \in C^{1}\left(\left(-\infty, \xi_{0}\right]\right)$. It remains to estimate $F[u]$ and its derivative.

Note that $b$, defined in (4.2), is uniformly bounded in $z \in(0,1)$ and $\xi \in\left(-\infty, \xi_{0}\right]$. When $z \in[1 / 2,1]$, the term $e^{\xi z}<e^{\xi / 2}$ is exponential small in terms of $\xi<\xi_{0} \leq-2$. All other terms are of order $\log [1-z]$, so the total contribution of the integral for $z \in$ $[1 / 2,1]$ is exponential small in $\xi$. Thus, we need only pay attention when $z \in(0,1 / 2]$.

First we estimate $f_{1}$. That $u-u_{0} \in \mathbf{D}$ and $\eta-\xi=\log \frac{1-z}{1+z}=-2 z+\left(z^{2}\right)$ implies $b=O\left(z^{2}+z|\xi|^{-1}+\xi^{-2}\right)$ so that $\left|f_{1}\right|=O\left(z^{2}+z|\xi|^{-1}+\xi^{-2}\right) \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}}$. Note that for every $\xi<0$ and $i>-1 / 2$,

$$
\int_{0}^{1} z^{i} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z \leq \frac{|\xi|^{-i}}{\sqrt{\pi}} \int_{0}^{\infty} z^{i-1 / 2} e^{-z} d z=O\left(|\xi|^{-i}\right)
$$

It then follows that $\int_{0}^{1}\left|f_{1}\right| d z=O\left(\xi^{-2}\right)$. A direct differentiation also shows that $\int_{0}^{1}\left|\frac{d}{d \xi} f_{1}\right| d z=O\left(\xi^{-2}\right)$ since $u^{\prime \prime}=O\left(|\xi|^{-1}\right)$.

Similarly, we can show that $\int_{0}^{1}\left(\left|\hat{u}^{\prime} f_{3}\right|+\left|\frac{d}{d \xi} \hat{u}^{\prime} f_{3}\right|\right) d z=O\left(\xi^{-2}\right)$.
For the integral involving $f_{2}$, we write $\sqrt{u \hat{u}}+\hat{u}=2 u-\frac{1}{2}(\sqrt{u}-\sqrt{\hat{u}})^{2}-\frac{3}{2}(u-\hat{u})=$ $-2 \xi+O\left(|\xi|^{-1}+|\xi|^{-1} \log ^{2} \frac{1+z}{1-z}+\log \frac{1+z}{1-z}\right)$. Hence, $\int_{0}^{1} f_{2} d z=\int_{0}^{1} \frac{-2 z \xi \sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z+$ $O\left(|\xi|^{-2}\right)=-1+O\left(\left.\xi\right|^{-2}\right)$. A differentiation also gives $\left|\int_{0}^{1} \frac{d}{d \xi} f_{2} d z\right|=O\left(\xi^{-2}\right)$. This completes the proof.

Remark 4.1. The integral in (3.10) is of size $|\xi| / s(t)$ if $\lambda \neq 1$. When $\lambda=1$, this integral is of size $\left(\mathbf{L}\left[u^{\prime}\right]-F[u]\right) / s(t)=O\left(\xi^{-2}\right) / s(t)$ since $u^{\prime}=-1+O\left(\xi^{-2}\right)$ and $\mathbf{L}\left[u^{\prime}\right]=-1+O\left(\xi^{-2}\right)$. Hence, the ratio of the integral and the first term on the right-hand side of (3.9) is of size $O\left(\xi^{-3}\right)$; see Remark 3.1.
4.4. Idea for the proof of Lemma 4.3. To complete the proof of Theorem 4.1, it remains to prove Lemma 4.3, which will be done in the next two sections. Here we provide the main idea of the proof.

We first investigate in section 5 the linear operator $\mathbf{L}$. In particular, we show that the inverse operator $(\mathbf{I}+\mathbf{L})^{-1}$ is a bounded operator from $C^{0}$ to $C^{0}$. Also, we show that $\mathbf{L}[\phi]$ is always $1 / 2$ more differentiable than $\phi$.

Then in section 6 , we study, for any large integer $j$, an initial value problem ( P 1$)_{j}$ of the integrodifferential equation in (P1) in the interval $\left[-j, \xi_{0}\right]$ with "initial value" $w=u_{0}$ in $(-\infty,-j]$. The existence of a solution follows from a standard Picard iteration technique.

To obtain certain desired behavior of the solution of $(\mathrm{P} 1)_{j}$, we find that $(\mathrm{P} 1)_{j}$, as well as (P1), satisfy a comparison principle: larger initial data and larger source term produce larger solutions. Because of the large positive derivative $\frac{\partial}{\partial u} G\left(u_{0}, \xi\right) \sim 2|\xi|$, this comparison principle allows us to construct sub and super solutions of the form $u_{0} \pm M|\xi|^{-3}$ to sandwich the solution to $(\mathrm{P} 1)_{j}$. Thus, we can take the limit $j \rightarrow \infty$ to obtain a solution to (P1) with the desired asymptotic behavior. Uniqueness of solutions to (P1) also follows from the comparison principle.
5. The operator $\mathbf{L}$. In this section we study the operator $\mathbf{L}$ defined in (4.5).

LEMMA 5.1. There exists a universal positive constant $c_{0}$ such that for every $\xi_{0} \leq-2$,

$$
\begin{align*}
c_{0}\|\phi\|_{\left.C^{0}\left(-\infty, \xi_{0}\right]\right)} & \leq\|(\mathbf{I}+\mathbf{L})[\phi]\|_{\left.C^{0}\left(-\infty, \xi_{0}\right]\right)}  \tag{5.1}\\
& \leq 2\|\phi\|_{C^{0}\left(\left(-\infty, \xi_{0}\right]\right)} \quad \forall \phi \in C^{0}\left(\left(-\infty, \xi_{0}\right]\right) .
\end{align*}
$$

Consequently, $\mathbf{I}+\mathbf{L}$ admits a bounded inverse $(\mathbf{I}+\mathbf{L})^{-1}$ from $C^{0}\left(\left(-\infty, \xi_{0}\right]\right)$ to itself and

$$
\begin{equation*}
\frac{1}{2} \leq\left\|(\mathbf{I}+\mathbf{L})^{-1}\right\|_{C^{0}\left(\left(-\infty, \xi_{0}\right] \rightarrow C^{0}\left(\left(-\infty, \xi_{0}\right]\right)\right.} \leq \frac{1}{c_{0}} \tag{5.2}
\end{equation*}
$$

Proof. The second inequality in (5.1) follows easily from the first definition of $\mathbf{L}$ (one line above (4.5)).

To prove the first inequality, we make a scaling change a change of variables $z \rightarrow Z /|\xi|$ and $\zeta \rightarrow \theta /|\xi|$. Then $\mathbf{L}[\phi]$ in (4.5) can be written as

$$
\mathbf{L}[\phi](\xi)=\int_{0}^{-\xi} \phi(\xi+2 \theta / \xi) \varrho_{1}(\xi, \theta) d \theta, \quad \varrho_{1}(\xi, \theta)=\int_{\theta}^{-\xi} \frac{e^{-Z}}{Z \sqrt{\pi Z}} d Z
$$

To prove the first inequality in (5.1), we notice that $\mathbf{L}$ is linear, so that we can without loss of generality assume $\|\phi\|_{C^{0}}=1=\sup _{\xi<\xi_{0}} \phi(\xi)$.

Let $j \geq 2$ be any integer, and let $\xi_{j} \in\left(-\infty, \xi_{0}\right]$ be a point such that $\phi\left(\xi_{j}\right) \geq$ $1-1 / j$. Since $\int_{0}^{-\xi_{j}} \varrho_{1}\left(\xi_{j}, \theta\right)<1$ for any $m \in(0,1 / 2)$,

$$
\begin{aligned}
&(\mathbf{I}+\mathbf{L})[\phi]\left(\xi_{j}\right) \\
& \geq \int_{0}^{-\xi_{j}}\left\{1+\phi\left(\xi_{j}+2 \theta / \xi_{j}\right)\right\} \varrho_{1}\left(\xi_{j}, \theta\right) d \theta-\frac{1}{j} \geq m \varrho_{1}\left(\xi_{j}, 1\right)\left\{1-A\left(\xi_{j}, m\right)\right\}-\frac{1}{j}
\end{aligned}
$$

where $A(\xi, m)=$ measure $\{\theta \in[0,1] \mid \phi(\xi+2 \theta / \xi)+1<m\}$. Suppose $A\left(\xi_{j}, m\right)>0$. Then there is a unique $\hat{\xi}_{j} \in\left(\xi_{j}+2 / \xi_{j}, \xi_{j}\right)$ such that $\phi(\xi)+1>m$ in $\left(\hat{\xi}_{j}, \xi_{j}\right]$ and $\phi\left(\hat{\xi}_{j}\right)+1=m$. Since $\hat{\xi}_{j}+2 / \hat{\xi}_{j}<\xi_{j}+2 / \xi_{j}$,

$$
\begin{aligned}
A\left(\xi_{j}, m\right) & =\frac{\xi}{2} \text { measure }\left\{z \in\left[\xi_{j}+2 / \xi_{j}, \xi_{j}\right] \mid \phi(z)<m-1\right\} \\
& \leq \frac{\xi}{2} \text { measure }\left\{z \in\left[\hat{\xi}_{j}+2 / \xi_{j}, \hat{\xi}_{j}\right] \mid \phi(z)<m-1\right\}=\frac{\xi}{\hat{\xi}} A\left(\hat{\xi}_{j}, m\right) \leqslant A\left(\hat{\xi}_{j}, m\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
-(\mathbf{I}+\mathbf{L})[\phi]\left(\hat{\xi}_{j}\right) & =1-m-\mathbf{L}[\phi]\left(\hat{\xi}_{j}\right) \geq-m+\int_{0}^{-\hat{\xi}_{j}}\left\{1-\phi\left(\hat{\xi}_{j}+2 \theta / \hat{\xi}_{j}\right)\right\} \varrho_{1}\left(\hat{\xi}_{j}, \theta\right) d \theta \\
& \geq-m+(2-m) A\left(\hat{\xi}_{j}, m\right) \varrho_{1}\left(\hat{\xi}_{j}, 1\right) \geq-m+(2-m) A\left(\xi_{j}, m\right) \varrho_{1}\left(\xi_{j}, 1\right) \\
& \geq \varrho\left(\xi_{j}, 1\right)\left[-m+(1-m) A\left(\xi_{j}, m\right)\right]
\end{aligned}
$$

It then follows that, regardless of the size of $A\left(\xi_{j}, m\right)$,

$$
\begin{aligned}
\|(\mathbf{I}+\mathbf{L})[\phi]\|_{C^{0}}+\frac{1}{j} & \geq \varrho_{1}\left(\xi_{j}, 1\right) \max \left\{m\left[1-A\left(\xi_{j}, m\right)\right],-m+(2-m) A\left(\xi_{j}, m\right)\right\} \\
& \geq \varrho_{1}(-2,1) m(1-m)
\end{aligned}
$$

Sending $j \rightarrow \infty$ and taking $m=1 / 2$ we then conclude that (5.1) holds with $c_{0}=$ $\varrho_{1}(-2,1) / 4$.

The invertibility of $\mathbf{I}+\mathbf{L}$ and the estimate (5.2) follow from (5.1) and the HahnBanach theorem.

Next, we show that $\mathbf{L}[\phi]$ is $1 / 2$ more differentiable than $\phi$.

Lemma 5.2. For every $\beta \in[0,1]$, there exists a positive constant $C(\beta)$ such that

$$
\|\phi\|_{C^{0}([a-2, b])}+C(\beta) \sqrt{|a|}[\phi]_{\beta,[a-2, b]} \geq \begin{cases}{[\mathbf{L}[\phi]]_{\beta+1 / 2,[a, b]}} & \text { if } \beta \in[0,1 / 2)  \tag{5.3}\\ {[\mathbf{L}[\phi]]_{1,[a, b]}^{*}} & \text { if } \beta=1 / 2 \\ {\left[(\mathbf{L}[\phi])^{\prime}\right]_{\beta-1 / 2,[a, b]}} & \text { if } \beta \in(1 / 2,1]\end{cases}
$$

where $[\psi]_{1,[a, b]}^{*}:=\sup _{a \leq \xi_{2}<\xi_{1} \leq b} \frac{\left|\psi\left(\xi_{2}\right)-\psi\left(\xi_{1}\right)\right|}{\left|\xi_{2}-\xi_{1}\right| \max \left\{1,\left|\log \left(\xi_{1}-\xi_{2}\right)\right|\right\}}$ and

$$
\begin{equation*}
[\psi]_{\beta,[c, d]}=\sup _{c \leq \xi_{2}<\xi_{1} \leq d} \frac{\left|\psi\left(\xi_{2}\right)-\psi\left(\xi_{1}\right)\right|}{\left|\xi_{2}-\xi_{1}\right|^{\beta}} \quad \forall \beta \in[0,1] . \tag{5.4}
\end{equation*}
$$

We remark that $\mathbf{L}[\phi](\xi)$ depends only on values of $\phi$ in $[\xi-2, \xi]$. Also the factor $\sqrt{|a|}$ on the left-hand side of (5.3) is necessary since $\lim _{\xi \rightarrow \infty}\{\mathbf{L}[\phi](\xi)-\phi(\xi)\}=0$ for any bounded and uniformly continuous function $\phi$.

Proof. Let $\xi_{1}$ and $\xi_{2}$ be any numbers such that $a \leq \xi_{2}<\xi_{1} \leq b$. Set $h=\xi_{1}-\xi_{2}$. Since $\|\mathbf{L}\|_{C^{0} \rightarrow C^{0}} \leq 1$, we need only consider the case $h<1 / 4$. Also, $\mathbf{L}[\mathbf{1}](\xi)=$ $\int_{0}^{-\xi} \varrho(\xi, \theta) d \theta=\int_{0}^{-\xi} \frac{e^{-z}}{\sqrt{\pi z}} d z$, so that $\|\mathbf{L}[\mathbf{1}]\|_{C^{1}} \leq 1$. Hence, by considering the function $\phi(\xi)-\phi\left(\xi_{2}\right) \mathbf{1}$ if necessary, we can assume that $\phi\left(\xi_{2}\right)=0$.

First, we consider the case $\beta \in[0,1 / 2]$. Using (4.5) and changing of variable $\zeta \rightarrow \zeta+h / 2$ for the integral for $\mathbf{L}[\phi]\left(\xi_{1}\right)$ we have

$$
\begin{aligned}
\mathbf{L}[\phi]\left(\xi_{2}\right)-\mathbf{L}[\phi]\left(\xi_{1}\right)= & \int_{0}^{1-h / 2} \phi\left(\xi_{2}-2 \zeta\right)\left\{\varrho\left(\xi_{2}, \zeta\right)-\varrho\left(\xi_{1}, \zeta+h / 2\right)\right\} d \zeta \\
& +\int_{1-h / 2}^{1} \phi\left(\xi_{2}-2 \zeta\right) \varrho\left(\xi_{2}, \zeta\right) d \zeta-\int_{0}^{h / 2} \phi\left(\xi_{1}-2 \zeta\right) \varrho\left(\xi_{1}, \zeta\right) d \zeta
\end{aligned}
$$

Now $\phi\left(\xi_{2}\right)=0$ implies $\left|\phi\left(\xi_{2}-2 \zeta\right)\right| \leq[\phi]_{\beta}|2 \zeta|^{\beta}$ for all $\zeta \in[0,1]$ and $\left|\phi\left(\xi_{1}-2 \zeta\right)\right| \leq h^{\beta}[\phi]_{\beta}$ for all $\zeta \in[0, h / 2]$. Hence, $\left|\mathbf{L}[\phi]\left(\xi_{2}\right)-\mathbf{L}[\phi]\left(\xi_{1}\right)\right|$ is bounded by

$$
\begin{align*}
& {[\phi]_{\beta}\left\{\int_{0}^{1-h / 2}(2 \zeta)^{\beta}\left|\varrho\left(\xi_{1}-h, \zeta\right)-\varrho\left(\xi_{1}, \zeta+h / 2\right)\right| d \zeta\right.}  \tag{5.5}\\
&\left.+\int_{1-h / 2}^{1} \varrho\left(\xi_{2}, \zeta\right) d \zeta+\int_{0}^{h / 2} h^{\beta} \varrho\left(\xi_{1}, \zeta\right) d \zeta\right\}
\end{align*}
$$

Note that $\varrho(\xi, \zeta)<\sqrt{|\xi| / \pi} \int_{\zeta}^{1} z^{-3 / 2} d z \leq 2 \sqrt{|\xi|} \zeta^{-1 / 2}$. The last two integrals are bounded by $O(1) \sqrt{\left|\xi_{2}\right|} h^{\beta+1 / 2}$ when $\beta \in[0,1 / 2]$. Also

$$
\begin{aligned}
\left|\varrho\left(\xi_{1}-h, \zeta\right)-\varrho\left(\xi_{1}, \zeta+h / 2\right)\right| \leq & \int_{\zeta+h / 2}^{1} \frac{\left|\sqrt{\left|\xi_{1}-h\right|} e^{\left(\xi_{1}-h\right) z}-\sqrt{\xi_{1}} e^{\xi_{1} z}\right|}{\sqrt{\pi z^{3}}} d z \\
& +\int_{\zeta}^{\zeta+h / 2} \frac{\sqrt{\left|\xi_{1}-h\right|} e^{\left(\xi_{1}-h\right) z}}{\sqrt{\pi z^{3}}} d z
\end{aligned}
$$

The first integral is bounded by $O(1) \sqrt{\left|\xi_{2}\right|} h \zeta^{-1 / 2}$ whereas the second integral is bounded by

$$
O(1) \sqrt{\mid \xi_{2}}\left(\frac{1}{\sqrt{\zeta+h / 2}}-\frac{1}{\sqrt{\zeta}}\right)=\frac{O(1) \sqrt{\left|\xi_{2}\right|} h / 2}{\sqrt{\zeta} \sqrt{\zeta+h / 2}(\sqrt{\zeta+h / 2}+\sqrt{\zeta})}=\frac{O(1) \sqrt{\left|\xi_{2}\right|} h}{\zeta \sqrt{\zeta+h / 2}}
$$

Finally, note that
$\int_{0}^{1} \frac{\zeta^{\beta} h}{\zeta \sqrt{\zeta+h / 2}} d \zeta=h^{\beta+1 / 2} \int_{0}^{1 / h} \frac{z^{\beta-1}}{\sqrt{z+1 / 2}} d z= \begin{cases}O(\beta) h^{\beta+1 / 2} & \text { if } \beta \in(0,1 / 2), \\ O(1) h|\log h| & \text { if } \beta=1 / 2 .\end{cases}$
Therefore, the quantity in (5.5) is bounded by $C(\beta) \sqrt{\left|\xi_{2}\right|}[\phi]_{\beta} h^{\beta+1 / 2}$ if $\beta \in[0,1 / 2)$ and by $C(\beta) \sqrt{\left|\xi_{2}\right|}[\phi]_{\beta} h|\log h|$ if $\beta=1 / 2$. This proves (5.3) for the case $\beta \in[0,1 / 2]$.

Next we consider $\beta \in(1 / 2,1]$. Set $\Phi(\xi)=\int_{\xi_{2}}^{\xi} \phi(\eta) d \eta$. Then

$$
\mathbf{L}[\phi]=\int_{0}^{1} \frac{\Phi(\xi)-\Phi(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}}
$$

and

$$
\begin{aligned}
\frac{d}{d \xi} \mathbf{L}[\phi](\xi)=\int_{0}^{1} & \frac{\phi(\xi)-\phi(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z \\
& +\frac{1}{2 \xi} \int_{0}^{1} \frac{\Phi(\xi)-\Phi(\xi-2 z)}{2 z} \frac{(1+2 \xi z) \sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z=: \mathrm{I}(\xi)+\mathrm{II}(\xi)
\end{aligned}
$$

Note that $\frac{d}{d \xi} \mathrm{II}(\xi)$ is bounded by $[\phi]_{\beta}$ since $\Phi^{\prime}=\phi$ and $|\phi(\xi)-\phi(\xi-2 z)| \leq[\phi]_{\beta}(2 z)^{\beta}$ and $\beta>1 / 2$. It remains to consider $I(\cdot)$. We write

$$
\begin{aligned}
I\left(\xi_{1}\right)-I\left(\xi_{2}\right)=\int_{0}^{1} & \frac{\phi\left(\xi_{1}\right)-\phi\left(\xi_{1}-2 z\right)-\phi\left(\xi_{2}\right)+\phi\left(\xi_{2}-2 z\right)}{2 z} \frac{\sqrt{-\xi_{1}} e^{\xi_{1} z}}{\sqrt{\pi z}} d z \\
& +\int_{0}^{1} \frac{\left.\phi\left(\xi_{2}\right)-\phi\left(\xi_{2}-2 z\right)\right)}{2 z} \frac{\sqrt{-\xi_{1}} e^{\xi_{1} z}-\sqrt{-\xi_{2}} e^{\xi_{2} z}}{\sqrt{\pi z}} d z
\end{aligned}
$$

Since $\left|\phi\left(\xi_{2}\right)-\phi\left(\xi_{2}-2 z\right)\right| \leq[\phi]_{\beta}(2 z)^{\beta}$ with $\beta>1 / 2$, the second integral is bounded by $h[\phi]_{\beta}\left|\xi_{1}\right|^{-\beta} \int_{0}^{\infty}(1+Z) Z^{\beta-3 / 2} e^{-Z} d Z \leq C h[\phi]_{\beta}\left|\xi_{1}\right|^{-\beta}$. To estimate the first integral, we use

$$
\left|\phi\left(\xi_{1}\right)-\phi\left(\xi_{1}-2 z\right)-\phi\left(\xi_{2}\right)+\phi\left(\xi_{2}-2 z\right)\right| \leq 2[\phi]_{\beta} \min \left\{h^{\beta},(2 z)^{\beta}\right\}
$$

so that the first integral is bounded by

$$
2[\phi]_{\beta} \int_{0}^{\infty} \frac{\min \left\{(2 z)^{\beta}, h^{\beta}\right\}}{2 z} \frac{\sqrt{-\xi_{2}} e^{\xi_{2} z}}{\sqrt{\pi z}} d z \leq C \sqrt{-\xi_{2}}[\phi]_{\beta} h^{\beta-1 / 2}
$$

In summary, we have $\left|\frac{d}{d \xi} \mathbf{L}[\phi]\left(\xi_{1}\right)-\frac{d}{d \xi} \mathbf{L}[\phi]\left(\xi_{2}\right)\right| \leq C[\phi]_{\beta} \sqrt{-\xi_{2}} h^{\beta-1 / 2}$. This completes the proof.

Remark 5.1. With the same technique, one can show that for any positive noninteger $\beta, \mathbf{L}[\phi] \in C^{\beta}$ if $\phi \in C^{\beta-1 / 2}$. Also we can show that $F[u]$ defined in (4.4) is always $1 / 2$ more differentiable that $u^{\prime}$, assuming that $u \sim-\xi+o(1 / \xi)$. We omit the details.

## 6. Proof of Lemma 4.3.

6.1. The truncated problem. We first study problem (P1) in a finite interval $\left[-j, \xi_{0}\right]$ :

$$
(\mathrm{P} 1)_{j} \quad\left\{\begin{array}{l}
(\mathbf{I}+\mathbf{L})\left[w^{\prime}\right](\xi)+G(w(\xi), \xi)=f(\xi) \quad \forall \xi \in\left(-j, \xi_{0}\right]  \tag{6.1}\\
w(\xi)=u_{0}(\xi) \quad \forall \xi \in(-\infty,-j]
\end{array}\right.
$$

Since we aim for positive solutions, we extend $G(w, \xi)$ for negative $w$ by 0 .

Lemma 6.1. Let $-j<\xi_{0} \leq-2, f(\cdot)$ be any continuous function on $\left[-j, \xi_{0}\right]$, and $u_{0}$ be any differentiable function on $\left(-\infty, \xi_{0}\right]$. Then $(\mathrm{P} 1)_{j}$ admits a unique solution $w \in C^{1}\left(\left[-j+, \xi_{0}\right]\right)$.

Proof. We first note that $\mathbf{L}\left[w^{\prime}\right]=\int_{0}^{1} \frac{w(\xi)-w(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z$, so that $\left\|\mathbf{L}\left[w^{\prime}\right]\right\|_{C^{0}([-j, \xi])}$ $\leq C_{j}[w]_{3 / 4,[-j-2, \xi]}$ for all $\xi \in\left[-j, \xi_{0}\right]$, where $C_{j}=j^{1 / 4} \int_{0}^{\infty} Z^{-3 / 4} e^{-Z} d Z$ and $[\phi]_{\beta,[a, b]}$ is as in (5.4). We remark that if $\phi(a)=0$, then $[\phi]_{0,[a, b]} \geq\|\phi\|_{C^{0}([a, b])}:=\sup _{\xi \in[a, b]}|\phi(\xi)|$.

Next we note that the function $G(w, \xi)$, after extension by 0 for negative $w$, is bounded, uniformly in $\xi \in\left[-j, \xi_{0}\right]$ and $u \in[-M, M]$ for every $M>0$. Also $L_{j}=\sup _{\xi \in[-j, 0], w \geq 0}\left|G_{w}(w, \xi)\right|<\infty$.

We now use the Picard iteration to establish the existence and uniqueness. Starting with $w_{0} \equiv u_{0}$, we successively define $w_{i}, i=1,2, \ldots$, by $w_{i}=u_{0}$ in $(-\infty,-j]$ and

$$
w_{i}(\xi)=u_{0}(-j)+\int_{-j}^{\xi}\left\{f(\hat{\xi})-G\left(w_{i-1}(\hat{\xi}), \hat{\xi}\right)-\mathbf{L}\left[w_{i-1}^{\prime}\right](\hat{\xi})\right\} d \hat{\xi}, \quad \xi \in\left[-j, \xi_{0}\right]
$$

Taking the difference of the equations (and also their derivative) for $w_{i+1}$ and $w_{i}$ we obtain for all $i \geq 1$ and all $\xi \in\left(-j, \xi_{0}\right.$ ]

$$
\begin{aligned}
& {\left[w_{i+1}-w_{i}\right]_{0,[-j, \xi]} \leq L \int_{-j}^{\xi}\left\{\left[w_{i}-w_{i-1}\right]_{0,[-j, \hat{\xi}]}+\left[w_{i}-w_{i-1}\right]_{3 / 4,[-j, \hat{\xi}]}\right\} d \hat{\xi}} \\
& {\left[w_{i+1}-w_{i}\right]_{1,[-j, \xi]} \leq L\left\{\left[w_{i}-w_{i-1}\right]_{0,[-j, \xi]}+\left[w_{i}-w_{i-1}\right]_{3 / 4,[-j, \xi]}\right\}}
\end{aligned}
$$

where $L=\max \left\{C_{j}, L_{j}\right\}$. Since $[\phi]_{3 / 4,[a, b]} \leq\left([\phi]_{1,[a, b]}\right)^{3 / 4}\left([\phi]_{0,[a, b]}\right)^{1 / 4}$ for any $\phi$ and any interval $[a, b]$, mathematical induction then gives for $\beta=0,3 / 4,1$ and all $i \geq 2$

$$
\left[w_{i+1}-w_{i}\right]_{\beta,[-j, \xi]} \leq \frac{M^{i}(\xi+j)^{i / 4}}{(i!)^{1 / 4}}\left(\frac{i}{4(\xi+j)}\right)^{\beta} \quad \forall \xi \in\left(-j, \xi_{0}\right]
$$

for some sufficiently large constant $M$ depending only on $j$ and $u_{0}$. Following the rest steps of the Picard iteration method (see, for example, [9]), we then complete the proof.

To take the limit $j \rightarrow \infty$ for solutions of $(P 1)_{j}$, we need certain estimates. This will be done via a comparison principle and construction of sub and super solutions.
6.2. The comparison principle. For convenience, we introduce a nonlinear operator $\mathbf{N}$ defined by

$$
\begin{equation*}
\mathbf{N}[w](\xi)=(\mathbf{I}+\mathbf{L})\left[w^{\prime}\right](\xi)+G(w(\xi), \xi) \tag{6.2}
\end{equation*}
$$

LEMMA 6.2 (comparison principle). Let $\xi_{0} \leq-2$ be any number and $w_{1}$ and $w_{2}$ be two (piecewise) continuous differentiable functions on $\left(-\infty, \xi_{0}\right]$ satisfying the following:
(i) $\min \left\{w_{1}, w_{2}\right\} \geq 3 / 2$ in $\left(-\infty, \xi_{0}\right]$;
(ii) there exists $j \in\{\infty\} \cup\left(-\xi_{0}, \infty\right)$ such that

$$
\mathbf{N}\left[w_{1}\right](\xi) \geq \mathbf{N}\left[w_{2}\right](\xi) \quad \forall \xi \in\left(-j, \xi_{0}\right]
$$

and $\liminf \inf _{\xi \rightarrow-\infty}\left\{w_{1}(\xi)-w_{2}(\xi)\right\} \geq 0 \quad$ if $j=\infty$, and $w_{1}(\xi) \geq w_{2}(\xi)$ on $(-\infty,-j]$ if $j<\infty$.

Then $w_{1}(\xi) \geq w_{2}(\xi)$ for all $\xi \in\left(-\infty, \xi_{0}\right]$.

Proof. Let $\varepsilon \in(0,1 / 4)$ be any constant. We define

$$
\xi_{\varepsilon}=\sup \left\{\xi \leq \xi_{0} \mid w_{1}+\varepsilon>w_{2} \quad \text { in }(-\infty, \xi)\right\}
$$

The "initial condition" in assumption (ii) implies that $\xi_{\varepsilon}$ is well defined and $\xi_{\varepsilon}>-j$. We claim that $\xi_{\varepsilon}=\xi_{0}$. In fact, if this is not true, then $w_{2}<w_{1}+\varepsilon$ in $\left(-\infty, \xi_{\varepsilon}\right)$, and at $\xi=\xi_{\varepsilon}, w_{2}=w_{1}+\varepsilon$ and $w_{2}^{\prime} \geq w_{1}^{\prime}$. In addition, $G\left(w_{2}\left(\xi_{\varepsilon}\right), \xi_{\varepsilon}\right)=G\left(w_{1}\left(\xi_{\varepsilon}\right)+\varepsilon, \xi_{\varepsilon}\right)>$ $G\left(w_{1}\left(\xi_{\varepsilon}\right), \xi_{\varepsilon}\right)$ since $w_{1}\left(\xi_{\varepsilon}\right)=-\varepsilon+\max \left\{w_{1}\left(\xi_{\varepsilon}\right), w_{2}\left(\xi_{\varepsilon}\right)\right\}>5 / 4$ and $G_{w}(w, \xi)>0$ when $w>5 / 4$. Hence

$$
\begin{aligned}
& \mathbf{N}\left[w_{1}\right]\left(\xi_{\varepsilon}\right) \\
& \quad=w_{1}^{\prime}\left(\xi_{\varepsilon}\right)+\int_{0}^{1} \frac{\left\{w_{1}\left(\xi_{\varepsilon}\right)+\varepsilon\right\}-\left\{w_{1}\left(\xi_{\varepsilon}-2 z\right)+\varepsilon\right\}}{2 z} \frac{\sqrt{-\xi_{\varepsilon}} e^{\xi_{\varepsilon} z}}{\sqrt{\pi z}} d z+G\left(w_{1}\left(\xi_{\varepsilon}\right), \xi_{\varepsilon}\right) \\
& \quad<w_{2}^{\prime}\left(\xi_{\varepsilon}\right)+\int_{0}^{1} \frac{w_{2}\left(\xi_{\varepsilon}\right)-w_{2}\left(\xi_{\varepsilon}-2 z\right)}{2 z} \frac{\sqrt{-\xi_{\varepsilon}} e^{\xi_{\varepsilon} z}}{\sqrt{\pi z}} d z+G\left(w_{2}\left(\xi_{\varepsilon}\right), \xi_{\varepsilon}\right)=\mathbf{N}\left[w_{2}\right]\left(\xi_{\varepsilon}\right),
\end{aligned}
$$

which contradicts the assumption that $\mathbf{N}\left[w_{1}\right] \geq \mathbf{N}\left[w_{2}\right]$ in $\left(-j, \xi_{0}\right]$. This contradiction shows that $\xi_{\varepsilon}=\xi_{0}$; namely, $w_{1}(\xi)+\varepsilon \geq w_{2}(\xi)$ in $\left(-\infty, \xi_{0}\right]$. Sending $\varepsilon$ to 0 we then obtain the assertion of the lemma.

One notices that the condition (i) is used only to ensure that $G_{w}(w, \xi)>0$ for any $w \geq \max \left\{w_{1}, w_{2}\right\}$.

For later applications, we also provide the following maximum principle.
Lemma 6.3 (maximum principle). Let $L(\cdot)$ be a continuous and uniformly positive function on $\left(-\infty, \xi_{0}\right.$ ] and $W$ be a Lipschitz continuous functions on $\left(-\infty, \xi_{0}\right.$ ] satisfying

$$
(\mathbf{I}+\mathbf{L})\left[W^{\prime}\right](\xi)+L(\xi) W(\xi) \geq 0 \quad \forall \xi \in\left(-\infty, \xi_{0}\right], \quad \inf _{\xi \leq \xi_{0}} W(\xi)>-\infty
$$

Then $W \geq 0$ on $\left(-\infty, \xi_{0}\right]$.
The proof follows closely the proof for the previous lemma and is omitted.
6.3. Estimates for solutions of $(\mathbf{P} \mathbf{1})_{\boldsymbol{j}}$. Let $C_{0}$ be the constant in Lemma 4.2.

Lemma 6.4. There exists a large negative constant $\Xi_{1}\left(C_{0}\right)$ such that if $\xi_{0} \leq$ $\Xi_{1}\left(C_{0}\right)$ and $f(\cdot) \in C^{0}\left(\left(-\infty, \xi_{0}\right]\right)$ satisfying

$$
\begin{equation*}
|f(\xi)+1| \leq C_{0} \xi^{-2} \tag{6.3}
\end{equation*}
$$

then the unique solution $w$ to $(\mathrm{P} 1)_{j}$ with $u_{0}=-\xi-\frac{1}{2} \xi^{-1}+\frac{3}{8} \xi^{-2}+\frac{17}{24} \xi^{-3}$ satisfies

$$
\begin{array}{cl}
\left|w(\xi)-u_{0}\right| \leq\left(1+\frac{1}{2} C_{0}\right)|\xi|^{-3} & \forall \xi \in\left(-\infty, \xi_{0}\right] \\
\left|w^{\prime}(\xi)-u_{0}^{\prime}\right| \leq \frac{2 C_{0}+2}{c_{0}} \xi^{-2} & \forall \xi \in\left(-\infty, \xi_{0}\right] \tag{6.5}
\end{array}
$$

Proof. Let $w_{ \pm}=u_{0} \mp M \xi^{-3}$, where $M>0$ is to be determined. Then $\frac{w_{ \pm}(\xi)-w_{ \pm}(\xi-2 z)}{2 z}$ $=w_{ \pm}^{\prime}(\xi)+z O\left(|\xi|^{-3}\right)$. It then follows that $\mathbf{L}\left[w_{ \pm}^{\prime}\right]=\int_{0}^{1} \frac{w_{ \pm}(\xi)-w_{ \pm}(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{2 z}}{\sqrt{\pi z}} d z=$ $w_{ \pm}^{\prime}(\xi)+O\left(|\xi|^{-4}\right)$. Consequently,

$$
\begin{aligned}
& \mathbf{N}\left[w_{ \pm}\right]-f(\xi)=(\mathbf{I}+\mathbf{L})\left[w_{ \pm}^{\prime}\right]+G\left(w_{ \pm}, \xi\right)-f(\xi) \\
= & 2 w_{ \pm}^{\prime}(\xi)+2 w_{ \pm}\left(1-e^{-w_{ \pm}-\xi}\right)-f(\xi)+O\left(|\xi|^{-4}\right) \\
= & -1-f(\xi) \pm 2 M \xi^{-2}+O\left(|\xi|^{-3}\right) .
\end{aligned}
$$

Hence, taking $M=C_{0} / 2+1$ and $\Xi_{1}\left[C_{0}\right]$ large enough, we have $\pm \mathbf{N}\left[w_{ \pm}\right]>0$ in $\left(-\infty, \xi_{0}\right]$. The comparison principle then gives $w_{-} \leq w \leq w_{+}$in $\left(-\infty, \xi_{0}\right]$ and therefore also (6.4). In addition,

$$
(\mathbf{I}+\mathbf{L})\left[w^{\prime}-u_{0}^{\prime}\right](\xi)=f(\xi)-G(w(\xi), \xi)-2 u_{0}^{\prime}+O\left(|\xi|^{-4}\right)=O\left(\xi^{-2}\right)
$$

The estimate (6.5) then follows from the boundedness of $\left\|(\mathbf{I}+\mathbf{L})^{-1}\right\|_{C^{0} \rightarrow C^{0}}$.
Now we are ready to prove Lemma 4.3.
6.4. Proof of Lemma 4.3. Let $C_{0}$ and $\Xi_{1}\left(C_{0}\right)$ be as in Lemmas 4.2 and 6.4, respectively. Let $\xi_{0} \leq \Xi_{1}\left(C_{0}\right]$.

For each integer $j>\left|\xi_{0}\right|$, let $w_{j}$ be the solution to $(P 1)_{j}$. From Lemma 6.4, we know that we can extract a subsequence from $\left\{w_{j}\right\}_{j>\left|\xi_{0}\right|}$, which converges to $w$ in $C^{\beta}\left(\left(-\infty, \xi_{0}\right]\right)$ for any $\beta \in(0,1)$ and some Lipschitz continuous function $w$ satisfying the estimates (6.4) and (6.5). Consequently, $G\left(w_{j}(\cdot), \cdot\right) \rightarrow G(w(\cdot), \cdot)$ in $C^{0}\left(\left(-\infty, \xi_{0}\right]\right)$. Also, from the expression $\mathbf{L}\left[w_{j}^{\prime}\right](\xi)=\int_{0}^{1} \frac{w_{j}(\xi)-w_{j}(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}} d z$ we see that $\mathbf{L}\left[w_{j}^{\prime}\right] \rightarrow \mathbf{L}\left[w^{\prime}\right]$ uniformly in $\left(-\infty, \xi_{0}\right]$. Hence, from $w_{j}^{\prime}=f-\mathbf{L}\left[w_{j}^{\prime}\right]-G\left(w_{j}, \cdot\right)$, we conclude that $w_{j}(\cdot)^{\prime} \rightarrow w^{\prime}(\cdot)$ in $C^{0}\left(\left(-\infty, \xi_{0}\right]\right)$ and $w$ is a $C^{1}\left(\left(-\infty, \xi_{0}\right]\right)$ solution to (P1). Uniqueness of the solution to (P1) follows from the comparison principle, i.e., Lemma 6.2 with $j=\infty$.

It remains to show that $w \in C^{2}$ and to estimate $w^{\prime \prime}$ and $w^{\prime}$ (better than (6.5)).
First, $f(\cdot)+G(w(\cdot), \cdot)$ is differentiable. Also, that $w^{\prime} \in C^{0}$ and Lemma 5.2 implies that $\mathbf{L}\left[w^{\prime}\right] \in C^{1 / 2}$ so that $w^{\prime}=f-G(w, \cdot)-\mathbf{L}\left[w^{\prime}\right] \in C^{1 / 2}$. Repeating this process, we then conclude that $w \in C^{2}$.

Once we know that $w$ is $C^{2}$, we can differentiate the equation for $w$ to obtain

$$
(\mathbf{I}+\mathbf{L})\left[w^{\prime \prime}\right]+L(\xi) w^{\prime}=f_{\xi}-G_{\xi}(w, \xi)-\psi
$$

where $\left.L(\xi)=G_{w}(w(\xi), \xi)\right)$ and $\psi=\int_{0}^{1} \frac{w(\xi)-w(\xi-2 z)}{2 z} \frac{\sqrt{-\xi} e^{\xi z}}{\sqrt{\pi z}}\left\{\frac{1}{\xi}+z\right\} d z=O\left(\xi^{-2}\right)$ since $w^{\prime}=-1+O\left(|\xi|^{-1}\right)$.

Using the estimate (6.4) and the definition of $G$ in (4.1) we see that $L(\xi)=$ $G_{w}(w, \xi)=-2 \xi-1-2 \xi^{-1}+O\left(|\xi|^{-2}\right)$ and $G_{\xi}=-2 \xi-1-\xi^{-1}+O\left(\xi^{-2}\right)$. Since $(\mathbf{I}+\mathbf{L})\left[u_{0}^{\prime \prime}\right]=O\left(|\xi|^{-3}\right)$ we have $(\mathbf{I}+\mathbf{L})\left[\left(w-u_{0}\right)^{\prime \prime}\right]+L(\xi)\left(w-u_{0}\right)^{\prime}=f_{\xi}-G_{\xi}-\psi-$ $L(\xi) u_{0}^{\prime}+O\left(|\xi|^{-3}\right)=O\left(\xi^{-2}\right)$ by the assumption on $f_{\xi}$.

Now we can use the maximum principle (Lemma 6.3) to estimate $\left(u-u_{0}\right)^{\prime}$ and $\left(u-u_{0}\right)^{\prime \prime}$. For large constant $M$ to be determined, set $W_{ \pm}=-M \xi^{-3} \pm\left(u-u_{0}\right)^{\prime}$. Then $(\mathbf{I}+\mathbf{L})\left[W^{\prime}\right]+L(\xi) W=2 M \xi^{-2}+O(1)|\xi|^{-2}+O\left(|\xi|^{-3}\right)$, where $O(1)$ depends only on $C_{0}$. Hence, taking $M$ large (depending only on $C_{0}$ ) such that $M+O(1)=1$ and then taking $\Xi\left(C_{0}\right)$ large enough negative, we have, when $\xi_{0} \leq \Xi\left(C_{0}\right)$, that $W_{ \pm}>0$ in $\left(-\infty, \xi_{0}\right.$ ], i.e., $\left|\left(w-u_{0}\right)^{\prime}\right| \leq M|\xi|^{-3}$. (Note the improvement over (6.5).) In addition, from $(\mathbf{I}-\mathbf{L})\left[\left(w-u_{0}\right)^{\prime \prime}\right]=O\left(|\xi|^{-2}\right)-L\left(w-u_{0}\right)^{\prime}=O\left(|\xi|^{-2}\right)$ and the boundedness of $(\mathbf{I}+\mathbf{L})^{-1}$ we conclude that $\left(w-u_{0}\right)^{\prime \prime}=O\left(\xi^{-2}\right)$. This completes the proof of Lemma 4.3 and also of Theorem 4.1.

Remark 6.1. Using the same argument as in problem $(P 1)_{j}$ (the Picard iteration), one can extend the solution $u$ of (4.3) to $\xi \in(-\infty, \infty)$.

Remark 6.2. With the preceding argument for the $C^{2}$ differentiability of $w$, one can actually show that solution $u$ to (4.3) is $C^{\infty}$. To do this, one writes the equation as

$$
u^{\prime}+\mathbf{L}\left[u^{\prime}\right]+\mathbf{L}_{1}^{u}\left[u^{\prime}\right]=\left(F[u]+\mathbf{L}_{1}^{u}\left[u^{\prime}\right]\right)-G(u, \cdot)
$$

where $\mathbf{L}_{1}^{u}\left[\phi^{\prime}\right]=\int_{0}^{1} \phi^{\prime}(\eta) f_{3} d z$ is the part of $F[u]$ involving the integral of $u^{\prime}(\eta) f_{3}$. Then the right-hand side of the equation is always $1 / 2$ more differentiable than that of $u^{\prime}$. As the operator norm from $C^{0}((\infty, \xi])$ to $C^{0}((-\infty, \xi])$ of $\mathbf{L}_{1}^{u}$ is of order $|\xi|^{-1}$, one sees that $\left(\mathbf{I}+\mathbf{L}+\mathbf{L}_{1}^{u}\right)^{-1}$ is bounded from $C^{0}$ to $C^{0}$. It then follows from a boot strap argument that $u \in C^{\infty}$. See also Remark 2.2.

### 6.5. Higher order expansions.

THEOREM 6.5. There exist constants $c_{1}, c_{2}, c_{3}, \ldots$ such that as $\xi \rightarrow-\infty$, the unique solution to (P1) has the asymptotic expansion $u \sim-\xi+\sum_{i=1}^{\infty} c_{i} \xi^{-i}$; in particular, (1.2) holds (with $\alpha(t)$ replaced by $u(\xi)$ ).

Proof.
Construction of the asymptotic expansion. First, we can replace $G(u, \xi)$ defined in (4.1) by $2 u\left(1-e^{-u-\xi}\right)$ since the terms dropped are of order $O\left(|\xi| e^{\xi}\right)$. Similarly, we can drop the exponentially small terms in $b$ defined in (4.2). (These are equivalent to replacing the fundamental solution $\Gamma(x, t)$ in (3.2) by $\frac{1}{2 \sqrt{\pi t}} e^{-x^{2} /(4 t)}$.) Writing (4.6) as $G(u, \xi)=F[u]-(\mathbf{I}+\mathbf{L})[u]$ and solving for $u$ we obtain

$$
u(\xi)=-\xi-\log \left\{1+\frac{(\mathbf{I}+\mathbf{L})\left[u^{\prime}\right]-F[u]}{2 u(\xi)}\right\}
$$

Starting with $u=\xi+O(1)$ and successively replacing $u$ on the right-hand side by its previous expansion, we then obtain expansions of all order. The key here is that the right-hand side produces a unique $n+1$ th order expansion, if an $n$th order expansion of $u$ is given, because of the denominator $2 u(\xi)$.

With the help of Mathematica's symbolic package, we obtain, in particular, the expansion (1.2); see www.math.pitt.edu/~xfc.

## Rigorous verification of the expansion.

For every $n \geq 2$, set $u_{n}=-\xi+\sum_{i=1}^{n} c_{i} \xi^{-i}$ and define

$$
\mathbf{X}_{n}=\left\{\left.w \in C^{1}\left(\left(-\infty, \xi_{n}\right]\right)| |\left(w-u_{n}\right)(\xi)\left|+\frac{1}{|\xi|}\right|\left(w-u_{n}\right)^{\prime}(\xi)\left|\leq M_{n}\right| \xi\right|^{-n-1} \forall \xi \leq \xi_{n}\right\}
$$

We shall use mathematical induction to show that for every integer $n \geq 2, u \in \mathbf{X}_{n}$ provided that we take $\xi_{n}$ and $M_{n}$ large enough.

Suppose $u \in \mathbf{X}_{n}$. Then one can verify that $F[u]-F\left[u_{n}\right]=O\left(|\xi|^{-n-1}\right)$. In deriving this, we need
$u(\xi)-u(\eta)=\int_{\xi}^{\eta} u^{\prime}(\hat{\xi}) d \hat{\xi}=\int_{\xi}^{\eta}\left(u_{n}^{\prime}+O\left(|\xi|^{-n}\right) d \hat{\xi}=u_{n}(\xi)-u_{n}(\eta)+|\xi-\eta| O\left(|\xi|^{-n}\right)\right.$.
Now define $w_{ \pm}=u_{n+1} \pm M|\xi|^{-n-2}$, where $M$ is to be determined. We can calculate $\mathbf{N}\left[w_{ \pm}\right]:=(\mathbf{I}+\mathbf{L})\left[w_{ \pm}^{\prime}\right]+G\left(w_{ \pm}, \xi\right)=\mathbf{N}\left[u_{n+1}\right] \pm 2 M|\xi|^{-n-1}+O\left(|\xi|^{-n-2}\right)$ since $L(\xi):=G_{w}(u, \xi)=2|\xi|+O(1)$.

From the construction of $u_{n+1}$, we have $\mathbf{N}\left[u_{n+1}\right]=F\left[u_{n}\right]+O\left(|\xi|^{-n-1}\right)$, and we then conclude that $\mathbf{N}\left[w_{ \pm}\right]-\mathbf{N}[u]=F\left[u_{n}\right]-F[u] \pm 2 M|\xi|^{-n-1}+O(1)|\xi|^{-n-1}=$ $2 \pm M|\xi|^{-n-1}+O(1)|\xi|^{-n-1}$, where $O(1)$ is independent of $M$ if $\xi$ is large enough. Hence, there exist a large constant $M_{n+1}$ and large negative constant $\xi_{n+1}$ such that for $M=M_{n+1}, \pm\left(\mathbf{N}[u]-\mathbf{N}\left[w_{ \pm}\right]\right)>0$ in $\left.\left(-\infty, \xi_{n+1}\right)\right]$. Therefore, by comparison, $w_{-}<u<w_{+}$, i.e., $\left|u-u_{n+1}\right| \leq M_{n+1}|\xi|^{-n-2}$ for all $\xi \leq \xi_{n+1}$. We take $M$ large enough. With this estimate, we also obtain $(\mathbf{I}+\mathbf{L})\left[\left(u-u_{n+1}\right)^{\prime}\right]=\left\{\mathbf{N}[u]-\mathbf{N}\left[u_{n+1}\right]\right\}-$ $\left\{G(u, \xi)-G\left(u_{n+1}, \xi\right)\right\}=O\left(|\xi|^{-n-1}\right)$. Consequently, by the boundedness of $(\mathbf{I}+\mathbf{L})^{-1}$, $\left|u^{\prime}-u_{n+1}\right|=O\left(|\xi|^{-n-1}\right)$. Thus, $u \in \mathbf{X}_{n+1}$. This completes the proof.

Remark 6.3. We did not include the second order derivative of $u$ in the definition of $\mathbf{X}_{n}$ since we do not intend to establish the estimate for $u^{\prime \prime}$. On the other hand, we do need to include the second order derivative of $u$ in $\mathbf{X}$ in the proof of Theorem 4.1 to make the set $\mathbf{D}$ compact in $\mathbf{X}$.
7. Approximations of the early exercise boundary. In applications, one needs to find quickly the early exercise boundary

$$
\begin{aligned}
& S_{f}(T)=E e^{s(t)}, \quad s(t)=-2 \sqrt{t \alpha(t)}, \quad \alpha(t)=u(\xi) \\
& \xi=\log \sqrt{4 \pi k^{2} t}, \quad k=2 r \sigma^{-2}, \quad t=\frac{1}{2} \sigma^{2}\left(T_{F}-T\right)
\end{aligned}
$$

of the American put option. As mentioned in the introduction, there have been a number of theoretical approximations; see, for example, [25], [18], [5], and [2, 3, 14]. In this section we derive our new approximations mentioned in section 1 as well as provide numerical comparisons. In what follows, $\sigma^{2}$ and $r$ are measured in annualized units, i.e., have units $1 /$ year.
7.1. An explicit approximation near expiry. One notices that expansions such as (1.2) cannot be used for $\xi \geq 0$ (equivalent to $t \geq 1 /\left(4 \pi k^{2}\right)$ or $T_{F}-T>$ $\left.\sigma^{2} /\left(8 \pi r^{2}\right)\right)$. Indeed, our numerical evidence [8] shows that approximations based on the truncations of (1.2) break down much earlier, and higher order expansions approximate $s(t)$ better than the second order only if $T_{F}-T$ is shorter than a few minutes and, therefore, are of no practical use. In this aspect, the best choice for practical estimation of $S_{f}(T)$ near expiry is the second order approximation $u(\xi) \approx$ $-\xi-\frac{1}{2 \xi}$. It is good for $T_{F}-T$ less than a week when $\sigma=0.25 / \sqrt{\text { year }}, r=0.1 /$ year. Nevertheless, we still want to use (1.2) to obtain better approximations.

We recall that the particular choice of the constant $4 \pi k^{2}$ in the definition of $\xi=\log \sqrt{t}+\log \sqrt{4 \pi k^{2}}$ is to eliminate the constant term in the expansion of $u(\xi)$. If we use another variable such as $\hat{\xi}=\log \sqrt{B t}$ and expand $u$ in terms of $1 / \hat{\xi}$, then the corresponding expansions make sense for all $t<1 / B$. Based on this idea, for any $a>0$, we expand $u(\xi)$ as $u=-\xi-\frac{1}{2(\xi-a)}+\frac{1 / 8+a / 2}{(\xi-a)^{2}}+\frac{17 / 24-a / 4-a^{2} / 2}{(\xi-a)^{3}}+\cdots$. Being equivalent to (1.2) as $\xi \rightarrow-\infty$, this new expansion, however, can be evaluated for all $t<e^{a} /\left(4 \pi k^{2}\right)$. In particular, taking $a=0.96621$ to be the positive root to $17 / 24-a / 4-a^{2} / 2=0$ and truncating the expansion at the fourth order, we obtain (expl) in section 1. Numerical evidence shows that this new approximation (expl) is better than any of the straightforward truncations of (1.2), both in accuracy and in the length of the interval of validity. For $\sigma=0.25 / \sqrt{\text { year }}$ and $r=0.1 /$ year, the approximation is very accurate for $T_{F}-T$ less than 1 month.
7.2. An implicit/series approximation. We can extend further the above idea. We seek approximations which meet two requirements: (i) they are valid asymptotic expansions as $\xi \rightarrow-\infty$, and (ii) they are analytic for all $\xi \in \mathbb{R}$. We find that such approximations can be easily obtained if we regard $\xi$ as function of $u$, i.e., the inverse function of $\xi=\xi(u)$.

For every $a>0$, we convert (1.2) into its equivalent form $\xi=-u-\log \{1-$ $\left.\frac{1}{2(u+a)}-\frac{a}{2(u+a)^{2}}+\frac{1-a^{2}}{2(u+a)^{2}}+\cdots\right\}$. Hence, taking $a=1$ and truncating the expansion at the fourth order, we obtain the implicit formula (imp1) in section 1. As a special advantage, this expansion is meaningful for all time since for every $\xi \in \mathbb{R}$, there is a unique $u$ solving (imp1) and $\xi \rightarrow \infty$ as $u \rightarrow 0$, which is compatible with the fact that $u=\frac{s(t)^{2}}{4 t} \rightarrow 0$ as $\xi=\log \sqrt{4 \pi k^{2} t} \rightarrow \infty$. Our numerical experiments in [8] show that


Fig. 7.1. Error (in $\log _{10}$ ) of approximations for $r=0.1$ and $\sigma=0.25$.
(imp1) is much better than (expl). It is reasonably good for $T_{F}-T$ as long as one year when $\sigma=0.25$ and $r=0.1$. See Figure 7.1.
7.3. Implicit/interpolation approximation. The approximation (imp1) is based on the asymptotic expansion (1.2) which concerns only the behavior of $s(t)$ near expiry. We now derive an approximation which incorporates as well the asymptotic behavior of $u$ for large $t=e^{2 \xi} /\left(4 \pi k^{2}\right)$.

Using (3.6) and the change of variable $\tau \rightarrow z$ via $z=(s(t)-s(t-\tau)) /(2 \sqrt{\tau})$ we obtain

$$
\begin{equation*}
e^{-u-\xi}=\frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{u}} e^{-z^{2}} \theta_{1}(t, z) \theta_{2}(t, z) d z=: \frac{2 \theta(t)}{\sqrt{\pi}} \int_{0}^{\sqrt{u}} e^{-z^{2}} d z \tag{7.1}
\end{equation*}
$$

where

$$
\theta_{1}(t, z)=\left\{2-\frac{s(t)-s(t-\tau)}{\tau s^{\prime}(t-\tau)}\right\}^{-1}, \quad \theta_{2}(t, z)=\exp \left\{\frac{(k-1) s(t-\tau)}{2}+\frac{(k+1)^{2}(t-\tau)}{4}\right\}
$$

Note that $\theta_{1}(t, 0)=1$ and $\theta(t, \sqrt{u})=1 / 2$. Also, $\lim _{t \rightarrow 0} \theta_{2}(t, z)=1$ uniformly in $z$ and $\lim _{t \rightarrow 0} \theta_{1}(t, z)=1$ for any fixed finite $z$. Hence $\lim _{t \rightarrow 0} \theta(t)=1$; cf. Remark 3.3.

Now we consider $\theta(t)$ for large $t$. From Theorem 2.3, we obtain $u=s^{2}(t) /(4 t) \approx$ $\log ^{2}[1+1 / k] /(4 t)$, and $1 / \theta(t)=\frac{2}{\sqrt{\pi}} e^{u+\xi} \int_{0}^{\sqrt{u}} e^{-z^{2}} d z \approx 2 k \log [1+1 / k]$ for large $t$ (or $\xi)$. Once we know the behavior of $\theta(t)$ for small and large $t$, we can approximate $\theta(t)$ for any $t$ by interpolation. Without considering any more detailed behavior of $\theta$ for intermediate sizes of $t$, we choose, for simplicity, the approximation

$$
\frac{1}{\theta(t)} \approx \frac{\theta(0) e^{u}+\theta(\infty) e^{1 / u}}{e^{u}+e^{1 / u}}=\frac{e^{u}+2 k \log (1+1 / k) e^{1 / u}}{e^{u}+e^{1 / u}}
$$

Substituting this approximation into (7.1) and taking the log of both sides, we then obtain (imp2) in section 1. Figure 7.1 shows that (imp2) is better than (imp1) when $T_{F}-T$ is larger than 1 month (for $r=0.1$ and $\sigma=0.25$ ). When $T_{F}-T$ is less than a month, (imp1) is better than (imp2) since for small $t$, (imp1) is a fourth order approximation whereas (imp2) is only first order.

We remark that (imp1) can be revised to provide approximations which have higher order (as $t \rightarrow 0$ ) than (imp2), yet still capture the asymptotic behavior $s(t) \sim$ $s_{\infty}$ for large $t$.
7.4. An ODE approximation. The ODE approximation in section 1 is obtained by neglecting the integral in (3.10). In the $(u, \xi)$ variable, it can be written as

$$
\left\{\begin{array}{l}
\frac{1}{2 u} \frac{d u}{d \xi}=\exp \left\{-u-\xi+\frac{(k-1) \sqrt{u} e^{\xi}}{2 k \sqrt{\pi}}-\frac{(k+1)^{2} e^{2 \xi}}{16 k^{2} \pi} e^{2 \xi}\right\}-1 \text { for } \xi \in \mathbb{R}^{1}  \tag{7.2}\\
\lim _{\xi \rightarrow-\infty}\{u(\xi)+\xi\}=0
\end{array}\right.
$$

In numerically solving this ODE problem, the initial condition can be taken as $\left.u\right|_{\xi=\xi_{0}}=-\xi_{0}-\frac{1}{2 \xi_{0}}$ for large negative $\xi_{0}$, say, $\xi_{0}=-7$. This initial value problem is extremely stable with respect to the initial condition. Indeed, solutions with initial conditions $\left.u\right|_{\xi=-7}=1,7,10$ are indistinguishable when $\xi=-6$, since the initial difference decays with a speed $e^{-\left(\xi-\xi_{0}\right) G_{w}\left(u_{0}, \xi\right)} \approx e^{-2\left|\xi_{0}\right|\left(\xi-\xi_{0}\right)}$. Also, the computing time is almost instantaneous. Our numerical simulations indicate that this ODE approximation is better than any of the previous three algebraic approximations and is very accurate for a variety of parameter ranges of $\sigma$ and $r$ and almost all time $t>0$.
7.5. An ODE iterative scheme. For the purpose of numerical comparison of the accuracy of theoretical approximations, highly accurate solutions for $s(t)$ are needed. Such solutions can be obtain by an iteration based on (3.10). We write (3.10) as (1.3). Asymptotic expansion gives for small $t, m(t)=0+0 \xi^{-1}+0 \xi^{-2}+\frac{1}{4} \xi^{-3}+$ $O\left(\xi^{-4}\right) \approx \frac{1}{4} \xi^{-3}$, and for large $t$,

$$
m(t) \approx m(\infty)=k \int_{0}^{\infty}\left\{1-\frac{2 s(\tau)}{s(\infty)}\right\} \exp \left\{\frac{(k-1)}{2} s(\tau)+\frac{(k+1)^{2}}{4} \tau\right\} \dot{s}(\tau) d \tau
$$

We remark that the integral is finite since letting $t$ in (3.6) approach $\infty$ gives the identity

$$
1=-k \int_{0}^{\infty} \exp \left\{\frac{(k-1)}{2} s(\tau)+\frac{(k+1)^{2}}{4} \tau\right\} \dot{s}(\tau) d \tau
$$

Hence, $|m(\infty)|<1$. Our numerical simulation shows that $m(t)$ changes sign exactly once, and this occurs near $\xi=0$; for $r=0.1$ and $\sigma=0.25$, the minimum of $m(t)$ is $-0.003 \ldots$, which occurs near $\xi=-5$, and the maximum is $0.17 \ldots$, which is attained at $\xi=\infty$. From here, we can see why the ODE approximation (approximating $m$ by 0 ) is very accurate for all $t>0$.

The ODE iterative scheme that we propose is as follows: update $s$ by solving (1.3) for $s$ with $m(t)$ evaluated at a previous $s$; more precisely, $m^{(0)}(t) \equiv 0$, and for $n=0,1, \ldots, s^{(n)}(t)=-2 \sqrt{t u^{(n)}(t)}$, where

$$
\begin{align*}
& \begin{cases}\frac{d u^{(n)}}{d \log \sqrt{4 \pi k^{2} t}}=2 u^{(n)}\left\{\frac{1+m^{(n)}}{\sqrt{4 \pi k^{2} t}} \exp \left[\frac{k-1}{2} \sqrt{t u^{(n)}}-u^{(n)}-\frac{(k+1)^{2}}{4} t\right]-1\right\}, & t \geq \delta, \\
u^{(n)}(\delta) & \left.=-\frac{1}{2} \log \left[4 \pi k^{2} \delta\right]-\frac{1}{2} \log ^{-1}\left[4 \pi k^{2} \delta\right]\right),\end{cases}  \tag{7.3}\\
& m^{(n+1)}(t)= \\
& \begin{cases}k s^{(n)}(\delta)+\int_{\delta}^{t}\left\{\frac{s^{(n)}(t)-s^{(n)}(\tau)}{t-\tau} \frac{2 t}{s^{(n)}(t)}-1\right\} \frac{k \Gamma\left(s^{(n)}(t)-s^{(n)}(\tau), t-\tau\right)}{\Gamma\left(s^{(n)}(t), t\right)} \dot{s}^{(n)}(\tau) d \tau, & t \geq \delta_{1} \\
\frac{1}{4} \log ^{-3} \sqrt{4 \pi k^{2} t}, & t \in\left[\delta, \delta_{1}\right]\end{cases}
\end{align*}
$$

where $\delta$ and $\delta_{1}$ are small numbers, say, $\delta=e^{-27}$ and $\delta_{1}=e^{-18}$. The ODE for $u$ is solved in the $\xi=\log \sqrt{4 \pi k^{2} t}$ variable, and a change of variable $\tau=t \eta^{2}$ is used in evaluating the integral for $m$. For $t \in\left[\delta_{1}, t_{\max }\right]\left(t_{\max }=e^{5}\right.$ will make $s\left(t_{\max }\right)$ within $0.1 \%$ of $s_{\infty}$ ), an increasing number, say, $32,48,72,108, \ldots$, of points evenly distributed on the $\log t$ scale can be used to interpolate the function $m^{(1)}(t), m^{(2)}(t), m^{(3)}(t), \ldots$. In general, three iterations will provide a solution of relative error less than $10^{-5}$, for all $t$, and five iterations will produce a numerical fixed point, which costs a total of less than 10 minutes of computing time on a Sparc server.
7.6. An approximation for large time. Although options with very long expiry rarely exist in practice, it is still useful to find the long time behavior (more precise than $\left.S_{f} \approx E k /(1+k)\right)$ of the optimal exercise boundary since the scaling $t=\frac{\sigma^{2}}{2}\left(T_{F}-T\right)=\frac{r}{k}\left(T_{F}-T\right)$ tells us that short time expiration can be considered as long if $r$ or $\sigma$ is large. For this reason, we provide an approximation for large time, so that when incorporated with our ODE and/or implicit approximations, it will provide instantaneously a reliable approximation valid for all $t$ and consequently for all ranges of $\sigma$ and $r$.

Approximating $\Gamma(s(t), t)\{1+m(t)\}$ on the right-hand side of (1.3) by $\frac{1+m(\infty)}{2 \sqrt{\pi t}}$ $e^{-\frac{(1-k)}{2} s(\infty)-\frac{(k+1)^{2}}{4} t}$ and integrating the resulting approximation from $t$ to $\infty$ we obtain (long) in section 1. As the ODE solution is a good approximation, $\hat{m}$ in (long) can be approximately calculated by using the ODE approximation for $s^{(0)}(\tau)$ in the integral; the computing time for this approximation is almost instantaneous since we can do so for $s^{(0)}$.
7.7. A numerical example. To give the reader an idea of the accuracy of our approximations, we provide in Figure 7.1 the results of a numerical simulation with typical parameters $E=1$ (dollar), $r=0.1$ (1/year), $\sigma=0.25(1 / \sqrt{\text { year }})$, and $k=2 r / \sigma^{2}=3.2$.

In Figure 7.1, the vertical axis is $\log _{10}$ (errors) (with labeling being the actual size of the errors) of the various approximations for the optimal exercise boundary $S_{f}(T)$, whereas the horizontal axis is the time to expiry $\left(\left(T_{F}-T\right)\right)$ in the $\log$ scale. In calculating the errors, the "exact" solution to which all the approximations are compared is actually the fifth iteration of (7.3), which is a numerical fixed point to (3.9). The labels stand for the binomial tree method (Bino), the front tracking (FT) and extrapolation methods (www.math.pitt.edu/~xfc), the explicit approximation (expl), the implicit/series approximation (imp1), the implicit/interpolation approximation (imp2), the ODE approximation (ODE), the iterative ODE approximation (7.3) of the first, second, and third iterations, and the large time approximation (long). All the cusps (except those near the right and lower edges of the figure) are the points where errors change sign $\left(\right.$ since $\log _{10}($ error $)=-\infty$ at these points). The nonsmoothness of the curve marked imp2 near the right edge of the figure is due to the inefficiency of our Newton method in finding the roots $u$ of (imp2) for large $t$. The bumps of ode 2 and ode 3 at the lower edge of the figure are numerical round-off errors.

The classical binomial and/or trinomial tree methods are typically used in the literature to find solutions to serve as the exact solutions with which approximations are to be compared. In calculating the optimal boundary $S_{f}(T)$, the point where the functions $P(S, T)$ and $E-S$ depart (tangentially), these tree methods are computingtime extensive. Depending on the initial guess of $S_{f}$, for each given $T$, it takes, with the number of division points $n=1000$, about 5 to 20 minutes to find $S_{f}(T)$. The complexity of the method is $O\left(n^{2}\right)$ and the error is of order $O\left(\frac{\log n}{n}\right)$. The solution
used in the figure contains 50 different sample $T$ s so that it takes about 10 hours of computing time.

The front tracking method that one of the authors designed has the same complexity $O\left(n^{2}\right)$ and error $O\left(\frac{\ln n}{n}\right)$ as that of the binomial tree method. However, one can use solutions obtained with divisions $n, n / 2$, and $n / 4$, respectively, to extrapolate a much more accurate solution, as one can see from the significant difference between the curves marked Bino and FT. Given a fixed time $T_{\max }$, it takes, with $n=2000$, about 15 minutes to find $S_{f}(T)$ for all $\left(T_{F}-T\right) \leq T_{\max }$. The solution used in the figure is actually the union of solutions for $T_{F}-T$ in the interval $\left(\frac{1}{2} T_{\max }, T_{\max }\right]$ with $T_{\text {max }}=10 / 2^{i}$ (year) for $i=0,1, \ldots, 25$, and therefore, it takes a total of 10 computing hours.

As mentioned earlier, the ODE approximation is almost instantaneous. From the figure, one can see that the ODE approximation has already surpassed that obtained from the binomial method (with 1000 division). For the ODE iterative scheme, the computing time for the first iteration takes about 1 minute. To finish the fifth iteration takes a total of about 10 minutes.
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#### Abstract

We study a system of nonlinear second order ordinary differential equations modeling Poiseuille flow of liquid crystals with variable degree of orientation, at the limit of large Ericksen number. The system is singularly perturbed and degenerate, and as a result the solutions are highly oscillatory. We obtain the relations satisfied by the Young measures generated by sequences of weak solutions, and show that the persistent oscillations are encoded in the Young measure generated by the molecular alignment variable. The effective equations correspond to the macroscopic isotropic Newtonian flow with a liquid crystalline microstructure indicating a remnant alignment.
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1. Introduction. In this article we study stationary flow of nematic liquid crystals with large Ericksen number, $\mathcal{E}$, in terms of the Young measures generated by sequences of weak solutions of the governing equations. It is experimentally well known that liquid crystal flows with large Ericksen number present a high density of defects and texture which increases with increasing values of $\mathcal{E}$ (cf. [19], [11], [16], [13], and [18]).

The system that we analyze consists of ordinary differential equations for the variable fields $s(x), \phi(x)$, and $v(x)$, with $x \in[-1,1]$ with $\mathbf{R}^{2} \times(-1,1)$, representing the domain of the flow. The governing system is highly nonlinear, nonautonomous and singularly perturbed with respect to the small parameter $\mu=\mathcal{E}^{-1}$. Its principal part as well as the boundary conditions become degenerate at $s=0$. These combined features result in a highly oscillatory behavior of weak solutions. The goal of the present analysis is to encode oscillations persistent at the limit $\mu \rightarrow 0$ into Young measures.

We study a plane Poiseuille flow, which is driven by a prescribed pressure gradient, with vanishing velocity field at the boundary. The variable $\phi$ corresponds to the angle between the unit molecular director, $\mathbf{n}=(\sin \phi, 0, \cos \phi)$, and the velocity, $\mathbf{v}=(0,0, v(x))$, of the flow. The variable degree of orientation, $s \in\left(-\frac{1}{2}, 1\right)$, gives the quality of alignment of the molecules with the director field, with $s=1$ corresponding to perfect alignment, and $s=-\frac{1}{2}$ describing the case with molecules placed on a plane perpendicular to $\mathbf{n}$. Especially relevant to the present study is the isotropic case, $s=0$, with randomly oriented molecules. Points, lines or planes in the flow region with $s=0$ correspond to nematic liquid crystal defects, with undefined $\phi$. Moreover, $\phi$ becomes discontinuous across defect lines and planes. The variables $s$ and $\mathbf{n}$ correspond to an

[^101]eigenvalue and eigenvector, respectively, of the optically uniaxial and traceless order tensor $Q$. The latter represents a second order moment of the molecular orientation field of a rigid polymer.

The equations that we analyze follow from those derived by Ericksen to model flow of liquid crystals with variable degree of orientation [8]. They yield the Leslie-Ericksen equations when the order parameter $s$ is taken to be a nonzero constant. Relevant features of the model include the Helmholtz free energy and the viscous, anisotropic, stress tensor. The latter is characterized by a set of anisotropic viscosity functions, $\alpha_{i}(s), 1 \leq i \leq 6$, known as Leslie coefficients (in particular, $\frac{1}{2} \alpha_{4}(0)$ represents the Newtonian viscosity). The free energy density is of the form $a_{1}|\nabla s|^{2}+a_{2} s^{2}|\nabla \mathbf{n}|^{2}+$ $\mathcal{J}^{-1} f(s)$, with $a_{1}, a_{2}$ and $\mathcal{J}$ denoting positive, dimensionless material parameters. The scalar function $f(s)$ represents a multiwell potential, favoring special directions of alignment at equilibrium. As a result of the elastic and viscous contributions to the model, the nature of the flow is fully non-Newtonian.

The flow behavior is determined mostly by three nondimensional parameter groups, the Reynolds number $\mathcal{R}$, the Interface number $\mathcal{I}$, and the Ericksen number $\mathcal{E}$. The latter measures the ratio of the viscous torque of the flow with respect to the elastic one. The condition of $\mathcal{E}$ being large corresponds to flow with large pressure gradient, and also to the case of viscous torque dominating the elastic one. The parameter $\mathcal{I}$ is associated with the free energy required to maintain defects in the flow, and it corresponds to the quotient of the bulk elastic energy and the gradient part of the Helmholtz free energy. The quantity $\mathcal{J}^{-1}=\mathcal{I E}^{-1}$ appears as a coefficient in the free energy, as previously indicated. The derivation of the model studied in this article, the physical and nondimensional parameter groups, can be found in [3], [4], and [5].

We observe that $s$ identically zero is not a solution of the problem. For an arbitrary flow domain, the bulk isotropic state, $s \equiv 0$, can only be realized at equilibrium, if permitted by the boundary conditions. In the case of Poiseuille flow, prescribing a nonzero pressure gradient excludes $s=0$ from being an equilibrium solution. Consequently, one of the main outcomes of our study is to show that the isotropic state can be nearly realized in an effective sense.

Intuitively, one expects that for large Ericksen number, viscosity effects are dominant and therefore, the molecular alignment (associated with $s \neq 0$ ) is destroyed. The absence of alignment is indicated by $s=0$. In this sense, the limit of large Ericksen number should represent the transition from order to disorder. In section 5, we show (Theorem 5.1) that there is indeed a sequence of generalized solutions such that in the limit $\mu \rightarrow 0, s$ tends to zero uniformly and $v$ becomes the Newtonian velocity field of Poiseuille flow. This alone would indicate a perfect isotropic limit. However, the Young measure generated by $\phi$ satisfies the additional moment relations, indicating a residual molecular alignment. Although at a macroscopic scale the flow is isotropic, a liquid crystalline microstructure is present. The oscillatory behavior of solutions at the limit of large Ericksen number was numerically detected by the simulations performed in [14]. This provided the motivation for the present study.

In addition to the governing system being singularly perturbed as $\mu \rightarrow 0$, it becomes degenerate at $s=0$. One mathematical difficulty is that standard methods of analysis of singular perturbations [7] cannot be readily applied here. On the other hand, owing to the singularly perturbed nature of the system, a priori bounds for the derivatives are not uniform in $\mu$ and therefore, embedding theorems cannot be applied to obtain compactness of $s$. We overcome these difficulties by constructing tight bounds in terms of supersolutions and subsolutions. They are both solutions of a
classical variational problem for particle motion in a central force field [1]. The upper and lower bounds on $s$ so obtained tend to 0 as $\mu \rightarrow 0$, which entails compactness. This leads to partial stability in the sense that $s$ converges to zero uniformly as $\mu \rightarrow 0$, while $\phi$ oscillates with increasing frequency.

Another interesting aspect of the system being driven to degeneracy at the limit $\mu \rightarrow 0$ manifests itself in the prescription of boundary conditions. Since the system is of second order with respect to $s$ and $\phi$, one expects that both $s( \pm 1)$ and $\phi^{\prime}( \pm 1)$ (or $\phi( \pm 1))$ should be prescribed. We choose $s( \pm 1)=\mu$. However, in passing to the limit $\mu \rightarrow 0$, we find that the boundary conditions $\phi^{\prime}( \pm 1)$ cannot be freely chosen, but depend on $s( \pm 1)$. In addition, $\left|\phi^{\prime}( \pm 1)\right| \rightarrow \infty$ as $\mu \rightarrow 0$, in agreement with the fact that our limiting process amounts to creating a boundary defect. The unboundedness of $\phi^{\prime}$ causes $\phi$ to be undefined at the defect location as expected. So, boundary values for the angular variable become redundant at the limit. The choice of $s( \pm 1)=\mu$ does not detract from generality. Our purpose is to study the oscillatory phenomenon on the bulk and avoid boundary layer contributions that would appear in the case that $s$ is not driven to zero at the boundary. These contributions could be incorporated in the current analysis using the techniques previously developed in [3], [4], and [5], but we do not attempt such an analysis here.

The article is organized as follows. Following section 1, the statement of the problem is presented in section 2 . We developed a priori bounds and necessary conditions for Young measures in section 3. The main technical result of the paper is stated in section 4, with Theorem 4.3 being the focus of the work. A discussion of the effective equations is presented in section 5 , with Theorem 5.1 stating the physical conclusions.
2. Formulation of the problem. We study the following system of differential equations on the interval $I=(-1,1)$ :

$$
\begin{align*}
\mu\left(a_{1} s^{\prime \prime}-a_{2} s\left(\phi^{\prime}\right)^{2}\right) & =G_{1}(s, \phi, x),  \tag{2.1}\\
\mu a_{2}\left(s^{2} \phi^{\prime}\right)^{\prime} & =G_{2}(s, \phi, x), \tag{2.2}
\end{align*}
$$

where

$$
\begin{align*}
& G_{1}(s, \phi, x)=\frac{1}{2} \beta_{1}(s) g^{-1}(s, \phi) x \sin 2 \phi+\frac{1}{\mathcal{J}} \frac{d f}{d s}(s),  \tag{2.3}\\
& G_{2}(s, \phi, x)=\frac{1}{2}\left(\gamma_{1}(s)+\gamma_{2}(s) \cos 2 \phi\right) g^{-1}(s, \phi) x \tag{2.4}
\end{align*}
$$

Equations (2.1)-(2.4) model plane Poiseuille flow of nematic liquid crystals with variable degree of orientation. The previously introduced functions $s(x)$ and $\phi(x)$ are the unknown fields of the problem. In (2.1)-(2.4), ' denotes derivative with respect to the independent variable $x \in I$. The boundary conditions are prescribed as follows:

$$
\begin{align*}
& s(-1)=\mu, \quad s(1)=\mu  \tag{2.5}\\
& \phi^{\prime}(-1)=A(\mu), \quad \phi^{\prime}(1)=B(\mu) \tag{2.6}
\end{align*}
$$

As mentioned in section $1, A(\mu)$ and $B(\mu)$ cannot be arbitrarily prescribed for sufficiently small $\mu>0$. The system (2.1)-(2.4) contains positive scalar parameters $\mu$, $\mathcal{J}, a_{1}$, and $a_{2}$ discussed in section 1. For more details on these quantities, see [3], [4], and [5].

Let $\tau>0$ be a given material parameter. We suppose that $\beta_{1}, \gamma_{1}$, and $\gamma_{2}$ are smooth functions of $s$ on the interval $\left(-\frac{1}{2}, 1\right)$, and that $g(s, \phi)$ is also smooth. We
assume that the following hypotheses hold:

$$
\begin{align*}
& \beta_{1}<0, \quad \gamma_{1}>0  \tag{2.7}\\
& \gamma_{1}(s)=O\left(s^{2}\right), \quad \gamma_{2}(s)=O(s) \quad \text { for } s \text { close to } 0  \tag{2.8}\\
& g(s, \phi) \geq \tau>0 \tag{2.9}
\end{align*}
$$

It follows from assumptions (2.8) and (2.9) that $\frac{1}{s} G_{2}(s)$ is a smooth function of $s$ and satisfies

$$
\begin{equation*}
\frac{1}{s} G_{2}(s)=O(1) \tag{2.10}
\end{equation*}
$$

for $|s|$ small. Equations (2.1)-(2.9) completely describe the problem studied in the paper. The key observation that enables us to overcome the lack of uniform bounds mentioned in section 1 is as follows. If the right-hand sides of (2.1) and (2.2) are replaced with $\frac{1}{\mathcal{J}} d f / d s$ and zero, respectively, and, in addition, $a_{1}=a_{2}$, one obtains the classical system modeling motion of a particle in a central force field with potential $-\frac{1}{\mathcal{J}} f(s)$ (see, e.g., [1]). In that case, the variable $x$ is time and $s(x), \phi(x)$ are the radial and angular particle coordinates, respectively. This system has two first integrals: the angular momentum and the total mechanical energy, which make the problem completely integrable. In this paper, this classical system (with different potentials) is used to construct sub- and supersolutions of (2.1), (2.2) (see the proof of Theorem 4.3).

In the remainder of this section we outline the derivation of the governing system from the Leslie-Ericksen equations studied previously in [3], [4], and [5]). The equations considered in these papers are as follows:

$$
\begin{align*}
& \mu\left(a_{1} s^{\prime \prime}-a_{2} s\left(\phi^{\prime}\right)^{2}\right)=\beta_{1}(s) v^{\prime} \sin \phi \cos \phi+\frac{1}{\mathcal{J}} \frac{d f}{d s}(s)  \tag{2.11}\\
& \mu a_{2}\left(s^{2} \phi^{\prime}\right)^{\prime}=\left(\gamma_{1}(s)+\gamma_{2}(s) \cos 2 \phi\right) v^{\prime}  \tag{2.12}\\
& \frac{1}{\mathcal{R}}\left(g(s, \phi) v^{\prime}\right)^{\prime}=1 \tag{2.13}
\end{align*}
$$

Equation (2.13) corresponds to the balance of linear momentum. Its right-hand side represents the prescribed pressure gradient and $\mathcal{R}$ is the Reynolds number. Since we are interested in the behavior of solutions when $\mathcal{E}$ is large and the Reynolds number $\mathcal{R}$ is moderate, there is no loss of generality in assuming $\mathcal{R}=1$. The function $\beta_{1}(s)$ is a Leslie coefficient, and $\gamma_{1}(s), \gamma_{2}(s)$, and $g(s, \phi)$ are given in terms of $\alpha_{i}(s), i=1, \ldots, 5$, as follows:

$$
\begin{align*}
& \gamma_{1}:=\alpha_{3}-\alpha_{2}, \quad \gamma_{2}:=\alpha_{2}+\alpha_{3}  \tag{2.14}\\
g(s, \phi)= & \frac{1}{2} \alpha_{4}(s)+\alpha_{1}(s) \sin ^{2} \phi \cos ^{2} \phi  \tag{2.15}\\
& +\frac{1}{2}\left(\alpha_{5}-\alpha_{2}\right)(s) \sin ^{2} \phi+\frac{1}{2} \alpha_{3}(s) \cos ^{2} \phi
\end{align*}
$$

In section 5, we shall make use of the fact (see, e.g., [3], [4], and [5]) that $\alpha_{j}(0)=0$ for $j \neq 4$. This implies

$$
\begin{equation*}
g(0, \phi)=\frac{1}{2} \alpha_{4}(0)>0 \tag{2.16}
\end{equation*}
$$

where $\frac{1}{2} \alpha_{4}(0)$ is the Newtonian viscosity. The second law of thermodynamics requires that the system be dissipative. This imposes inequality restrictions on the Leslie coefficients $\beta_{1}(s)$ and $\alpha_{i}(s)$ (see [12]). As a consequence, we have that $\beta_{1}<0, \gamma_{1}>0$ and

$$
\begin{equation*}
g(s, \phi) \geq 0, \quad s \in\left[-\frac{1}{2}, 1\right], \quad \phi \in \mathbf{R} . \tag{2.17}
\end{equation*}
$$

For the forthcoming analysis, we will impose a stronger assumption (2.9), where $\tau>0$ is a material parameter related to the Newtonian viscosity. Such a strict inequality is an immediate consequence of $\mathcal{E} \neq 0$ [3]. Additional assumptions on Leslie coefficients consistent with kinetic theory of polymers are discussed in [3] and [4].

Next, we solve (2.13) for the velocity $v$, obtaining

$$
\begin{equation*}
v^{\prime}(x)=(x+C) g^{-1}(s(x), \phi(x)) \tag{2.18}
\end{equation*}
$$

where $C$ is a constant of integration. The boundary conditions $v( \pm 1)=0$ imply that

$$
v(x)=\int_{-1}^{x} t g^{-1}(s(t), \phi(t)) d t+C \int_{-1}^{x} g^{-1}(s(t), \phi(t)) d t
$$

and

$$
\begin{equation*}
C=-\left(\int_{-1}^{1} g^{-1}(s(t), \phi(t)) d t\right)^{-1} \int_{-1}^{1} t g^{-1}(s(t), \phi(t)) d t \tag{2.19}
\end{equation*}
$$

It should be noted that $C$ is a functional of $s, \phi$ taking constant values for a given flow. A calculation using the positivity of $g$ yields $-1<C \leq 1$. Postulating translational invariance of the equations, it is not difficult to show that there exists an interval $J$ (which may be different for different $\mu$ ) such that $C=0$ when the equations are considered on $J$. Calculations involving $C$ are analogous to those with the remaining terms. So, without loss of generality, we will set $C=0$ in the equations. We also point out that this does not change the qualitative behavior of solutions because of the translational invariance. Combining (2.11), (2.12), and (2.18), we obtain the reduced system (2.1)-(2.4).
3. A priori bounds and necessary conditions for Young measures. In this section we introduce the concept of Young measures generated by sequences of weak solutions of the problem. We derive integral identities and a priori estimates satisfied by weak solutions. Passing to the limit $\mu \rightarrow 0$ in the weak formulation of the equations yields algebraic momentum relations satisfied by the Young measures. Such relations can be appropriately interpreted as the effective equations of the system.

A weak solution of the system (2.1)-(2.2) is a pair of functions $(s, \phi)$ such that $s \in W^{1,2}(I), s \phi \in W^{1,2}(I)$, and for all test functions $h \in C_{0}^{1}(I)$, the integral identities

$$
\begin{align*}
& -\mu a_{1} \int_{I} s^{\prime} h^{\prime} d x-\mu a_{2} \int_{I} s\left(\phi^{\prime}\right)^{2} h d x=\int_{I} G_{1} h d x  \tag{3.1}\\
& -\mu a_{2} \int_{I} s^{2} \phi^{\prime} h^{\prime} d x=\int_{I} G_{2} h d x \tag{3.2}
\end{align*}
$$

hold, where the right-hand sides $G_{1}$ and $G_{2}$ are given by (2.3) and (2.4), respectively.
For each $\mu>0$, existence of weak solutions satisfying $s \in\left(-\frac{1}{2}, 1\right),|\phi| \leq \frac{\pi}{2}$ together with the boundary conditions (2.5), (2.6) can obtained using the existence theorem in [2].
3.1. $\boldsymbol{L}^{2}$-bounds. The $L^{2}$-estimates will be obtained from the following proposition.

Proposition 3.1. Let s, $\phi$ be a sufficiently smooth solution of (2.1) and (2.2). Then the following identities hold:

$$
\begin{align*}
& -\mu a_{1} \int_{I}\left|s^{\prime}\right|^{2} d x+\mu a_{1}\left(s^{\prime} s(1)-s^{\prime} s(-1)\right)-\mu a_{2} \int_{I} s^{2}\left(\phi^{\prime}\right)^{2} d x  \tag{3.3}\\
& =\int_{I} G_{1}(x, s, \phi) s d x \\
& \quad-\mu a_{2} \int_{I} s^{2}\left(\phi^{\prime}\right)^{2} d x+\mu a_{2}\left(\left(s^{2} \phi^{\prime} \phi\right)(1)-\left(s^{2} \phi^{\prime} \phi\right)(-1)\right)  \tag{3.4}\\
& \quad=\int_{I} G_{2}(x, s, \phi) \phi d x
\end{align*}
$$

Proof. Multiplying (2.1) by $s$ and integrating by parts yields

$$
\mu a_{1} \int_{I}\left(s^{\prime}\right)^{2} d x+\mu a_{1}\left(s^{\prime} s(1)-s^{\prime} s(-1)\right)+\mu a_{2} \int_{I} s^{2}\left|\phi^{\prime}\right|^{2} d x=\int_{I} G_{1}(x, s, \phi) s d x
$$

Likewise, multiplication of (2.2) by $\phi$ and integration by parts yields (3.4).
The uniform boundedness of $G_{1}$ and $G_{2}$ with respect to $\mu$ follows from the analogous property of $s$ and $\phi$. If, in addition, the boundary terms $b_{1}(\mu) \equiv \mu a_{1}\left(s(1) s^{\prime}(1)-\right.$ $\left.s(-1) s^{\prime}(-1)\right)$ and $b_{2}(\mu) \equiv \mu a_{2}\left(\left(s^{2} \phi^{\prime} \phi\right)(1)-\left(s^{2} \phi^{\prime} \phi\right)(-1)\right)$ are also uniformly bounded, then the identities (3.3) and (3.4) yield the following uniform a priori bounds:

$$
\begin{align*}
\mu^{\frac{1}{2}}\left\|s^{\prime}\right\|_{L^{2}(I)} & \leq C \\
\mu^{\frac{1}{2}}\left\|s \phi^{\prime}\right\|_{L^{2}(I)} & \leq C \tag{3.5}
\end{align*}
$$

where $C>0$ is independent of $\mu$.
Note that $b_{1}(\mu)$ and $b_{2}(\mu)$ vanish when $s( \pm 1)=0$. Otherwise, if $s^{\prime}( \pm 1)$ and $\phi^{\prime}( \pm 1)$ do not grow too fast as $\mu \rightarrow 0$, and $s$ and $\phi$ are uniformly bounded, then $b_{1}(\mu)$ and $b_{2}(\mu)$ are also uniformly bounded. Such a statement follows from the estimates on the boundary layer terms valid for a large class of boundary conditions. Indeed, near the boundary $x= \pm 1, s$ can be well approximated by a boundary layer term $S$, satisfying $S(x)=O\left(e^{\frac{-|x-1|}{\mu^{1 / 2}}}\right)$, for $\mu$ close to 0 (cf. [3] and [4]). Moreover,

$$
\begin{equation*}
\left|s^{\prime}( \pm 1)\right| \leq \frac{C}{\mu^{1 / 2}} \tag{3.6}
\end{equation*}
$$

where $C$ is independent of $\mu$. A related property of the solutions of the governing equations for small $\mu$ is the oscillatory behavior of $s$ about $s=0$ on the interval $I$; an estimate on the number of oscillations gives $N=O\left(\mu^{-\frac{1}{2}}\right)$. Moreover, the first and the last zeroes of $s$ in $I$ approach the boundary as $\mu \rightarrow 0$ [2]. Numerical simulations of such a behavior are presented in [14].
3.2. Momentum relations for Young measures. The estimates (3.5) allow for some control of the oscillations and yield existence of the microscopic length scale $l \sim \mu^{1 / 2}|I|$. Unfortunately, the bounds on the derivatives are not uniform in $\mu$, so
it is not possible to extract subsequences convergent weakly in $W^{1,2}(I)$ as $\mu \rightarrow 0$. Since $s, \phi$ are bounded pointwise, we can extract subsequences weak-* convergent in $L^{\infty}(I)$, and hence weakly convergent in $L^{2}(I)$. However, this convergence cannot be improved to strong convergence due to high oscillatory behavior of $s$ and $\phi$. Such behavior is appropriately encoded in the Young measure generated by sequences of weak solutions [20]. In [17] this measure is defined as follows.

Definition 1. A Young (parameterized) measure is a family of probability measures $\lambda=\left\{\lambda_{x}\right\}_{x \in \Omega}$ associated with a sequence of functions $f_{j}: \Omega \subset \mathbf{R}^{N} \rightarrow \mathbf{R}^{m}$ such that
(i) $\operatorname{supp}\left(\lambda_{x}\right) \subset \mathbf{R}^{m}$;
(ii) $\lambda_{x}$ depend measurably on $x \in \Omega$, which means that for any continuous function $\phi: \mathbf{R}^{N} \rightarrow \mathbf{R}$, the function

$$
\bar{\phi}(x)=\int \phi(y) d \lambda_{x}(y)=\left\langle\phi(y), \lambda_{x}(y)\right\rangle
$$

is (Lebesgue) measurable;
(iii) if the sequence $\phi\left(f_{j}\right)$ converges weakly in $L^{p}(\Omega), 1 \leq p<\infty$ (weak-» in $\left.L^{\infty}(\Omega)\right)$, then the weak limit is the function

$$
\bar{\phi}(x)=\int \phi(\xi) d \lambda_{x}(\xi)
$$

In what follows, we use the following facts about Young measures. The first [17, Theorem 6.2] is the existence theorem.

THEOREM 3.2. Let $\Omega \subset \mathbf{R}^{N}$ be a (Lebesgue) measurable set and let $z_{j}: \Omega \rightarrow \mathbf{R}^{m}$ be measurable functions such that

$$
\sup _{j} \int_{\Omega} g\left(\left|z_{j}\right|\right) d x<\infty
$$

where $g:[0, \infty]$ is a continuous, nondecreasing function such that $\lim _{t \rightarrow \infty} g(t)=\infty$.
Then there exists a subsequence, not relabeled, and a family of probability measures, $\lambda=\left\{\lambda_{x}\right\}_{x \in \Omega}$ (the associated Young measure) with the property that whenever the sequence $\left\{\psi\left(x, z_{j}(x)\right)\right\}$ is weakly convergent in $L^{1}(\Omega)$ for any Caratheodory function $\psi(x, \xi): \Omega \times \mathbf{R}^{m} \rightarrow[-\infty, \infty]$, the weak limit is the function

$$
\bar{\psi}(x)=\int_{\mathbf{R}^{m}} \psi(x, \xi) d \lambda_{x}(\xi)
$$

The second fact concerns Young measures generated by sequences of vector functions, for which strong convergence holds for some of the components, but not for all of them [17, Proposition 6.13].

THEOREM 3.3. Let $z_{j}=\left(u_{j}, v_{j}\right): \Omega \rightarrow \mathbf{R}^{d} \times \mathbf{R}^{m}$ be a bounded sequence in $L^{p}(\Omega)$ such that $\left\{u_{j}\right\}$ converges strongly to $u$ in $L^{p}(\Omega)$. If $\lambda=\left\{\lambda_{x}\right\}_{x \in \Omega}$ is the Young measure associated with $z_{j}$, then $\lambda_{x}=\delta_{u(x)} \otimes \nu_{x}$ for (Lebesgue) almost all $x \in \Omega$, where $\left\{\nu_{x}\right\}_{x \in \Omega}$ is the Young measure corresponding to $\left\{v_{j}\right\}$.

Young measures provide a description of the weak limits of the nonweakly continuous functions $G_{1}$ and $G_{2}$ in (2.1) and (2.2). We denote by $\lambda_{x}$ the Young measure associated with the sequences of weak solutions $\left(s^{\mu}, \phi^{\mu}\right)$. By definition, for any
continuous function $H$ on $[-1 / 2,1] \times[-\pi / 2, \pi / 2]$, the sequence $H\left(s^{\mu}, \phi^{\mu}\right)$ converges weakly-* to

$$
\bar{H}(x)=\int_{-1 / 2}^{1} \int_{-\pi / 2}^{\pi / 2} H(s, \phi) d \lambda_{x}(s, \phi)
$$

It is a well known fact [17] that Young measures are in general difficult to compute. In particular, there is no general method for derivation of conditions imposed on Young measures by the nonlinear differential constraints on generating sequences. Available results concern sequences generated by gradients [10]. A generalization of [10] to sequences solving certain constant-coefficient linear partial differential equations is obtained in [9].

In the present case it is possible to derive some necessary conditions for Young measures passing to the limit in the integral identities (3.1) and (3.2). In the next proposition we use notation $a=\left(a_{2} / a_{1}\right)^{1 / 2}$.

Proposition 3.4. Let $\lambda_{x}$ be the Young measure generated by a sequence of weak solutions $\left(s^{\mu}, \phi^{\mu}\right)$ satisfying the estimates (3.5). Then for any test function $h \in C_{0}^{1}(I)$, the following relations hold:

$$
\begin{align*}
& \int\left(G_{1}(x, y, z) \sin a z+\frac{1}{a y} G_{2}(x, y, z) \cos a z\right) d \lambda_{x}(y, z) h(x) d x=0  \tag{3.7}\\
& \int\left(G_{1}(x, y, z) \cos a z-\frac{1}{a y} G_{2}(x, y, z) \sin a z\right) d \lambda_{x}(y, z) h(x) d x=0
\end{align*}
$$

Proof. Let $w(x)$ be a test function. In the integral identities (3.1), we first replace $h$ with the test function $\sin (a \phi) w$. Next, we formally substitute $\frac{1}{s} a \cos (a \phi) w$ for $h$ in (3.2) and add the resulting identities. This yields,

$$
\begin{equation*}
-\mu a_{1} \int(s \sin a \phi)^{\prime} w^{\prime} d x=\int\left(G_{1} \sin a \phi+\frac{1}{a s} G_{2} \cos a \phi\right) w d x \tag{3.9}
\end{equation*}
$$

To justify the use of $\frac{1}{s} a \cos (a \phi) w$ as a test function, we point out that $\frac{1}{s} G_{2}$ is a smooth function of $s$ and satisfies (2.10). Thus, the right-hand side of the previous equation is well defined. This allows us to approximate $\frac{1}{s}$ by a sequence of test functions and then pass to the limit in the resulting integral identities.

The estimates (3.5) on derivatives yield

$$
\left\|\mu^{1 / 2}(s \sin a \phi)^{\prime}\right\|_{L^{2}(I)} \leq C
$$

with $C$ independent of $\mu$. Hence the integral on the left tends to zero as $\mu \rightarrow 0$. Using the definition of Young measures to pass to the limit in the right-hand side we obtain the first equation in (3.7).

Next, using $\cos a \phi w$ as a test function in (3.1) and $-\frac{A}{s} \sin a \phi w$ in (3.2) and summing up, we have

$$
\begin{equation*}
-\mu a_{1} \int(s \cos a \phi)^{\prime} w^{\prime} d x=\int\left(G_{1} \cos a \phi-\frac{1}{a s} G_{2} \sin a \phi\right) w d x \tag{3.10}
\end{equation*}
$$

Again, the limit of the integral on the left is zero. Passing to the limit in (3.10) yields the second equation in (3.7).

Remark 3.1. The method of proof is based on the following formal procedure. Consider the original system (2.1)-(2.2):

$$
\begin{aligned}
\mu\left(a_{1} s^{\prime \prime}-a_{2} s\left(\phi^{\prime}\right)^{2}\right) & =G_{1}(x, s, \phi), \\
\mu a_{2}\left(s^{2} \phi^{\prime}\right)^{\prime} & =G_{2}(x, s, \phi)
\end{aligned}
$$

If we multiply the first equation of the system by $\sin a \phi$, the second equation by $1 / s \cos a \phi$, and add the resulting equations, we obtain

$$
\begin{equation*}
\mu a_{1}(s \sin a \phi)^{\prime \prime}=G_{1} \sin a \phi+\frac{G_{2}}{s} \cos a \phi \tag{3.11}
\end{equation*}
$$

Similarly, multiplying the first equation by $\cos a \phi$, the second one by $-1 / s \sin a \phi$, and adding the results, we get

$$
\begin{equation*}
\mu a_{1}(s \cos a \phi)^{\prime \prime}=G_{1} \cos a \phi-\frac{G_{2}}{s} \sin a \phi \tag{3.12}
\end{equation*}
$$

The momentum relations from the proposition are obtained by passing to the limit (in the sense of distributions) in the integral identities corresponding to the system (3.11), (3.12), and thus they are the effective equations for this new system. Moreover, relations (3.7), (3.8) are also effective equations for the original system, since their solutions satisfy the differential equations almost everywhere, and, for each $\mu>0$, the zero sets of the functions $\cos a \phi, \sin a \phi$, and $s$ can be shown to be countable by standard Sturm-Liouville results as in [2].

Remark 3.2. It is interesting to ask to what extent the relations from the proposition characterize Young measures generated by sequences of weak solutions of (2.1) and (2.2). The measures in question satisfy (3.7) and (3.8), but these conditions are far from being sufficient, since they can be obtained for Young measures generated by different equations. These equations may contain, for instance, terms with linear combinations of higher-order derivatives of $s$ and $s \phi^{\prime}$ multiplied by sufficiently large powers of $\mu$.
4. Generalized solutions and isotropic defects. In this section, we construct generalized solutions $s^{\mu}, \phi^{\mu}$ from a special class of weak solutions. Generalized solutions are such that $s^{\mu}$ approaches 0 , uniformly on $I$, and $\phi^{\mu}$ is bounded and presents multiple jump discontinuities. Such jump discontinuities may correspond to isotropic (plane) defects in stationary three dimensional flow.

The numerical experiments carried out in [14] indicate partial stability, which means that $s^{\mu} \rightarrow 0$ as $\mu \rightarrow 0$, and $\phi^{\mu}$ oscillates with a frequency of the order of $\mu^{-1 / 2}$. In this subsection, we obtain sufficient conditions for such type of behavior. For this, we appeal to results from the theory of ordinary differential equations; the main technical tool is Nagumo's theorem [15], (stated as Theorem 4.1). This theorem provides sufficient conditions for existence of solutions satisfying pointwise upper and lower bounds, constructed from sub- and supersolutions. This result allows us to prove Theorem 4.3 on existence of partially stable solutions.

The strategy of the proof of Theorem 4.3 is as follows. First, we consider arbitrary solutions satisfying boundary conditions that depend on $\mu$ (see Theorem 4.3 for the precise formulation). Then, we show that among these, there is a large class of boundary conditions for which $s^{\mu}$ is bounded by a multiple of $\mu$. Nagumo's theorem guarantees existence of such solutions. To apply the theorem, we first show that sub- and supersolutions of the system can be constructed from solutions of a classical variational problem that models the motion of a particle in a central force field.

The solutions of the variational systems depend on the first integral parameters. By appropriate choice of the parameters, we find sub- and supersolutions satisfying the desired bounds. An additional difficulty that we encounter is that Nagumo's theorem concerns classical solutions, while the present system may have singularities near the points where $s=0$. We deal with this problem by examining solutions only on the set where the absolute value of $s^{\mu}$ is larger than $\mu$, and then use upper and lower bounds to demonstrate that, on this set, $\left|s^{\mu}\right| \leq 2 \mu$.

Nagumo's theorem concerns solutions of the Dirichlet problem on the interval $[a, b]$ for a single second order equation

$$
\begin{align*}
u^{\prime \prime} & =F\left(x, u, u^{\prime}\right)  \tag{4.1}\\
u(a) & =u_{0}, \quad u(b)=u_{1}
\end{align*}
$$

Assume that $F$ is a continuous function of its arguments satisfying the condition

$$
\begin{equation*}
F(x, u, z)=O\left(|z|^{2}\right) \text { as } \quad|z| \rightarrow \infty \tag{4.2}
\end{equation*}
$$

for all $(x, u)$ in a rectangle $[a, b] \times[\alpha, \beta]$. The following theorem is due to Nagumo [15].

Theorem 4.1. Suppose that $F$ satisfies (4.2), and there exist functions $\alpha(x), \beta(x)$ with the properties
(i) $\alpha, \beta \in C^{2}([a, b])$;
(ii) $\alpha(x) \leq \beta(x)$;
(iii) $\alpha^{\prime \prime} \geq F\left(x, \alpha, \alpha^{\prime}\right), \beta^{\prime \prime} \leq F\left(x, \beta, \beta^{\prime}\right)$;
(iv) $\alpha(a) \leq u_{0} \leq \beta(a), \alpha(b) \leq u_{1} \leq \beta(b)$. Then the problem (4.1) has a solution $u(x) \in C^{2}([a, b])$ such that

$$
\begin{equation*}
\alpha(x) \leq u(x) \leq \beta(x) \tag{4.3}
\end{equation*}
$$

on $[a, b]$.
This theorem has been used by Howes and Chang [7] to study stability of singularly perturbed ODE. We note that condition (4.2) is not the most general one (see [7] for other types of conditions), but it is sufficient for our purpose. We point out that stability conditions for systems studied in [7] do not apply to the present case, since the vector solution $(s, \phi)$ is not expected to be stable.

According to this theorem, to show that $s^{\mu} \rightarrow 0$, it is enough to construct sequences of bounds $\alpha^{\mu}(x), \beta^{\mu}(x)$ for solutions $s^{\mu}$ of (2.1) which converge to zero uniformly on $I$. Since we are dealing with a system, the bounds for $s$ must be uniform in $\phi$. First, we consider the case when $\frac{1}{\mathcal{J}}$ tends to infinity as $\mu$ approaches zero.

Theorem 4.2. We assume that hypotheses (2.7)-(2.9) are satisfied. Let

$$
\frac{1}{\mathcal{J}(\mu)} \rightarrow \infty \quad \text { as } \quad \mu \rightarrow 0
$$

Suppose that $f \in C^{1}\left(-\frac{1}{2}, 1\right)$ has an isolated local minimum at $s=0$ and $\phi$ is an arbitrary differentiable function on $I$.

Then, there exist a decreasing sequence $\left\{\mu_{n}\right\} \subset(0,1], \mu_{n} \rightarrow 0$ as $n \rightarrow \infty$ and sequences of real numbers $\mathcal{L}_{n}$ and $\mathcal{M}_{n}$, such that for every $n$, there exists a solution $s_{n}$ to the scalar boundary value problem

$$
\begin{equation*}
\mu_{n} a_{1} s^{\prime \prime}=\mu_{n} a_{2} s\left(\phi^{\prime}\right)^{2}-\frac{1}{2} \beta_{1}(s) x \frac{\sin 2 \phi}{g(s, \cos 2 \phi)}+\frac{1}{\mathcal{J}\left(\mu_{n}\right)} \frac{d f}{d s}(s) \tag{4.4}
\end{equation*}
$$

$$
s(-1)=\mathcal{L}_{n}, \quad s(1)=\mathcal{M}_{n}
$$

with the property that $s_{n} \rightarrow 0$, as $n \rightarrow \infty$, uniformly on $I$. Moreover, the rate of convergence is independent of $\phi$.

Proof. By the assumptions on $f$, there exists a fixed interval $E$, containing zero, such that $\frac{d f}{d s}>0$ for $s>0$, and $\frac{d f}{d s}<0$ for $s<0$. Let us choose a strictly decreasing sequence $\left\{\sigma_{n}\right\} \subset E, \sigma_{n}>0$, and such that $\lim _{n \rightarrow \infty} \sigma_{n}=0$. Likewise, we select an increasing sequence $\left\{\alpha_{n}\right\} \subset E, \alpha_{n}<0$, and such that $\lim _{n \rightarrow \infty} \alpha_{n}=0$. For each positive integer $n$, we can find a real number $\mu_{n}>0$ such that

$$
\begin{aligned}
& \mu a_{2} \sigma_{n}\left(\phi^{\prime}\right)^{2}+\frac{1}{\mathcal{J}}(\mu) \frac{d f}{d s}\left(\sigma_{n}\right)-\frac{1}{2} \beta_{1}\left(\sigma_{n}\right) x \frac{\sin 2 \phi}{g(s, \cos 2 \phi)} \geq 0 \quad \text { and } \\
& \mu a_{2} \alpha_{n}\left(\phi^{\prime}\right)^{2}+\frac{1}{\mathcal{J}}(\mu) \frac{d f}{d s}\left(\alpha_{n}\right)-\frac{1}{2} \beta_{1}\left(\alpha_{n}\right) x \frac{\sin 2 \phi}{g(s, \cos 2 \phi)} \leq 0
\end{aligned}
$$

for all $0<\mu \leq \mu_{n}$. Indeed, by assumptions (2.7)-(2.9), the last term on the left-hand side of the previous expressions is bounded by a constant $\frac{1}{2} \frac{m}{\tau}$, where $m>0$ is a bound on $x \beta_{1}$. For each $n>0$, we now choose $\alpha_{n}<\mathcal{L}_{n}, \mathcal{M}_{n}<\sigma_{n}$. The conclusion follows from Theorem 4.1, if we use the constant functions $\sigma_{n}$ and $\alpha_{n}$ as, respectively, upper and lower bounds.

Remark 4.1. We point out that the condition $\mathcal{J} \rightarrow 0$ (i.e., $\frac{1}{\mathcal{J}} \rightarrow \infty$ ) as $\mu \rightarrow 0$ represents the Leslie-Ericksen limit of the theory, that is the case when the liquid crystal is described by the director $\mathbf{n}$, with the order parameter taking a constant value corresponding to a critical point of the bulk energy $f(s)$.

Next, we consider the more subtle case of $\frac{1}{\mathcal{J}}$ bounded. We assume that $\frac{1}{\mathcal{J}}$ and $f$ satisfy the following conditions:
(i) $\frac{1}{\mathcal{J}}(\mu)$ is bounded by a constant $M$ for all $\mu \leq 1$,
(ii) $f(s) \in C^{2}\left(-\frac{1}{2}, 1\right)$,
(iii) there exist $a, b \in\left(-\frac{1}{2}, 1\right)$ such that $\left|\frac{d f}{d s}(s)\right| \leq M$ for $s \in[a, b], \frac{d f}{d s}(s)>0$ on $(b, 1)$ and $\frac{d f}{d s}(s)<0$ on $\left(-\frac{1}{2}, a\right)$.
We observe that the last condition on $f$ may allow several potential wells between $s=-\frac{1}{2}$ and $s=1$. This may include pure nematic liquid crystals as well as compounds (see [6, chapter 1]).

Theorem 4.3. We assume that hypotheses (2.7)-(2.9) are satisfied. Suppose that conditions (i), (ii), and (iii) are fulfilled. Consider sequences $\left\{s^{\mu}, \phi^{\mu}\right\}$ of weak solutions of (2.1)-(2.2) such that

$$
\begin{equation*}
s(-1)=s(1)=\mu \tag{4.5}
\end{equation*}
$$

hold. Then there exist $A(\mu), B(\mu) \in \mathbf{R}$ such that sequences $\left\{s^{\mu}, \phi^{\mu}\right\}$ additionally satisfying

$$
\begin{equation*}
\left(\phi^{\mu}\right)^{\prime}(-1)=A(\mu), \quad\left(\phi^{\mu}\right)^{\prime}(1)=B(\mu) \tag{4.6}
\end{equation*}
$$

have the property that $s^{\mu} \rightarrow 0$ as $\mu \rightarrow 0$, uniformly on $I$.
Proof. Fix $\mu>0$ and consider solutions $(s, \phi)$ of the problem

$$
\begin{align*}
\mu a_{1} s^{\prime \prime} & =\mu a_{2} s\left(\phi^{\prime}\right)^{2}-\frac{\beta_{1} x \sin 2 \phi}{2 g(s, \phi)}+\frac{1}{\mathcal{J}} \frac{d f}{d s}(s),  \tag{4.7}\\
\mu a_{2}\left(s^{2} \phi^{\prime}\right)^{\prime} & =\frac{x}{g}\left(\gamma_{1}(s)+\gamma_{2}(s) \cos 2 \phi\right) \tag{4.8}
\end{align*}
$$

satisfying boundary conditions (4.5) and (4.6), with the values $A(\mu)$ and $B(\mu)$ to be specified later. Although this solution is weak, the estimates (3.5) imply continuity of $s$.

First, we integrate (4.8) to obtain

$$
\begin{equation*}
s^{2}(x) \phi^{\prime}(x)=\frac{1}{\mu a_{2}}\left(\mu^{2} A+p(x)\right) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
p(x)=\int_{-1}^{x} \frac{y}{g(s(y), \phi(y))}\left(\gamma_{1}(s(y))+\gamma_{2}(s(y)) \cos 2 \phi(y)\right) d y \tag{4.10}
\end{equation*}
$$

Next, we represent $I$ as the union of the sets $E^{+}=\{x \in I: s>\mu\}, E^{-}=\{x \in I$ : $s<\mu\}$ and $E_{0}=\{x \in I:|s| \leq \mu\}$, and define $s^{+}$and $s^{-}$to be restrictions of $s$ to $E^{+}, E^{-}$, respectively. Since $E^{+}$is open, it can be represented as $E^{+}=\cup_{j=1}^{\infty} I_{j}$, where $I_{j}=\left(a_{j}, b_{j}\right)$ are open intervals, and $s\left(a_{j}\right)=s\left(b_{j}\right)=\mu$. Let us consider the system (4.7), (4.8) on some interval $I_{j}$. Since $s \geq \mu$ on $I_{j}$, we can obtain $s$ from (4.9) and substitute it into (4.7):

$$
\begin{equation*}
\mu a_{1} s^{\prime \prime}=\frac{1}{\mu a_{2} s^{3}}\left(\mu^{2} A+p(x)\right)^{2}+\frac{\beta_{1}(s) x \sin 2 \phi}{2 g(s, \phi)}+\frac{1}{\mathcal{J}} \frac{d f}{d s}(s) . \tag{4.11}
\end{equation*}
$$

From now on, the strategy of the proof is as follows.

1. Use Nagumo's theorem to construct, for each choice of $\phi$, a solution $u$ of (4.11) on $I_{j}$, satisfying the boundary conditions (4.5), and such that $-2 \mu \leq u \leq 2 \mu$ on $I_{j}$. To obtain existence of $u$, we shall choose $A, B$ sufficiently large. The same choice of $A, B$ works for all $I_{j}$, which provides $u$ on $E^{+}$. The analogous argument yields existence of $u$ on $E^{-}$.
2. Once the choice of $A, B$ is made, the boundary conditions (4.5), (4.6) are specified, and we obtain a particular solution $(S, \Phi)$ of (4.7) and (4.8).
3. We prove that $u$, corresponding to the choice $\phi=\Phi$ in (4.11), coincides with $S$ on the intervals where $|S|>\mu$. This gives an upper bound on $S$.
4. For each $\mu$, define $s^{\mu}=S, \phi^{\mu}=\Phi$.

Now we begin implementing the previously described strategy. First, note that the right-hand side of (4.11) is a continuous function of $s$ when $x \in I_{j}$, and the Nagumo condition (4.2) is satisfied, since the right-hand side is independent of $s^{\prime}$. The bounds on $u$ must be independent of the choice of $\phi$, which would allow us to adjust $\phi$ later on when $A=\phi^{\prime}(-1)$ is chosen. We begin with the construction of the upper bound. To construct the bound, we use the comparison variational system

$$
\begin{align*}
\mu a_{1} q^{\prime \prime} & =\mu a_{2} q\left(\psi^{\prime}\right)^{2}-\frac{d h}{d q}(q),  \tag{4.12}\\
\mu a_{2}\left(q^{2} \psi^{\prime}\right)^{\prime} & =0 \tag{4.13}
\end{align*}
$$

This system is classical (see [1]), at least when $a_{1}=a_{2}$. It describes the motion of a particle in a central force field with the potential $h$. In that case, $x$ denotes time and $q, \psi$ represent the radial and angular particle coordinates, respectively. The following properties of (4.12) and (4.13) are well known. The system has two first integrals, the angular momentum and the total energy, respectively:

$$
\begin{aligned}
M & =q^{2} \psi^{\prime} \\
E & =\frac{1}{2} \mu a_{1}\left(q^{\prime}\right)^{2}+\frac{1}{2} \mu a_{2} q^{2}\left(\psi^{\prime}\right)^{2}+h(q)
\end{aligned}
$$

Combining these two equations allows us to rewrite

$$
\begin{aligned}
E & =\frac{1}{2} \mu a_{1}\left(q^{\prime}\right)^{2}+V(q), \quad \text { where } \\
V(q) & =\frac{1}{2} \mu a_{2} \frac{M^{2}}{q^{2}}+h(q)
\end{aligned}
$$

is the effective potential energy. The evolution of $q$ is described by the autonomous differential equation

$$
\begin{equation*}
\mu a_{1} q^{\prime \prime}=\mu a_{2} \frac{M^{2}}{q^{3}}-\frac{d h}{d q}(q) . \tag{4.14}
\end{equation*}
$$

We point out that it is possible to choose $E, M$, and $h$ (nonuniquely) so that $V(q)$ has a minimum at $q_{0}=3 / 2 \mu$, and such that the solution, $q(x)$ remains close to $q_{0}$ for all $x \in I_{j}$; in such a case, there are positive constants $c_{1}, c_{2}$, with the property that $c_{1} \mu \leq q \leq c_{2} \mu$ and $c_{1}>1, c_{2}<2$. The function $q$ is an upper bound for $u$ provided the inequality

$$
\begin{equation*}
\mu a_{2} \frac{M^{2}}{q^{3}}-h^{\prime}(q) \leq \frac{1}{\mu a_{2} q^{3}}\left(\mu^{2} A-C_{1}\right)^{2}-\frac{C_{2}}{\tau}+\frac{1}{\mathcal{J}} \frac{d f}{d s}(q) \tag{4.15}
\end{equation*}
$$

holds. Here the constant $C_{1}$ denotes an upper bound of $|p(x)|$ and $C_{2}$ an upper bound of $\left|\beta_{1}(q) x\right|$. Since $q>0$, the right-hand side of (4.15) is dominated by that of (4.11). We point out that $C_{1}$ and $C_{2}$ are independent of $s, \phi$, and $\mu$. We also note that, since $q \in\left(c_{1} \mu, c_{2} \mu\right)$, the second and third terms in the right-hand side of (4.15) are bounded independent of $\mu$. So, in order to satisfy inequality (4.15), it is sufficient to choose $A(\mu)$ large enough so that

$$
\begin{equation*}
\left(\mu^{2} A-C_{1}\right)^{2}-\left(\mu a_{2}\right)^{2} M^{2} \geq K \tag{4.16}
\end{equation*}
$$

where $K>0$ is independent of $\mu$. Then, for $\mu \in(0,1]$, the first term in the right-hand side is dominant. We observe that the condition (4.16) is independent of the choice of the interval $I_{j}$, so it will remain the same when we consider different intervals. This completes the construction of the upper bound.

The construction of the lower bound is similar. We only need to choose $q$ to be negative with the absolute value on the order of $\mu$. Since the power of $q$ in the dominant term is odd, we obtain a lower bound $q \geq-2 \mu$. Now by Nagumo's theorem, for each choice of $\phi$, there exists $u$ such that the pair $u, \phi$ solves the (4.11) and such that $|u| \leq 2 \mu$ holds on each $I_{j}$, which means that we have $u$ defined on $E^{+}$.

Next, a slight modification of the preceding argument provides existence of the solution $u$ on $E^{-}$. Since $A$ has already been determined, we can now determine $B$ using (4.5) and (4.9). Specifically, set

$$
\begin{equation*}
B=\frac{1}{\mu^{3} a_{2}}\left(\mu^{2} A+C_{1}\right) . \tag{4.17}
\end{equation*}
$$

So the boundary conditions $A$ and $B$ of $\phi^{\prime}$ are now specified. Thus, solving the system (4.7), (4.8) subject to boundary conditions (4.5) and (4.6) yields a solution $(S, \Phi)$.

We observe from relations (4.16) and (4.17) that the quantities $A$ and $B$ are independent of the particular choice of $s$ used in the definition of the level sets $E^{ \pm}$.

We now consider the sets $E^{ \pm}$corresponding to the fields $(S, \Phi)$. Arguing as above, we construct the solution $u$, on the new sets $E^{ \pm}$, and denote the restrictions of $S$ to
$E^{+}\left(E^{-}\right)$by $S^{+}\left(S^{-}\right)$. Next, we show that $u$ and $S^{+}$are equal on $I_{j}$. Suppose, otherwise, that $S^{+} \geq u$ on some interval $L \subset I_{j}$ and $S^{+}=u$ at the endpoints of $L$. Consider the function $v=S^{+}-u$. Substituting $u, S^{+}$into (4.7) and subtracting the resulting equations we find that

$$
\begin{align*}
\mu a_{1} v^{\prime \prime}= & \mu a_{2} v\left(\Phi^{\prime}\right)^{2}-\frac{1}{2}\left(\frac{\beta_{1}\left(S^{+}\right)}{g\left(S^{+}, \Phi\right)}-\frac{\beta_{1}(u)}{g(u, \Phi)}\right) x \sin 2 \Phi  \tag{4.18}\\
& +\frac{1}{\mathcal{J}}\left(\frac{d f}{d s}\left(S^{+}\right)-\frac{d f}{d s}(u)\right)
\end{align*}
$$

Since $\frac{\beta_{1}}{g(s, \Phi)}$ is Lipschitz in $s$, we note that $\left|\left(\frac{\beta_{1}\left(S^{+}\right)}{g\left(S^{+}, \Phi\right)}-\frac{\beta_{1}(u)}{g(u, \Phi)}\right) x \sin 2 \Phi\right| \leq C_{g}|v|$, holds, where $C_{g}$ is independent of the choice of $I_{j}$. Furthermore, for $\mu$ sufficiently close to zero, because of condition (iii), $\frac{d f}{d s}(u)$ belongs to the interval on which $\frac{d f}{d s}$ and $\frac{d^{2} f}{d s^{2}}$ are bounded. Now if $S^{+}$is also in that interval, then using condition (ii), we can write $\left|\frac{d f}{d s}\left(S^{+}\right)-\frac{d f}{d s}(u)\right| \leq C_{f} v$, where $C_{f}$ is independent of $I_{j}$. Otherwise, if $S^{+}$is large, $\frac{d f}{d s}\left(S^{+}\right)>\left|\frac{d f}{d s}(u)\right|$, by condition (iii). Hence, the right-hand side of (4.18) is positive, for all nonnegative $v$. Then (4.18) implies that $v^{\prime \prime} \geq 0$ on $L$. Hence, $v$ is a convex function on $L$ which is nonnegative and satisfies zero boundary conditions. Thus, $v$ must be identically zero on $L$.

Similarly, we prove that if $u \geq S^{+}$on some interval, then in fact $u=S^{+}$. From this and the continuity of $S^{+}$, we conclude that $u=S^{+}$on $I_{j}$ and the original solution $S$ satisfies the inequalities

$$
\begin{equation*}
\mu \leq S \leq 2 \mu \tag{4.19}
\end{equation*}
$$

on $I_{j}$. Since the analogous arguments apply to all intervals in $E^{+}$, we obtain that $S$ satisfies the inequality (4.19) in $E^{+}$. Moreover, $|S| \leq \mu$ in $E_{0}$. It remains to prove that $-2 \mu \leq S \leq-\mu$ on $E^{-}$. The proof is analogous to that in the case of $E^{+}$.

Finally, for each $\mu \in(0,1]$, define $s^{\mu}=S, \phi^{\mu}=\Phi$, since $\left|s^{\mu}\right| \leq 2 \mu$ on $I$ and the sequence $s^{\mu}$ converges to zero uniformly as $\mu \rightarrow 0$. $\quad \square$

Remark 4.2. Equations (4.16) and (4.17) suggest that $A=O\left(\mu^{-2}\right), B=O\left(\mu^{-3}\right)$ as $\mu \rightarrow 0$.

Remark 4.3. The second part of the proof provides a partial uniqueness argument for solutions of the system (2.1)-(2.4), with the boundary conditions satisfying (4.16), (4.17). It seems that such an argument can be used to prove uniqueness for each fixed $\mu>0$. This will be the subject of future research.

The proof of the previous theorem brings out some relevant physical aspects of the problem as well as related mathematical issues. The former arguments strongly reflect the interplay between the mechanisms responsible for the oscillatory behavior of solutions and the degenerate nature of the boundary conditions for $s$ close to 0 . (Let us recall that $\phi$ is undefined when $s=0$.) In order to illustrate such features, let us consider the boundary value problem with prescribed nonzero boundary conditions on $s$, and also prescribed values of $\phi^{\prime}$. If we now allow the boundary values of $s$ to approach 0, it is natural to expect that the boundary values of $\phi^{\prime}$ cannot be independently chosen. This is indeed the nature of Theorem 4.3. Specifically, the restriction on $\phi^{\prime}( \pm 1)$ imposed by $s( \pm 1)=\mu$ with $\mu$ small is contained in inequality (4.16).

A consequence of the fact that $\phi^{\prime}( \pm 1)$ is large, as indicated by (4.16), is that $\phi^{\prime}$ is positive on $I$, so $\phi$ is increasing on the intervals of continuity. Consequently, $\phi$ may be large in such intervals. In order to ensure boundedness of $\phi$, we will make
use of the shift invariance of the system (2.1)-(2.2). Indeed, if $s, \phi$ is a solution, then $s, \phi+k \pi$ is also a solution for any integer $k$. Starting with an increasing $\tilde{\phi}$, we can split the interval $I$ into subintervals on which $k \pi \leq \tilde{\phi} \leq(k+1) \pi$ and, then define $\phi$ by shifting appropriately on each subinterval. The function $\phi$ obtained in such a fashion will be bounded, rapidly oscillating and discontinuous. We will refer to solutions with rapidly oscillating discontinuous $\phi$ as generalized to distinguish them from the weak solutions. The discontinuities of $\phi$ are associated with liquid crystal defects.

Corollary 4.4. Let $\tilde{s}^{\mu}, \tilde{\phi}^{\mu}$ be a sequence of weak solutions constructed in Theorem 4.3. Then there exists a sequence of generalized solutions s ${ }^{\mu}, \phi^{\mu}$ such that
(i) $s^{\mu} \rightarrow 0$ uniformly on $I$;
(ii) $\left|\phi^{\mu}\right| \leq \frac{\pi}{2}$;
(iii) for each $\mu>0$, the support of the distribution $\left(\tilde{\phi}^{\mu}\right)^{\prime}-\left(\phi^{\mu}\right)^{\prime}$ is a finite set of points;
(iv) for any $h \in C_{0}^{1}(I), s^{\mu}, \phi^{\mu}$ satisfies the integral identities

$$
\begin{align*}
\mu a_{1} \int_{I}\left(s^{\mu}\right)^{\prime} h^{\prime} d x-\mu a_{2} \int_{I} s^{\mu}\left(\left(\phi^{\mu}\right)^{\prime}\right)^{2} h d x & =\int_{I} G_{1}\left(s^{\mu}, \phi^{\mu}\right) h d x  \tag{4.20}\\
\mu a_{2} \int_{I}\left(s^{\mu}\right)^{2}\left(\tilde{\phi}^{\mu}\right)^{\prime} h^{\prime} d x & =\int_{I} G_{2}\left(s^{\mu}, \phi^{\mu}\right) h d x
\end{align*}
$$

Proof. Let $J$ be the largest integer such that $\phi(-1) \geq J \pi-\frac{\pi}{2}$. The interval $I$ can be represented as a union of $N_{\mu}$ disjoint intervals $I_{k}, k=0,1,2, \ldots N_{\mu}$, such that $x \in I_{k}$ when

$$
\pi(J+k)-\frac{\pi}{2} \leq \phi(x)<\pi(J+k)+\frac{\pi}{2}
$$

holds. Starting with $\tilde{s}^{\mu}, \tilde{\phi}^{\mu}$, we define $s^{\mu}, \phi^{\mu}$ as follows:

$$
\begin{aligned}
s^{\mu} & =\tilde{s}^{\mu}, \\
\phi^{\mu} & =\tilde{\phi}^{\mu}-\pi(J+k)
\end{aligned}
$$

for $x \in I_{k}$. Note that the distributional derivative of $\phi^{\mu}$ is not locally integrable. However, we have

$$
\left(\phi^{\mu}\right)^{\prime}=\left(\tilde{\phi}^{\mu}\right)^{\prime}
$$

when both are restricted to the complement of the set of the endpoints of $I_{k}$.
Next, we observe that $G_{l}(s, \phi)=G_{l}(s, \phi+m \pi)$, where $l=1,2$ and $m$ is an integer. Hence, replacing $\tilde{\phi}^{\mu}$ by $\phi^{\mu}$ in the right-hand sides of the integral identities for the weak solutions which yields (4.20).

Remark 4.4. Note that, in general, it is not possible to replace $\left(\tilde{\phi}^{\mu}\right)^{\prime}$ by $\left(\phi^{\mu}\right)^{\prime}$ in the left-hand side of the second identity.
5. Effective configurations. The limiting process yields effective governing equations and configurations of Newtonian Poiseuille flow, with constant viscosity. However, additional equations associated to microstructural phenomena also arise at the limit. They may be related to the occurrence of remnant ordered states on a microscopic scale.

Let us first recall (2.11)-(2.13) and the definition of $g$ :

$$
\begin{align*}
g(s, \phi)= & \frac{1}{2} \alpha_{4}(s)+\alpha_{1}(s) \sin ^{2} \phi \cos ^{2} \phi  \tag{5.1}\\
& +\frac{1}{2}\left(\alpha_{5}-\alpha_{2}\right)(s) \sin ^{2} \phi+\frac{1}{2} \alpha_{3}(s) \cos ^{2} \phi
\end{align*}
$$

If $\left\{s^{\mu}, \phi^{\mu}\right\}$ is a sequence of functions such that $s^{\mu} \rightarrow 0$ uniformly, then by (2.16)

$$
g\left(s^{\mu}, \phi^{\mu}\right) \rightarrow \frac{1}{2} \alpha_{4}(0)
$$

uniformly on $I$, as $\mu$ approaches zero. Up to a subsequence, the solution $v_{\mu}$ of (2.13) tends to a limit $v_{0}$ strongly in $L^{2}(I)$, and weakly in $W^{1,2}(I)$. Hence, the product $g\left(s^{\mu}, \phi^{\mu}\right) v_{\mu}^{\prime}$ converges to $\frac{1}{2} \alpha_{4}(0) v_{0}^{\prime}$ weakly in $L^{2}(I)$. This implies that $v_{0}$ satisfies the effective equation

$$
\begin{equation*}
\eta_{\mathrm{eff}} v_{0}^{\prime \prime}=1 \tag{5.2}
\end{equation*}
$$

which is the Newtonian Poiseuille flow with constant effective viscosity $\eta_{\text {eff }}=\frac{1}{2} \alpha_{4}(0)$. When the Ericksen number is large and the Reynolds number is of order 1, the typical viscosity is much larger than the typical elasticity. It is natural to expect that alignment of the molecules will be destroyed by the diffusion, so that liquid crystal flow is that of an isotropic liquid with a constant viscosity. If that were the case, (5.2) would be the only effective equation of the limiting flow. Rigorous analysis suggests, however, that one should also consider the Young measure $\nu_{x}$ generated by the sequence $\phi^{\mu}$. In Remark 5.1, following the proof of Theorem 5.1, we explain that $\nu_{x}$ is nontrivial, which means that it cannot have the form $\delta(z-\bar{\phi}(x))$ for any function $\bar{\phi}(x)$. Since localization of $\nu_{x}$ at $\bar{\phi}$ signals strong convergence, this implies that the sequence $\phi^{\mu}$ cannot converge strongly. Therefore, $\nu_{x}$ must describe "possible disordered states" compatible with the boundary conditions and macroscopic flow.

Combining Theorem 3.3 and Proposition 3.4 with the partial stability Theorem 4.3, we obtain the following theorem.

THEOREM 5.1. Let $\tilde{s}^{\mu}, \tilde{\phi}^{\mu}$ be a sequence of weak solutions from Theorem 4.3 satisfying the a priori estimates

$$
\begin{aligned}
\left\|\tilde{s}^{\prime}\right\|_{L^{2}(I)} & \leq C \\
\left\|\tilde{s} \tilde{\phi}^{\prime}\right\|_{L^{2}(I)} & \leq C
\end{aligned}
$$

with $C$ independent of $\mu$. Let $\left(s^{\mu}, \phi^{\mu}\right)$ be a corresponding sequence of generalized solutions. Then, up to a subsequence,
(i) $s^{\mu} \rightarrow 0$ uniformly on $I$;
(ii) the sequence $\phi^{\mu}$ generates a Young measure $\nu_{x}$ satisfying moment relations

$$
\begin{align*}
& \int_{-1}^{1} \int_{-\pi / 2}^{\pi / 2}\left(G_{1}(0, z, x) \sin a z-\frac{1}{a} \frac{G_{2}}{z}(0, z, x) \cos a z\right) d \nu_{x}(z) h(x) d x=0,  \tag{5.3}\\
& \int_{-1}^{1} \int_{-\pi / 2}^{\pi / 2}\left(G_{1}(0, z, x) \cos a z+\frac{1}{a} \frac{G_{2}}{z}(0, z, x) \sin a z\right) d \nu_{x}(z) h(x) d x=0,
\end{align*}
$$

for each $h \in C_{0}^{1}(I)$. In (5.3), $a=\left(a_{2} / a_{1}\right)^{1 / 2}$;
(iii) the sequence $s\left(\left(\tilde{\phi}^{\mu}\right)^{\prime}\right)^{2}$ converges to a measure $\rho$ in the sense of distributions. Moreover,

$$
\begin{equation*}
\rho=\int_{-\pi / 2}^{\pi / 2} G_{1}(0, z, x) d \nu_{x}(z) \tag{5.4}
\end{equation*}
$$

Proof. Part (i) follows directly from Theorem 4.3. Since $s^{\mu}$ converges to zero in $L^{2}$, the corresponding Young measure is $\delta(y)$. Hence, part (ii) follows from Theorem 3.3 and momentum relations in Proposition 3.4.

Next, consider the integral identity

$$
-\mu a_{1} \int_{I} s^{\prime} h^{\prime} d x+\mu a_{2} \int_{I} s\left(\phi^{\prime}\right)^{2} h d x=\int_{I} G_{1}(x, s, \phi) h d x
$$

Since $\left\|s^{\prime}\right\|_{L^{2}(I)} \leq C \mu^{-1 / 2}$ with $C$ independent of $\mu$, the first integral on the left converges to zero as $\mu \rightarrow 0$. The integral in the right-hand side converges to

$$
\int_{I} \int_{-\pi / 2}^{\pi / 2} G_{1}(0, z, x) d \nu_{x}(z) h(x) d x
$$

This yields,

$$
\lim _{\mu \rightarrow 0} \int_{I} s\left(\phi^{\prime}\right)^{2} h d x=\int_{I} \int_{-\pi / 2}^{\pi / 2} G_{1}(0, z, x) d \nu_{x}(z) h(x) d x
$$

for all $h \in C_{0}^{1}(I)$. Since this space is dense in $C_{0}(I)$, the equality above holds for all $h \in C_{0}(I)$. Hence, the distributional limit of $s\left(\phi^{\prime}\right)^{2}$ is a Radon measure $\rho$ such that

$$
\int_{I} h d \rho=\int_{I} h \int_{-\pi / 2}^{\pi / 2} G_{1}(0, z, x) d \nu_{x}(z) d x
$$

for all $h \in C_{0}(I)$.
Remark 5.1. Strong convergence of $\phi^{\mu}$ is incompatible with the moment relations (5.3). If strong convergence takes place, then $\nu_{x}(z)=\delta(x-\bar{\phi}(x))$ for some function $\bar{\phi}$ (the strong limit). If that were the case, then from (5.3) we would obtain

$$
\begin{align*}
& G_{1}(0, \bar{\phi}, x) \sin a \bar{\phi}-\frac{1}{a}\left(\frac{G_{2}}{s}\right)(0, \bar{\phi}, x) \cos a \bar{\phi}=0  \tag{5.5}\\
& G_{1}(0, \bar{\phi}, x) \cos a \bar{\phi}+\frac{1}{a}\left(\frac{G_{2}}{s}\right)(0, \bar{\phi}, x) \sin a \bar{\phi}=0 \tag{5.6}
\end{align*}
$$

and thus

$$
\begin{align*}
G_{1}(0, \bar{\phi}, x) & =0  \tag{5.7}\\
\left(\frac{G_{2}}{s}\right)(0, \bar{\phi}, x) & =0 \tag{5.8}
\end{align*}
$$

This means that $s=0, \phi=\bar{\phi}$ is an equilibrium solution of (2.1, 2.2). Direct computation shows that $s=0$ cannot be an equilibrium solution for any $\bar{\phi}$.
6. Conclusions. We study the oscillatory behavior of the solutions of the governing equations modeling Poiseuille flow of liquid crystals with variable degree of orientation, at the limit of large Ericksen number $\mathcal{E}$. The governing equations are singularly perturbed and highly degenerate. The oscillations of $s$ occur about the isotropic value $s=0$, and at points where $s$ vanishes the angle of alignment $\phi$ is discontinuous and $\phi^{\prime}$ becomes unbounded. This situation corresponds to the presence of defects in the flow. We obtain necessary condition for the Young measures generated
by sequences of solutions and show that the persistent oscillatory behavior is encoded in the Young measure generated by $\phi$. We prove a partial stability result establishing uniform convergence of $s$ to 0 as $\mu=\mathcal{E}^{-1} \rightarrow 0$ and the increasingly oscillatory behavior of $\phi$. Compactness of $s$ allows us to pass to the limit in the governing system and obtain the effective equations. The latter consist of the Newtonian flow equation together with the algebraic relations for the Young measure generated by $\phi$. This suggest that macroscopically the flow is isotropic and Newtonian with a remaining liquid crystalline microstructure.
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#### Abstract

We are concerned with the stability of compressible vortex sheets in two-dimensional steady supersonic Euler flows over Lipschitz walls under a $B V$ boundary perturbation, since steady supersonic Euler flows are important in many physical situations. It is proved that steady compressible vortex sheets in supersonic flow are stable in structure globally, even under the $B V$ perturbation of the Lipschitz walls. In order to achieve this, we develop a modified Glimm difference scheme and identify a Glimm-type functional to obtain the required $B V$ estimates by incorporating the Lipschitz boundary and the strong vortex sheets naturally and by tracing the interaction not only between the boundary and weak waves but also between the strong vortex sheets and weak waves. Then these estimates are employed to establish the convergence of the approximate solutions to a global entropy solution and the corresponding approximate strong vortex sheets to a strong compressible vortex sheet of the entropy solution. The asymptotic stability of entropy solutions in the flow direction is also established.
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1. Introduction. We are concerned with the stability of compressible vortex sheets in steady supersonic Euler flows over Lipschitz walls under a $B V$ boundary perturbation. The two-dimensional steady supersonic Euler flows are generally governed by

$$
\left\{\begin{array}{l}
(\rho u)_{x}+(\rho v)_{y}=0  \tag{1.1}\\
\left(\rho u^{2}+p\right)_{x}+(\rho u v)_{y}=0 \\
(\rho u v)_{x}+\left(\rho v^{2}+p\right)_{y}=0 \\
(\rho u(E+p / \rho))_{x}+(\rho v(E+p / \rho))_{y}=0
\end{array}\right.
$$

where $(u, v)$ is the velocity, $\rho$ the density, $p$ the scalar pressure, and

$$
E=\frac{1}{2}\left(u^{2}+v^{2}\right)+e(\rho, p)
$$

[^102]the total energy with internal energy $e$, a given function of $(\rho, p)$ defined through thermodynamical relations. The other two thermodynamic variables are the temperature $T$ and the entropy $S$. If $(\rho, S)$ are chosen as the independent variables, then we have the constitutive relations
\[

$$
\begin{equation*}
(e, p, T)=(e(\rho, S), p(\rho, S), T(\rho, S)) \tag{1.2}
\end{equation*}
$$

\]

governed by

$$
\begin{equation*}
T d S=d e-\frac{p}{\rho^{2}} d \rho \tag{1.3}
\end{equation*}
$$

For an ideal gas,

$$
\begin{equation*}
p=R \rho T, \quad e=c_{v} T, \quad \gamma=1+\frac{R}{c_{v}}>1 \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
p=p(\rho, S)=\kappa \rho^{\gamma} \exp \left(S / c_{v}\right), \quad e=\frac{\kappa}{\gamma-1} \rho^{\gamma-1} \exp \left(S / c_{v}\right)=\frac{R T}{\gamma-1} \tag{1.5}
\end{equation*}
$$

where $R, \kappa$, and $c_{v}$ are all positive constants.
If the flow is isentropic (i.e., $S=$ const.), then the pressure $p$ is a function of density $\rho, p=p(\rho)$, and the flow is governed by the following simpler isentropic Euler equations:

$$
\left\{\begin{array}{l}
(\rho u)_{x}+(\rho v)_{y}=0  \tag{1.6}\\
\left(\rho u^{2}+p\right)_{x}+(\rho u v)_{y}=0 \\
(\rho u v)_{x}+\left(\rho v^{2}+p\right)_{y}=0
\end{array}\right.
$$

For polytropic isentropic gases, by scaling, the pressure-density relation can be expressed as

$$
\begin{equation*}
p(\rho)=\rho^{\gamma} / \gamma, \quad \gamma>1 \tag{1.7}
\end{equation*}
$$

For the isothermal flow, $\gamma=1$. The quantity

$$
c=\sqrt{p_{\rho}(\rho, S)}
$$

is defined as the sonic speed and, for polytropic gases, $c=\sqrt{\gamma p / \rho}$.
System (1.1) or (1.6) governing a supersonic flow (i.e., $u^{2}+v^{2}>c^{2}$ ) has all real eigenvalues and is hyperbolic in the flow direction, while system (1.1) or (1.6) governing a subsonic flow (i.e., $u^{2}+v^{2}<c^{2}$ ) has complex eigenvalues and is elliptichyperbolic mixed and composite (cf. [4, 5]).

We are interested in whether steady compressible vortex sheets in supersonic flow are always stable in supersonic flow under the $B V$ perturbation of the Lipschitz walls. Multidimensional steady supersonic Euler flows are important in many physical situations (cf. Courant and Friedrichs [8]). In particular, when the upstream flow is a uniform steady flow above the plane wall in $x<0$ all the time, the flow downstream above a Lipschitz wall in $x>0$ is governed by a steady Euler flow after a sufficiently long time. Furthermore, since steady Euler flows are asymptotic states and may be global attractors of the corresponding unsteady Euler flows, it is important to establish


Fig. 1. Stability of the compressible vortex sheet in supersonic flow.
the existence of steady Euler flows and understand their qualitative behavior to shed light on the long-time asymptotic behavior of the unsteady compressible Euler flows, one of the most fundamental problems in mathematical fluid dynamics which is still widely open. In this paper we focus on the existence and behavior of such global supersonic Euler flows, especially the nonlinear stability of strong compressible vortex sheets in the supersonic Euler flows, under the $B V$ perturbation of the Lipschitz walls.

For concreteness, we will analyze the problem in the region over the Lipschitz wall for the supersonic Euler flows governed by system (1.1) for $U=(u, v, p, \rho)$ and by (1.6) for $U=(u, v, \rho)$, respectively. Then we have the following:
(i) There exists a Lipschitz function $g \in \operatorname{Lip}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ with $g(0)=0, g^{\prime}(0+)=0$, $g_{\infty}^{\prime}=\lim _{x \rightarrow \infty} g^{\prime}(x+)$, and $g^{\prime} \in B V\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ such that

$$
\begin{array}{r}
T V\left(g^{\prime}(\cdot)\right)<\varepsilon \quad \text { for some constant } \varepsilon>0  \tag{1.8}\\
\Omega=\{(x, y): y>g(x), x \geq 0\}, \quad \Gamma=\{(x, y): y=g(x), x \geq 0\}
\end{array}
$$

and $\mathbf{n}(x \pm)=\frac{\left(-g^{\prime}(x \pm), 1\right)}{\sqrt{\left(g^{\prime}(x \pm)\right)^{2}+1}}$ are the outer normal vectors to $\Gamma$ at the points $x \pm$, respectively (see Figure 1).
(ii) The upstream flow consists of one straight vortex sheet $y=y_{0}^{*}>0$ and two constant vectors $U_{1}$ when $0<y<y_{0}^{*}$ and $U_{2}$ when $y>y_{0}^{*}>0$ satisfying

$$
v_{1}=v_{2}=0, \quad u_{i}>c_{i}>0, i=1,2
$$

where $c_{i}=\sqrt{\gamma p_{i} / \rho_{i}}$ is the sonic speed of state $U_{i}, i=1,2$.
With this setup, the vortex sheet problem can be formulated into the following problem of initial-boundary value type for system (1.1).

Cauchy condition:

$$
\left.U\right|_{x=0}= \begin{cases}U_{1}, & 0<y<y_{0}^{*}  \tag{1.9}\\ U_{2}, & y>y_{0}^{*}\end{cases}
$$

Boundary condition:

$$
\begin{equation*}
(u, v) \cdot \mathbf{n}=0 \quad \text { on } \Gamma . \tag{1.10}
\end{equation*}
$$

The main theorem of this paper is the following.
Main Theorem (existence and stability). There exist $\varepsilon_{0}>0$ and $C>0$ such that if (1.8) holds for $\varepsilon \leq \varepsilon_{0}$, then there exists a pair of functions

$$
U \in B V_{l o c}(\Omega) \cap L^{\infty}(\Omega), \quad \chi \in \operatorname{Lip}\left(\mathbb{R}_{+} ; \mathbb{R}_{+}\right)
$$

with $\chi(0)=y_{0}^{*}$ such that the following hold:
(i) $U$ is a global entropy solution of system (1.1), or (1.6), in $\Omega$ with the initialboundary data (1.9)-(1.10) that is satisfied in the trace sense and

$$
\begin{equation*}
T V\{U(x, \cdot):[g(x), \infty)\} \leq C T V\left(g^{\prime}(\cdot)\right) \quad \text { for every } x \in[0, \infty) \tag{1.11}
\end{equation*}
$$

(ii) The curve $\{y=\chi(x)\}$ is a strong vortex sheet with $\chi(x)>g(x)$ for any $x>0$,

$$
\begin{equation*}
\sup _{g(x)<y<\chi(x)}\left|U(x, y)-U_{1}\right| \leq C \varepsilon, \quad \sup _{y>\chi(x)}\left|U(x, y)-U_{2}\right| \leq C \varepsilon \tag{1.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \sup \left\{\left|v(x, y) / u(x, y)-g_{\infty}^{\prime}\right|: y>g(x)\right\}+\lim _{x \rightarrow \infty}\left|\chi^{\prime}(x)-g_{\infty}^{\prime}\right|=0 \tag{1.13}
\end{equation*}
$$

(iii) There exists a constant $p_{\infty}>0$ such that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \sup \left\{\left|p(x, y)-p_{\infty}\right|: y>g(x)\right\}=0 \tag{1.14}
\end{equation*}
$$

This theorem indicates that the strong vortex sheets in supersonic flow are nonlinearly stable globally in structure.

In order to establish this theorem, we first develop a modified Glimm scheme whose mesh grids are designed to follow the slope of the Lipschitz boundary, which is different from the standard case with rectangular mesh grids, so that the lateral Riemann building blocks contain only one wave emanating from the mesh points on the boundary. For the adiabatic Euler flow determined by (1.1), the essential estimate is on the strength $\delta_{1}$ of the reflected 1 -wave when the weak 4 -wave with strength $\alpha_{4}$ hits the strong vortex sheet from below. We obtain that the key bound on the reflection coefficient in front of $\alpha_{4}$ in the estimate of $\delta_{1}$ is strictly less than one, i.e.,

$$
\delta_{1}=\beta_{1}+K_{11} \alpha_{4}+O(1)\left|\beta_{1}\right|\left(\left|\alpha_{2}\right|+\left|\alpha_{3}\right|\right), \quad\left|K_{11}\right|<1
$$

The estimate on the interaction between the boundary and weak waves is also crucial.
Based on the construction of the modified Glimm scheme and the new interaction estimates, we successfully identify a Glimm-type functional by incorporating the Lipschitz wall and the strong vortex sheet naturally and by tracing the interactions not only between the boundary and weak waves but also between the strong vortex sheet and weak waves, so that the Glimm-type functional monotonically decreases in the flow direction. Another essential estimate is to trace the approximate strong vortex sheets in order to establish the nonlinear stability and asymptotic behavior of the strong vortex sheet in supersonic flow in the downstream direction under the $B V$ boundary perturbation. Condition (1.8) may be relaxed so that the total variation of $g^{\prime}(x)$ is allowed to be relatively larger than the small $L^{\infty}$ norm of $g^{\prime}(x)$ by combining the analysis in this paper with the arguments in [21, 22].

We observe that the stability of contact discontinuities for the Cauchy problem for strictly hyperbolic systems under a $B V$ perturbation has been studied by Sablé-Tougeron [18] and Corli and Sablé-Tougeron [9]. In particular, the reflection coefficients, such as $K_{11}$ here, are required to be less than one, which is the stability condition for the mixed problem in the strip $(0,1)$ in the earlier works; see, e.g., Sablé-Tougeron [18]. The essential difference between system (1.1) as analyzed in sections $2-5$ here and strictly hyperbolic systems as considered in [9, 18] is that two of the four characteristic eigenvalues coincide and have two linearly independent
eigenvectors which determine the compressible vortex sheets so that two independent parameters are required to describe precisely these vortex sheets. Furthermore, our physical boundary condition for the initial-boundary value problem is the slip-wall boundary condition on the nonflat boundary whose slope function is allowed to be discontinuous, i.e., the characteristic boundary condition on the nonflat, nonsmooth boundary, which is different from the initial-boundary value problem over the flat boundary considered in [18]. For our case, additional nonlinear waves are produced by the boundary vertices, $A_{k}$, so that careful estimates on boundary reflection and interaction for nonlinear waves are required to match the slip-wall boundary condition and to be incorporated into the functional naturally.

We further remark that our Glimm-type functional has additional ingredients, in comparison with that used in Corli and Sablé-Tougeron [9] and Sablé-Tougeron [18]. More precisely, in this paper, the linear part of the functional has a new term, $L_{0}(J)$, to control the new waves produced by the flow moving around the boundary vertices, $A_{k}$. The linear part of the functional is shown to be decreasing near the vortex sheet and the boundary, in addition to controlling the quadratic part. The proof of the decreasing of the linear part makes full use of the following facts:
(i) $L_{0}(J)$ is strictly decreasing along the boundary.
(ii) If a 1-wave interacts with the boundary or the vortex sheet, it disappears and a new wave is produced, which implies the strict decreasing of $L_{1}^{i}$ near the boundary and vortex sheet. The same is true when a 2 -wave interacts with the vortex sheet.
Then, combining these two facts with the estimates on the coefficients $K_{i j}$ and $K_{b i}$ in the wave interactions and reflections, we succeed in assigning different weights to the strengths of the waves so that the linear part is strictly decreasing. With the careful design of the linear part, which is different from that in $[18,9]$, we simply use the same quadratic part as that used in Glimm [11] (see also [14, 15, 19]) in our Glimm-type functional, which sufficiently controls the linear part in the regions (1) and (2). For more details, see section 4 .

It would be interesting and important to clarify the connections between the stability of steady compressible vortex sheets and long-time asymptotic stability of unsteady compressible vortex sheets in supersonic flow, since the nonlinear instabilities of compressible vortex sheets may develop in a short-time or some intermediate-time regime under certain situations. For this, we refer the reader to Miles [17], Artola and Majda [1, 2, 3], Woodward [24], and the references cited therein.

In this paper we first focus on the adiabatic Euler flows in sections 2-5 and then study the isentropic Euler flows in section 6. In section 2, we study the lateral and classical Riemann problems and analyze the properties of the Riemann solutions to the adiabatic Euler equations (1.1), which are essential for the interaction estimates among the nonlinear waves and the wall in section 3 and for the existence and behavior of entropy solutions of the problem in sections $4-5$. In section 3 , we make estimates on the wave interactions and reflections on the boundary and the strong vortex sheet, respectively. In section 4, we develop a modified Glimm scheme to construct the approximate solutions and establish necessary estimates for them in the approximate domains. In section 5, we establish the convergence of approximate solutions to a global entropy solution and prove the nonlinear stability and asymptotic behavior of the strong vortex sheet over the Lipschitz wall. In section 6, we extend the analysis and approach to establish the existence and behavior of two-dimensional steady supersonic flows governed by the isentropic Euler equations.
2. Riemann problems and Riemann solutions. In this section, we study the lateral and classical Riemann problems and analyze the properties of the Riemann solutions to the adiabatic Euler system (1.1), which are essential not only for the interaction estimates among the nonlinear waves and the Lipschitz wall but also for the existence and behavior of solutions of our problem in sections 3-5.
2.1. Euler equations. The Euler system can be written in the following conservation form:

$$
\begin{equation*}
W(U)_{x}+H(U)_{y}=0 \tag{2.1}
\end{equation*}
$$

where $U=(u, v, p, \rho), W(U)=\left(\rho u, \rho u^{2}+p, \rho u v, \rho u\left(h+\frac{u^{2}+v^{2}}{2}\right)\right)$, and $H(U)=$ $\left(\rho v, \rho u v, \rho v^{2}+p, \rho v\left(h+\frac{u^{2}+v^{2}}{2}\right)\right)$ with $h=\frac{\gamma p}{(\gamma-1) \rho}$. For a smooth solution $U(x, y)$, system (2.1) is equivalent to

$$
\begin{equation*}
\nabla_{U} W(U) U_{x}+\nabla_{U} H(U) U_{y}=0 \tag{2.2}
\end{equation*}
$$

Then the eigenvalues of (2.1) are the roots of the fourth order polynomial,

$$
\begin{equation*}
\operatorname{det}\left(\lambda \nabla_{U} W(U)-\nabla_{U} H(U)\right) \tag{2.3}
\end{equation*}
$$

that is, the solutions of the equation

$$
(v-\lambda u)^{2}\left((v-\lambda u)^{2}-c^{2}\left(1+\lambda^{2}\right)\right)=0
$$

where $c=\sqrt{\gamma p / \rho}$ is the sonic speed. If the flow is supersonic (i.e., $u^{2}+v^{2}>c^{2}$ ), system (1.1) is hyperbolic. In particular, when $u>c$, system (1.1) has four eigenvalues in the $x$-direction,

$$
\begin{equation*}
\lambda_{j}=\frac{u v+(-1)^{j} c \sqrt{u^{2}+v^{2}-c^{2}}}{u^{2}-c^{2}}, \quad j=1,4 ; \quad \lambda_{i}=v / u, i=2,3 \tag{2.4}
\end{equation*}
$$

and the four corresponding linearly independent eigenvectors:

$$
\begin{align*}
& \mathbf{r}_{j}=\kappa_{j}\left(-\lambda_{j}, 1, \rho\left(\lambda_{j} u-v\right), \rho\left(\lambda_{j} u-v\right) / c^{2}\right)^{\top}, \quad j=1,4  \tag{2.5}\\
& \mathbf{r}_{2}=(u, v, 0,0)^{\top}, \quad \mathbf{r}_{3}=(0,0,0, \rho)^{\top}
\end{align*}
$$

where $\kappa_{j}$ are chosen so that $\mathbf{r}_{j} \cdot \nabla \lambda_{j}=1$ since the $j$ th-characteristic fields are genuinely nonlinear, $j=1,4$. Note that the second and third characteristic fields are always linearly degenerate: $\mathbf{r}_{j} \cdot \nabla \lambda_{j}=0, j=2,3$. We also point out that, at the unperturbed states $U_{i}=\left(u_{i}, 0, p_{i}, \rho_{i}\right)$ for $i=1,2$,

$$
\lambda_{2}\left(U_{i}\right)=\lambda_{3}\left(U_{i}\right)=0, \quad \lambda_{1}\left(U_{i}\right)=-c_{i} / \sqrt{u_{i}^{2}-c_{i}^{2}}=-\lambda_{4}\left(U_{i}\right)<0 \text { for } i=1,2
$$

Definition 2.1 (entropy solutions). A $B V$ function $U=U(x, y)$ is called an entropy solution of problem (1.1) and (1.9)-(1.10) provided that
(i) $U$ is a weak solution of (1.1) and satisfies (1.9)-(1.10) in the trace sense;
(ii) $U$ satisfies the entropy inequality

$$
\begin{equation*}
(\rho u S)_{x}+(\rho v S)_{y} \geq 0 \tag{2.6}
\end{equation*}
$$

in the sense of distributions in $\Omega$ including the boundary.

Remark 2.1. The entropy inequality (2.6) for our steady case directly follows from the Clausius inequality in the time-dependent case,

$$
(\rho S)_{t}+(\rho u S)_{x}+(\rho v S)_{y} \geq 0
$$

under the assumption that the solution $(u, v, p, \rho)$ is independent of time $t$. Furthermore, by a direct but tedious calculation, when $u>c$, the function $\eta=-\rho u S$ as an entropy function of system (1.1) is a strictly convex function of the conserved variables

$$
w=\left(w_{1}, w_{2}, w_{3}, w_{4}\right)=\left(\rho u, \rho u^{2}+p, \rho u v, \rho u(E+p / \rho)\right)
$$

2.2. Wave curves in the phase space. In this subsection, we analyze some basic properties of nonlinear waves. We consider the problem for $u>c$ in the state space, especially in the neighborhoods of $U_{1}$ and $U_{2}$. We first seek the self-similar solutions to (1.1),

$$
(u, v, p, \rho)(x, y)=(u, v, p, \rho)(\xi), \quad \xi=y / x
$$

which connect to a state $U_{0}=\left(u_{0}, v_{0}, p_{0}, \rho_{0}\right)$. Then we have

$$
\begin{equation*}
\operatorname{det}\left(\xi \nabla_{U} W(U)-\nabla_{U} H(U)\right)=0 \tag{2.7}
\end{equation*}
$$

which implies

$$
\xi=\lambda_{i}=v / u, \quad i=2,3, \quad \text { or } \quad \xi=\lambda_{j}=\frac{u v+(-1)^{j} c \sqrt{u^{2}+v^{2}-c^{2}}}{u^{2}-c^{2}}, \quad j=1,4
$$

Plugging $\xi=\lambda_{i}$ into (2.7), we obtain

$$
d p=0, \quad v d u-u d v=0
$$

which yields the vortex sheet curves $C_{i}\left(U_{0}\right)$ in the phase space:

$$
\begin{equation*}
C_{i}\left(U_{0}\right): \quad p=p_{0}, \quad w=v / u=v_{0} / u_{0}, \quad i=2,3 \tag{2.8}
\end{equation*}
$$

which describe compressible vortex sheets. More precisely, we have

$$
\begin{equation*}
C_{2}\left(U_{0}\right): U=\left(u_{0} e^{\sigma_{2}}, v_{0} e^{\sigma_{2}}, p_{0}, \rho_{0}\right)^{\top} \tag{2.9}
\end{equation*}
$$

with strength $\sigma_{2}$ and slope $v_{0} / u_{0}$, which is determined by

$$
\left\{\begin{array}{l}
\frac{d U}{d \sigma}=\mathbf{r}_{2}(U) \\
\left.U\right|_{\sigma_{2}=0}=U_{0}
\end{array}\right.
$$

and

$$
\begin{equation*}
C_{3}\left(U_{0}\right): U=\left(u_{0}, v_{0}, p_{0}, \rho_{0} e^{\sigma_{3}}\right)^{\top} \tag{2.10}
\end{equation*}
$$

with strength $\sigma_{3}$ and slope $v_{0} / u_{0}$, which is determined by

$$
\left\{\begin{array}{l}
\frac{d U}{d \sigma_{3}}=\mathbf{r}_{3}(U) \\
\left.U\right|_{\sigma_{3}=0}=U_{0}
\end{array}\right.
$$

Remark 2.2. The full Euler system (1.1) has two contact discontinuities that coincide as a single vortex sheet in the physical $x y$-plane. However, in the phase space
$U=(u, v, p, \rho)$, to describe this vortex sheet precisely, it requires two independent parameters, since there are two linearly independent eigenvectors corresponding to the repeated eigenvalues $\lambda_{2}=\lambda_{3}=v / u$ of the two linearly degenerate fields.

Plugging $\xi=\lambda_{j}$ into (2.7), we get the $j$ th-rarefaction wave curve $R_{j}\left(U_{0}\right), j=1,4$, in the phase space through $U_{0}$ :
$R_{j}\left(U_{0}\right): d p=c^{2} d \rho, d u=-\lambda_{j} d v, \rho\left(\lambda_{j} u-v\right) d v=d p \quad$ for $\rho<\rho_{0}, u>c, \quad j=1,4$.
Similarly, the Rankine-Hugoniot conditions for (1.1) are

$$
\begin{align*}
& s[\rho u]=[\rho v]  \tag{2.12}\\
& s\left[\rho u^{2}+p\right]=[\rho u v]  \tag{2.13}\\
& s[\rho u v]=\left[\rho v^{2}+p\right]  \tag{2.14}\\
& s\left[\rho u\left(h+\frac{u^{2}+v^{2}}{2}\right)\right]=\left[\rho v\left(h+\frac{u^{2}+v^{2}}{2}\right)\right] \tag{2.15}
\end{align*}
$$

where the jump symbol [.] stands for the value of the quantity of the front state minus that of the back state.

Then we have

$$
\left(v_{0}-s u_{0}\right)^{2}\left(\left(v_{0}-s u_{0}\right)^{2}-\bar{c}^{2}\left(1+s^{2}\right)\right)=0
$$

where $\bar{c}^{2}=\frac{c_{0}^{2}}{b} \frac{\rho}{\rho_{0}}$ and $b=\frac{\gamma+1}{2}-\frac{\gamma-1}{2} \frac{\rho}{\rho_{0}}$. This implies

$$
\begin{equation*}
s=s_{i}=v_{0} / u_{0}, \quad i=2,3 \tag{2.16}
\end{equation*}
$$

or

$$
\begin{equation*}
s=s_{j}=\frac{u_{0} v_{0}+(-1)^{j} \bar{c} \sqrt{u_{0}^{2}+v_{0}^{2}-\bar{c}^{2}}}{u_{0}^{2}-\bar{c}^{2}}, \quad j=1,4 \tag{2.17}
\end{equation*}
$$

where $u_{0}>\bar{c}$ for small shocks.
Plugging $s_{i}, i=2,3$, into (2.12)-(2.15), we get the same $C_{i}\left(U_{0}\right), i=2,3$, as defined in (2.9)-(2.10); while plugging $s_{j}, j=1,4$, into (2.12)-(2.15), we obtain the $j$ th-shock wave curve $S_{j}\left(U_{0}\right), j=1,4$, through $U_{0}$ :
$S_{j}\left(U_{0}\right):[p]=\frac{c_{0}^{2}}{b}[\rho],[u]=-s_{j}[v], \rho_{0}\left(s_{j} u_{0}-v_{0}\right)[v]=[p] \quad$ for $\rho>\rho_{0}, u>c, \quad j=1,4$,
where $\rho_{0}<\rho$ is equivalent to the entropy condition (2.6) on the shock wave.
Note that $S_{j}\left(U_{0}\right)$ contacts with $R_{j}\left(U_{0}\right)$ at $U_{0}$ up to second order.
2.3. Lateral Riemann problem. It has been shown in [8] that when the angle between the flow direction of the front state and the wall at a boundary vertex is smaller than $\pi$ and larger than the extreme angle determined by the incoming flow state and $\gamma \geq 1$, then a unique 4 -shock forms, which separates the front state from the supersonic back state; when the angle between the flow direction of the front state and the wall at a boundary vertex is larger than $\pi$ and less than an extreme angle, then a 4-rarefaction wave forms, which emanates from the vertex (see Figure 2 ). This indicates that when the angle between the flow direction of the front state and the wall at a boundary vertex is near $\pi$, the lateral Riemann problem is always uniquely solvable. For the detail, see Figure 3 and Proposition 3.3; also see Courant and Friedrichs [8].


Fig. 2. Lateral Riemann solutions.


FIG. 3. Wave curves in the $(u, v)$-plane for the lateral Riemann problem.
2.4. Riemann problem involving only weak waves. Consider the Riemann problem for (2.1):

$$
\left.U\right|_{x=x_{0}}= \begin{cases}U_{a}, & y>y_{0}  \tag{2.18}\\ U_{b}, & y<y_{0}\end{cases}
$$

where $U_{a}$ and $U_{b}$ are the constant states which are regarded as the above state and below state with respect to the line $y=y_{0}$, respectively.

Following Lax [13], we can parameterize any physically admissible wave curve in a neighborhood of any constant state $U_{0}, O_{\varepsilon}\left(U_{0}\right)$, by $\alpha_{j} \mapsto \Phi_{j}\left(\alpha_{j} ; U_{b}\right)$, with $\Phi_{j} \in C^{2}$ and $\left.\Phi_{j}\right|_{\alpha_{j}=0}=U_{b}$ and $\left.\partial_{\alpha_{j}} \Phi_{j}\right|_{\alpha_{j}=0}=\mathbf{r}_{j}\left(U_{b}\right)$. For $j=1,4$, the case $\alpha_{j}>0$ corresponds to a rarefaction wave, while the case $\alpha_{j}<0$ corresponds to a shock wave. Notice that, for system (1.1), we have the explicit formulas for $\Phi_{2}$ and $\Phi_{3}$ to describe the vortex sheets by two independent parameters $\left(\sigma_{2}, \sigma_{3}\right)$ :

$$
\Phi_{2}\left(\sigma_{2}, U_{b}\right)=\left(u_{b} e^{\sigma_{2}}, v_{b} e^{\sigma_{2}}, p_{b}, \rho_{b}\right), \quad \Phi_{3}\left(\sigma_{3}, U_{b}\right)=\left(u_{b}, v_{b}, p_{b}, \rho_{b} e^{\sigma_{3}}\right)
$$

For simplicity, we set $\Phi\left(\alpha_{4}, \alpha_{3}, \alpha_{2}, \alpha_{1} ; U_{b}\right):=\Phi_{4}\left(\alpha_{4} ; \Phi_{3}\left(\alpha_{3} ; \Phi_{2}\left(\alpha_{2} ; \Phi_{1}\left(\alpha_{1} ; U_{b}\right)\right)\right)\right)$. We also denote by $O_{\varepsilon}(W)$ a universal neighborhood that is a ball with radius $M \varepsilon>0$ and center $W$, where $M>0$ is a universal constant depending only on the parameters in the system and possibly the boundary function $g(x)$ (starting section 4.2), which may be different at each occurrence. Then we have the following lemma.

Lemma 2.2. There exists $\varepsilon>0$ such that, for any states $U_{a}, U_{b} \in O_{\varepsilon}\left(U_{0}\right)$, the Riemann problem (2.18) admits a unique admissible solution consisting of four elementary waves. In addition, the state $U_{a}$ can be represented by

$$
U_{a}=\Phi\left(\alpha_{4}, \alpha_{3}, \alpha_{2}, \alpha_{1} ; U_{b}\right)
$$

with $\left.\Phi\right|_{\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0}=U_{b}$ and $\left.\partial_{\alpha_{i}} \Phi\right|_{\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0}=\mathbf{r}_{i}\left(U_{b}\right), i=1,2,3,4$.

Furthermore, we find that the renormalization factors $\kappa_{j}(U), j=1,4$, in (2.5) are positive in a neighborhood $O_{\varepsilon}\left(U_{0}\right)$ of any state $U_{0}=\left(u_{0}, 0, p_{0}, \rho_{0}\right)$ with $u_{0}>c_{0}$, which is either $U_{1}$ or $U_{2}$ below.

Lemma 2.3. At any state $U_{0}=\left(u_{0}, 0, p_{0}, \rho_{0}\right)$ with $u_{0}>c_{0}$,

$$
\kappa_{1}\left(U_{0}\right)=\kappa_{4}\left(U_{0}\right)=1 /\left(\left.\nabla_{U} \lambda_{j} \cdot\left(-\lambda_{j}, 1, \rho u \lambda_{j}, \rho u \lambda_{j} / c^{2}\right)\right|_{U=U_{0}}\right)>0
$$

which implies $\kappa_{j}(U)>0$ for any $U \in O_{\varepsilon}\left(U_{0}\right)$ with small $\varepsilon>0$ since $\kappa_{j}(U)$ are continuous for $j=1,4$.

In fact, at the state $U_{0}=\left(u_{0}, 0, p_{0}, \rho_{0}\right)$, it is straightforward to see that

$$
\left.\nabla_{U} \lambda_{j} \cdot\left(-\lambda_{j}, 1, \rho u \lambda_{j}, \rho u \lambda_{j} / c^{2}\right)\right|_{U=U_{0}}>0, \quad j=1,4
$$

Therefore, we have $\kappa_{1}\left(U_{0}\right)=\kappa_{4}\left(U_{0}\right)>0$, which implies that $\kappa_{j}(U)>0, j=1,4$, for any state $U \in O_{\varepsilon}\left(U_{0}\right)$ with small $\varepsilon>0$.
2.5. Riemann problem involving the strong vortex sheets. For simplicity, we use the notation $\left\{U_{b}, U_{a}\right\}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)$ to denote $U_{a}=\Phi\left(\alpha_{4}, \alpha_{3}, \alpha_{2}, \alpha_{1} ; U_{b}\right)$ throughout the paper. For any $U_{b} \in O_{\varepsilon}\left(U_{1}\right)$ and $U_{a} \in O_{\varepsilon}\left(U_{2}\right)$, we also use $\left\{U_{b}, U_{a}\right\}=$ $\left(0, \sigma_{2}, \sigma_{3}, 0\right)$ to denote the strong vortex sheet that connects $U_{b}$ and $U_{a}$ with strength $\left(\sigma_{2}, \sigma_{3}\right)$. That is,
$U_{m}=\Phi_{2}\left(\sigma_{2} ; U_{b}\right):=\left(u_{b} e^{\sigma_{2}}, v_{b} e^{\sigma_{2}}, p_{b}, \rho_{b}\right)^{\top}, U_{a}=\Phi_{3}\left(\sigma_{3} ; U_{m}\right):=\left(u_{m}, v_{m}, p_{m}, \rho_{m} e^{\sigma_{3}}\right)^{\top}$.
In particular, we note that

$$
U_{2}=\left(u_{2}, 0, p_{2}, \rho_{2}\right)^{\top}=\left(u_{1} e^{\sigma_{20}}, 0, p_{1}, \rho_{1} e^{\sigma_{30}}\right)^{\top}
$$

We write $G\left(\sigma_{3}, \sigma_{2} ; U_{b}\right)=\Phi_{3}\left(\sigma_{3} ; \Phi_{2}\left(\sigma_{2} ; U_{b}\right)\right)$ for short for any $U_{b} \in O_{\epsilon}\left(U_{1}\right)$. Then we have the following.

Lemma 2.4. The vector function $G\left(\sigma_{3}, \sigma_{2} ; U_{b}\right)$ satisfies

$$
G_{\sigma_{2}}\left(\sigma_{3}, \sigma_{2} ; U_{b}\right)=\left(u_{b} e^{\sigma_{2}}, v_{b} e^{\sigma_{2}}, 0,0\right)^{\top}, \quad G_{\sigma_{3}}\left(\sigma_{3}, \sigma_{2} ; U_{b}\right)=\left(0,0,0, \rho_{b} e^{\sigma_{3}}\right)^{\top}
$$

and

$$
\nabla_{U} G\left(\sigma_{3}, \sigma_{2} ; U_{b}\right)=\operatorname{diag}\left(e^{\sigma_{2}}, e^{\sigma_{2}}, 1, e^{\sigma_{3}}\right)
$$

These can be easily obtained from direct calculations and are thus omitted.
The following lemma is essential to estimate the strengths of reflected weak waves in the interaction between the strong vortex sheet and weak waves (see the proofs for Propositions 3.4-3.5).

Lemma 2.5. For the plane vortex sheet with the lower state $U_{1}=\left(u_{1}, 0, p_{1}, \rho_{1}\right)$, upper state $U_{2}=\left(u_{2}, 0, p_{1}, \rho_{2}\right)$, and strength $\left(\sigma_{20}, \sigma_{30}\right)$,

$$
\operatorname{det}\left(\mathbf{r}_{4}\left(U_{2}\right), G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right)>0
$$

This can be obtained by the following direct calculations:

$$
\begin{aligned}
& \operatorname{det}\left(\mathbf{r}_{4}\left(U_{2}\right), G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right) \\
& =\kappa_{1}\left(U_{1}\right) \kappa_{4}\left(U_{2}\right)\left|\begin{array}{cccc}
-\lambda_{4}\left(U_{2}\right) & 0 & u_{1} e^{\sigma_{20}} & e^{\sigma_{20}}\left(-\lambda_{1}\left(U_{1}\right)\right) \\
1 & 0 & 0 & e^{\sigma_{20}} \\
\rho_{2} u_{2} \lambda_{4}\left(U_{2}\right) & 0 & 0 & \rho_{1} u_{1} \lambda_{1}\left(U_{1}\right) \\
\frac{\rho_{2} u_{2} \lambda_{4}\left(U_{2}\right)}{c_{2}^{2}} & \rho_{1} e^{\sigma_{30}} & 0 & \left.e^{\sigma_{30} \frac{\rho_{1} u_{1} \lambda_{1}}{c_{1}^{2}}} \right\rvert\,
\end{array}\right| \\
& =\kappa_{1}\left(U_{1}\right) \kappa_{4}\left(U_{2}\right) \rho_{1}^{2} u_{1}^{2} e^{\sigma_{20}+\sigma_{30}}\left(\lambda_{4}\left(U_{2}\right) e^{2 \sigma_{20}+\sigma_{30}}+\lambda_{4}\left(U_{1}\right)\right)>0
\end{aligned}
$$



Fig. 4. Weak wave interactions.
3. Estimates on wave interactions and reflections. We now make estimates on wave interactions, especially near the strong vortex sheet, and wave reflections on the wall.
3.1. Estimates on weak wave interactions. We first estimate the interactions among weak waves. We will use the following elementary identity, whose proof is straightforward.

Lemma 3.1. If $f \in C^{2}\left(\mathbb{R}^{2}\right)$, then, for any $(x, y) \in \mathbb{R}^{2}$,

$$
\begin{equation*}
f(x, y)-f(x, 0)-f(0, y)+f(0,0)=x y \int_{0}^{1} \int_{0}^{1} f_{x y}(r x, s y) d r d s \tag{3.1}
\end{equation*}
$$

Proposition 3.2. Suppose that $U_{b}, U_{m}$, and $U_{a}$ are three states in a small neighborhood of $U_{0}$ with $\left\{U_{b}, U_{m}\right\}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right),\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)$, and $\left\{U_{b}, U_{a}\right\}=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}\right)$ (cf. Figure 4). Then

$$
\begin{equation*}
\gamma_{i}=\alpha_{i}+\beta_{i}+O(1) \triangle(\alpha, \beta) \tag{3.2}
\end{equation*}
$$

where $\triangle(\alpha, \beta)=\left|\alpha_{4}\right|\left|\beta_{1}\right|+\left|\alpha_{3}\right|\left|\beta_{1}\right|+\left|\alpha_{2}\right|\left|\beta_{1}\right|+\left|\alpha_{4}\right|\left|\beta_{2}\right|+\left|\alpha_{4}\right|\left|\beta_{3}\right|+\sum_{j=1,4} \triangle_{j}(\alpha, \beta)$ with

$$
\triangle_{j}(\alpha, \beta)= \begin{cases}0, & \alpha_{j} \geq 0, \beta_{j} \geq 0 \\ \left|\alpha_{j}\right|\left|\beta_{j}\right|, & \text { otherwise }\end{cases}
$$

The proof of this proposition is standard, whose simple proof can be found in Temple [20] or Chen, Zhang, and Zhu [7]; also see Dafermos [10].
3.2. Estimates on the weak wave reflections on the boundary. Denote by $\left\{C_{k}\right\}_{k=0}^{\infty}$ the points $\left\{\left(a_{k}, b_{k}\right)\right\}_{k=0}^{\infty}$ in the $x y$-plane with $a_{k+1}>a_{k}>0$ (cf. Figure 5). Set

$$
\begin{align*}
& \omega_{k, k+1}=\arctan \left(\frac{b_{k+1}-b_{k}}{a_{k+1}-a_{k}}\right), \quad \omega_{k}=\omega_{k, k+1}-\omega_{k-1, k}, \quad \omega_{-1,0}=0 \\
& \Omega_{k+1}=\left\{(x, y): x \in\left[a_{k}, a_{k+1}\right], y>b_{k}+\left(x-a_{k}\right) \tan \left(\omega_{k, k+1}\right)\right\}  \tag{3.3}\\
& \Gamma_{k+1}=\left\{(x, y): x \in\left(a_{k}, a_{k+1}\right), y=b_{k}+\left(x-a_{k}\right) \tan \left(\omega_{k, k+1}\right)\right\}
\end{align*}
$$



Fig. 5. Weak wave reflections on the boundary.
and the outer normal vector to $\Gamma_{k}$ :

$$
\begin{equation*}
\mathbf{n}_{k+1}=\frac{\left(b_{k+1}-b_{k}, a_{k}-a_{k+1}\right)}{\sqrt{\left(b_{k+1}-b_{k}\right)^{2}+\left(a_{k+1}-a_{k}\right)^{2}}}=\left(\sin \left(\omega_{k, k+1}\right),-\cos \left(\omega_{k, k+1}\right)\right) \tag{3.4}
\end{equation*}
$$

We consider the initial-boundary value problem

$$
\begin{cases}(2.1) & \text { in } \Omega_{k+1}  \tag{3.5}\\ \left.U\right|_{x=a_{k}}=U_{a}, & \\ (u, v) \cdot \mathbf{n}_{k+1}=0 & \text { on } \Gamma_{k+1},\end{cases}
$$

where $U_{a}$ is a constant state.
Proposition 3.3. Let $\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)$ and $\left\{U_{k}, U_{m}\right\}=\left(0,0,0, \alpha_{4}\right)$ with

$$
\left(u_{k}, v_{k}\right) \cdot \mathbf{n}_{k}=0
$$

Then there exists a unique solution $U_{k+1}$ of problem (3.5) such that

$$
\left\{U_{k+1}, U_{a}\right\}=\left(0,0,0, \delta_{4}\right)
$$

and $U_{k+1} \cdot\left(\mathbf{n}_{k+1}, 0,0\right)=0$. Furthermore,

$$
\delta_{4}=\alpha_{4}+K_{b 1} \beta_{1}+K_{b 2} \beta_{2}+K_{b 3} \beta_{3}+K_{b 0} \omega_{k}
$$

where $K_{b 1}, K_{b 2}, K_{b 3}$, and $K_{b 0}$ are $C^{2}$-functions of $\beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}, \omega_{k+1}$, and $U_{a}$ satisfying
$\left.K_{b 1}\right|_{\left\{\omega_{k}=\alpha_{4}=\beta_{1}=\beta_{2}=\beta_{3}=0, U_{a}=U_{1}\right\}}=1,\left.\quad K_{b i}\right|_{\left\{\omega_{k}=\alpha_{4}=\beta_{1}=\alpha_{2}=\beta_{3}=0, U_{a}=U_{1}\right\}}=0, i=2,3$, and $K_{b 0}$ is bounded. In particular, $K_{b 0}<0$ at the origin.

Proof. First, by the implicit function theorem, similar to Lemma 2.2, we have $U_{k}=\Psi\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} ; U_{a}\right)$ for the $C^{2}$-function $\Psi=\Phi^{-1}$ and $\left.\Psi_{\alpha_{j}}\right|_{\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0}=$ $-\mathbf{r}_{j}\left(U_{a}\right), j=1,2,3,4$. Then it suffices to find the solution to

$$
\begin{equation*}
\Psi\left(0,0,0, \alpha_{4} ; \Psi\left(\beta_{1}, \beta_{2}, \beta_{3}, 0 ; U_{a}\right)\right) \cdot\left(\mathbf{n}_{k}, 0,0\right)=\Psi\left(0,0,0, \delta_{4} ; U_{a}\right) \cdot\left(\mathbf{n}_{k+1}, 0,0\right) . \tag{3.6}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \left.\left.\partial_{\delta_{4}} \Psi\left(0,0,0, \delta_{4} ; U_{a}\right) \cdot\left(\mathbf{n}_{k+1}, 0,0\right)\right)\left.\right|_{\left\{\delta_{4}=0, U_{a}=U_{1}, \omega_{k, k+1}\right.}=0\right\} \\
& =-\kappa_{1}\left(U_{1}\right)\left(-\lambda_{1}\left(U_{1}\right), 1, \rho_{1} \lambda_{1}\left(U_{1}\right) u_{1}, \rho_{1} \lambda_{1}\left(U_{1}\right) u_{1} / c_{1}^{2}\right) \cdot(0,1,0,0)<0,
\end{aligned}
$$

we know from the implicit function theorem that $\delta_{4}$ can be solved as a $C^{2}$-function of $\beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}, \omega_{k}, \omega_{k, k+1}$, and $U_{a}$. Since $\omega_{k, k+1}$ and $U_{a}$ are constant here, we write $\delta_{4}=\delta_{4}\left(\omega_{k}, \beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}\right)$ without specific indication of the dependence on $U_{a}$ and $\omega_{k, k+1}$.

Again, from (3.1), we can obtain

$$
\begin{aligned}
& \delta_{4}\left(\omega_{k}, \beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}\right) \\
& =\delta_{4}\left(\omega_{k}, \beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}\right)-\delta_{4}\left(0, \beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}\right)+\delta_{4}\left(0, \beta_{3}, \beta_{2}, \beta_{1}, \alpha_{4}\right) \\
& \quad-\delta_{4}\left(0,0, \beta_{2}, \beta_{1}, \alpha_{4}\right)+\delta_{4}\left(0,0, \beta_{2}, \beta_{1}, \alpha_{4}\right)-\delta_{4}\left(0,0,0, \beta_{1}, \alpha_{4}\right) \\
& \quad+\delta_{4}\left(0,0,0, \beta_{1}, \alpha_{4}\right)-\delta_{4}\left(0,0,0,0, \alpha_{4}\right)+\delta_{4}\left(0,0,0,0, \alpha_{4}\right) \\
& =K_{b 0} \omega_{k}+K_{b 3} \beta_{3}+K_{b 2} \beta_{2}+K_{b 1} \beta_{1}+\alpha_{4}
\end{aligned}
$$

Differentiating (3.6) with respect to $\beta_{1}, \beta_{2}$, and $\beta_{3}$, respectively, and letting $\omega_{k}=\beta_{3}=\beta_{2}=\beta_{1}=\alpha_{4}=0$ and $U_{a}=U_{1}$, we have

$$
\begin{aligned}
& \mathbf{r}_{1}\left(U_{1}\right) \cdot(0,1,0,0)=\partial_{\beta_{1}} \delta_{4} \mathbf{r}_{4}\left(U_{1}\right) \cdot(0,1,0,0), \\
& \mathbf{r}_{2}\left(U_{1}\right) \cdot(0,1,0,0)=\partial_{\beta_{2}} \delta_{4} \mathbf{r}_{4}\left(U_{1}\right) \cdot(0,1,0,0),
\end{aligned}
$$

and

$$
\mathbf{r}_{3}\left(U_{1}\right) \cdot(0,1,0,0)=\partial_{\beta_{3}} \delta_{4} \mathbf{r}_{4}\left(U_{1}\right) \cdot(0,1,0,0)
$$

Hence we have

$$
\left.K_{b 1}\right|_{\left\{\omega_{k}=\beta_{3}=\beta_{2}=\beta_{1}=\alpha_{4}=0, U_{a}=U_{1}\right\}}=1,\left.\quad K_{b 2}\right|_{\left\{\omega_{k}=\beta_{3}=\beta_{2}=\beta_{1}=\alpha_{4}=0, U_{a}=U_{1}\right\}}=0,
$$

and $\left.K_{b 3}\right|_{\left\{\omega_{k}=\beta_{3}=\beta_{2}=\beta_{1}=\alpha_{4}=0, U_{a}=U_{1}\right\}}=0$. It is clear that $K_{b 0}=\partial_{\omega_{k}} \delta_{4}$ is bounded. Differentiating (3.6) with respect to $\omega_{k}$, we find that, at the origin, $K_{b 0}=\partial_{\omega_{k}} \delta_{4} \mid=$ $-u_{1} / \kappa_{4}\left(U_{1}\right)<0$. This completes the proof.
3.3. Estimates on the interaction between the strong vortex sheet and weak waves. There are two cases depending on how the strong vortex sheet and the weak waves interact. The first case is when the weak waves approach the strong vortex sheet from below, as in Figure 6. Then we have the following.

Proposition 3.4. Let $U_{b}, U_{m} \in O_{\epsilon}\left(U_{1}\right)$ and $U_{a} \in O_{\epsilon}\left(U_{2}\right)$ with

$$
\left\{U_{b}, U_{m}\right\}=\left(0, \alpha_{2}, \alpha_{3}, \alpha_{4}\right), \quad\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \sigma_{2}, \sigma_{3}, 0\right) .
$$



Fig. 6. Weak waves approach the strong vortex sheet from below.

Then there exists a unique $\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)$ such that the Riemann problem (2.18) admits an admissible solution that consists of a weak 1-wave of strength $\delta_{1}$, a strong vortex sheet of strength $\left(\sigma_{2}^{\prime}, \sigma_{3}^{\prime}\right)$, and a weak 4-wave of strength $\delta_{4}$ :

$$
\left\{U_{b}, U_{a}\right\}=\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)
$$

Moreover,

$$
\begin{aligned}
\delta_{1} & =\beta_{1}+K_{11} \alpha_{4}+O(1) \Delta^{\prime}, \quad \delta_{4}=K_{14} \alpha_{4}+O(1) \Delta^{\prime} \\
\sigma_{2}^{\prime} & =\sigma_{2}+\alpha_{2}+K_{12} \alpha_{4}+O(1) \Delta^{\prime}, \quad \sigma_{3}^{\prime}=\sigma_{3}+\alpha_{3}+K_{13} \alpha_{4}+O(1) \Delta^{\prime}
\end{aligned}
$$

where $\Delta^{\prime}=\left|\beta_{1}\right|\left(\left|\alpha_{2}\right|+\left|\alpha_{3}\right|\right),\left|K_{11}\right|_{\left\{\alpha_{4}=\alpha_{3}=\alpha_{2}=0, \sigma_{2}^{\prime}=\sigma_{20}, \sigma_{3}^{\prime}=\sigma_{30}\right\}}<1$, and $\sum_{j=2}^{4}\left|K_{1 j}\right|$ is bounded.

Proof. We need to find the solution $\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)$ as a function of $\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}$, $\sigma_{2}, \sigma_{3}$, and $U_{b}$ to

$$
\begin{equation*}
\Phi_{4}\left(\delta_{4} ; G\left(\sigma_{3}^{\prime}, \sigma_{2}^{\prime} ; \Phi_{1}\left(\delta_{1} ; U_{b}\right)\right)\right)=G\left(\sigma_{3}, \sigma_{2} ; \Phi_{1}\left(\beta_{1}, \Phi\left(\alpha_{4}, \alpha_{3}, \alpha_{2}, 0 ; U_{b}\right)\right)\right) \tag{3.7}
\end{equation*}
$$

Lemma 2.5 implies

$$
\begin{aligned}
& \left.\operatorname{det}\left(\frac{\partial \Phi_{4}\left(\delta_{4} ; G\left(\sigma_{3}^{\prime}, \sigma_{2}^{\prime} ; \Phi_{1}\left(\delta_{1} ; U_{b}\right)\right)\right)}{\partial\left(\delta_{4}, \sigma_{3}^{\prime}, \sigma_{2}^{\prime}, \delta_{1}\right)}\right)\right|_{\left\{\delta_{4}=\delta_{1}=0, \sigma_{2}^{\prime}=\sigma_{20}, \sigma_{3}^{\prime}=\sigma_{30}\right\}} \\
& =\operatorname{det}\left(\mathbf{r}_{4}\left(U_{2}\right), G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right)>0
\end{aligned}
$$

Therefore, $\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)$ can be solved as a $C^{2}$-function of ( $\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3} ; U_{b}$ ) uniquely. That is,

$$
\sigma_{i}^{\prime}=\sigma_{i}^{\prime}\left(\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right), i=2,3 ; \quad \delta_{j}=\delta_{j}\left(\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right), j=1,4
$$

where we have omitted $U_{b}$ for simplicity. Using Lemma 3.1(i), we have

$$
\begin{aligned}
\delta_{1} & =\delta_{1}\left(\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right)-\delta_{1}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right)+\delta_{1}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right) \\
& =K_{11} \alpha_{4}+\beta_{1}+O(1)\left(\left|\beta_{1}\right|\left|\alpha_{2}\right|+\left|\beta_{1}\right|\left|\alpha_{3}\right|\right) \\
\delta_{4} & =\delta_{4}\left(\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right)-\delta_{4}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right)+\delta_{4}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right) \\
& =K_{14} \alpha_{4}+O(1)\left(\left|\beta_{1}\right|\left|\alpha_{2}\right|+\left|\beta_{1}\right|\left|\alpha_{3}\right|\right) \\
\sigma_{i}^{\prime} & =\sigma_{i}^{\prime}\left(\alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right)-\sigma_{i}^{\prime}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right)+\sigma_{i}^{\prime}\left(\alpha_{2}, \alpha_{3}, 0, \beta_{1}, \sigma_{2}, \sigma_{3}\right) \\
& =K_{1 i} \alpha_{4}+\alpha_{i}+\sigma_{i}+O(1)\left(\left|\beta_{1}\right|\left|\alpha_{2}\right|+\left|\beta_{1}\right|\left|\alpha_{3}\right|\right), \quad i=2,3
\end{aligned}
$$

where

$$
\begin{array}{ll}
K_{1 i} & =\int_{0}^{1} \partial_{\alpha_{4}} \sigma_{i}^{\prime}\left(\alpha_{2}, \alpha_{3}, \theta \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right) d \theta, \\
i=2,3 \\
K_{1 j} & =\int_{0}^{1} \partial_{\alpha_{4}} \delta_{j}\left(\alpha_{2}, \alpha_{3}, \theta \alpha_{4}, \beta_{1}, \sigma_{2}, \sigma_{3}\right) d \theta,
\end{array} \quad j=1,4 .
$$

When $\beta_{1}=\alpha_{4}=\alpha_{3}=\alpha_{2}=0, \sigma_{2}=\sigma_{20}$, and $\sigma_{3}=\sigma_{30}$, it is clear that $\left|\partial_{\alpha_{4}}\left(\delta_{1}, \delta_{4}\right)\right|$ and $\left|\partial_{\alpha_{4}}\left(\sigma_{2}^{\prime}, \sigma_{3}^{\prime}\right)\right|$ are bounded. We can further claim that $\left|\partial_{\alpha_{4}} \delta_{1}\right|<1$, which can be seen as follows:

Differentiate (3.7) with respect to $\alpha_{4}$ and let $\beta_{1}=\alpha_{4}=\alpha_{3}=\alpha_{2}=0, \sigma_{2}=\sigma_{20}$, and $\sigma_{3}=\sigma_{30}$. We obtain

$$
\begin{aligned}
& \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{4}\left(U_{1}\right) \\
& =\partial_{\alpha_{4}} \delta_{4} \mathbf{r}_{4}\left(U_{2}\right)+\partial_{\alpha_{4}} \sigma_{3}^{\prime} G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \\
& \quad+\partial_{\alpha_{4}} \sigma_{2}^{\prime} G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right)+\partial_{\alpha_{4}} \delta_{1} \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)
\end{aligned}
$$

By Lemma 2.5, we have

$$
\begin{aligned}
& \left|\partial_{\alpha_{4}} \delta_{1}\right| \\
& =\left|\frac{\operatorname{det}\left(\mathbf{r}_{4}\left(U_{2}\right), G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{4}\left(U_{1}\right)\right)}{\operatorname{det}\left(\mathbf{r}_{4}\left(U_{2}\right), G_{\sigma_{3}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), G_{\sigma_{2}}\left(\sigma_{30}, \sigma_{20} ; U_{1}\right), \nabla_{U} G\left(\sigma_{30}, \sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right)}\right| \\
& =\left|\frac{\kappa_{4}\left(U_{2}\right) \kappa_{4}\left(U_{1}\right) \rho_{1}^{2} u_{1}^{2} e^{\sigma_{20}+\sigma_{30}}\left(\lambda_{4}\left(U_{2}\right) e^{2 \sigma_{20}+\sigma_{30}}-\lambda_{4}\left(U_{1}\right)\right)}{\kappa_{4}\left(U_{2}\right) \kappa_{1}\left(U_{1}\right) \rho_{1}^{2} u_{1}^{2} e^{\sigma_{20}+\sigma_{30}}\left(\lambda_{4}\left(U_{2}\right) e^{2 \sigma_{20}+\sigma_{30}}-\lambda_{1}\left(U_{1}\right)\right)}\right| \\
& =\left|\frac{\lambda_{4}\left(U_{2}\right) e^{2 \sigma_{20}+\sigma_{30}}-\lambda_{4}\left(U_{1}\right)}{\lambda_{4}\left(U_{2}\right) e^{2 \sigma_{20}+\sigma_{30}}+\lambda_{4}\left(U_{1}\right)}\right|<1
\end{aligned}
$$

This completes the proof.
Remark 3.1. The essential feature of system (1.1) is that the reflection coefficient $K_{11}$ is less than one, which also appears as the stability condition in [9, 18] for the strictly hyperbolic case.

The second case is when the weak waves approach the strong vortex sheet from above, as in Figure 7. By symmetry, we can easily obtain the following.

Proposition 3.5. Let $U_{b} \in O_{\epsilon}\left(U_{1}\right)$ and $U_{m}, U_{a} \in O_{\epsilon}\left(U_{2}\right)$ with

$$
\left\{U_{b}, U_{m}\right\}=\left(0, \sigma_{2}, \sigma_{3}, \alpha_{4}\right), \quad\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)
$$

Then there exists a unique $\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)$ such that the Riemann problem (2.18) admits an admissible solution that consists of a weak 1-wave of strength $\delta_{1}$, a strong vortex sheet of strength $\left(\sigma_{2}^{\prime}, \sigma_{3}^{\prime}\right)$, and a weak 4-wave of strength $\delta_{4}$, that is,

$$
\left\{U_{b}, U_{a}\right\}=\left(\delta_{1}, \sigma_{2}^{\prime}, \sigma_{3}^{\prime}, \delta_{4}\right)
$$

Moreover,

$$
\begin{aligned}
& \delta_{1}=K_{21} \beta_{1}+O(1) \Delta^{\prime \prime}, \quad \sigma_{2}^{\prime}=\sigma_{2}+\beta_{2}+K_{22} \beta_{1}+O(1) \Delta^{\prime \prime} \\
& \sigma_{3}^{\prime}=\sigma_{3}+\beta_{3}+K_{23} \beta_{1}+O(1) \Delta^{\prime \prime}, \quad \delta_{4}=\alpha_{4}+K_{24} \beta_{1}+O(1) \Delta^{\prime \prime}
\end{aligned}
$$

where $\sum_{j=1}^{4}\left|K_{2 j}\right|$ is bounded and $\Delta^{\prime \prime}=\left|\alpha_{4}\right|\left(\left|\beta_{2}\right|+\left|\beta_{3}\right|\right)$.


FIG. 7. Weak waves approach the vortex sheet from above.
4. Approximate solutions. In this section, we develop a modified Glimm difference scheme to construct a family of approximate solutions and establish their necessary estimates for the initial-boundary value problem (1.1) and (1.9)-(1.10) in the corresponding approximate domains $\Omega_{\Delta x}$.
4.1. A modified Glimm scheme. To define the scheme more clearly, we first use the fact that the boundary is a perturbation of the straight wall, that is,

$$
\sup _{x \geq 0}\left|g^{\prime}(x)\right|<\varepsilon \quad \text { for sufficiently small } \varepsilon>0
$$

For any $\Delta x \geq 0$, set $a_{k}:=k \Delta x$ and $b_{k}:=y_{k}=g(k \Delta x)$ in (3.3) and (3.4), and follow the notation in subsection 3.2 (also see Figure 5). Then

$$
\begin{equation*}
m:=\sup _{k>0}\left\{\frac{y_{k}-y_{k-1}}{\Delta x}\right\}<\varepsilon \tag{4.1}
\end{equation*}
$$

Define

$$
\Omega_{\Delta x}=\bigcup_{k \geq 1} \Omega_{\Delta x, k}
$$

where $\Omega_{\Delta x, k}=\left\{(x, y):(k-1) \Delta x<x \leq k \Delta x, y>y_{k-1}+(x-(k-1) \Delta x) \tan \left(\omega_{k-1, k}\right)\right\}$. Choose $\Delta y>0$ such that the Courant-Friedrichs-Lewy-type condition holds:

$$
\frac{\Delta y-m \Delta x}{\Delta x}<\max _{j=1,4}\left(\sup _{U \in O_{\varepsilon}\left(U_{1}\right) \cup O_{\varepsilon}\left(U_{2}\right)}\left|\lambda_{j}(U)\right|\right)
$$

Define

$$
b_{k, n}=\left(2 n+1+\theta_{k}\right) \Delta y+y_{k}
$$

where $\theta_{k}$ is randomly chosen in $(-1,1)$. Then we choose

$$
P_{k, n}=\left(k \Delta x, b_{k, n}\right), \quad k \geq 0, \quad n=0,1,2, \ldots
$$

to be the mesh points and define the approximate solutions $U_{\Delta x, \theta}$ in $\Omega_{\Delta x}$ for any $\theta=\left(\theta_{0}, \theta_{1}, \theta_{2}, \ldots\right)$ in an inductive way:


Fig. 8. Diamond $T_{k, n}$.

For $k=0$, we define $U_{\Delta x, \theta}$ in $\{0 \leq x<\Delta x\} \cap \Omega_{\Delta x}$ starting from

$$
\left.U_{\Delta x, \theta}\right|_{x=0, y>0}= \begin{cases}U_{1}, & 0<y<y_{0}^{*} \\ U_{2}, & y>y_{0}^{*}\end{cases}
$$

Assume that $U_{\Delta x, \theta}$ has been constructed in $\{0 \leq x<k \Delta x\}$. Denoting, for $n \geq 1$,

$$
U_{k, n}^{0}(y):=U_{\Delta x, \theta}\left(k \Delta x-, b_{k, n}\right) \quad \text { if } y \in\left(y_{k}+2 n \Delta y, y_{k}+(2 n+2) \Delta y\right)
$$

then we define $U_{\Delta x, \theta}$ in $\{k \Delta x \leq x<(k+1) \Delta x\}$ as follows: We first solve the following lateral Riemann problem in the diamond $T_{k, 0}$, whose vertices are $\left((k+1) \Delta x, y_{k+1}\right)$, $\left((k+1) \Delta x, y_{k+1}+\Delta y\right),\left(k \Delta x, y_{k}\right)$, and $\left(k \Delta x, y_{k}+\Delta y\right)$ :

$$
\begin{cases}W\left(U_{k}\right)_{x}+H\left(U_{k}\right)_{y}=0 & \text { in } T_{k, 0} \\ \left.U_{k}\right|_{x=k \Delta x}=U_{k, n}^{0} \\ \left(u_{k}, v_{k}\right) \cdot \mathbf{n}_{k}=0 & \text { on } \Gamma_{k}\end{cases}
$$

We thus obtain the lateral Riemann solution $U_{k}$ in $T_{k, 0}$ as constructed in section 2.3 and define

$$
U_{\Delta x, \theta}=U_{k} \quad \text { in } T_{k, 0}
$$

Then we solve the following Riemann problem in each diamond $T_{k, n}$ for $n \geq 1$, whose vertices are $\left((k+1) \Delta x, y_{k+1}+(2 n-1) \Delta y\right),\left((k+1) \Delta x, y_{k+1}+(2 n+1) \Delta y\right),\left(k \Delta x, y_{k}+\right.$ $(2 n-1) \Delta y)$, and $\left(k \Delta x, y_{k}+(2 n+1) \Delta y\right)$ (see Figure 8):

$$
\left\{\begin{array}{l}
W\left(U_{k}\right)_{x}+H\left(U_{k}\right)_{y}=0 \quad \text { in } T_{k, n}, \\
\left.U_{k}\right|_{x=k \Delta x}=U_{k, n}^{0}
\end{array}\right.
$$

We obtain the Riemann solution $U_{k}(x, y)$ in $T_{k, n}$ as constructed in sections 2.4-2.5 and define

$$
U_{\Delta x, \theta}=U_{k} \quad \text { in } T_{k, n}, n \geq 1
$$

In this way, we have constructed the approximate solutions $U_{\Delta x, \theta}(x, y)$ globally provided that we can obtain a uniform bound of the approximate solutions.
4.2. Glimm-type functional and its bounds. In this section, we prove that the approximate solutions can be well defined in $\Omega_{\Delta x}$ indeed via the steps in section 4.1 by providing a uniform bound for them. First, we introduce the following lemma. Lemma 4.1 .
(i) If $\left\{U_{b}, U_{a}\right\}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)$ with $U_{b}, U_{a} \in O_{\varepsilon}\left(U_{i}\right)$ for fixed $i=1$ or 2 , then

$$
\left|U_{b}-U_{a}\right| \leq B_{1}\left(\left|\alpha_{1}\right|+\left|\alpha_{2}\right|+\left|\alpha_{3}\right|+\left|\alpha_{4}\right|\right)
$$

with $B_{1}=\max _{i=1,2,1 \leq j \leq 4}\left(\sup _{U \in O_{\varepsilon}\left(U_{i}\right)}\left|\partial_{\alpha_{j}} \Phi\left(\alpha_{4}, \alpha_{3}, \alpha_{2}, \alpha_{1} ; U\right)\right|\right)$.
(ii) For any $\sigma_{j} \in O_{\hat{\varepsilon}}\left(\sigma_{j 0}\right)$ so that $G\left(\sigma_{3}, \sigma_{2}, U_{b}\right) \subset O_{\varepsilon}\left(U_{2}\right)$ when $U_{b} \in O_{\varepsilon}\left(U_{1}\right)$ for some $\hat{\varepsilon}=\hat{\varepsilon}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$,

$$
\left|G\left(\sigma_{3}, \sigma_{2}, U_{b}\right)-G\left(\sigma_{30}, \sigma_{20}, U_{b}\right)\right| \leq \tilde{B}\left(\left|\sigma_{3}-\sigma_{30}\right|+\left|\sigma_{2}-\sigma_{20}\right|\right)
$$

with $\tilde{B}=\max _{j=2,3}\left(\sup _{\sigma_{j} \in O_{\hat{\varepsilon}}\left(\sigma_{j 0}\right)}\left|G_{\sigma_{j}}^{\prime}\left(\sigma_{3}, \sigma_{2}, U_{b}\right)\right|\right)$.
Next, we show that $U_{\Delta x, \theta}$ can be globally defined. Assume that $U_{\Delta x, \theta}$ has been defined in $\{x<k \Delta x\} \cap \Omega_{\Delta x}$ by the steps in section 4.1 and assume that the following conditions are satisfied:

$$
\begin{aligned}
& C_{1}(k-1):\left\{\begin{array}{l}
\text { In each } \Omega_{\Delta x, j} \text { for } 0 \leq j \leq k-1, \text { there is a strong vortex sheet } \chi^{(j)} \\
\text { in } U_{\Delta x, \theta} \text { with strength }\left(\sigma_{2}^{(j)}, \sigma_{3}^{(j)}\right) \text { so that } \sigma_{i}^{(j)} \in O_{\hat{\varepsilon}}\left(\sigma_{i 0}\right), \text { which } \\
\text { divides } \Omega_{\Delta x, j} \text { into two parts: } \Omega_{\Delta x, j}^{(1)} \text { and } \Omega_{\Delta x, j}^{(2)}, \text { where } \Omega_{\Delta x, j}^{(1)} \text { is } \\
\text { the part bounded by } \chi^{(j)} \text { and } \Gamma_{j}, \text { where } \Omega_{\Delta x, j} \text { and } \Gamma_{j} \text { are defined } \\
\text { by (3.3); }
\end{array}\right. \\
& C_{2}(k-1):\left.U_{\Delta x, \theta}\right|_{\Omega_{\Delta x, j}^{(1)} \in O_{\varepsilon}\left(U_{1}\right) \text { and }\left.U_{\Delta x, \theta}\right|_{\Omega_{\Delta x, j}^{(2)}} \in O_{\varepsilon}\left(U_{2}\right), 0 \leq j \leq k-1 ;} \\
& C_{3}(k-1):\left\{\begin{array}{l}
\left\{\chi^{(j)}\right\}_{j=0}^{k-1} \text { forms } \chi_{\Delta x, \theta}: y=\chi_{\Delta x, \theta}(x), \text { called an approximate } \\
\text { vortex sheet, emanating from point }\left(0, y_{0}^{*}\right) .
\end{array}\right.
\end{aligned}
$$

Here and in what follows, we always denote by $\chi^{(j)}$ the strong vortex sheet front with strength $\left(\sigma_{2}^{(j)}, \sigma_{3}^{(j)}\right)$. Then we prove that $U_{\Delta x, \theta}$ can be defined in $\Omega_{\Delta x, k}$ and satisfies $C_{1}(k), C_{2}(k)$, and $C_{3}(k)$.

From the construction steps in section 4.1, we first define $U_{\Delta x, \theta}$ and the strong vortex sheet $\chi^{(k)}$ in $\Omega_{\Delta x, k}$ so that there exists a diamond $\Lambda_{k, n(k)}$ such that $\chi^{(k-1)}$ enters $\Lambda_{k, n(k)}$ and $\chi^{(k)}$ emanates from the center of $\Lambda_{k, n(k)}$. We extend $\chi_{\Delta x, \theta}$ to $\Omega_{\Delta x, k}$ such that $\chi_{\Delta x, \theta}=\chi^{(k)}$ in $\Omega_{\Delta x, k}$ and define $\Omega_{\Delta x, j}^{(1)}$ and $\Omega_{\Delta x, j}^{(2)}$ in the same way as in $C_{1}(k-1)$. Then it suffices to impose some conditions so that $C_{2}(k-1)$ holds and $\sigma_{i}^{(k)} \in O_{\hat{\varepsilon}}\left(\sigma_{i 0}\right), i=2,3$.

To achieve this, we will establish the bound on the total variation of $U_{\Delta x, \theta}$ on a class of space-like curves. Denote

$$
N\left(\theta_{k+1}, n\right)=\left\{\begin{array}{ll}
P_{k+1, n} & \text { if } \theta_{k+1} \leq 0 \\
P_{k+1, n-1} & \text { if } \theta_{k+1}>0
\end{array} \quad S\left(\theta_{k}, n\right)= \begin{cases}P_{k-1, n-1} & \text { if } \theta_{k} \leq 0 \\
P_{k-1, n} & \text { if } \theta_{k}>0\end{cases}\right.
$$

Then we introduce the following.
Definition 4.2. A j-mesh curve $J$ is defined to be an unbounded space-like curve lying in the strip $\{(j-1) \Delta x \leq x \leq(j+1) \Delta x\}$ and consisting of the segments of the form $P_{k, n-1} N\left(\theta_{k+1}, n\right), P_{k, n-1} S\left(\overline{\theta_{k}}, n\right), S\left(\theta_{k}, n\right) P_{k, n}$, and $N\left(\theta_{k+1}, n\right) P_{k, n}$.

This means that we connect the mesh point $P_{k, n}$ by two line segments to the two mesh points $P_{k-1, n-1}$ and $P_{k-1, n}$ if $\theta_{k} \leq 0$, or we connect the mesh point $P_{k, n}$ by two line segments to the two mesh points $P_{k-1, n}$ and $P_{k-1, n+1}$ if $\theta_{k}>0$ (see Figure 9).


Fig. 9. Interaction diamond $\Lambda_{k, n}$ and orientation of the segments.

Clearly, for any $k>0$, each $k$-mesh curve $I$ divides the plane $\mathbb{R}^{2}$ into part $I^{+}$and part $I^{-}$, where $I^{-}$is the one containing the set $\{x<0\}$. As in Glimm [11], we also partially order these mesh curves by saying $J>I$ if every point of the mesh curve $J$ is either on $I$ or contained in $I^{+}$, and we call $J$ an immediate successor to $I$ if $J>I$ and every mesh point of $J$ except one is on $I$.

With such mesh curves $J$, we associate the Glimm-type functional $F_{s}(J)$ on $J$.
Definition 4.3. We define

$$
F_{s}(J)=C^{*}\left(\left|\sigma_{2}^{J}-\sigma_{20}\right|+\left|\sigma_{3}^{J}-\sigma_{30}\right|\right)+F(J)
$$

with

$$
\begin{aligned}
& F(J)=L(J)+K Q(J) \\
& L(J)=L^{1}(J)+L^{2}(J) \\
& L^{1}(J)=K_{1}^{*} L_{0}(J)+K_{11}^{*} L_{1}^{1}(J)+K_{12}^{*} L_{2}^{1}(J)+K_{13}^{*} L_{3}^{1}(J)+L_{4}^{1}(J), \\
& L^{2}(J)=K_{21}^{*} L_{1}^{2}(J)+K_{22}^{*} L_{2}^{2}(J)+K_{23}^{*} L_{3}^{2}(J)+K_{24}^{*} L_{4}^{2}(J), \\
& Q(J)=\sum\left\{\left|\alpha_{i}\right|\left|\beta_{j}\right|: \text { both } \alpha_{i} \text { and } \beta_{j} \text { cross } J \text { and approach }\right\},
\end{aligned}
$$

and $L_{0}(J)=\sum\left\{\left|\omega\left(C_{k}\right)\right|: C_{k} \in \Omega_{J}\right\}$,

$$
L_{j}^{i}(J)=\sum\left\{\left|\alpha_{j}\right|: \alpha_{j} \text { crosses } J \text { in region }(\mathrm{i})\right\}, \quad i=1,2, j=1,2,3,4,
$$

where $K$ and $C^{*}$ will be defined later, while $\Omega_{J}$ is the set of the corner points $C_{k}$ lying in $J^{+}$, i.e.,

$$
\Omega_{J}=\left\{C_{k} \in J^{+} \cap \partial \Omega_{\Delta x}: k \geq 0\right\}
$$

$\left(\sigma_{2}^{J}, \sigma_{3}^{J}\right)$ stands for the strength of the strong vortex sheet crossing $J$, and $K_{1}^{*}, K_{11}^{*}, K_{12}^{*}$, and $K_{13}^{*}$ for the constants associated with region (1), and $K_{21}^{*}, K_{22}^{*}, K_{23}^{*}$, and $K_{24}^{*}$ for the constants associated with region (2) which satisfy the following conditions:

$$
K_{1}^{*}>\left|K_{b 0}\right|, \quad K_{1 j}^{*}>\left|K_{b j}\right|, \quad j=1,2,3
$$

and

$$
K_{24}^{*}<\frac{1-\left|K_{11}\right| K_{11}^{*}}{\left|K_{14}\right|}, \quad K_{21}^{*}>\left|K_{21}\right| K_{11}^{*}+\left|K_{24}\right| K_{24}^{*}
$$

while $K_{12}^{*}, K_{13}^{*}, K_{22}^{*}$, and $K_{23}^{*}$ are arbitrarily large positive constants. These conditions can be achieved from our discussions of the properties of $K_{b j}, K_{1 j}$, and $K_{2 j}$, $j=1,2,3,4$, as in Propositions 3.3-3.5 in section 3.

From now on, we denote by $M>0$ a universal constant, depending only on the parameters in the system and the boundary function $g(x)$, which may be different at each occurrence, and $O(1)$ is the quantity that is bounded by $M$. Now we prove the decreasing property of our functional $F_{s}$. We first have the following.

Proposition 4.4. Suppose that the boundary function $g(x)$ satisfies (4.1), and $I$ and $J$ are two $k$-mesh curves such that $J$ is an immediate successor of $I$. Suppose that

$$
\left|U_{\Delta x, \theta}\right|_{I \cap\left(\Omega_{\Delta x, k-1}^{(i)} \cup \Omega_{\Delta x, k}^{(i)}\right)}-U_{i}|<\varepsilon, i=1,2 ; \quad| \sigma_{j}^{I}-\sigma_{j 0} \mid<\hat{\varepsilon}(\varepsilon), j=2,3
$$

for some $\hat{\varepsilon}(\varepsilon)>0$ determined in Lemma 4.1. Then there exist constants $\tilde{\varepsilon}>0, K>0$, and $C^{*}>1$, depending only on the parameters in system (1.6) and states $U_{1}$ and $U_{2}$, such that if $F_{s}(I) \leq \tilde{\varepsilon}$, then

$$
F_{s}(J) \leq F_{s}(I)
$$

and hence

$$
\left|U_{\Delta x, \theta}\right|_{J \cap\left(\Omega_{\Delta x, k-1}^{(i)} \cup \Omega_{\Delta x, k}^{(i)}\right)}-U_{i}|<\varepsilon, i=1,2 ; \quad| \sigma_{j}^{J}-\sigma_{j 0} \mid<\hat{\varepsilon}(\varepsilon), j=2,3
$$

Proof. Let $\Lambda$ be the diamond that is formed by $I$ and $J$. We can always assume that $I=I_{0} \cup I^{\prime}$ and $J=J_{0} \cup J^{\prime}$ such that $\partial \Lambda=I^{\prime} \cup J^{\prime}$. We divide our proof into four cases depending on the location of the diamond.

Case 1 (interior weak-weak interaction). $\Lambda$ lies in the interior of $\Omega_{\Delta x}$ and does not touch $\chi_{\Delta x, \theta}$ so that only weak waves enter $\Lambda$. We prove only the case when $\Lambda$ is in between $\partial \Omega_{\Delta x}$ and $\chi_{\Delta x, \theta}$ since the proof is similar when $\Lambda$ is above $\chi_{\Delta x, \theta}$. Denote $Q(\Lambda)=\Delta(\alpha, \beta)$, where $\Delta(\alpha, \beta)$ is as defined in Proposition 3.2.

Then

$$
L^{1}(J)-L^{1}(I) \leq\left(1+K_{11}^{*}+K_{12}^{*}+K_{13}^{*}\right) M Q(\Lambda)
$$

and

$$
\begin{aligned}
& Q(J)-Q(I) \\
& =\left(Q\left(I_{0}\right)+\sum_{i=2}^{4} Q\left(\gamma_{i}, I_{0}\right)\right)-\left(Q\left(I_{0}\right)+Q(\Lambda)+\sum_{i=2}^{4} Q\left(\alpha_{i}, I_{0}\right)+\sum_{i=2}^{4} Q\left(\beta_{i}, I_{0}\right)\right) \\
& =Q\left(O(1) Q(\Lambda), I_{0}\right)-Q(\Lambda)=\left(O(1) L\left(I_{0}\right)-1\right) Q(\Lambda) \leq-\frac{1}{2} Q(\Lambda),
\end{aligned}
$$

since $L\left(I_{0}\right) \ll 1$. Hence

$$
\begin{aligned}
F(J)-F(I) & =L(J)-L(I)+K(Q(J)-Q(I)) \\
& \leq\left(\left(1+K_{11}^{*}+K_{12}^{*}+K_{13}^{*}\right) M-\frac{K}{2}\right) Q(\Lambda) \\
& \leq-\frac{1}{4} Q(\Lambda)
\end{aligned}
$$

by choosing suitably large $K$.
Case 2 (near the boundary). The diamond $\Lambda$ touches the approximate boundary $\partial \Omega_{\Delta x}$, but not the strong vortex sheet $\chi_{\Delta x, \theta}$. Then $\Omega_{J}=\Omega_{I} \backslash\left\{C_{k}\right\}$ for certain $k$ and $\sigma_{j}^{I}=\sigma_{j}^{J}, j=2,3$.


Fig. 10. Case 2: near the boundary.

Let $\delta_{4}$ be the weak 4 -wave going out of $\Lambda$ through $J^{\prime}$, and let $\alpha_{4}, \beta_{1}, \beta_{2}$, and $\beta_{3}$ be the weak waves entering $\Lambda$ through $I^{\prime}$, as shown in Figure 10. Then

$$
\begin{aligned}
L_{0}(J)-L_{0}(I) & =-\left|\omega_{k}\right| \\
L_{i}^{1}(J)-L_{i}^{1}(I) & =\sum_{\gamma_{i} \text { crosses } I_{0}}\left|\gamma_{i}\right|-\left(\left|\beta_{i}\right|+\sum_{\gamma_{i} \text { crosses } I_{0}}\left|\gamma_{i}\right|\right)=-\left|\beta_{i}\right|, \quad i=1,2,3, \\
L_{4}^{1}(J)-L_{4}^{1}(I) & =\left(\left|\delta_{4}\right|+\sum_{\gamma_{4} \operatorname{crosses} I_{0}}\left|\gamma_{4}\right|\right)-\left(\left|\alpha_{4}\right|+\sum_{\gamma_{4} \text { crosses } I_{0}}\left|\gamma_{4}\right|\right) \\
& =\left|\delta_{4}\right|-\left|\beta_{4}\right| \leq\left|K_{b 1}\right|\left|\beta_{1}\right|+\left|K_{b 2}\right|\left|\beta_{2}\right|+\left|K_{b 3}\right|\left|\beta_{3}\right|+\left|K_{b 0}\right|\left|\omega_{k+1}\right|,
\end{aligned}
$$

where the last step is from Proposition 3.3. Therefore, we have
$L(J)-L(I) \leq\left(\left|K_{b 0}\right|-K_{1}^{*}\right)\left|\omega_{k+1}\right|+\left(\left|K_{b 1}\right|-K_{11}^{*}\right)\left|\beta_{1}\right|+\left(\left|K_{b 2}\right|-K_{12}^{*}\right)\left|\beta_{2}\right|+\left(\left|K_{b 3}\right|-K_{13}^{*}\right)\left|\beta_{3}\right|$.
Then, from our requirement in Definition 4.3, we have

$$
L(J) \leq L(I)
$$

Notice that $F_{s}(I) \leq \epsilon^{\prime}$ implies $L(I) \leq \epsilon^{\prime}$. Hence, the higher order term $Q(I)$ can always be bounded by the linear term $L(I)$, and we can easily conclude $F(J) \leq F(I)$.

Case 3. The diamond $\Lambda$ covers a part of $\partial \Omega_{\Delta x}$, and $S_{*}\left(\sigma_{(k-1)}\right)$ emanates from $C_{k-1}$ and enters $\Lambda$.

Case 3.1 (near the strong vortex sheet I). We first investigate the situation when $\Lambda$ lies in region (1) and the strong vortex sheet $\chi^{(k-1)}$ enters $\Lambda$. Then $\chi^{(k)}$ is generated from the inside of $\Lambda, \sigma_{j}^{I}=\sigma_{j}^{(k-1)}$, and $\sigma_{j}^{J}=\sigma_{j}^{(k)}, j=2,3$.


Fig. 11. Case 3.1: near the strong vortex sheet (I).

Let $\delta_{4}$ and $\delta_{1}$ be the weak waves going out of $\Lambda$ through $J^{\prime}$, and let $\beta_{1}, \alpha_{4}, \alpha_{3}$, and $\alpha_{2}$ be the weak waves entering $\Lambda$ through $I^{\prime}$, as shown in Figure 11. Then

$$
\begin{aligned}
L_{4}^{2}(J)-L_{4}^{2}(I) & =\left(\left|\delta_{4}\right|+\sum_{\gamma_{4} \text { crosses } I_{0}}\left|\gamma_{4}\right|\right)-\sum_{\gamma_{4} \text { crosses } I_{0}}\left|\gamma_{4}\right| \\
& =\left|\delta_{4}\right| \leq\left|K_{14}\right|\left|\alpha_{4}\right|+O(1)\left|\beta_{1}\right|\left(\left|\alpha_{2}\right|+\left|\alpha_{3}\right|\right) \\
L_{1}^{1}(J)-L_{1}^{1}(I) & =\left(\left|\delta_{1}\right|+\sum_{\gamma_{1} \text { crosses } I_{0}}\left|\gamma_{1}\right|\right)-\left(\left|\beta_{1}\right|+\sum_{\gamma_{1} \text { crosses } I_{0}}\left|\gamma_{1}\right|\right) \\
& =\left|\delta_{1}\right|-\left|\beta_{1}\right| \leq\left|K_{11}\right|\left|\alpha_{4}\right|+O(1)\left|\beta_{1}\right|\left(\left|\alpha_{2}\right|+\left|\alpha_{3}\right|\right) \\
L_{j}^{1}(J)-L_{j}^{1}(I) & =\sum_{\gamma_{j} \text { crosses } I_{0}}\left|\gamma_{j}\right|-\left(\left|\alpha_{j}\right|+\sum_{\gamma_{j} \text { crosses } I_{0}}\left|\gamma_{j}\right|\right)=-\left|\alpha_{j}\right|, \quad j=2,3,4 .
\end{aligned}
$$

The above inequalities are from Propositions 3.4-3.5. Hence,
$L(J)-L(I) \leq\left(\left|K_{14}\right| K_{14}^{*}+\left|K_{11}\right| K_{11}^{*}-1\right)\left|\alpha_{4}\right|-\left(K_{12}^{*}+O(1)\left|\beta_{1}\right|\right)\left|\alpha_{2}\right|-\left(K_{13}^{*}+O(1)\left|\beta_{1}\right|\right)\left|\alpha_{3}\right|$ with $\left|K_{14}\right| K_{24}^{*}+\left|K_{11}\right| K_{11}^{*}-1<0$ by our appropriate choice of the constants.

Furthermore, since the higher order term $Q(I)$ can always be bounded by the linear term $L(I)$ and

$$
\left|\sigma_{2}^{J}-\sigma_{2}^{I}\right|+\left|\sigma_{3}^{J}-\sigma_{3}^{I}\right| \leq\left(\left|K_{12}\right|+\left|K_{13}\right|\right)\left|\alpha_{4}\right|+\left(1+O(1)\left|\beta_{1}\right|\right)\left|\alpha_{2}\right|+\left(1+O(1)\left|\beta_{1}\right|\right)\left|\alpha_{3}\right|
$$

with $\left|K_{12}\right|$ and $\left|K_{13}\right|$ bounded, we can choose $C^{*}$ suitably small such that

$$
F_{s}(J)-F_{s}(I) \leq C^{*}\left(\left|\sigma_{2}^{J}-\sigma_{2}^{I}\right|+\left|\sigma_{3}^{J}-\sigma_{3}^{I}\right|\right)+F(J)-F(I) \leq 0
$$

Therefore, we have $F_{s}(J) \leq F_{s}(I)$.
Case 3.2 (near the strong vortex sheet II). Now, we investigate the second situation when $\Lambda$ lies in region (2) and the strong vortex sheet $\chi^{(k-1)}$ enters $\Lambda$. Then $\chi^{(k)}$ is generated from the interior of $\Lambda, \sigma_{j}^{I}=\sigma_{j}^{(k-1)}$, and $\sigma_{j}^{J}=\sigma_{j}^{(k)}$.


Fig. 12. Case 3.2: near the strong vortex sheet (II).

Let $\delta_{4}$ and $\delta_{1}$ be the weak waves going out of $\Lambda$ through $J^{\prime}$, and let $\beta_{1}, \beta_{2}$, and $\beta_{3}$ be the weak waves entering $\Lambda$ through $I^{\prime}$, as shown in Figure 12. Then

$$
\begin{aligned}
L_{1}^{1}(J)-L_{1}^{1}(I) & =\left(\left|\delta_{1}\right|+\sum_{\gamma_{1} \text { crosses } I_{0}}\left|\gamma_{1}\right|\right)-\sum_{\gamma_{1} \text { crosses } I_{0}}\left|\gamma_{1}\right| \\
& =\left|\delta_{1}\right| \leq\left|K_{21}\right|\left|\beta_{1}\right|+O(1)\left(\left|\alpha_{4}\right|\left|\beta_{2}\right|+\left|\alpha_{4}\right|\left|\beta_{3}\right|\right) \\
L_{4}^{2}(J)-L_{4}^{2}(I) & =\left(\left|\delta_{4}\right|+\sum_{\gamma_{4} \text { crosses } I_{0}}\left|\gamma_{4}\right|\right)-\left(\left|\alpha_{4}\right|+\sum_{\gamma_{4} \text { crosses } I_{0}}\left|\gamma_{4}\right|\right) \\
& =\left|\delta_{4}\right|-\left|\alpha_{4}\right| \leq\left|K_{24}\right|\left|\beta_{1}\right|+O(1)\left(\left|\alpha_{4}\right|\left|\beta_{2}\right|+\left|\alpha_{4}\right|\left|\beta_{3}\right|\right), \\
L_{j}^{2}(J)-L_{j}^{2}(I) & =\sum_{\gamma_{j} \text { crosses } I_{0}}\left|\gamma_{j}\right|-\left(\left|\beta_{j}\right|+\sum_{\gamma_{j} \text { crosses } I_{0}}\left|\gamma_{j}\right|\right)=-\left|\beta_{j}\right|, \quad j=1,2,3 .
\end{aligned}
$$

The above inequalities are from Propositions 3.4-3.5. Hence
$L(J)-L(I) \leq\left(\left|K_{21}\right| K_{11}^{*}+\left|K_{24}\right| K_{24}^{*}-K_{21}^{*}\right)\left|\beta_{1}\right|-\left(K_{22}^{*}+O(1)\left|\alpha_{4}\right|\right)\left|\beta_{2}\right|-\left(K_{23}^{*}+O(1)\left|\alpha_{4}\right|\right)\left|\beta_{3}\right|$ with $\left|K_{21}\right| K_{11}^{*}+\left|K_{24}\right| K_{24}^{*}-K_{21}^{*}<0$ by our appropriate choice of the constants.

Similar to the analysis for Case 3.1, we again have $F_{s}(J) \leq F_{s}(I)$.
Then, from Lemma 4.1, there exists $\tilde{\epsilon}>0$ such that, when $F(I)<\tilde{\epsilon}$, we have $\left|U-U_{1}\right|<\epsilon$, or $\left|U-U_{2}\right|<\epsilon$.

Let $I_{k}$ be the $k$-mesh curve lying in $\{(j-1) \Delta x \leq x \leq j \Delta x\}$. From Proposition 4.4, we obtain the following theorem for any $k \geq 1$.

Theorem 4.5. Suppose that the boundary function $g(x)$ satisfies (4.1). Let $\varepsilon$, $\tilde{\varepsilon}, \hat{\varepsilon}(\varepsilon), K$, and $C^{*}$ be the constants specified in Proposition 4.4. If the induction hypotheses $C_{1}(k-1), C_{2}(k-1)$, and $C_{3}(k-1)$ hold and if $F_{s}\left(I_{k-1}\right) \leq \tilde{\varepsilon}$, then

$$
\begin{aligned}
& \left|U_{\Delta x, \theta}\right|_{\Omega_{\Delta x, k}^{(i)}}-U_{i}\left|<\varepsilon, i=1,2 ; \quad U_{\Delta x, \theta}\right|_{x<0}= \begin{cases}U_{1}, & y<y_{0}^{*} \\
U_{2}, & y>y_{0}^{*}\end{cases} \\
& \left|\sigma_{j}^{(k)}-\sigma_{j 0}\right|<\hat{\varepsilon}(\varepsilon), j=2,3
\end{aligned}
$$

and

$$
\begin{equation*}
F_{s}\left(I_{k}\right) \leq F_{s}\left(I_{k-1}\right) \tag{4.2}
\end{equation*}
$$

Moreover, we obtain the following.
ThEOREM 4.6. There exists $\varepsilon>0$ such that if $T V\left(g^{\prime}(\cdot)\right)<\varepsilon$, then, for any $\theta \in \prod_{k=0}^{\infty}(-1,1)$ and every $\Delta x>0$, the modified Glimm scheme defines a family of global approximate solutions $U_{\Delta x, \theta}$ and the corresponding approximate strong vortex sheet fronts $\chi_{\Delta x, \theta}$ in $\Omega_{\Delta x, \theta}$ which satisfy $C_{1}(k-1), C_{2}(k-1), C_{3}(k-1)$, and (4.2) for any $k \geq 1$. In addition,

$$
T V\left\{U_{\Delta x, \theta}(k \Delta x-, \cdot):\left[y_{k}, \infty\right)\right\}<M T V\left(g^{\prime}(\cdot)\right)
$$

for any $k \geq 0$ and

$$
\left|\chi_{\Delta x, \theta}(x+h)-\chi_{\Delta x, \theta}(x)\right| \leq M|h|+2 \Delta x
$$

for any $x \geq 0$ and $h>0$.
4.3. Estimates on the approximate vortex sheets. We use the notation and estimates in the previous section and define

$$
\begin{aligned}
& s_{\Delta x, \theta}(x)=\left.\frac{v_{\Delta x, \theta}}{u_{\Delta x, \theta}}\right|_{\left\{y=\chi_{\Delta x, \theta\}}\right\}}=\left.s^{(k)}\right|_{\left\{y=\chi_{\Delta x, \theta}\right\}} \quad \text { if } x \in(k \Delta x,(k+1) \Delta x], \\
& E_{\Delta x, \theta}(\Lambda) \begin{cases}Q(\Lambda) & \text { for Case 1 } \\
\left|\omega_{k}\right|+\left|\beta_{1}\right|+\left|\beta_{2}\right|+\left|\beta_{3}\right| & \text { for Case 2 } \\
\left|\alpha_{4}\right| & \text { for Case 3.1 } \\
\left|\beta_{1}\right| & \text { for Case 3.2 }\end{cases}
\end{aligned}
$$

Let $L_{\Delta x, \theta}\left(\Gamma_{b}\right)$ be the sum of the strengths of 4 -waves leaving $\Gamma_{b}$, and let $L_{\Delta x, \theta}^{2}$ and $L_{\Delta x, \theta}^{1}$ be the sum of the strengths of all 4 -waves and all 1-waves, respectively, leaving the vortex sheet $\chi_{\Delta x, \theta}$. Then, by Proposition 4.4, we have the following lemma.

Lemma 4.7. There exists a constant $M_{1}$, independent of $\Delta x, \theta$, and $U_{\Delta x, \theta}$, such that

$$
\sum_{\Lambda} E_{\Delta x, \theta}(\Lambda) \leq M_{1}
$$

where the summation is over all the diamonds.
Then we have the following lemma.
Lemma 4.8. There exist constants $M_{2}$ and $M_{3}$, independent of $\Delta x, \theta$, and $U_{\Delta x, \theta}$, such that

$$
L_{\Delta x, \theta}^{2}+L_{\Delta x, \theta}^{1} \leq M_{2}, \quad T V\left(s_{\Delta x, \theta}\right) \leq M_{3}
$$

5. Global entropy solutions. In this section we establish the convergence of the approximate solutions to a global entropy solution and prove the nonlinear stability and asymptotic behavior of the strong vortex sheet under the $B V$ perturbation.
5.1. Convergence of the approximate solutions. Let the line $x=a>0$ intersect $\partial \Omega_{\Delta x}=\cup_{k \geq 1}\left\{\overline{C_{k-1} C_{k}}\right\}$ at point $\left(a, p_{a}^{\Delta x}\right)$. Similarly to [26], by Theorem 4.6, we have the following lemma.

Lemma 5.1. For any $h>0$ and $x \geq 0$, there exists a constant $M$ independent of $\Delta x, \theta$, and $h$ such that

$$
\int_{0}^{\infty}\left|U_{\Delta x, \theta}\left(x+h, y+p_{x+h}^{\Delta x}\right)-U_{\Delta x, \theta}\left(x, y+p_{x}^{\Delta x}\right)\right| d y \leq M|h|
$$

Denote
$J(\theta, \Delta x, \phi)=\sum_{k=1}^{\infty} \int_{0}^{\infty} \phi\left(k \Delta x, y+y_{k}\right) \cdot\left(U_{\Delta x, \theta}\left(k \Delta x+, y+y_{k}\right)-U_{\Delta x, \theta}\left(k \Delta x-, y+y_{k}\right)\right) d y$, where $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{4}\right)$. Following the steps in [11], we have the following.

LEMMA 5.2. There exist a null set $N \subset \Pi_{k=0}^{\infty}(-1,1)$ and a subsequence $\left\{\Delta x_{j}\right\}_{j=1}^{\infty}$ $\subset\{\Delta x\}$, which tends to 0 , such that

$$
J\left(\theta, \Delta x_{j}, \phi\right) \longrightarrow 0 \quad \text { when } \Delta x_{j} \rightarrow 0
$$

for any $\theta \in \Pi_{k=0}^{\infty}(-1,1) \backslash N$ and $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{4}\right)$.
To establish the main theorem, we need to estimate the slope of the approximate strong vortex sheet fronts. Let

$$
\tilde{d}_{k}=\frac{s^{(k-1)} \Delta x-\left(y_{k}-y_{k-1}\right)}{\Delta y} \quad \text { and } \quad d_{k}= \begin{cases}\tilde{d}_{k}-1 & \text { if } \tilde{d}_{k}>0 \\ \tilde{d}_{k}+1 & \text { if } \tilde{d}_{k}<0\end{cases}
$$

Then, by the choice of $\Delta x$ and $\left\{y_{k}\right\}$ and by Lemma 4.8, we find that $d_{k} \in(-1,1)$, which depends only on $\left\{\theta_{l}\right\}_{l=1}^{k-1}$. Thus we define

$$
I(x, \Delta x, \theta)=\sum_{k=1}^{[x / \Delta x]} I_{k}(\Delta x, \theta)
$$

where $I_{k}(\Delta x, \theta)=\mathbf{1}_{\left(-1, d_{k}\right)}\left(\theta_{k}\right)\left(d_{k}-1\right) \Delta y+\mathbf{1}_{\left(d_{k}, 1\right)}\left(\theta_{k}\right)\left(d_{k}+1\right) \Delta y, \mathbf{1}_{A}$ denotes the characteristic function of the set $A$, and $[x / \Delta x]$ denotes the largest integer less than or equal to $x / \Delta x$. Notice that $I_{k}(\Delta x, \theta)$ is the jump of the function $y=\chi_{\Delta x, \theta}(x)$ at $x=$ $k \Delta x$ and is a measurable function of $(\Delta x, \theta)$, which depends only on $\left.U_{\Delta x, \theta}\right|_{\{0 \leq x \leq k \Delta x\}}$ and $\left\{\theta_{l}\right\}_{l=0}^{k}$.

Lemma 5.3.
(i) For any $x \geq 0, \Delta x>0$, and $\theta \in \Pi_{k=0}^{\infty}(-1,1)$, we have

$$
\chi_{\Delta x, \theta}(x)=-I(x, \Delta x, \theta)+\int_{0}^{x} s_{\Delta x, \theta}(s) d s
$$

(ii) There is a null set $N_{1}$ and a subsequence $\left\{\Delta_{l}\right\}_{l=1}^{\infty} \subset\left\{\Delta x_{j}\right\}_{j=1}^{\infty}$ such that

$$
\int_{0}^{\infty} e^{-x}\left|I\left(x, \Delta_{l}, \theta\right)\right|^{2} d x \longrightarrow 0 \quad \text { when } \Delta_{l} \rightarrow 0
$$

for any $\theta \in \Pi_{k=0}^{\infty}(-1,1) \backslash N_{1}$.

Proof. Part (i) can be obtained by a direct calculation. We will focus only on part (ii). As in [11], let $d \theta=\Pi_{k=0}^{\infty}\left(d \theta_{k} / 2\right)$. Then, for any $l>j$, we have

$$
\int I_{l} I_{j} d \theta=\int\left(I_{j} \int I_{l} d \theta_{l}\right) \Pi_{i=1}^{l-1} d \theta_{i}=0
$$

Therefore, we can deduce

$$
\int|I(x, \Delta x, \theta)|^{2} d \theta=\sum_{k=1}^{[x / \Delta x]} \int\left|I_{k}(\Delta x, \theta)\right|^{2} d \theta \leq 4\left|\frac{\Delta y}{\Delta x}\right|^{2} x \Delta x
$$

Then, by choosing a subsequence $\left\{\Delta_{l}\right\}_{l=1}^{\infty} \subset\left\{\Delta x_{j}\right\}_{j=1}^{\infty}$ with $\sum_{l=0}^{\infty} \Delta_{l}<\infty$ as in Lemma 5.2, we arrive at (ii).

Then, by Theorem 4.6 and Lemmas 5.1-5.2, we have the following theorem.
THEOREM 5.4 (existence and stability). There exist $\varepsilon>0$ and $C>0$ such that if (1.8) holds, then, for each $\theta \in\left(\Pi_{k=0}^{\infty}(-1,1)\right) \backslash\left(N \cup N_{1}\right)$, there exists a subsequence $\left\{\Delta_{l}\right\}$ of mesh sizes with $\Delta_{l} \rightarrow 0$ as $l \rightarrow \infty$ and a pair of functions $U_{\theta} \in B V\left(\Omega ; O_{\varepsilon}\left(U_{1}\right) \cup\right.$ $\left.O_{\varepsilon}\left(U_{2}\right)\right)$ and $\chi_{\theta} \in \operatorname{Lip}\left(\mathbb{R}_{+} ; \mathbb{R}_{+}\right)$with $\chi_{\theta}(0)=y_{0}^{*}$ such that
(i) $U_{\Delta_{l}, \theta}(x, \cdot)$ converges to $U_{\theta}(x, \cdot)$ in $L^{1}(g(x), \infty)$ for every $x>0$, and $U_{\theta}$ is a global entropy solution of problem (1.6) and (1.9)-(1.10) in $\Omega$ and satisfies (1.11) and the initial-boundary data (1.9)-(1.10) in the trace sense;
(ii) $\chi_{\Delta_{l}, \theta}$ converges to $\chi_{\theta}$ uniformly in any bounded $x$-interval such that (1.12) holds;
(iii) $s_{\Delta_{l}, \theta}$ converges to $s_{\theta} \in B V([0, \infty))$ a.e. with $\left|s_{\theta}\right| \leq \hat{\varepsilon} \leq \epsilon$ and

$$
\chi_{\theta}^{\prime}(x)=s_{\theta}(x) .
$$

In addition, if $\theta$ is equidistributed, then $\chi_{\theta}(x)>g(x)$ for any $x>0$ and the RankineHugoniot conditions hold a.e. along the curve $\left\{y=\chi_{\theta}(x)\right\}$.

The proofs of (i) and (ii) and the convergence proof of $s_{\Delta_{l}, \theta}$ in (iii) can be carried out in the same way as in the standard cases (see $[6,11,12,25]$ ) by using the structure of the approximate solutions. In particular, for any $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$,

$$
\begin{aligned}
& \int_{\Omega_{\Delta_{x}, \theta}}\left(\rho^{\Delta x, \theta} u^{\Delta x, \theta} \varphi_{x}+\rho^{\Delta x, \theta} v^{\Delta x, \theta} \varphi_{y}\right) d x d y \\
& =\int_{\Omega} \chi_{\Omega_{\Delta x, \theta}}\left(\rho^{\Delta x, \theta} u^{\Delta x, \theta} \varphi_{x}+\rho^{\Delta x, \theta} v^{\Delta x, \theta} \varphi_{y}\right) d x d y
\end{aligned}
$$

weak-star converges, and hence the initial condition is satisfied by the trace theorem for $B V$ functions (cf. [23]). Similarly, the boundary condition can be shown to be satisfied. The equality in (iii) can be deduced from section 4.3 and the result on the convergence of $\left\{\chi_{\Delta_{l}, \theta}\right\}$ and $\left\{s_{\Delta_{l}, \theta}\right\}$.
5.2. Asymptotic behavior of the strong vortex sheet in the flow direction. As in Theorem 5.4, let $\theta \in\left(\Pi_{k=0}^{\infty}(-1,1)\right) \backslash\left(N \cup N_{1}\right)$ be equidistributed, and let $U_{\theta}$ be the solution and $\chi_{\theta}$ its vortex sheet, respectively. By Theorem 5.4, we conclude that the solution $U_{\theta}$ contains at most countable vortex sheets, shocks, and points of wave interactions. Moreover, we can modify the solution $U_{\theta}$ such that $U_{\theta}$ is continuous except on the vortex sheets, shocks, and points of wave interactions (see $[10,12,16])$. Then we have the following lemma.

LEMmA 5.5. The total variation of $\left(p_{\theta}, v_{\theta} / u_{\theta}\right)$ is sufficiently small above the Lipschitz wall and

$$
\lim _{x \rightarrow \infty} T V\left\{\left(p_{\theta}(x, \cdot), v_{\theta}(x, \cdot) / u_{\theta}(x, \cdot)\right):(g(x), \infty)\right\}=0
$$

Proof. Let $\left\{\Delta_{l}\right\}$ be the sequence given as in Theorem 5.4, and let $E_{\Delta_{l}, \theta}(\Lambda)$ and $Q_{\Delta_{l}, \theta}(\Lambda)$ be the quantities defined in Lemma 4.8. As in [12], we denote by $d E_{\Delta_{l}, \theta}$ the measures assigning to $E_{\Delta_{l}, \theta}(\Lambda)$ to the center of $\Lambda$.

The boundedness of $E_{\Delta_{l}, \theta}(\Lambda)$ in Lemma 4.7 implies the compactness of $\left\{d E_{\Delta_{l}, \theta}\right\}$. Then we can select its subsequence (still denoted by itself) so that, when $\Delta_{l} \rightarrow 0$, the limit

$$
d E_{\Delta_{l}, \theta} \rightarrow d E_{\theta}
$$

exists in the weak-star topology in the measure space and is finite on $\Omega$. Therefore, for any $\delta>0$, we can choose $x_{\delta}>0$ independent of $\left\{U_{\Delta_{l}, \theta}\right\}$ and $\left\{\Delta_{l}\right\}$ such that, for any $l>0$,

$$
\sum_{k \geq\left[x_{\delta} / \Delta_{l}\right]} E_{\lambda, \theta}\left(\Lambda_{k, n}\right)<\delta
$$

Moreover, let $X_{\delta}^{1}=\left(x_{\delta}, y_{\delta}^{1}\right)\left(\right.$ or $X_{\delta}^{4}=\left(x_{\delta}, y_{\delta}^{4}\right)$ ) be the point lying in $\chi_{\Delta_{l}, \theta}$ (or $\partial \Omega_{\Delta_{k}}$, respectively). Let $\chi_{\Delta_{l}, \theta}^{4}$ be the minimum approximate 4 -characteristics in $U_{\Delta_{l}, \theta}$ emanating from the point $X_{\delta}^{1}$, and $\chi_{\Delta_{l}, \theta}^{1}$ the maximum approximate 1 -characteristics in $U_{\Delta_{l}, \theta}$ emanating from the point $X_{\delta}^{4}$. From the construction of approximate solutions, we have

$$
\left|\chi_{\Delta_{l}, \theta}^{j}(x+h)-\chi_{\Delta_{l}, \theta}^{j}(x)\right| \leq B\left(|h|+\Delta_{l}\right), \quad j=1,4,
$$

for some constant $B$ independent of $\Delta x$ and $\theta$. Then, for $\theta \in \prod_{k=0}^{\infty}[-1,1] \backslash N$, we can select a subsequence (still denoted by) $\left\{\Delta_{l}\right\}$ such that

$$
\chi_{\Delta_{l}, \theta}^{j} \rightarrow \chi_{\theta}^{j} \quad \text { uniformly on every bounded interval as } \Delta_{l} \rightarrow 0
$$

for some $\chi_{\theta}^{j} \in \operatorname{Lip}$ with $\left(\chi_{\theta}^{j}\right)^{\prime}$ bounded.
Let the characteristics $y=\chi_{\theta}^{4}(x)$ and $y=\chi_{\theta}^{1}(x)$ intersect $\partial \Omega$ and $y=\chi_{\theta}(x)$, respectively, at $\left(t_{\delta}^{4}, \chi_{\theta}\left(t_{\delta}^{4}\right)\right)$ and $\left(t_{\delta}^{1}, \chi_{\theta}\left(t_{\delta}^{1}\right)\right)$ for some $t_{\delta}^{4}$ and $t_{\delta}^{1}$. Then, since the velocity ratio $v / u$ and the pressure $p$ are invariant across the vortex sheet, by the approximate conservation laws for the weak 1 -waves and 4 -waves, we can deduce in the same way as in [12] that

$$
T V\left\{v_{\Delta_{l}, \theta}(x-, \cdot) / u_{\Delta_{l}, \theta}(x-, \cdot):\left(g_{l}(x), \chi_{\Delta_{l}, \theta}(x)\right)\right\}<M \delta
$$

and

$$
T V\left\{p_{\Delta_{l}, \theta}(x-, \cdot):\left(g_{l}(x), \chi_{\Delta_{l}, \theta}(x)\right)\right\}<M \delta
$$

for $x>2\left(t_{\delta}^{1}+t_{\delta}^{4}\right)$, where $M$ is independent of $\delta, x, U_{\Delta_{l}, \theta}$, and $\Delta_{l}$.
Thus, taking the limit as $\Delta_{l} \rightarrow 0$ and using Theorem 5.4 and the regularity of $U_{\theta}$ yields that, for $x>2\left(t_{\delta}^{1}+t_{\delta}^{4}\right)$,

$$
T V\left\{v_{\theta}(x-, \cdot) / u_{\theta}(x-, \cdot):\left(g(x), \chi_{\theta}(x)\right)\right\}<M \delta
$$

$$
T V\left\{p_{\theta}(x-, \cdot):\left(g(x), \chi_{\theta}(x)\right)\right\}<M \delta
$$

The corresponding estimates above the strong vortex sheet can be obtained similarly. This completes the proof.

Theorem 5.6.
(i) Let $g_{\infty}^{\prime}=\lim _{x \rightarrow \infty} g^{\prime}(x+)$. Then

$$
\lim _{x \rightarrow \infty} \sup \left\{\left|v_{\theta}(x, y) / u_{\theta}(x, y)-g_{\infty}^{\prime}\right|: y>g(x)\right\}+\lim _{x \rightarrow \infty}\left|\chi_{\theta}^{\prime}(x)-g_{\infty}^{\prime}\right|=0
$$

(ii) There exists a constant $p_{\infty}$ such that

$$
\lim _{x \rightarrow \infty} \sup \left\{\left|p_{\theta}(x, y)-p_{\infty}\right|: y>g(x)\right\}=0
$$

Proof. Let $U_{l, \theta}=U_{\Delta_{l}, \theta}, \sigma_{l, \theta}=\sigma_{\Delta_{l}, \theta}$, and $\chi_{l, \theta}=\chi_{\Delta_{l}, \theta}$, where $\Delta_{l}$ is chosen as in the proof of Lemma 5.5. Following the construction of approximate solutions, we conclude that, for every $x>0$,

$$
v_{l, \theta} /\left.u_{l, \theta}\right|_{\Gamma_{k}}=\left(y_{k+1}-y_{k}\right) / \Delta x=g^{\prime}\left(\eta_{k}\right)
$$

for some $\eta_{k} \in(k \Delta x,(k+1) \Delta x)$. Then, choosing $x_{\delta}$ so that $\left|g^{\prime}(x+)-g^{\prime}(\infty)\right|<\delta$ for $x>x_{\delta}$, we have

$$
\begin{aligned}
& \sup \left\{\left|v_{l, \theta}(x, y) / u_{l, \theta}(x, y)-g_{\infty}^{\prime}\right|: g(x)<y<\chi_{\theta}(x)\right\} \\
& \leq T V\left\{v_{l, \theta}(x, \cdot) / u_{l, \theta}(x, \cdot):\left(g(x), \chi_{\theta}(x)\right)\right\}+M \delta \quad \text { for } x>2 x_{\delta}
\end{aligned}
$$

Therefore, taking the limit as $\Delta_{l} \rightarrow 0$, by Theorem 5.4 and Lemma 5.5 , and by the regularity of $U_{\theta}$, we can deduce part (i) for $g(x)<y<\chi_{\theta}(x)$. The case $y>\chi_{\theta}(x)$ can be proved similarly.

Part (ii) can be obtained similarly by using Lemma 5.5.
6. Isentropic Euler flows over Lipschitz walls. In this section, we study the isentropic Euler equations (1.6) for steady supersonic flows, which can be written in the following conservation form:

$$
\begin{equation*}
W(U)_{x}+H(U)_{y}=0, \quad U=(u, v, \rho) \tag{6.1}
\end{equation*}
$$

with

$$
W(U)=\left(\rho u, \rho u^{2}+p, \rho u v\right), \quad H(U)=\left(\rho v, \rho u v, \rho v^{2}+p\right)
$$

As in section 1, the problem of supersonic Euler flows governed by (6.1) over Lipschitz walls can be formulated as problem (1.9)-(1.10) for system (6.1) in the region above the wall.

DEFINITION 6.1 (entropy solutions). A $B V$ function $U=U(x, y)$ is called an entropy solution of problem (6.1) and (1.9)-(1.10) provided that
(i) $U$ is a weak solution of (6.1) and satisfies (1.9)-(1.10) in the trace sense;
(ii) $U$ satisfies the entropy inequality

$$
\begin{equation*}
(\rho u(E+p(\rho) / \rho))_{x}+(\rho v(E+p(\rho) / \rho))_{y} \leq 0 \tag{6.2}
\end{equation*}
$$

in the sense of distributions in $\Omega$ including the boundary.

Remark 6.1. The entropy inequality (6.2) for the steady case directly follows from the energy inequality in the time-dependent isentropic case,

$$
(\rho E)_{t}+(\rho u(E+p(\rho) / \rho))_{x}+(\rho v(E+p(\rho) / \rho))_{y} \leq 0
$$

under the assumption that the solution $(u, v, p, \rho)$ is independent of time $t$. Furthermore, by a straightforward calculation, the function $\eta=\rho u(E+p(\rho) / \rho)$ as an entropy function of system (6.1) is a strictly convex function of the conserved variables $W=\left(w_{1}, w_{2}, w_{3}\right)=\left(\rho u, \rho u^{2}+p, \rho u v\right)$ when $u>c$.
6.1. Riemann problems and Riemann solutions. When $u>c$, the eigenvalues of system (6.1) are

$$
\begin{equation*}
\lambda_{j}=\frac{u v+(-1)^{\frac{j+1}{2}} c \sqrt{u^{2}+v^{2}-c^{2}}}{u^{2}-c^{2}}, \quad j=1,3 ; \quad \lambda_{2}=v / u \tag{6.3}
\end{equation*}
$$

where $c^{2}=\sqrt{p^{\prime}(\rho)}$.
When the flow is supersonic (i.e., $u^{2}+v^{2}>c^{2}$ ), system (6.1) is hyperbolic and, when $u>c$, the corresponding eigenvectors are

$$
\mathbf{r}_{2}=(u, v, 0)^{\top}, \quad \mathbf{r}_{j}=\kappa_{j}\left(-\lambda_{j}, 1, \rho\left(\lambda_{j} u-v\right) / c^{2}\right)^{\top}, j=1,3
$$

where $\kappa_{j}$ are chosen so that $\mathbf{r}_{j} \cdot \nabla \lambda_{j}=1$ since the $j$-characteristic fields are genuinely nonlinear, $j=1,3$. Note that the second characteristic field is always linearly degenerate: $\mathbf{r}_{2} \cdot \nabla \lambda_{2}=0$.
6.1.1. Wave curves in the phase space. Similarly as in section 2, the vortex sheet curve $C_{2}\left(U_{0}\right)$ through $U_{0}$ with strength $\sigma_{2}$ is

$$
\begin{equation*}
C_{2}\left(U_{0}\right): U=(u, v, \rho)^{\top}=\left(u_{0} e^{\sigma_{2}}, v_{0} e^{\sigma_{2}}, \rho_{0}\right)^{\top} \tag{6.4}
\end{equation*}
$$

determined by

$$
\left\{\begin{array}{l}
\frac{d U}{d \sigma_{2}}=\mathbf{r}_{2}(U) \\
\left.U\right|_{\sigma_{2}=0}=U_{0}
\end{array}\right.
$$

which describes a compressible vortex sheet. Moreover, the $j$ th-rarefaction wave curve $R_{j}\left(U_{0}\right)$ in the phase space through $U_{0}$ is

$$
\begin{equation*}
R_{j}\left(U_{0}\right): \quad d u=-\lambda_{j} d v, \quad \rho\left(\lambda_{j} u-v\right) d v=d p \quad \text { for } \rho<\rho_{0}, u>c, \quad j=1,3 \tag{6.5}
\end{equation*}
$$

It is easy to check that $\frac{d \lambda_{j}}{d \rho}$ along $R_{j}\left(U_{0}\right), j=1,3$, satisfy

$$
\left.\frac{d \lambda_{1}}{d \rho}\right|_{R_{1}\left(U_{0}\right)}<0,\left.\quad \frac{d \lambda_{3}}{d \rho}\right|_{R_{3}\left(U_{0}\right)}>0
$$

Similarly, the Rankine-Hugoniot conditions for (6.1) are

$$
\begin{align*}
& s[\rho u]=[\rho v]  \tag{6.6}\\
& s\left[\rho u^{2}+p\right]=[\rho u v],  \tag{6.7}\\
& s[\rho u v]=\left[\rho v^{2}+p\right] . \tag{6.8}
\end{align*}
$$

Then we have

$$
s=s_{2}=v_{0} / u_{0}, \quad s=s_{j}=\frac{u_{0} v_{0}+(-1)^{\frac{j+1}{2}} \bar{c} \sqrt{u_{0}^{2}+v_{0}^{2}-\bar{c}^{2}}}{u_{0}^{2}-\bar{c}^{2}}, j=1,3
$$

where $\bar{c}^{2}=\frac{\rho}{\rho_{0}} \frac{[p]}{[\rho]}$.
Plugging $s_{2}$ into (6.6)-(6.8), we get the same $C_{2}\left(U_{0}\right)$, as defined in (6.4); while plugging $s_{j}, j=1,3$, into (6.6)-(6.8), we get the $j$ th-shock wave curve $S_{j}\left(U_{0}\right)$ through $U_{0}$ :

$$
S_{j}\left(U_{0}\right): \quad[u]=-s_{j}[v], \quad \rho_{0}\left(s_{j} u_{0}-v_{0}\right)[v]=[p] \quad \text { for } \rho>\rho_{0}, u>c, \quad j=1,3 .
$$

Notice that $S_{j}\left(U_{0}\right)$ contacts with $R_{j}\left(U_{0}\right)$ at $U_{0}$ up to second order and

$$
\left.\frac{d s_{1}}{d \rho}\right|_{S_{1}\left(U_{0}\right)}<0,\left.\quad \frac{d s_{3}}{d \rho}\right|_{S_{3}\left(U_{0}\right)}>0
$$

LEMMA 6.2. At the state $U_{0}=\left(u_{0}, 0, \rho_{0}\right)$ with $u_{0}>c_{0}, \kappa_{1}\left(U_{0}\right)=\kappa_{3}\left(U_{0}\right)>0$, which implies $\kappa_{j}(U)>0$ for any state $U \in O_{\varepsilon}\left(U_{0}\right)$ with small $\varepsilon>0$, since $\kappa_{j}$ are continuous for $j=1,3$.
6.1.2. Riemann problem involving strong vortex sheets. For any $U_{b} \in$ $O_{\varepsilon}\left(U_{1}\right)$ and $U_{a} \in O_{\varepsilon}\left(U_{2}\right)$, we also use $\left\{U_{b}, U_{a}\right\}=\left(0, \sigma_{2}, 0\right)$ to denote the strong vortex sheet that connects $U_{b}$ with $U_{a}$ with strength $\sigma_{2}$. Then

$$
U_{a}=\Phi_{2}\left(\sigma_{2} ; U_{b}\right)=\left(u_{b} e^{\sigma_{2}}, v_{b} e^{\sigma_{2}}, \rho_{b}\right)^{\top}
$$

Lemma 6.3. The vector function $\Phi_{2}\left(\sigma_{2} ; U_{b}\right)$ satisfies

$$
\partial_{\sigma_{2}} \Phi_{2}\left(\sigma_{2} ; U_{b}\right)=\left(u_{b} e^{\sigma_{2}}, v_{b} e^{\sigma_{2}}, 0\right)^{\top} \quad \text { and } \quad \nabla_{U} \Phi_{2}\left(\sigma_{2} ; U_{b}\right)=\operatorname{diag}\left(e^{\sigma_{2}}, e^{\sigma_{2}}, 1\right)
$$

Furthermore, we have the following essential lemma for any 2-straight vortex sheet with below state $U_{1}=\left(u_{1}, 0, \rho_{1}\right)$, above state $U_{2}=\left(u_{2}, 0, \rho_{1}\right)$, and strength $\sigma_{20}$.

LEMMA 6.4. $\operatorname{det}\left(\mathbf{r}_{3}\left(U_{2}\right), \partial_{\sigma_{2}} \Phi_{2}\left(\sigma_{20} ; U_{1}\right), \nabla_{U} \Phi_{2}\left(\sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right)>0$.
This can be seen as follows:

$$
\begin{aligned}
& \operatorname{det}\left(\mathbf{r}_{3}\left(U_{2}\right), \partial_{\sigma_{2}} \Phi_{2}\left(\sigma_{20} ; U_{1}\right), \nabla_{U} \Phi_{2}\left(\sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{1}\right)\right) \\
& =\kappa_{1}\left(U_{1}\right) \kappa_{3}\left(U_{2}\right)\left|\begin{array}{ccc}
-\lambda_{3}\left(U_{2}\right) & u_{1} e^{\sigma_{20}} & e^{\sigma_{20}}\left(-\lambda_{1}\left(U_{1}\right)\right) \\
1 & 0 & e^{\sigma_{20}} \\
\frac{\rho_{1} u_{2} \lambda_{3}\left(U_{2}\right)}{c_{2}^{2}} & 0 & \frac{\rho_{1} u_{1} \lambda_{1}\left(U_{1}\right)}{c_{1}^{2}}
\end{array}\right| \\
& =\frac{1}{c_{1}^{2}} \rho_{1} u_{1}^{2} e^{\sigma_{20}} \kappa_{1}\left(U_{1}\right) \kappa_{3}\left(U_{2}\right)\left(\lambda_{3}\left(U_{2}\right) e^{2 \sigma_{20}}+\lambda_{3}\left(U_{1}\right)\right)>0 .
\end{aligned}
$$

6.2. Estimates on wave interactions and reflections. Now we make essential estimates as in section 3. The interaction estimates are similar and the corresponding Figures $5-7$ are the same except that the 2,3 -vortex sheets and 4 -wave in section 3 are now replaced by a 2 -vortex sheet and 3 -wave, respectively.
6.2.1. Estimates on the weak wave reflections on the boundary. We use the same notation as in section 3.2 for $C_{k}\left(a_{k}, b_{k}\right)$ with $a_{k+1}>a_{k}>0, \omega_{k, k+1}, \omega_{k}$, $\Omega_{k}, \Gamma_{k}$, and the outer normal vector $\mathbf{n}_{k}$ to $\Gamma_{k}$ (cf. Figure 5). Then we consider the initial-boundary value problem with constant state $U_{a}$ :

$$
\begin{cases}(6.1) & \text { in } \Omega_{k+1} \\ \left.U\right|_{x=a_{k}}=U_{a}, & \\ (u, v) \cdot \mathbf{n}_{k+1}=0 & \text { on } \Gamma_{k+1}\end{cases}
$$

Proposition 6.5. Let $\left\{U_{a}, U_{m}\right\}=\left(\alpha_{3}, \alpha_{2}, 0\right)$ and $\left\{U_{m}, U_{k}\right\}=\left(0,0, \beta_{1}\right)$ with

$$
\left(u_{k}, v_{k}\right) \cdot \mathbf{n}_{k}=0
$$

Then there exists $U_{k+1}$ such that

$$
\left\{U_{a}, U_{k+1}\right\}=\left(0,0, \delta_{3}\right) \quad \text { and } \quad\left(u_{k+1}, v_{k+1}\right) \cdot \mathbf{n}_{k+1}=0
$$

Furthermore,

$$
\delta_{3}=\beta_{1}+K_{b 3} \alpha_{3}+K_{b 2} \alpha_{2}+K_{b 0} \omega_{k}
$$

where $K_{b 3}, K_{b 2}$, and $K_{b 0}$ are $C^{2}$-functions of $\left(\alpha_{3}, \alpha_{2}, \beta_{1}, \omega_{k} ; U_{a}\right)$ satisfying

$$
\left.K_{b 3}\right|_{\left\{\omega_{k}=\alpha_{3}=\alpha_{2}=\beta_{1}=0, U_{a}=U_{1}\right\}}=1,\left.\quad K_{b 2}\right|_{\left\{\omega_{k}=\alpha_{3}=\alpha_{2}=\beta_{1}=0, U_{a}=U_{1}\right\}}=0
$$

and $K_{b 0}$ is bounded.
6.2.2. Estimates on the interaction between the strong vortex sheet and weak waves. Again, we have to consider the two cases depending on how the vortex sheet and the weak waves interact. See Figures 6 and 7.

The first case is when the weak waves approach the vortex sheet from below. We have the following proposition.

Proposition 6.6. Let $U_{b}, U_{m} \in O_{\epsilon}\left(U_{1}\right)$ and $U_{a} \in O_{\epsilon}\left(U_{2}\right)$ with

$$
\left\{U_{b}, U_{m}\right\}=\left(0, \alpha_{2}, \alpha_{3}\right), \quad\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \sigma_{2}, 0\right)
$$

Then there exists a unique $\left(\delta_{1}, \sigma_{2}^{\prime}, \delta_{3}\right)$ such that the Riemann problem (2.18) admits an admissible solution that consists of a weak 1-wave of strength $\delta_{1}$, a strong vortex sheet of strength $\sigma_{2}^{\prime}$, and a weak 3-wave of strength $\delta_{3}$, that is,

$$
\left\{U_{b}, U_{a}\right\}=\left(\delta_{1}, \sigma_{2}^{\prime}, \delta_{3}\right)
$$

Moreover,

$$
\begin{aligned}
& \delta_{1}=\beta_{1}+K_{11} \alpha_{3}+O(1)\left|\beta_{1}\right|\left|\alpha_{2}\right|, \quad \delta_{3}=K_{13} \alpha_{3}+O(1)\left|\beta_{1}\right|\left|\alpha_{2}\right| \\
& \sigma_{2}^{\prime}=\sigma_{2}+\alpha_{2}+K_{12} \alpha_{3}+O(1)\left|\beta_{1}\right|\left|\alpha_{2}\right|
\end{aligned}
$$

where
$\left|K_{11}\right|_{\left\{\alpha_{3}=\alpha_{2}=0, \sigma_{2}^{\prime}=\sigma_{20}\right\}}=\left|\frac{\lambda_{3}\left(U_{2}\right) e^{\sigma_{20}}-\lambda_{3}\left(U_{1}\right)}{\lambda_{3}\left(U_{2}\right) e^{\sigma_{20}}+\lambda_{3}\left(U_{1}\right)}\right|<1, \quad K_{12}$ and $K_{13}$ are bounded.
We need to find the solution $\left(\delta_{1}, \sigma_{2}^{\prime}, \delta_{3}\right)$ as a function of $\left(\alpha_{2}, \alpha_{3}, \beta_{1}, \sigma_{2} ; U_{b}\right)$ to

$$
\begin{equation*}
\Phi_{2}\left(\sigma_{2} ; \Phi_{1}\left(\beta_{1} ; \Phi_{3}\left(\alpha_{3}, \alpha_{2}, 0 ; U_{b}\right)\right)\right)=\Phi_{3}\left(\delta_{3} ; \Phi_{2}\left(\sigma_{2}^{\prime} ; \Phi_{1}\left(\delta_{1} ; U_{b}\right)\right)\right) \tag{6.9}
\end{equation*}
$$

Lemma 6.4 implies

$$
\begin{aligned}
& \left.\operatorname{det}\left(\frac{\partial \Phi_{3}\left(\delta_{3}, \Phi_{2}\left(\sigma_{2}^{\prime} ; \Phi_{1}\left(\delta_{1}, U_{b}\right)\right)\right)}{\partial\left(\delta_{3}, \sigma_{2}^{\prime}, \delta_{1}\right)}\right)\right|_{\left\{\delta_{1}=0, \sigma_{2}^{\prime}=\sigma_{20}\right\}} \\
& =\operatorname{det}\left(\mathbf{r}_{3}\left(U_{2}\right), \partial_{\sigma_{2}} \Phi_{2}\left(\sigma_{20} ; U_{1}\right), \nabla_{U} \Phi_{2}\left(\sigma_{20} ; U_{1}\right) \cdot \mathbf{r}_{1}\left(U_{0}\right)\right)>0
\end{aligned}
$$

Therefore, $\left(\delta_{3}, \sigma_{2}^{\prime}, \delta_{1}\right)$ can be solved as a $C^{2}$-function of $\left(\alpha_{2}, \alpha_{3}, \beta_{1}, \sigma_{2} ; U_{b}\right)$ uniquely, i.e., $\delta_{i}=\delta_{i}\left(\alpha_{2}, \alpha_{3}, \beta_{1}, \sigma_{2} ; U_{b}\right), i=1,3$, and $\sigma_{2}^{\prime}=\sigma_{2}^{\prime}\left(\alpha_{2}, \alpha_{3}, \beta_{1}, \sigma_{2} ; U_{b}\right)$. Then we can follow the proof of Proposition 3.3 to obtain our desired result.

The second case is when the weak waves approach the vortex sheet from above. By symmetry, we can easily obtain the following.

Proposition 6.7. Let $U_{b} \in O_{\epsilon}\left(U_{1}\right)$ and $U_{a}, U_{m} \in O_{\epsilon}\left(U_{2}\right)$ with

$$
\left\{U_{b}, U_{m}\right\}=\left(0, \sigma_{2}, \alpha_{3}\right), \quad\left\{U_{m}, U_{a}\right\}=\left(\beta_{1}, \beta_{2}, 0\right)
$$

Then there exists a unique $\left(\delta_{1}, \sigma_{2}^{\prime}, \delta_{3}\right)$ such that the Riemann problem (2.18) admits an admissible solution that consists of a weak 1-wave of strength $\delta_{1}$, a vortex sheet of strength $\sigma_{2}^{\prime}$, and a weak 3-wave of strength $\delta_{3}$, that is,

$$
\left\{U_{b}, U_{a}\right\}=\left(\delta_{1}, \sigma_{2}^{\prime}, \delta_{3}\right)
$$

Moreover,

$$
\begin{aligned}
\delta_{1} & =K_{21} \beta_{1}+O(1)\left|\alpha_{3}\right|\left|\beta_{2}\right|, \quad \delta_{3}=\alpha_{3}+K_{23} \beta_{1}+O(1)\left|\alpha_{3} \| \beta_{2}\right| \\
\sigma_{2}^{\prime} & =\sigma_{2}+\beta_{2}+K_{22} \beta_{1}+O(1)\left|\alpha_{3}\right|\left|\beta_{2}\right|
\end{aligned}
$$

where $\sum_{j=1}^{3}\left|K_{2 j}\right|$ is bounded.
6.3. Approximate solutions. Similarly to section 4, we can construct globally defined, modified Glimm approximate solutions $U_{\Delta x, \theta}$ in the approximate domains (see Figure 8). We need to estimate $U_{\Delta x, \theta}$ on a class of space-like curves, i.e., $j$ mesh curves $J$ as introduced in Definition 4.2. To achieve this, we now define the Glimm-type functional.

Definition 6.8. We define

$$
F_{s}(J)=C^{*}\left|\sigma_{2}^{J}-\sigma_{20}\right|+F(J)
$$

with

$$
\begin{aligned}
& F(J)=L(J)+K Q(J) \\
& L(J)=L^{1}(J)+L^{2}(J) \\
& L^{1}(J)=K_{1}^{*} L_{0}(J)+K_{11}^{*} L_{1}^{1}(J)+K_{12}^{*} L_{2}^{1}(J)+L_{3}^{1}(J) \\
& L^{2}(J)=K_{21}^{*} L_{1}^{2}(J)+K_{22}^{*} L_{2}^{2}(J)+K_{23}^{*} L_{3}^{2}(J) \\
& Q(J)=\sum\left\{\left|\alpha_{i}\right|\left|\beta_{j}\right|: \text { both } \alpha_{i} \text { and } \beta_{j} \text { cross } J \text { and approach }\right\}
\end{aligned}
$$

and $L_{0}(J)=\sum\left\{\left|\omega\left(C_{k}\right)\right|: C_{k} \in \Omega_{J}\right\}$,

$$
L_{j}^{i}(J)=\sum\left\{\left|\alpha_{j}\right|: \alpha_{j} \text { crosses } J \text { in region (i) }\right\}, \quad i=1,2 ; j=1,2,3
$$

where $K$ and $C^{*}$ are chosen later, while $\Omega_{J}$ is the set of the corner points $C_{k}$ lying in $J^{+}$, that is,

$$
\Omega_{J}=\left\{C_{k} \in J^{+} \cap \partial \Omega_{\Delta x}: k \geq 0\right\}
$$

$\sigma_{2}^{J}$ stands for the strength of the strong vortex sheet crossing $J, K_{1}^{*}, K_{11}^{*}$, and $K_{12}^{*}$ are the constants associated with region (1), $K_{21}^{*}, K_{22}^{*}$, and $K_{23}^{*}$ are the constants associated with region (2), which satisfy the conditions

$$
K_{1}^{*}>\left|K_{b 0}\right|, \quad K_{1 i}^{*}>\left|K_{b i}\right|, \quad i=1,2,
$$

and

$$
K_{23}^{*}<\frac{1-\left|K_{11}\right| K_{11}^{*}}{\left|K_{13}\right|}, \quad K_{21}^{*}>\left|K_{21}\right| K_{11}^{*}+\left|K_{23}\right| K_{23}^{*}
$$

while $K_{12}^{*}$ and $K_{22}^{*}$ are arbitrarily large positive constants. These conditions can be achieved from our discussions of the properties of $K_{b j}$ and $K_{s j}, j=1,2$, as in Propositions 6.5-6.7 in section 6.2.

The rest can be done in the same way as in the previous sections by choosing suitable $K$ and $C^{*}$, so we omit the details here.

Acknowledgment. The second author thanks the Department of Mathematics of Northwestern University for its hospitality during his visit.

## REFERENCES

[1] M. Artola and A. Majda, Nonlinear development of instabilities in supersonic vortex sheets I: The basic kink modes, Phys. D, 28 (1987), pp. 253-281.
[2] M. Artola and A. Majda, Nonlinear development of instabilities in supersonic vortex sheets II: Resonant interaction among kink modes, SIAM J. Appl. Math., 49 (1989), pp. 13101349.
[3] M. Artola and A. Majda, Nonlinear kink modes for supersonic vortex sheets, Phys. Fluids A, 1 (1989), pp. 583-596.
[4] T. Chang and L. Hsiao, The Riemann Problem and Interaction of Waves in Gas Dynamics, Longman Scientific \& Technical, Essex, UK, 1989.
[5] G.-Q. Chen, Overtaking of shocks of the same kind in the isentropic steady supersonic plane flow, Acta Math. Sci. (English Ed.), 7 (1987), pp. 311-327.
[6] G.-Q. Chen and D. Wagner, Global entropy solutions to exothermically reacting, compressible Euler equations, J. Differential Equations, 191 (2003), pp. 277-322.
[7] G.-Q. Chen, Y. Q. Zhang, and D. Zhu, Existence and stability of supersonic Euler flows past Lipschitz wedges, Arch. Rational Mech. Anal., 181 (2006), pp. 261-310.
[8] R. Courant and K. O. Friedrichs, Supersonic Flow and Shock Waves, Wiley Interscience, New York, 1948.
[9] A. Corli and M. Sablé-Tougeron, Stability of contact discontinuities under perturbations of bounded variation, Rend. Sem. Mat. Univ. Padova, 97 (1997), pp. 35-60.
[10] C. Dafermos, Hyperbolic Conservation Laws in Continuum Physics, Springer-Verlag, Berlin, 2000.
[11] J. Glimm, Solution in the large for nonlinear systems of conservation laws, Comm. Pure Appl. Math., 18 (1965), pp. 695-715.
[12] J. Glimm and P. D. Lax, Decay of Solutions of Systems of Hyperbolic Conservation Laws, Mem. Amer. Math. Soc., 101 (1970).
[13] P. D. Lax, Hyperbolic systems of conservation laws II, Comm. Pure Appl. Math., 10 (1957), pp. 537-566.
[14] W. Lien and T. P. Liu, Nonlinear stability of a self-similar 3-dimensional gas flow, Commun. Math. Phys., 204 (1999), pp. 525-549.
[15] T. P. Liu, The deterministic version of the Glimm scheme, Commun. Math. Phys., 57 (1977), pp. 135-148.
[16] T. P. Liu, Large-time behavior of initial and initial-boundary value problems of a general system of hyperbolic conservation laws, Commun. Math. Phys., 55 (1977), pp. 163-177.
[17] J. W. Miles, On the disturbed motion of a plane vortex sheet, J. Fluid Mech., 4 (1958), pp. 538-552.
[18] M. Sablé-Tougeron, Méthode de Glimm et problème mixte, Ann. Inst. H. Poincaré Anal. Non Linéaire, 10 (1993), pp. 423-443.
[19] J. Smoller, Shock Waves and Reaction-Diffusion Equations, Springer-Verlag, New York, 1983.
[20] B. Temple, Solutions in the large for the nonlinear hyperbolic conservation laws of gas dynamics, J. Differential Equations, 41 (1981), pp. 96-161.
[21] B. Temple and R. Young, The large time existence of periodic solutions for the compressible Euler equations, Mat. Contemp., 11 (1996), pp. 171-190.
[22] B. Temple and R. Young, The large time stability of sound waves, Commun. Math. Phys., 179 (1996), pp. 417-466.
[23] A. I. Volpert, The space BV and quasilinear equations, Mat. Sb. (N.S.), 73 (1967), pp. 255302 (in Russian); Math. USSR Sb., 2 (1967), pp. 225-267 (in English).
[24] P. R. Woodward, Simulation of the Kelvin-Helmholtz instability of a supersonic slip surface with the piecewise-parabolic method ( $P P M$ ), in Numerical Methods for the Euler Equations of Fluid Dynamics (Rocquencourt, 1983), SIAM, Philadelphia, 1985, pp. 493-508.
[25] Y. Zhang, Global existence of steady supersonic potential flow past a curved wedge with piecewise smooth boundary, SIAM J. Math. Anal., 31 (1999), pp. 166-183.
[26] Y. Zhang, Steady supersonic flow past an almost straight wedge with large vertex angle, J. Differential Equations, 192 (2003), pp. 1-46.

# GLOBAL EXISTENCE OF CLASSICAL SOLUTIONS FOR A HAPTOTAXIS MODEL* 

CHRISTOPH WALKER ${ }^{\dagger}$ AND GLENN F. WEBB ${ }^{\dagger}$


#### Abstract

A system of nonlinear partial differential equations modeling haptotaxis is investigated. The model arises in cell migration processes involved in tumor invasion. The existence of unique global classical solutions is proved.
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1. Introduction. Models of complex dynamic biological processes frequently involve systems of nonlinear partial differential equations for production, growth, decay, interaction, and spatial movement. For models that include spatial movement the equations typically contain both diffusion and taxis terms. Our goal in this paper is to examine the issues of global existence and uniqueness for a model involving spatial movement and haptotaxis. The term haptotaxis originated with S. B. Carter in 1965: "...the movement of a cell is controlled by the relative strengths of its peripheral adhesions, and that movements directed in this way, together with the influence of patterns of adhesion on cell shape are responsible for the arrangement of cells into complex and ordered tissues" [8]. Cell movement in morphogenesis, inflammation, wound healing, tumor invasion, and other migrations are the result of haptotactic responses of cells to differential adhesion strengths $[8,9]$.

The haptotaxis model we investigate here is a simplified version of a model proposed by Anderson [5] in 2005 to describe tumor invasion into surrounding tissue (see also [6]). The model involves four key components of the process: tumor cells, surrounding tissue macromolecules, degradative enzymes, and oxygen. The model in [5] hybridizes continuum partial differential equations and cellular automata formulations to incorporate cell cycle elements, and a similar model in [7] uses continuum cell age structure for the same purpose. Both of these investigations model other features of tumor invasion, including the role of quiescent cells and the evolution of mutated cell lines of increasingly invasive aggressiveness. Our objective is to investigate the simplified system of four nonlinear partial differential equations which underlie the models in [5] and [7]. The mathematical formulation of haptotaxis is similar to that of more familiar chemotaxis processes for which we refer to the survey article [16] and the extensive list of references therein. Haptotaxis in tumor growth, however, possesses unique features in that the movement of tumor cells is directed to the bound (i.e., nondiffusible) extracellular environment, which supplies essential oxygen and available space, as it is degraded by the tumor-produced degradative enzyme. The mathematical difficulty in treating haptotaxis in this context is that the

[^103]haptotaxis term is nonlinearly dependent on the tumor cells through the diffusion of the degradative enzyme produced by these cells.

We make the following assumptions: The tumor is contained in a region of tissue $\Omega$. The dependent variables of the model are as follows: $p(x, t)$ is the density of tumor cells at $x \in \Omega$ at time $t, m(x, t)$ is the concentration of matrix degradative enzyme (MDE) at $x \in \Omega$ at time $t, f(x, t)$ is the density of extracellular matrix macromolecules at $x \in \Omega$ at time $t$, and $w(x, t)$ is the concentration of oxygen at $x \in \Omega$ at time $t$. The equations of the model are as follows:
$\left(H_{1}\right)$

$$
\partial_{t} f=-\underbrace{a(x) m f}_{\text {degradation }}
$$

$\left(H_{2}\right)$

$$
\partial_{t} m=\underbrace{\alpha \Delta m}_{\text {diffusion }}+\underbrace{d(x) p}_{\text {production }}-\underbrace{b(x) m}_{\text {decay }}
$$

$\left(H_{3}\right)$

$$
\partial_{t} p=\underbrace{\beta \Delta p}_{\text {cell motility }}-\underbrace{\nabla \cdot(p \chi(f) \nabla f)}_{\text {haptotaxis }}-\underbrace{\theta(x, w) p}_{\text {cell death }}+\underbrace{\varrho(x, w) p}_{\text {cell division }}
$$

$\left(H_{4}\right) \quad \partial_{t} w=\underbrace{\gamma \Delta w}_{\text {diffusion }}+\underbrace{g(x) f}_{\text {production }}-\underbrace{\omega(x, p) w}_{\text {uptake }}-\underbrace{e(x) w}_{\text {decay }}$
for $(t, x) \in(0, \infty) \times \Omega$ supplemented with Neumann boundary conditions
$\left(H_{5}\right)$

$$
\partial_{\nu} m=\partial_{\nu} p-p \chi(f) \partial_{\nu} f=\partial_{\nu} w=0 \quad \text { on } \partial \Omega
$$

and initial conditions

$$
\begin{equation*}
f(0)=f^{0}, \quad m(0)=m^{0}, \quad p(0)=p^{0}, \quad w(0)=w^{0} \tag{6}
\end{equation*}
$$

It seems that $\left(H_{1}\right)-\left(H_{6}\right)$ have not been considered analytically thus far, but rather related equations of the form

$$
\begin{align*}
\partial_{t} f & =h(p, f)  \tag{1}\\
\partial_{t} p & =\beta \Delta p-\nabla \cdot(p \chi(f) \nabla f) \tag{2}
\end{align*}
$$

have attracted attention, in particular the case

$$
\begin{equation*}
h(p, f)=\sigma p f^{r} \quad \text { with } \quad \sigma= \pm 1 \quad \text { and } \quad r>0 \tag{3}
\end{equation*}
$$

We refer to [13] for the case of general functions $h$ satisfying suitable hypotheses. As for (1), (2) with $h$ of the form (3), we refer to [10, 11, 12, 17, 19, 20, 21, 23], where existence of solutions and phenomena such as blowup or stability of steady states are investigated depending on the sign of $\sigma$, on $r$, and on the sensitivity $\chi$.

We point out that our model differs from (1), (2), (3) with $\sigma=-1$, in that the ordinary differential equation in $\left(H_{1}\right)$ is coupled to $\left(H_{3}\right)$ via the "intermediate" equation $\left(\mathrm{H}_{2}\right)$.

Solving $\left(H_{3}\right)$ or (2) classically requires that $f$ have second order derivatives (with respect to $x$ ) in some $L_{q}$-space. In our model the regularity of $f$ is determined by $m$ for which one has a smoothing effect due to $\left(\mathrm{H}_{2}\right)$. This induces the regularity that allows us to derive an $L_{q}$-bound on $p$, which is sufficient to deduce global existence for $n \leq 3$ and without smallness assumptions on the initial data. As for (1)-(3), the
regularity of $f$ is determined by $p$. Thus, the second order derivatives of $p$ should also be in $L_{q}$. Local existence and uniqueness of "smooth" solutions for (1)-(3) can be obtained using maximal regularity for the $p$-equation (2). However, global existence then requires estimates on $p$ that are stronger than $L_{q}$-estimates and which are far from obvious.

In order to state our main result regarding the solvability of $\left(H_{1}\right)-\left(H_{6}\right)$ we assume that $\Omega$ is a bounded and smooth domain in $\mathbb{R}^{n}, n \leq 3$, and that the diffusion coefficients $\alpha, \beta$, and $\gamma$ are positive constants. Concerning the data in $\left(H_{1}\right)-\left(H_{4}\right)$ we assume throughout that there exists some $s>0$ such that

$$
\left\{\begin{array}{l}
a \in W_{\infty}^{2}(\Omega), \quad \partial_{\nu} a=0 \text { on } \partial \Omega  \tag{4}\\
b, d \in C^{s}(\bar{\Omega}), \quad g, e \in L_{\infty}(\Omega)
\end{array}\right.
$$

and that all functions are nonnegative. We also assume that

$$
\begin{equation*}
\chi \in C^{1}\left(\mathbb{R}^{+}\right), \quad \chi \geq 0, \quad \chi \text { and } \chi^{\prime} \text { are globally Lipschitz continuous. } \tag{5}
\end{equation*}
$$

Furthermore, regarding $\varrho, \theta, \omega \in C\left(\bar{\Omega} \times \mathbb{R}, \mathbb{R}^{+}\right)$we suppose that, for some $c_{0}>0$,

$$
\begin{equation*}
|\phi(x, \eta)-\phi(x, \bar{\eta})| \leq c_{0}|\eta-\bar{\eta}|, \quad x \in \Omega, \quad \eta, \bar{\eta} \in \mathbb{R}, \quad \phi \in\{\varrho, \theta, \omega\} \tag{6}
\end{equation*}
$$

Note that this implies, for some $c>0$,

$$
\begin{equation*}
|\phi(x, \eta)| \leq c(1+|\eta|), \quad x \in \Omega, \quad \eta \in \mathbb{R}, \quad \phi \in\{\varrho, \theta, \omega\} \tag{7}
\end{equation*}
$$

To simplify the notation we put $\vartheta:=\varrho-\theta$.
For brevity of notation we set $L_{q}:=L_{q}(\Omega)$ and $W_{q}^{\tau}:=W_{q}^{\tau}(\Omega)$ for $1 \leq q \leq \infty$ and $\tau \geq 0$. Moreover, we denote by $W_{q, \mathcal{B}}^{\tau}:=W_{q, \mathcal{B}}^{\tau}(\Omega)$ the Sobolev-Slobodeckii spaces including the Neumann boundary conditions, that is,

$$
W_{q, \mathcal{B}}^{\tau}:= \begin{cases}\left\{u \in W_{q}^{\tau} ; \partial_{\nu} u=0\right\}, & \tau>1+1 / q \\ W_{q}^{\tau}, & 0 \leq \tau<1+1 / q\end{cases}
$$

If $J \subset \mathbb{R}^{+}$is an interval containing 0 , we set $\dot{J}:=J \backslash\{0\}$.
We shall prove then the following result.
Theorem 1.1. Let assumptions (4)-(6) be satisfied, and let $(1 \vee n / 2)<q<\infty$ and $2 \delta \in(0,2) \backslash\{1+1 / q\}$. Given any nonnegative initial value

$$
\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2 \delta} \times L_{q} \times L_{q}
$$

there exists a global nonnegative solution $(f, m, p, w)$ to $\left(H_{1}\right)-\left(H_{6}\right)$ such that

$$
\begin{aligned}
& f \in C\left(\mathbb{R}^{+}, W_{q, \mathcal{B}}^{2}\right) \cap C^{1}\left(\dot{\mathbb{R}}^{+}, W_{q, \mathcal{B}}^{2}\right), \\
& m \in C\left(\mathbb{R}^{+}, W_{q, \mathcal{B}}^{2 \delta}\right) \cap C\left(\dot{\mathbb{R}}^{+}, W_{q, \mathcal{B}}^{2}\right) \cap C^{1}\left(\dot{\mathbb{R}}^{+}, L_{q}\right), \\
& p \in C\left(\mathbb{R}^{+}, L_{q}\right) \cap C\left(\dot{\mathbb{R}}^{+}, W_{q, \mathcal{B}}^{2}\right) \cap C^{1}\left(\dot{\mathbb{R}}^{+}, L_{q}\right), \\
& w \in C\left(\mathbb{R}^{+}, L_{q}\right) \cap C\left(\dot{\mathbb{R}}^{+}, W_{q, \mathcal{B}}^{2}\right) \cap C^{1}\left(\dot{\mathbb{R}}^{+}, L_{q}\right) .
\end{aligned}
$$

This solution satisfies

$$
\begin{equation*}
t^{\eta}\|p(t)\|_{W_{q}^{2 \eta}} \rightarrow 0 \quad \text { and } \quad t^{\lambda}\|m(t)\|_{W_{q}^{2}} \rightarrow 0 \quad \text { as } \quad t \rightarrow 0^{+} \tag{8}
\end{equation*}
$$

for all $(\eta, \lambda)$ such that

$$
\begin{equation*}
n / q<2 \eta<2, \quad 2 \eta \geq 1, \quad(1-\delta) \vee \eta \leq \lambda<1 \tag{9}
\end{equation*}
$$

and it is the only solution satisfying (8) for some $(\eta, \lambda)$ as in (9).
Remarks 1.2. (a) Except for $\left(H_{1}\right)$, which lacks a smoothing effect due to diffusion, the regularity assumptions on the initial values and the restriction on the integrability index $q$ seem to be fairly weak. In particular, we do not impose bounded initial values or assume that $q>n$, and also the Sobolev regularity on $m^{0}$ can be arbitrary low.
(b) The no-flux boundary condition on $p$ in $\left(H_{5}\right)$ is correct from a modeling point of view, since neither diffusion nor haptotaxis should change the tumor mass. Notice that it reduces to a Neumann boundary condition $\partial_{\nu} p(t)=0$ provided that $\partial_{\nu} f(t)=0$. The latter is guaranteed due to the imposed Neumann boundary conditions on $f^{0}$ and $a$. Thus, these assumptions decouple $p$ and $f$ on the boundary.
(c) The solution depends continuously on the initial value in the sense stated in Proposition 3.1.
(d) The local existence and uniqueness statement of the theorem above is also true for space dimensions $n>3$ as it follows from the proof given below.

We state the following simplified version of the above theorem for the particular case $q>n$.

Corollary 1.3. Let $a, b, d, e, g$ be nonnegative constants and suppose (5), (6). If $q>n$, then problem $\left(H_{1}\right)-\left(H_{6}\right)$ has, for any nonnegative initial value

$$
\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in X:=W_{q}^{2} \times W_{q}^{1} \times W_{q}^{1} \times L_{q}
$$

such that $\partial_{\nu} f^{0}=0$, a unique global nonnegative classical solution $(f, m, p, w)$ in the space $C\left(\mathbb{R}^{+}, X\right)$.

A proof of Corollary 1.3 could be obtained by applying the general semigroup theory for semilinear parabolic problems. However, we shall point out that Theorem 1.1 actually ensures existence and uniqueness of classical solutions under considerably weaker assumptions on the integrability index $q$ but also on the regularity of the initial values $p^{0}$ and $m^{0}$. Also note that any classical solution belonging to $C\left(\mathbb{R}^{+}, X\right)$ satisfies (8) for some $(\eta, \lambda)$ as in (9). In this sense, the uniqueness (and existence) result stated in Theorem 1.1 is more general than in Corollary 1.3.

The outline of this paper is as follows: In section 2 we collect some auxiliary results which are used in the proof of local existence and uniqueness of solutions in section 3. Section 4 is devoted to positivity of solutions, and in section 5 we prove global existence. In section 6 some numerical examples are given in order to illustrate the role of haptotaxis in spatial movement. In section 7 we summarize our results.
2. Preliminaries. In what follows, we denote for $1<q<\infty$ by $\Delta:=\Delta_{q}$ the Laplace operator defined on $W_{q, \mathcal{B}}^{2}$ and observe that it generates a positive, strongly continuous analytic semigroup $\left\{e^{t \Delta} ; t \geq 0\right\}$ of contractions on $L_{q}[1,22]$. Moreover, we will use the inequality

$$
\begin{equation*}
\left\|e^{t \Delta}\right\|_{\mathcal{L}\left(W_{q, \mathcal{B}}^{2 \sigma}, W_{q, \mathcal{B}}^{2 \tau}\right)} \leq c(T) t^{\sigma-\tau}, \quad 0<t \leq T \tag{10}
\end{equation*}
$$

which is true provided that $0 \leq 2 \sigma \leq 2 \tau \leq 2$ with $2 \sigma, 2 \tau \neq 1+1 / q$, where $c(T)$ depends on the involved parameters. We also use the inequality

$$
\begin{equation*}
\left\|e^{t \Delta}\right\|_{\mathcal{L}\left(L_{q}, L_{p}\right)} \leq c(T) t^{-(1 / q-1 / p) n / 2}, \quad t \in(0, T] \tag{11}
\end{equation*}
$$

for $1<q \leq p \leq \infty$. Given $\xi>0$ we then put $U_{\xi}(t):=e^{t \xi \Delta}$. Furthermore, for any measurable function $u: \dot{J} \rightarrow L_{q}$ we set

$$
U_{\xi} \star u(t):=\int_{0}^{t} U_{\xi}(t-s) u(s) \mathrm{d} s, \quad t \in \dot{J}
$$

whenever these integrals exist. If $E$ is a Banach space and $\mu \in \mathbb{R}$, we denote by $B C_{\mu}(\dot{J}, E)$ the Banach space of all functions $u: \dot{J} \rightarrow E$ such that $\left(t \mapsto t^{\mu} u(t)\right)$ is bounded and continuous from $\dot{J}$ into $E$, equipped with the norm

$$
u \mapsto\|u\|_{C_{\mu}(\dot{J}, E)}:=\sup _{t \in \dot{J}} t^{\mu}\|u(t)\|_{E}
$$

We write $C_{\mu}(\dot{J}, E)$ for the closed linear subspace consisting of all $u$ satisfying $t^{\mu} u(t) \rightarrow$ 0 in $E$ as $t \rightarrow 0^{+}$. Note that $C_{\nu}((0, T], E) \hookrightarrow C_{\mu}((0, T], E)$ for $\nu \leq \mu$ and $T>0$.

For later use we state the following auxiliary result on pointwise multiplication.
Lemma 2.1. Suppose that $n / q<2 \eta$ with $2 \eta \geq 1$ and let $0<2 r<(s \wedge 2 \eta)$. Then pointwise multiplication is a continuous mapping
(i) $W_{q}^{2 \eta} \times L_{q} \rightarrow L_{q}$,
(ii) $W_{q}^{2 \eta-1} \times W_{q}^{1} \rightarrow L_{q}$,
(iii) $C^{s}(\bar{\Omega}) \times W_{q}^{2 \eta} \rightarrow W_{q}^{2 r}$.

Proof. (i) follows from the embedding $W_{q}^{2 \eta} \hookrightarrow L_{\infty}$, while statements (ii) and (iii) are easy consequences of [2, Thm. 4.1].

Evidently, given suitable functions $f^{0}=f^{0}(x)$ and $m=m(x, t)$, the solution to $\left(H_{1}\right)$ is

$$
F_{1}(m):=F_{1}\left[f^{0}\right](m):=\left[t \mapsto \exp \left(-\int_{0}^{t} a m(s) \mathrm{d} s\right) f^{0}\right]
$$

Note then that the gradient and the Laplacian take the form

$$
\begin{equation*}
\nabla F_{1}(m)(t)=\exp \left(-\int_{0}^{t} a m(s) \mathrm{d} s\right)\left[\nabla f^{0}-\int_{0}^{t} \nabla(a m)(s) \mathrm{d} s f^{0}\right] \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta F_{1}(m)(t)= & \exp \left(-\int_{0}^{t} a m(s) \mathrm{d} s\right)\left[\Delta f^{0}-\int_{0}^{t} \Delta(a m)(s) \mathrm{d} s f^{0}\right. \\
& \left.+\left|\int_{0}^{t} \nabla(a m)(s) \mathrm{d} s\right|^{2} f^{0}-2 \int_{0}^{t} \nabla(a m)(s) \mathrm{d} s \cdot \nabla f^{0}\right] \tag{13}
\end{align*}
$$

In particular, (12) warrants that $\partial_{\nu} F_{1}(m)(t)=0$ provided $\partial_{\nu} f^{0}=\partial_{\nu} m(t)=0$ for all $t$ since $a \in W_{\infty, \mathcal{B}}^{2}$. Furthermore, $F_{1}$ has the following properties.

Lemma 2.2. For $0<T \leq T_{0}$ put $I:=[0, T]$. If $(1 \vee n / 2)<q<\infty$ and $f^{0} \in W_{q, \mathcal{B}}^{2}$, there holds
(i) $F_{1}(m) \in C^{1}\left(I, W_{q, \mathcal{B}}^{2}\right)$ for $m \in C\left(I, W_{q, \mathcal{B}}^{2}\right)$;
(ii) $F_{1}(m) \in C\left(I, W_{q, \mathcal{B}}^{2}\right)$ for $m \in C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)$ and $\mu<1$, and for $R_{0}>0$ there exists a constant $k:=k\left(T_{0}, R_{0}\right)>0$ such that

$$
\left\|F_{1}(m)-F_{1}(\bar{m})\right\|_{C\left(I, W_{q, \mathcal{B}}^{2}\right)} \leq k\left\|f^{0}\right\|_{W_{q}^{2}} T^{1-\mu}\|m-\bar{m}\|_{C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)}
$$

provided $\|m\|_{C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)},\|\bar{m}\|_{C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)} \leq R_{0}$.

Proof. (i) Fix $m \in C\left(I, W_{q, \mathcal{B}}^{2}\right) \hookrightarrow C\left(I, L_{\infty}\right)$ and temporarily set $F_{1}:=F_{1}(m)$. Owing to Lemma 2.1, (4), and (13) we deduce $(1+\Delta) F_{1} \in C\left(I, L_{q}\right)$, from which it follows that $F_{1} \in C\left(I, W_{q, \mathcal{B}}^{2}\right)$ since $\partial_{\nu} F_{1}=0$. Clearly, this implies $F_{1} \in C^{1}\left(I, W_{q, \mathcal{B}}^{2}\right)$ owing to $\partial_{t} F_{1}=-a m F_{1}$ and the fact that pointwise multiplication is a continuous mapping from $W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2}$ into $W_{q, \mathcal{B}}^{2}$.
(ii) Given $m, \bar{m} \in C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)$ with norm less than $R_{0}>0$, we have

$$
\int_{0}^{t}\|m(s)\|_{\infty} \mathrm{d} s \leq c \int_{0}^{t}\|m(s)\|_{W_{q}^{2}} \mathrm{~d} s \leq c\left(R_{0}\right) t^{1-\mu}, \quad t \in I
$$

This yields for $0 \leq t \leq T$

$$
\begin{aligned}
\left\|F_{1}(m)(t)-F_{1}(\bar{m})(t)\right\|_{L_{q}} & \leq c\left(T_{0}, R_{0}\right) \int_{0}^{t}\|m(s)-\bar{m}(s)\|_{\infty} \mathrm{d} s\left\|f^{0}\right\|_{L_{q}} \\
& \leq c\left(T_{0}, R_{0}\right)\left\|f^{0}\right\|_{L_{q}} T^{1-\mu}\|m-\bar{m}\|_{C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)}
\end{aligned}
$$

Similarly, Lemma 2.1 and (13) entail

$$
\left\|\Delta F_{1}(m)(t)-\Delta F_{1}(\bar{m})(t)\right\|_{L_{q}} \leq c\left(T_{0}, R_{0}\right)\left\|f^{0}\right\|_{W_{q}^{2}} T^{1-\mu}\|m-\bar{m}\|_{C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)}
$$

for $0 \leq t \leq T$, and the assertion follows.
Lemma 2.3. Let $1<q<\infty, 2 \sigma \in(0,2) \backslash\{1+1 / q\}$ and $T, \xi>0$. Then
(i) $U_{\xi} u:=\left[t \mapsto U_{\xi}(t) u\right] \in C_{\sigma}\left((0, T], W_{q, \mathcal{B}}^{2 \sigma}\right)$ for $u \in L_{q}$;
(ii) $U_{\xi} u=\left[t \mapsto U_{\xi}(t) u\right] \in C_{1-\sigma}\left((0, T], W_{q, \mathcal{B}}^{2}\right)$ for $u \in W_{q, \mathcal{B}}^{2 \sigma}$.

Proof. The proof of [4, Prop. 6] is easily adapted to the case (i). In much the same way one shows (ii).
3. Local existence and uniqueness. In the following we use the abbreviations

$$
\begin{aligned}
S(m, p) & :=d p-b m \\
Q(f, p, w) & :=-\nabla \cdot(p \chi(f) \nabla f)+\vartheta(w) p \\
R(f, p, w) & :=-e w-\omega(p) w+g f
\end{aligned}
$$

Here and below we denote by $\vartheta(w)$ and $\omega(p)$ the Nemitskii operators of $\vartheta(\cdot, w)$ and $\omega(\cdot, p)$, respectively; that is, we set $\phi(u):=[x \mapsto \phi(x, u(x))]$ for $\phi \in\{\vartheta, \omega\}$ and $u$ : $\Omega \rightarrow \mathbb{R}$.

The proof of the existence and uniqueness statement of Theorem 1.1 is based on the next result.

PROPOSITION 3.1. Let $1<q<\infty$ and $n / q<2 \eta \leq 2 \xi \leq 2 \mu<2$ with $2 \eta \geq 1$. Given $B \geq 1$ there exists $T:=T(B)>0$ such that, for any

$$
u^{0}:=\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in E:=W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2(1-\mu)} \times L_{q} \times L_{q}
$$

with $\left\|u^{0}\right\|_{E} \leq B$, the problem

$$
\left\{\begin{align*}
f(t) & =\exp \left(-\int_{0}^{t} a m(s) \mathrm{d} s\right) f^{0}, & & t \in I  \tag{M}\\
m(t) & =U_{\alpha}(t) m^{0}+U_{\alpha} \star S(m, p)(t), & & t \in I \\
p(t) & =U_{\beta}(t) p^{0}+U_{\beta} \star Q(f, p, w)(t), & & t \in I \\
w(t) & =U_{\gamma}(t) w^{0}+U_{\gamma} \star R(f, p, w)(t), & & t \in I
\end{align*}\right.
$$

has a unique solution

$$
u:=(f, m, p, w) \in \mathcal{V}_{T}:=C\left(I, W_{q, \mathcal{B}}^{2}\right) \times C_{\mu}\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right) \times C_{\xi}\left(\dot{I}, W_{q, \mathcal{B}}^{2 \eta}\right) \times C\left(I, L_{q}\right)
$$

where $I:=[0, T]$. Moreover, the solution depends continuously on the initial value in the sense that if $\bar{u} \in \mathcal{V}_{T}$ denotes the solution corresponding to $\bar{u}^{0} \in E$ with $\left\|\bar{u}^{0}\right\|_{E} \leq B$, then $\bar{u} \rightarrow u$ in $\mathcal{V}_{T}$ as $\bar{u}^{0} \rightarrow u^{0}$ in $E$.

Proof. Given $T \in(0,1]$ we put

$$
\begin{aligned}
W_{T}:=C\left([0, T], W_{q, \mathcal{B}}^{2}\right), & X_{T}:=C_{\mu}\left((0, T], W_{q, \mathcal{B}}^{2}\right), \\
Y_{T} & :=C_{\xi}\left((0, T], W_{q, \mathcal{B}}^{2 \eta}\right),
\end{aligned} \quad Z_{T}:=C\left([0, T], L_{q}\right), ~ \$
$$

so that $\mathcal{V}_{T}=W_{T} \times X_{T} \times Y_{T} \times Z_{T}$. For $u^{0}=\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in E$ it then follows from Lemma 2.3 that

$$
V^{0}:=\left(f^{0}, U_{\alpha} m^{0}, U_{\beta} p^{0}, U_{\gamma} w^{0}\right) \in \mathcal{V}_{T}
$$

Defining

$$
\begin{aligned}
F_{2}(m, p) & :=U_{\alpha} m^{0}+U_{\alpha} \star S(m, p), \\
F_{3}(f, p, w) & :=U_{\beta} p^{0}+U_{\beta} \star Q(f, p, w), \\
F_{4}(f, p, w) & :=U_{\gamma} w^{0}+U_{\gamma} \star R(f, p, w),
\end{aligned}
$$

and

$$
F(u):=F(f, m, p, w):=\left(F_{1}(m), F_{2}(m, p), F_{3}(f, p, w), F_{4}(f, p, w)\right)
$$

problem (M) can be recast as a fixed point problem of the form $F(u)=u \in \mathcal{V}_{T}$. In order to solve this problem, we first recall that Lemma 2.2(ii) implies that there exists for any given $R_{0}>0$ a constant $c\left(R_{0}\right)>0$ with

$$
\begin{equation*}
\left\|F_{1}(m)-F_{1}(\bar{m})\right\|_{W_{T}} \leq c\left(R_{0}\right) T^{1-\mu}\|m-\bar{m}\|_{X_{T}} \tag{14}
\end{equation*}
$$

provided $m, \bar{m} \in X_{T}$ with $\|m\|_{X_{T}},\|\bar{m}\|_{X_{T}} \leq R_{0}$ and $\left\|f^{0}\right\|_{W_{q, \mathcal{B}}^{2}} \leq R_{0}$. We fix $r$ such that $0<2 r<(s \wedge 2 \eta \wedge(1+1 / q))$, where $s>0$ is given in (4). For $m \in X_{T}$ and $p \in Y_{T}$ we derive from Lemma 2.1(iii), (10), and (4)

$$
\begin{align*}
\left\|U_{\alpha} \star S(m, p)(t)\right\|_{W_{q}^{2}} & \leq c \int_{0}^{t}\left\|U_{\alpha}(t-s)\right\|_{\mathcal{L}\left(W_{q, \mathcal{B}}^{2 r}, W_{q, \mathcal{B}}^{2}\right)}\left(\|p(s)\|_{W_{q}^{2 \eta}}+\|m(s)\|_{W_{q}^{2}}\right) \mathrm{d} s  \tag{15}\\
& \leq c t^{r-\xi} \mathrm{B}(r, 1-\xi)\|p\|_{Y_{T}}+c t^{r-\mu} \mathrm{B}(r, 1-\mu)\|m\|_{X_{T}},
\end{align*}
$$

where B denotes the beta function. Therefore,

$$
\begin{equation*}
\left\|F_{2}(m, p)-F_{2}(\bar{m}, \bar{p})\right\|_{X_{T}} \leq c T^{r}\left(\|p-\bar{p}\|_{Y_{T}}+\|m-\bar{m}\|_{X_{T}}\right) \tag{16}
\end{equation*}
$$

for $m, \bar{m} \in X_{T}$ and $p, \bar{p} \in Y_{T}$. Next observe that

$$
\nabla \cdot(p \chi(f) \nabla f)=p \chi(f) \Delta f+\chi(f) \nabla p \cdot \nabla f+p \chi^{\prime}(f)|\nabla f|^{2}
$$

hence

$$
\|\nabla \cdot(p \chi(f) \nabla f)\|_{L_{q}} \leq c\|p\|_{W_{q}^{2 \eta}}\left(1+\|f\|_{W_{q}^{2}}^{3}\right), \quad p \in W_{q, \mathcal{B}}^{2 \eta}, \quad f \in W_{q, \mathcal{B}}^{2}
$$

by Lemma 2.1 and (5). Given $f \in W_{T}, p \in Y_{T}$, and $w \in Z_{T}$ we thus compute, using (10) and (7),

$$
\begin{array}{r}
\left\|U_{\beta} \star Q(f, p, w)(t)\right\|_{W_{q}^{2 \eta}} \leq c \int_{0}^{t}\left\|U_{\beta}(t-s)\right\|_{\mathcal{L}\left(L_{q}, W_{q, \mathcal{B}}^{2 \eta}\right)}\left\{\|p(s)\|_{W_{q}^{2 \eta}}\left(1+\|f(s)\|_{W_{q}^{2}}^{3}\right)\right.  \tag{17}\\
\left.+\left(1+\|w(s)\|_{L_{q}}\right)\|p(s)\|_{W_{q}^{2 \eta}}\right\} \mathrm{d} s \\
\leq c t^{1-\eta-\xi} \mathrm{B}(1-\eta, 1-\xi)\|p\|_{Y_{T}}\left(1+\|f\|_{W_{T}}^{3}+\|w\|_{Z_{T}}\right)
\end{array}
$$

Similarly, for $f, \bar{f} \in W_{T}, p, \bar{p} \in Y_{T}$, and $w, \bar{w} \in Z_{T}$ we obtain

$$
\begin{align*}
\left\|F_{3}(f, p, w)-F_{3}(\bar{f}, \bar{p}, \bar{w})\right\|_{Y_{T}} \leq & c T^{1-\eta}\|p\|_{Y_{T}}\left(1+\|f\|_{W_{T}}+\|\bar{f}\|_{W_{T}}\right)^{2}\|f-\bar{f}\|_{W_{T}}  \tag{18}\\
& +c T^{1-\eta}\left(1+\|\bar{f}\|_{W_{T}}^{3}+\|w\|_{Z_{T}}\right)\|p-\bar{p}\|_{Y_{T}} \\
& +c T^{1-\eta}\|p\|_{Y_{T}}\|w-\bar{w}\|_{Z_{T}}
\end{align*}
$$

Given $f, \bar{f} \in W_{T}, p, \bar{p} \in Y_{T}$, and $w, \bar{w} \in Z_{T}$ analogous computations show that

$$
\begin{align*}
\left\|F_{4}(f, p, w)-F_{4}(\bar{f}, \bar{p}, \bar{w})\right\|_{Z_{T}} \leq & c T^{1-\xi}\left(1+\|\bar{p}\|_{Y_{T}}\right)\|w-\bar{w}\|_{Z_{T}} \\
& +c T^{1-\xi}\|w\|_{Z_{T}}\|p-\bar{p}\|_{Y_{T}}  \tag{19}\\
& +c T\|f-\bar{f}\|_{W_{T}}
\end{align*}
$$

Combining (14), (16), (18), (19), and defining $\lambda:=(1-\mu) \wedge r \wedge(1-\xi)>0$ we find a constant $\kappa\left(R_{0}\right)>0$ such that

$$
\begin{align*}
\|F(u)-F(\bar{u})\|_{\mathcal{V}_{T}} & \leq \kappa\left(R_{0}\right) T^{\lambda}\left(1+\|u\|_{\mathcal{V}_{T}}+\|\bar{u}\|_{\mathcal{V}_{T}}\right)\|u-\bar{u}\|_{\mathcal{V}_{T}}  \tag{20a}\\
\left\|F(u)-V^{0}\right\|_{\mathcal{V}_{T}} & \leq \kappa\left(R_{0}\right) T^{\lambda}\left(1+\|u\|_{\mathcal{V}_{T}}\right)\|u\|_{\mathcal{V}_{T}} \tag{20b}
\end{align*}
$$

provided $u=(f, m, p, w), \bar{u}=(\bar{f}, \bar{m}, \bar{p}, \bar{w}) \in \mathcal{V}_{T}$ are such that $\|m\|_{X_{T}},\|\bar{m}\|_{X_{T}} \leq R_{0}$ and $\left\|f^{0}\right\|_{W_{q}^{2}} \leq R_{0}$, where $R_{0}>0$ and $T \in(0,1]$ are arbitrary. Put

$$
\mathcal{K}:=1+\sup _{0<t \leq 1}\left(t^{\mu}\left\|U_{\alpha}(t)\right\|_{\mathcal{L}\left(W_{q, \mathcal{B}}^{2(1-\mu)}, W_{q, \mathcal{B}}^{2}\right)}+t^{\xi}\left\|U_{\beta}(t)\right\|_{\mathcal{L}\left(L_{q}, W_{q}, \mathcal{B}\right)}^{2 \eta}\right)
$$

which is a finite constant according to $(10)$, and let $R_{0}:=(1+\mathcal{K}) B$ for $B \geq 1$ given. Choose then $T:=T(B) \in(0,1]$ such that

$$
\begin{equation*}
\kappa\left(R_{0}\right)\left(1+R_{0}\right) R_{0} T^{\lambda} \leq \frac{1}{2} \quad \text { and } \quad k\left(1, R_{0}\right) B T^{1-\mu} \leq \frac{1}{4} \tag{21}
\end{equation*}
$$

the constant $k\left(1, R_{0}\right)>0$ stemming from Lemma 2.2(ii). Notice that, in particular, for $u^{0}=\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in E$ with $\left\|u^{0}\right\|_{E} \leq B$, there holds

$$
\left\|V^{0}\right\|_{\mathcal{V}_{T}} \leq \mathcal{K} B, \quad V^{0}=\left(f^{0}, U_{\alpha} m^{0}, U_{\beta} p^{0}, U_{\gamma} w^{0}\right)
$$

Denoting by $\mathcal{B}_{T}$ the closed ball in $\mathcal{V}_{T}$ with center $V^{0}$ and radius $B$, we hence have

$$
\|u\|_{\mathcal{V}_{T}} \leq(1+\mathcal{K}) B=R_{0}, \quad u \in \mathcal{B}_{T}
$$

Therefore, in view of (20a), (20b), and (21), the mapping $F: \mathcal{B}_{T} \rightarrow \mathcal{B}_{T}$ is a contraction (with contraction constant less than $1 / 2$ ), which implies the existence of a unique solution to problem (M) for any $u^{0}=\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in E$ with $\left\|u^{0}\right\|_{E} \leq B$. If $\bar{u}^{0}=\left(\bar{f}^{0}, \bar{m}^{0}, \bar{p}^{0}, \bar{w}^{0}\right) \in E$ with $\left\|\bar{u}^{0}\right\|_{E} \leq B$ is another initial value, there exists a corresponding unique solution $\bar{u}=(\bar{f}, \bar{m}, \bar{p}, \bar{w}) \in \mathcal{V}_{T}$ satisfying $\|\bar{u}\|_{\mathcal{V}_{T}} \leq R_{0}$. Defining

$$
\tilde{F}:=\left(F_{2}, F_{3}, F_{4}\right) \quad \text { and } \quad \bar{V}^{0}:=\left(\bar{f}^{0}, U_{\alpha} \bar{m}^{0}, U_{\beta} \bar{p}^{0}, U_{\gamma} \bar{w}^{0}\right)
$$

we derive from (20a), (20b), and Lemma 2.2(ii) that

$$
\begin{aligned}
\|u-\bar{u}\|_{\mathcal{V}_{T}} \leq & \left\|F_{1}\left[f^{0}\right](m)-F_{1}\left[\bar{f}^{0}\right](\bar{m})\right\|_{W_{T}}+\|\tilde{F}(u)-\tilde{F}(\bar{u})\|_{X_{T} \times Y_{T} \times Z_{T}} \\
& +\left\|U_{\alpha}\left(m^{0}-\bar{m}^{0}\right)\right\|_{X_{T}}+\left\|U_{\beta}\left(p^{0}-\bar{p}^{0}\right)\right\|_{Y_{T}}+\left\|U_{\gamma}\left(w^{0}-\bar{w}^{0}\right)\right\|_{Z_{T}} \\
\leq & k\left(1, R_{0}\right)\left\|f^{0}\right\|_{W_{q, \mathcal{B}}^{2}} T^{1-\mu}\|m-\bar{m}\|_{X_{T}}+k\left(1, R_{0}\right)\|\bar{m}\|_{X_{T}}\left\|f^{0}-\bar{f}^{0}\right\|_{W_{q, \mathcal{B}}^{2}} \\
& +\frac{1}{2}\|u-\bar{u}\|_{\mathcal{V}_{T}}+\left\|V^{0}-\bar{V}^{0}\right\| \mathcal{V}_{T} .
\end{aligned}
$$

But then, due to (21),

$$
\|u-\bar{u}\|_{\mathcal{V}_{T}} \leq c\left(R_{0}\right)\left\|V^{0}-\bar{V}^{0}\right\|_{\mathcal{V}_{T}} \leq c\left(R_{0}\right) \mathcal{K}\left\|u^{0}-\bar{u}^{0}\right\|_{E}
$$

whence $\bar{u} \rightarrow u$ in $\mathcal{V}_{T}$ as $\bar{u}^{0} \rightarrow u^{0}$ in $E$. This proves the proposition.
We now focus on the existence of a unique maximal solution to $\left(H_{1}\right)-\left(H_{6}\right)$ enjoying the regularity properties stated in Theorem 1.1.

Let $(1 \vee n / 2)<q<\infty$ and $2 \delta \in(0,2) \backslash\{1+1 / q\}$ be given. Fix $\eta$ and $\lambda$ such that $n / q<2 \eta<2$ with $2 \eta \geq 1$ and $(1-\delta) \vee \eta \leq \lambda<1$ and put $(\xi, \mu):=(\eta, \lambda)$. Then, for $\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2 \delta} \times L_{q} \times L_{q}$, Proposition 3.1 ensures the existence of $T>0$ and a unique solution
$u=(f, m, p, w) \in C\left([0, T], W_{q, \mathcal{B}}^{2}\right) \times C_{\mu}\left((0, T], W_{q, \mathcal{B}}^{2}\right) \times C_{\xi}\left((0, T], W_{q, \mathcal{B}}^{2 \eta}\right) \times C\left([0, T], L_{q}\right)$ to problem (M). As in (17),

$$
\left\|U_{\beta} \star Q(f, p, w)(t)\right\|_{L_{q}} \leq c(T) t^{1-\xi} \rightarrow 0 \quad \text { as } \quad t \rightarrow 0^{+}
$$

and therefore

$$
p=U_{\beta} p^{0}+U_{\beta} \star Q(f, p, w) \in C\left([0, T], L_{q}\right)
$$

is a mild $L_{q}$-solution to $\left(H_{3}\right)$. From this and the identity

$$
m=U_{\alpha} m^{0}+U_{\alpha} \star S(m, p)
$$

we obtain that $m \in C\left([0, T], W_{q, \mathcal{B}}^{2 \delta}\right)$ is a mild $L_{q}$-solution to $\left(H_{2}\right)$. Clearly, $w \in$ $C\left([0, T], L_{q}\right)$ is a mild $L_{q}$-solution to $\left(H_{4}\right)$.

Next we show that these mild solutions are actually classical solutions. First, we fix $\varepsilon \in(0, T]$ and set $I:=[0, T-\varepsilon]$. Then

$$
\begin{array}{ll}
f_{\varepsilon}:=f(\cdot+\varepsilon) \in C\left(I, W_{q, \mathcal{B}}^{2}\right), & \\
m_{\varepsilon}:=m(\cdot+\varepsilon) \in C\left(I, W_{q, \mathcal{B}}^{2}\right) \\
p_{\varepsilon}:=p(\cdot+\varepsilon) \in C\left(I, W_{q, \mathcal{B}}^{2 \eta}\right), & \\
w_{\varepsilon}:=w(\cdot+\varepsilon) \in C\left(I, L_{q}\right)
\end{array}
$$

Furthermore, Lemma 2.2(i) warrants $f_{\varepsilon} \in C^{1}\left(I, W_{q, \mathcal{B}}^{2}\right)$ and thus, letting $\varepsilon \rightarrow 0^{+}$, we obtain $f \in C^{1}\left((0, T], W_{q, \mathcal{B}}^{2}\right)$. Next, $h_{\varepsilon}:=S\left(m_{\varepsilon}, p_{\varepsilon}\right) \in C\left(I, W_{q, \mathcal{B}}^{2 r}\right)$ with $r>0$ sufficiently small by Lemma 2.1(iii). Therefore, observing that $W_{q, \mathcal{B}}^{2 r}$ is a (real) interpolation space between $L_{q}$ and $W_{q, \mathcal{B}}^{2}$ (cf. [24]) and taking into account that $m_{\varepsilon}$ is a mild $L_{q}$-solution to the linear problem

$$
\dot{M}-\alpha \Delta M=h_{\varepsilon}(t), \quad t \in \dot{I}, \quad M(0)=m_{\varepsilon}(0) \in W_{q, \mathcal{B}}^{2}
$$

we conclude that $m_{\varepsilon} \in C^{1}\left(\dot{I}, L_{q}\right) \cap C\left(I, W_{q, \mathcal{B}}^{2}\right)$ since mild solutions to linear problems are unique; see [3, II.Thm. 1.2.2]. Letting $\varepsilon \rightarrow 0^{+}$we deduce that $m$ is a classical solution to $\left(H_{2}\right)$ possessing the same regularity properties as $m_{\varepsilon}$ on $(0, T]$. Next, define $j_{\varepsilon}:=Q\left(f_{\varepsilon}, p_{\varepsilon}, w_{\varepsilon}\right) \in C\left(I, L_{q}\right)$ and notice that $p_{\varepsilon}$ is a mild $L_{q}$-solution to the linear problem

$$
\begin{equation*}
\dot{P}-\beta \Delta P=j_{\varepsilon}(t), \quad t \in \dot{I}, \quad P(0)=p_{\varepsilon}(0) \in W_{q, \mathcal{B}}^{2 \eta} \tag{22}
\end{equation*}
$$

Thus, $p_{\varepsilon} \in C^{\varrho}\left(I, W_{q, \mathcal{B}}^{2 \sigma}\right)$ with $2 \eta>2 \sigma>n / q$ and $2 \sigma \geq 1$, where $\varrho:=\eta-\sigma>0$ owing to [3, II.Thm. 5.3.1]. Clearly, due to $k_{\varepsilon}:=R\left(f_{\varepsilon}, p_{\varepsilon}, w_{\varepsilon}\right) \in C\left(I, L_{q}\right)$ and (10) we have

$$
w_{\varepsilon}=U_{\gamma} w_{\varepsilon}(0)+U_{\gamma} \star k_{\varepsilon} \in C\left(I, W_{q, \mathcal{B}}^{2 \nu}\right), \quad \nu<1
$$

Applying again [3, II.Thm. 5.3.1] we obtain $w_{\varepsilon} \in C^{\varrho}\left(I, L_{q}\right)$. From (6) and the fact that $f_{\varepsilon} \in C^{1}\left(I, W_{q, \mathcal{B}}^{2}\right)$ and $p_{\varepsilon} \in C^{\varrho}\left(I, W_{q, \mathcal{B}}^{2 \sigma}\right)$ it follows that $k_{\varepsilon} \in C^{\varrho}\left(I, L_{q}\right)$; hence, as above, $w_{\varepsilon} \in C^{1}\left(\dot{I}, L_{q}\right) \cap C\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)$ by [3, II.Thm. 1.2.2], which ensures that $w$ is a classical solution to $\left(H_{4}\right)$ with the corresponding regularity properties. Moreover, recalling that $2 \sigma>n / q$ with $2 \sigma \geq 1$ and invoking Lemma 2.1, we deduce $j_{\varepsilon} \in$ $C^{\varrho}\left(I, L_{q}\right)$ thanks to (5). Due to [3, II.Thm. 1.2.2] and (22) this implies that $p_{\varepsilon}$ belongs to $C^{1}\left(\dot{I}, L_{q}\right) \cap C\left(\dot{I}, W_{q, \mathcal{B}}^{2}\right)$, whence $p \in C^{1}\left((0, T], L_{q}\right) \cap C\left((0, T], W_{q, \mathcal{B}}^{2}\right)$ is a classical solution to $\left(H_{3}\right)$.

Let us now prove that this solution is unique in the sense stated in Theorem 1.1. Suppose therefore that there exist two solutions $(\tilde{f}, \tilde{m}, \tilde{p}, \tilde{w})$ and $(\bar{f}, \bar{m}, \bar{p}, \bar{w})$ to $\left(H_{1}\right)-$ $\left(H_{6}\right)$ on some interval $[0, T]$ satisfying

$$
\begin{array}{lr}
\tilde{f}, \bar{f} \in C\left([0, T], W_{q, \mathcal{B}}^{2}\right), & \tilde{w}, \bar{w} \in C\left([0, T], L_{q}\right), \\
\tilde{m} \in C_{\tilde{\lambda}}\left((0, T], W_{q, \mathcal{B}}^{2}\right), & \bar{m} \in C_{\bar{\lambda}}\left((0, T], W_{q, \mathcal{B}}^{2}\right), \\
\tilde{p} \in C_{\tilde{\eta}}\left((0, T], W_{q, \mathcal{B}}^{2 \tilde{\mathcal{B}}}\right), & \bar{p} \in C_{\bar{\eta}}\left((0, T], W_{q, \mathcal{B}}^{2 \bar{\eta}}\right)
\end{array}
$$

for some $n / q<2 \tilde{\eta}, 2 \bar{\eta}<2$ with $2 \tilde{\eta}, 2 \bar{\eta} \geq 1$ and $\tilde{\lambda}, \bar{\lambda}<1$. Defining

$$
\eta:=\tilde{\eta} \wedge \bar{\eta}, \quad \xi:=\tilde{\eta} \vee \bar{\eta}, \quad \mu:=\tilde{\lambda} \vee \bar{\lambda} \vee \xi \vee(1-\delta)
$$

we obtain two solutions to (M) such that both $\tilde{m}, \bar{m}$ belong to $C_{\mu}\left((0, T], W_{q, \mathcal{B}}^{2}\right)$ and both $\tilde{p}, \bar{p}$ belong to $C_{\xi}\left((0, T], W_{q, \mathcal{B}}^{2 \eta}\right)$, where $n / q<2 \eta \leq 2 \xi \leq 2 \mu<2$ with $2 \eta \geq 1$. Making $T$ smaller if necessary, Proposition 3.1 guarantees that ( $\tilde{f}, \tilde{m}, \tilde{p}, \tilde{w}$ ) coincides with $(\bar{f}, \bar{m}, \bar{p}, \bar{w})$ on $[0, T]$.

Evidently, local uniqueness warrants that we may extend the solution $(f, m, p, w)$ constructed above to a maximal solution on an interval $J:=\left[0, t^{+}\right)$. Since, according to Proposition 3.1, the local existence time $T>0$ can be chosen uniformly with respect to initial values that are bounded in $W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2 \delta} \times L_{q} \times L_{q}$, we surely have

$$
\begin{equation*}
\limsup _{t / t^{+}}\|(f(t), m(t), p(t), w(t))\|_{W_{q}^{2} \times W_{q}^{2 \delta} \times L_{q} \times L_{q}}=\infty \tag{23}
\end{equation*}
$$

in the case that $t^{+}<\infty$.
Summing up, we have shown thus far that problem $\left(H_{1}\right)-\left(H_{6}\right)$ admits a maximal solution being unique and possessing the regularity properties in the sense stated in Theorem 1.1. Moreover, this solution satisfies (8) and, if $t^{+}<\infty$, then (23) also holds.

Remark 3.2. Given $p^{0} \in W_{q, \mathcal{B}}^{2 \eta}$ with $n / q<2 \eta<2$ and $2 \eta \geq 1$ there holds $p \in C\left(J, W_{q, \mathcal{B}}^{2 \eta}\right)$. In particular, one may choose $2 \eta=1$ if $q>n$; see Corollary 1.3. This readily follows by taking $C\left([0, T], W_{q, \mathcal{B}}^{2 \eta}\right)$ as state space for $p$ instead of the weighted space $C_{\xi}\left((0, T], W_{q, \mathcal{B}}^{2 \eta}\right)$ in the above proof.
4. Positivity. Using ideas as in [18] we now show positivity of the solution corresponding to positive initial values. Given

$$
\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2 \delta} \times L_{q} \times L_{q}
$$

such that $f^{0} \geq 0, m^{0} \geq 0, p^{0} \geq 0$, and $w^{0} \geq 0$ (a.e. on $\Omega$ ) let ( $f, m, p, w$ ) denote the maximal solution on $J$ constructed in the previous section. Then obviously $f(t) \geq 0$ on $\Omega$ for $t \in J$.

First suppose that $q>(n \vee 2)$ and $p^{0}, w^{0} \in W_{q, \mathcal{B}}^{2}$. Fix $T \in \dot{J}$ and $n / q<2 \sigma<1$. Then choose $\eta \in(1 / 2,1-\sigma)$ and observe that $p \in C_{\eta}\left(\dot{J}, W_{q, \mathcal{B}}^{2 \eta}\right)$ in view of (8). Analogously to (17) it follows from Lemma 2.1 that

$$
\left\|U_{\beta} \star Q(f, p, w)(t)\right\|_{W_{q}^{2 \sigma}} \leq c(T) t^{1-\sigma-\eta} \longrightarrow 0 \quad \text { as } \quad t \rightarrow 0^{+}
$$

and consequently

$$
p=U_{\beta} p^{0}+U_{\beta} \star Q(f, p, w) \in C\left([0, T], W_{q, \mathcal{B}}^{2 \sigma}\right) \hookrightarrow C([0, T] \times \bar{\Omega})
$$

Similarly, there holds

$$
w=U_{\gamma} w^{0}+U_{\gamma} \star R(f, p, w) \in C\left([0, T], W_{q, \mathcal{B}}^{2 \sigma}\right) \hookrightarrow C([0, T] \times \bar{\Omega})
$$

and thus, in particular,

$$
\begin{equation*}
\vartheta(w) \in C([0, T] \times \bar{\Omega}) \tag{24}
\end{equation*}
$$

According to $[18$, p. 451$]$ there exist a function $H \in C^{2}(\mathbb{R})$ and a constant $c_{0}>0$ such that $H(z)=0$ for $z \geq 0$ and $H(z)>0$ for $z<0$ and such that

$$
0 \leq H^{\prime \prime}(z) z^{2} \leq c_{0} H(z), \quad z \in \mathbb{R}
$$

and

$$
0 \leq H^{\prime}(z) z \leq c_{0} H(z), \quad z \in \mathbb{R}
$$

Define $M \in C^{1}((0, T]) \cap C([0, T])$ as

$$
M(t):=\int_{\Omega} H(p(t, x)) \mathrm{d} x, \quad t \in[0, T]
$$

Owing to $\partial_{\nu} p(t)=\partial_{\nu} f(t)=0$ we deduce from $\left(H_{3}\right)$ that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} M(t)= & \int_{\Omega} H^{\prime}(p)(\beta \Delta p-\nabla \cdot(p \chi(f) \nabla f)+\vartheta(w) p) \mathrm{d} x \\
= & -\beta \int_{\Omega} H^{\prime \prime}(p)|\nabla p|^{2} \mathrm{~d} x+\int_{\Omega} H^{\prime \prime}(p) p \chi(f) \nabla p \cdot \nabla f \mathrm{~d} x \\
& +\int_{\Omega} H^{\prime}(p) \vartheta(w) p \mathrm{~d} x
\end{aligned}
$$

Therefore, since

$$
|p \chi(f) \nabla p \cdot \nabla f| \leq \frac{\beta}{2}|\nabla p|^{2}+\frac{1}{2 \beta} p^{2} \chi(f)^{2}|\nabla f|^{2}
$$

we infer from (7) and the fact that both $f$ and $\nabla f$ belong to $C([0, T] \times \bar{\Omega})$, from (24), and the properties of the function $H$ that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} M(t) \leq c(T) M(t), \quad t \in(0, T]
$$

Thus $M(0)=0$ ensures $M(t)=0$ for $t \in[0, T]$, that is, $p(t) \geq 0$ on $\Omega$ for $t \in[0, T]$. It is then straightforward to prove that $m(t) \geq 0$ and $w(t) \geq 0$ on $\Omega$ for $t \in[0, T]$. But $T>0$ was arbitrary, so the desired positivity follows.

Finally, to show positivity in the general case $q>(1 \vee n / 2)$ we approximate $p^{0}, w^{0} \in L_{q}$ by nonnegative smooth functions and use the continuous dependence of the solution on the initial value provided by Proposition 3.1.
5. Global existence. It remains only to prove global existence. We denote by $(f, m, p, w)$ the maximal nonnegative solution on $J=\left[0, t^{+}\right)$corresponding to the nonnegative initial value

$$
\left(f^{0}, m^{0}, p^{0}, w^{0}\right) \in W_{q, \mathcal{B}}^{2} \times W_{q, \mathcal{B}}^{2 \delta} \times L_{q} \times L_{q} .
$$

We first claim that it suffices to prove

$$
\begin{equation*}
\sup _{t \in J \cap[0, T]}\|p(t)\|_{L_{q}}<\infty, \quad T>0 \tag{25}
\end{equation*}
$$

in order to conclude that $t^{+}=\infty$. Indeed, suppose that (25) holds for any $T>0$ and set $J_{T}:=J \cap[0, T]$. Replacing the solution by the shifted solution $\left(f_{\varepsilon}, m_{\varepsilon}, p_{\varepsilon}, w_{\varepsilon}\right)$ introduced in the existence proof in section 3, we may assume without loss of generality that all $m, p, w$ belong to $C\left(J, W_{q, \mathcal{B}}^{2}\right) \cap C^{1}\left(J, L_{q}\right)$, in particular that $m^{0} \in W_{q, \mathcal{B}}^{2}$. Observe then that $w \in L_{\infty}\left(J_{T}, L_{\infty}\right)$ as it follows from $\left(H_{4}\right)$ since $w(t) \geq 0$ and $\|f(t)\|_{\infty} \leq\left\|f^{0}\right\|_{\infty}$. Next, since $b \in L_{\infty}$, we may choose $\lambda>0$ sufficiently large such that $-(\lambda+b-\alpha \Delta)$ has bounded imaginary powers with angle strictly less than $\pi / 2$ (for instance, see [3, III.Ex. 4.7.3(d), III.Thm. 4.8.7]). Therefore, defining $n(t):=e^{-\lambda t} m(t)$ and noticing that

$$
\dot{n}+(\lambda+b-\alpha \Delta) n=d e^{-\lambda t} p(t)=: z(t), \quad n(0)=m^{0} \in W_{q, \mathcal{B}}^{2}
$$

it follows from [3, III.Thm. 4.10.7] that $n \in L_{q}\left(J_{T}, W_{q, \mathcal{B}}^{2}\right)$ since $z \in L_{\infty}\left(J_{T}, L_{q}\right)$ by $(25)$ and $n(0) \in W_{q, \mathcal{B}}^{2}$. But then

$$
\int_{0}^{t}\|m(s)\|_{W_{q}^{2}} \mathrm{~d} s \leq c(T), \quad t \in J_{T}
$$

and we deduce from (13) that $f \in L_{\infty}\left(J_{T}, W_{q, \mathcal{B}}^{2}\right)$. Finally, owing to $p \in L_{\infty}\left(J_{T}, L_{q}\right)$, (10), and Gronwall's inequality we conclude from $\left(H_{2}\right)$ that $m \in L_{\infty}\left(J_{T}, W_{q, \mathcal{B}}^{2 \delta}\right)$. Consequently, combining all the estimates on $f, m, p$, and $w$ we see that the blowup criterion (23) implies $t^{+}=\infty$ since $T>0$ was arbitrary. Therefore, (25) is indeed sufficient to conclude global existence.

To derive the desired $L_{q}$-bound on $p$ we employ a change of variable of the form $p \mapsto \frac{p}{\phi(f)}$, where $\phi$ solves

$$
\phi^{\prime}(z)=\frac{\chi(z)}{\beta} \phi(z), \quad z>0, \quad \phi(0)=1
$$

This device has been used in $[11,12,14]$ for equations of the form (1), (2), (3) and leads in our case to the equation in divergence form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{p}{\phi(f)}=\frac{\beta}{\phi(f)} \nabla \cdot\left(\phi(f) \nabla \frac{p}{\phi(f)}\right)+\vartheta(w) \frac{p}{\phi(f)}+\frac{a}{\beta} \chi(f) f m \frac{p}{\phi(f)} \tag{26}
\end{equation*}
$$

Global existence is then an easy consequence of the following proposition, where the basic idea of its proof is adapted from [11]. We point out here again that in our case, the coupling of $\left(H_{1}\right)$ and $\left(H_{3}\right)$ via $\left(H_{2}\right)$ allows us to derive the a priori estimate for $p$ (which does not seem to be possible without a smallness condition on the initial value in the case of (1), (2), (3) with $\sigma=-1$; see [11]).

Proposition 5.1. Suppose that $\|p(t)\|_{L_{\rho}} \leq c(T), t \in J_{T}:=J \cap[0, T]$, for some $\rho \in[1, q)$ and suppose there exists $\varrho \in(\rho, 2 \rho \wedge q]$ such that

$$
\begin{equation*}
\varrho\left(\frac{n}{\rho}-2\right)<2\left(\rho-1+\frac{2 \rho}{n}\right) \tag{27}
\end{equation*}
$$

Then $\|p(t)\|_{L_{e}} \leq c(T)$ for $t \in J_{T}$.
Proof. We first observe that (27) allows to fix $r>1$ such that

$$
\begin{equation*}
\frac{n \varrho}{n \varrho+2 \rho}<\frac{1}{r}<1+\frac{2}{n}-\frac{1}{\rho} \tag{28}
\end{equation*}
$$

If $\varrho \geq 2$, we set $\mu:=0$; otherwise we fix $\mu \in(0,1)$. Then we put $p_{\mu}:=p+\mu \geq \mu$ and note that

$$
\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}=\frac{\varrho}{2}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2-1} \nabla \frac{p_{\mu}}{\phi(f)}
$$

by the chain rule. Hence $\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2} \in W_{2}^{1}$ since $W_{q}^{1} \hookrightarrow L_{2}$ due to $q>n / 2$. Moreover, $\partial_{\nu} \frac{p_{\mu}}{\phi(f)}=0$ owing to $\partial_{\nu} p=\partial_{\nu} f=0$. Thus, given any $\Lambda \in C^{2}((0, \infty))$ we derive
from (26)

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \phi(f) \Lambda\left(\frac{p_{\mu}}{\phi(f)}\right) \mathrm{d} x \\
&= \beta \int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \nabla \cdot\left(\phi(f) \nabla \frac{p_{\mu}}{\phi(f)}\right) \mathrm{d} x+\int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \vartheta(w) p \mathrm{~d} x \\
&+\frac{1}{\beta} \int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) a m \chi(f) f p \mathrm{~d} x-\frac{1}{\beta} \int_{\Omega} \Lambda\left(\frac{p_{\mu}}{\phi(f)}\right) a m \chi(f) f \phi(f) \mathrm{d} x \\
&+\mu \int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \nabla \cdot(\chi(f) \nabla f) \mathrm{d} x+\frac{\mu}{\beta} \int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) a m \chi(f) f \mathrm{~d} x \\
&=-\beta \int_{\Omega} \Lambda^{\prime \prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \phi(f)\left|\nabla \frac{p_{\mu}}{\phi(f)}\right|^{2} \mathrm{~d} x \\
&+\frac{1}{\beta} \int_{\Omega} a m \chi(f) f\left[p \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right)-\phi(f) \Lambda\left(\frac{p_{\mu}}{\phi(f)}\right)\right] \mathrm{d} x \\
&+\int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \vartheta(w) p \mathrm{~d} x-\mu \int_{\Omega} \Lambda^{\prime \prime}\left(\frac{p_{\mu}}{\phi(f)}\right) \chi(f) \nabla \frac{p_{\mu}}{\phi(f)} \cdot \nabla f \mathrm{~d} x \\
&+\frac{\mu}{\beta} \int_{\Omega} \Lambda^{\prime}\left(\frac{p_{\mu}}{\phi(f)}\right) a m \chi(f) f \mathrm{~d} x
\end{aligned}
$$

for $t \in J$. In particular, taking $\Lambda(z)=z^{\varrho}$ we have
(29)

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \phi(f)\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \leq & -4 \beta \frac{\varrho-1}{\varrho} \int_{\Omega} \phi(f)\left|\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right|^{2} \mathrm{~d} x \\
& +S_{0} \int_{\Omega} m\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \\
& +\varrho\|\vartheta(w)\|_{\infty} \int_{\Omega} \phi(f)\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \\
& +\mu \varrho(\varrho-1) \|_{\chi(f) \|_{\infty} \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-2}\left|\nabla \frac{p_{\mu}}{\phi(f)} \cdot \nabla f\right| \mathrm{d} x} \\
& +\mu S_{0} \int_{\Omega} m\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-1} \mathrm{~d} x
\end{aligned}
$$

for $t \in J$, where

$$
S_{0}:=\frac{\varrho-1}{\beta}\|a\|_{\infty} \sup _{0<z<\left\|f^{0}\right\|_{\infty}}(z \chi(z) \phi(z))<\infty
$$

since $\|f(t)\|_{\infty} \leq\left\|f^{0}\right\|_{\infty}$ and $\|\vartheta(w)\|_{\infty}<\infty$ on $J_{T}$ due to $w \in L_{\infty}\left(J_{T}, L_{\infty}\right)$. Next, we use the second inequality of (28), (11), the given $L_{\rho}$-bound on $p$, and Gronwall's inequality to derive from $\left(H_{2}\right)$ that

$$
\|m(t)\|_{L_{r^{\prime}}} \leq c(T), \quad t \in J_{T},
$$

where $r^{\prime}$ denotes the dual exponent of $r$. Hence, taking into account that the first inequality of (28) warrants the following version of the Gagliardo-Nirenberg inequality (see [15, p. 37])

$$
\|\cdot\|_{L_{2 r}}^{2 r} \leq c_{0}\|\cdot\|_{L_{2 \rho / e}}^{2(r-1)}\|\cdot\|_{W_{2}^{1}}^{2}
$$

applying Young's inequality, and using once again the given $L_{\rho}$-bound on $p$, it follows for $\varepsilon>0$ that

$$
\begin{aligned}
S_{0} \int_{\Omega} m\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \leq & \leq c(\varepsilon) \int_{\Omega} m^{r^{\prime}} \mathrm{d} x+\varepsilon \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho r} \mathrm{~d} x \\
\leq & c(T, \varepsilon)+\varepsilon\left\|\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right\|_{L_{2 r}}^{2 r} \\
\leq & c(T, \varepsilon)+\varepsilon c_{0}\left\|\frac{p_{\mu}}{\phi(f)}\right\|_{L_{\rho}}^{\varrho(r-1)}\left\|\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right\|^{2} \|_{W_{2}^{1}} \\
\leq & c(T, \varepsilon)+c(T, \varepsilon) \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \\
& \quad+\varepsilon c(T) \int_{\Omega}\left|\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right|^{2} \mathrm{~d} x
\end{aligned}
$$

We can estimate the last term in (29) similarly, since

$$
\begin{aligned}
\mu S_{0} \int_{\Omega} m\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-1} \mathrm{~d} x \leq & \mu c(T, \varepsilon)+\mu c(T, \varepsilon) \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \\
& +\mu \varepsilon c(T) \int_{\Omega}\left|\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right|^{2} \mathrm{~d} x
\end{aligned}
$$

In the case that $\varrho<2$ we have by Young's inequality for $\delta>0$

$$
\begin{aligned}
\mu \varrho(\varrho-1)\|\chi(f)\|_{\infty} & \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-2}\left|\nabla \frac{p_{\mu}}{\phi(f)} \cdot \nabla f\right| \mathrm{d} x \\
\leq & \delta \mu \frac{\varrho^{2}}{4} \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-2}\left|\nabla \frac{p_{\mu}}{\phi(f)}\right|^{2} \mathrm{~d} x \\
& +\mu c(\delta) \int_{\Omega}\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho-2}|\nabla f|^{2} \mathrm{~d} x \\
\leq & \mu \delta \int_{\Omega}\left|\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right|^{2} \mathrm{~d} x+\mu^{\varrho-1} c(\delta) \int_{\Omega} \phi(f)^{\varrho-2}|\nabla f|^{2} \mathrm{~d} x
\end{aligned}
$$

Therefore, due to $\phi(f) \geq 1$ and $\mu<1$, we infer from (29) by combining the above
estimates that for all $t \in J_{T}$

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \phi(f)\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x \leq & c(T, \varepsilon)+c(T, \varepsilon) \int_{\Omega} \phi(f)\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho} \mathrm{d} x  \tag{30}\\
& +\left(\varepsilon c(T)+\delta-4 \beta \frac{\varrho-1}{\varrho}\right) \int_{\Omega}\left|\nabla\left(\frac{p_{\mu}}{\phi(f)}\right)^{\varrho / 2}\right|^{2} \mathrm{~d} x \\
& +\mu^{\varrho-1} c(\delta) \int_{\Omega} \phi(f)^{2-\varrho}|\nabla f|^{2} \mathrm{~d} x .
\end{align*}
$$

We then choose $\varepsilon>0$ and $\delta>0$ sufficiently small so that the term involving the gradient of $\frac{p_{\mu}}{\phi(f)}$ becomes negative. Recalling that $\|\phi(f)\|_{\infty} \leq c\left(\left\|f^{0}\right\|_{\infty}\right)$ on $J_{T}$, that $\nabla f(t) \in L_{2}$, and that $p \in C^{1}\left(J, L_{q}\right)$ we may then let $\mu \rightarrow 0^{+}$and use Lebesgue's theorem to obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \phi(f)\left(\frac{p}{\phi(f)}\right)^{\varrho} \mathrm{d} x \leq c(T)+c(T) \int_{\Omega} \phi(f)\left(\frac{p}{\phi(f)}\right)^{\varrho} \mathrm{d} x
$$

for all $t \in J_{T}$ since $1<\varrho \leq q$. Thus, we conclude $\|p(t)\|_{L_{o}} \leq c(T)$ for $t \in J_{T}$.
We are now in a position to prove that indeed $J=\mathbb{R}^{+}$. Since $p$ is nonnegative, $\|\vartheta(w(t))\|_{\infty} \leq c(T)$, and $\partial_{\nu} p(t)=\partial_{\nu} f(t)=0$ for $t \in J_{T}$ it follows that $\|p(t)\|_{L_{1}} \leq c(T), t \in J_{T}$, by integrating $\left(H_{3}\right)$. Therefore, we may apply Proposition 5.1 successively to derive $\|p(t)\|_{L_{q}} \leq c(T)$ for $t \in J_{T}$; hence $J=\mathbb{R}^{+}$according to (25). Consequently, the proof of Theorem 1.1 is complete.
6. Numerical examples. We illustrate the theoretical results above with numerical examples (a numerical treatment of a more general model is given in [7]). The parameters for the example are chosen for illustrative purposes.

The region $\Omega$ is $[0,6] \times[0,6] \subset \mathbb{R}^{2}$, the parameters are $a(x) \equiv 5.0, \alpha=.01$, $d(x) \equiv 1.0, b(x) \equiv 1.0, \beta=.01, \chi(f) \equiv 0.0$, or $\chi(f) \equiv 0.4, \theta(x, w) \equiv 0.1, \varrho(x, w)=$ $2.0 w /(1.0+w), \gamma=0.1, e(x) \equiv 1.0, \omega(x, p)=2.0 p /(1.0+p), g(x) \equiv 5.0$, and the initial conditions are

$$
\begin{aligned}
& f^{0}(x)=0.05 \cos \left((10.0 \pi / 36.0) x_{1}^{2}\right) \sin \left((13.0 \pi / 72.0) x_{2}^{2}\right)+0.3, \\
& p^{0}(x)=5.0 \max \left\{0.3-\left(x_{1}-3.0\right)^{2}-\left(x_{2}-3.0\right)^{2}, 0.0\right\},
\end{aligned}
$$

$m^{0}(x)=p^{0}(x)$, and $w^{0}(x)=4.0 f^{0}(x)$, where $x=\left(x_{1}, x_{2}\right)$. The normalized tumor density is initially distributed symmetrically in a circle. The normalized extracellular matrix density is immobile and heterogeneous above a uniform background value. The haptotactic parameter $\chi$ is an indicator of the relative strength of cell-matrix adhesion, and the value of $\chi$ increases through successive mutations of the tumor cell lines, as tumor cells gain greater capacity to invade the surrounding bound substrate [5]. We provide two choices for the haptotaxis parameter $\chi$ to demonstrate this increase in $\chi$. In Figures 1, 2, 3 the value of $\chi$ is 0.0 , so that all movement of cells is due only to cell motility. In Figures 4, 5, 6 the value of $\chi$ is 0.4 , so that movement of cells is due to both cell motility and haptotactic directed attraction. The simulations demonstrate that haptotaxis produces a profound distinction in the spatial behavior in the two cases. Without haptotaxis the tumor expands slowly and symmetrically (Figures 1 and 2) as the total population declines (Figure 3). With haptotaxis the


FIG. 1. The normalized tumor cell density for various times in the case without haptotaxis $(\chi=0.0)$. The tumor slowly expands nearly symmetrically as it decreases in total mass. The interior of the tumor becomes necrotic as tumor cells consume and exhaust the supply of oxygen furnished by the extracellular matrix.


FIG. 2. The density plots in the $\left(x_{1}, x_{2}\right)$-coordinate system of the tumor cell distributions in Figure $1(\chi=0.0)$.


FIG. 3. The total populations in the case without haptotaxis $(\chi=0.0): \quad \int_{\Omega} p(x, t) \mathrm{d} x$, $\int_{\Omega} f(x, t) \mathrm{d} x, \int_{\Omega} m(x, t) \mathrm{d} x, \int_{\Omega} w(x, t) \mathrm{d} x$ as functions of time. The total tumor mass eventually shrinks to a very low value.


Fig. 4. The normalized tumor cell density for various times in the case with haptotaxis $(\chi=$ 0.4). The tumor expands more rapidly and asymmetrically as it increases in total mass.
tumor spreads much more rapidly and asymmetrically (Figures 4 and 5) as the total tumor cell population increases (Figure 6) for a time. The distinction of the two cases demonstrates the importance of haptotaxis in the ability of tumors to invade surrounding tissue.
7. Summary. In Theorem 1.1 we have proven the existence of unique classical global solutions to the model of tumor growth $\left(H_{1}\right)-\left(H_{6}\right)$. The model describes the spatial invasion of a tumor mass into its surrounding extracellular matrix. A key feature of the model is that the migration of tumor cells is due primarily to haptotaxis-directed movement. The interpretation of haptotaxis in tumor growth is that cell movement is controlled by the differential strengths of cell-cell adhesion gradients. Haptotaxis differs from chemotaxis in that the directed migration of the tumor cells toward concentrations of the extracellular macromolecules is mediated by a diffusive enzyme produced by the tumor cells. This enzyme degrades the matrix macromolecules, which produce the oxygen essential for tumor growth, and thus alters patterns of tumor movement and proliferation. The haptotaxis process in the model produces technical complications, but also yields the regularity of solutions essential in the analysis. We have demonstrated the role of haptotaxis in two numerical examples. In the first example, without haptotaxis, the only spatial movement of tumor


FIg. 5. The density plots in the $\left(x_{1}, x_{2}\right)$-coordinate system of the tumor cell distributions in Figure $4(\chi=0.4)$.


Fig. 6. The total populations in the case with haptotaxis $(\chi=0.4): \int_{\Omega} p(x, t) \mathrm{d} x, \int_{\Omega} f(x, t) \mathrm{d} x$, $\int_{\Omega} m(x, t) \mathrm{d} x, \int_{\Omega} w(x, t) \mathrm{d} x$ as functions of time. The total tumor mass grows for an interval of time.
cells is due to cell motility modeled by diffusion. In this example the tumor invades slowly and decreases in total tumor mass. In the second example, with all parameters the same as in the first example, but with the addition of haptotaxis, the tumor invades more rapidly and with increasing total tumor mass. Both examples show the characteristic interior necrosis of tumor cells due to exhaustion of the oxygen supply, but the effect is much more pronounced with haptotaxis. The utilization of oxygen by the tumor cell population is critical in understanding the distinction of the two examples. If the oxygen concentration is constant in time, then the evolution of the total tumor mass is independent of haptotaxis. If the oxygen concentration evolves in time due to tumor consumption and degradation of its source, then haptotaxis-directed spatial migration enables a more efficient utilization of the environmental resources and results in a more aggressive invasion of the tumor into the surrounding tissue.
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# THE DISTRIBUTION OF SURFACE SUPERCONDUCTIVITY ALONG THE BOUNDARY: ON A CONJECTURE OF X. B. PAN* 
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#### Abstract

We consider the Ginzburg-Landau model of superconductivity in two dimensions in the large $\kappa$ limit. For applied magnetic fields weaker than the onset field $H_{C_{3}}$ but greater than $H_{C_{2}}$ it is well known that the superconductivity order parameter decays exponentially fast away from the boundary. It has been conjectured by X. B. Pan that this surface superconductivity solution converges pointwise to a constant along the boundary. For applied fields that are in some sense between $H_{C_{2}}$ and $H_{C_{3}}$, we prove that the solution indeed converges to a constant but in a much weaker sense.
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1. Introduction. The Ginzburg-Landau energy functional of superconductivity is given in the form

$$
\begin{equation*}
\mathcal{J}(\Psi, A)=\int_{\Omega}\left(-|\Psi|^{2}+\frac{|\Psi|^{4}}{2}+\left|h-h_{e x}\right|^{2}+\left|\left(\frac{i}{\kappa} \nabla+A\right) \Psi\right|^{2}\right) d x_{1} d x_{2} \tag{1.1}
\end{equation*}
$$

in which $\Omega \subset \subset \mathbb{R}^{2}$ is smooth, and $\Psi$ is the (complex) superconducting order parameter, such that $|\Psi|$ varies from $|\Psi|=0$ (when the material is at a normal state) to $|\Psi|=1$ (for the purely superconducting state). The magnetic vector potential is denoted by $A$ (the magnetic field is, then, given by $h=\nabla \times A$ ), $h_{e x}$ is the constant applied magnetic field, and $\kappa$ is the Ginzburg-Landau parameter which is a property of the material. The functional $\mathcal{J}$ is invariant under the gauge transformation

$$
\begin{equation*}
\Psi \rightarrow e^{i \kappa \eta} \Psi, A \rightarrow A+\nabla \eta \tag{1.2}
\end{equation*}
$$

where $\eta$ is a smooth function. We focus here on the properties, for a given $h_{e x}$, of the global minimizers ${ }^{1}\left(\Psi_{\kappa}, A_{\kappa}\right)$ of $\mathcal{J}$ in $H^{1}(\Omega, \mathbb{C}) \times H^{1}\left(\Omega, \mathbb{R}^{2}\right)$ for type II superconductors (for which $\kappa>1 / \sqrt{2}$ ). Note that every global minimizer actually represents an orbit of minimizers associated to the group of transformations (1.2).
1.1. The onset of superconductivity. It is known both from experiments [18] and rigorous analysis [13] that for a sufficiently strong magnetic field the normal state $\left(\Psi \equiv 0, h=h_{e x}\right)$ would prevail. If the field is then decreased, there is a critical field, depending on the sample's geometry, where the material would enter the superconducting state. For samples with boundaries, this field is known as the onset

[^104]critical field (or nucleation field) and is called $H_{C_{3}}$. This leads to the definition (cf. [19, 15, 10], for instance)
\[

$$
\begin{equation*}
H_{C_{3}}(\kappa)=\inf \left\{h_{e x}>0:(0, \hat{A}) \text { is the unique global minimizer of } \mathcal{J}\right\} \tag{1.3}
\end{equation*}
$$

\]

where $\hat{A}: \Omega \rightarrow \mathbb{R}^{2}$ satisfies $\nabla \times \hat{A}=h_{e x}$. The minimizer $(0, \hat{A})$ is unique in the sense that any other minimizer is gauge equivalent to it, i.e., it should be in the form $(0, \hat{A}+\nabla \eta)$. We note that for our choice of scaling in (1.1) we have $H_{C_{3}} \sim \frac{\kappa}{\beta_{0}}$ as $\kappa \rightarrow \infty$ for smooth $\Omega$ [17], where $\beta_{0}$ is approximately 0.59 .

The simplest case in which the bifurcation from the normal state $(0, \hat{A})$ to the superconducting one was described is the case of a half-plane [20]. The analysis in this case is one dimensional: the linearized Ginzburg-Landau equations were solved on $\mathbb{R}_{+}$. A similar situation occurs in two dimensions: it was proved in [17] and [7] that the bifurcating mode in $\mathbb{R}_{+}^{2}$ is one dimensional and that the value of $H_{C_{3}}$ is exactly the same as in the one-dimensional case.

In addition, Saint-James and de Gennes [20] found that superconductivity appears first near the boundary for a half-plane, i.e., the order parameter $\Psi_{\kappa}$ decays exponentially fast away from the boundary. This phenomenon, which appears only in the presence of boundaries, is therefore called surface superconductivity. It was later proved for general two-dimensional domains with smooth boundaries [17, 7], that as the domain's scale tends to infinity the onset field tends to de Gennes' value, and that $\Psi_{\kappa}$ decays exponentially fast away from the boundary.

Another related problem that has been considered in the literature is the distribution of $\left|\Psi_{\kappa}\right|$ along the boundary near the critical field. In [4], this distribution was formally obtained. This led to the conjecture that $\left|\Psi_{\kappa}\right|$ should be maximal at the point of maximal curvature along the boundary. This was indeed proved a few years later $[15,16,11,12]$. Furthermore, it was shown that $\Psi_{\kappa}$ decays exponentially fast away from the points of maximal curvature along the boundary.
1.2. Weakly nonlinear analysis. Suppose now that $h_{e x}$ is further decreased below $H_{C_{3}}$. While the minimizer $\Psi_{\kappa}$ still decays exponentially fast away from the boundary much after the nucleation in the highly nonlinear regime when $\kappa<h_{e x}<$ $H_{C_{3}}[1,19,2]$, the exponential decay along the boundary disappears quite rapidly as $h_{e x}$ decreases. More precisely, if we introduce the distance to the nucleation field $\rho$ by

$$
\rho(\kappa)=H_{C_{3}}(\kappa)-h_{e x}
$$

then exponential rate of decay along the boundary (far from the points of maximal curvature) is guaranteed only when

$$
\rho(\kappa) \underset{\kappa \rightarrow \infty}{\longrightarrow} 0
$$

Furthermore, it was proved in [10] that if $\rho$ satisfies

$$
\lim _{\kappa \rightarrow \infty} \rho(\kappa)=\infty ; \quad \lim _{\kappa \rightarrow \infty} \frac{\rho(\kappa)}{\kappa^{1 / 2}}=0
$$

then there exists $u \in \mathcal{S}\left(\overline{\mathbb{R}^{+}}\right)$such that

$$
\begin{equation*}
\left.\int_{\Omega}| | \Psi_{\kappa}(x)\right|^{2}-\left.\frac{\rho}{\kappa} u\left(\frac{\kappa}{\sqrt{\lambda}} t(x)\right)\right|^{2} d x=o\left(\rho \kappa^{-3}\right) \tag{1.4}
\end{equation*}
$$

where $t=d(x, \partial \Omega), \lambda=\kappa / h_{e x}$.

This leaves open the situation when $\rho(\kappa) / \kappa^{\frac{1}{2}}$ does not tend to 0 as $\kappa \rightarrow \infty$ and in particular becomes of the order of $\kappa^{\frac{1}{2}}$. It is this last case which will be considered in this article.
1.3. Highly nonlinear analysis: Pan's conjecture. Given some $\lambda \in] \beta_{0}, 1[$, let $\left(\kappa_{n}, h_{e x}^{n}\right)_{n \in \mathbb{N}}$ denote a pair of sequences satisfying

$$
\lim _{n \rightarrow+\infty} \kappa_{n}=\infty ; \quad \lim _{n \rightarrow+\infty} \frac{\kappa_{n}}{h_{e x}^{n}}=\lambda
$$

In the above $\beta_{0}=\lim _{\kappa \rightarrow \infty} \kappa / H_{C_{3}}(\kappa)$ (we provide a better definition of $\beta_{0}$ in the next section). In [19, Conjecture 1], Pan conjectures the existence of a function $] \beta_{0}, 1\left[\ni \lambda \mapsto C(\lambda) \in \mathbb{R}^{+}\right.$such that, for any sequence as above,

$$
\begin{equation*}
\left|\Psi_{\kappa_{n}}(x)\right| \rightarrow C(\lambda) \forall x \in \partial \Omega \tag{1.5}
\end{equation*}
$$

While the conjecture appears to be correct in its essence - any minimizer, as the results in [10] and in the present contribution suggest, does tend in some weak sense to a constant along the boundary - we believe that either the convergence assumed in (1.5) cannot be uniform, or else that the global minimizer must be discontinuous in $h_{e x}$ and $\kappa$. Let us sketch the heuristic arguments supporting this belief. We first write the Euler-Lagrange equations associated with (1.1) (or the Ginzburg-Landau equations):

$$
\begin{align*}
\left(\frac{i}{\kappa} \nabla+A_{\kappa}\right)^{2} \Psi_{\kappa} & =\Psi_{\kappa}\left(1-\left|\Psi_{\kappa}\right|^{2}\right)  \tag{1.6a}\\
-\nabla \times \nabla \times A_{\kappa} & =\frac{i}{2 \kappa}\left(\Psi_{\kappa}^{*} \nabla \Psi_{\kappa}-\Psi_{\kappa} \nabla \Psi_{\kappa}^{*}\right)+\left|\Psi_{\kappa}\right|^{2} A_{\kappa} \tag{1.6b}
\end{align*}
$$

If $\left|\Psi_{\kappa}\right|>0$ for all $x \in \partial \Omega$ (and this is indeed the case if we assume uniform convergence in (1.5)), then we can divide (1.6b) by $\left|\Psi_{\kappa}\right|^{2}$ and integrate over $\partial \Omega$ (the measure on $\partial \Omega$ being denoted by $d s$ ), to obtain the existence of an integer $N\left(\Psi_{\kappa}\right)$ such that

$$
\int_{\partial \Omega} \frac{\nabla \times\left(h_{\kappa}-h_{e x}\right)}{|\Psi|^{2}} d s+\int_{\Omega} h_{\kappa} d x=\frac{2 \pi}{\kappa} N\left(\Psi_{\kappa}\right)
$$

where $h_{\kappa}=\nabla \times A_{\kappa}$ is the induced magnetic field. The integer $N\left(\Psi_{\kappa}\right) \in \mathbb{Z}$ is the winding number (or the degree) of $\Psi_{\kappa}$ around $\partial \Omega$, which is invariant under the transformation (1.2) since $\eta$ must be smooth.

In [9] it is proved that $\Psi_{\kappa}$ vanishes at isolated points or curves which should end on $\partial \Omega$. If $\left|\Psi_{\kappa}\right|$ does not vanish on the boundary, as implied by (1.5), then it is clear that $\Psi_{\kappa}$ can vanish only at isolated points. Thus, we can conclude that $N\left(\Psi_{\kappa}\right)$ is the number of vortices of $\Psi_{\kappa}$, including multiplicities, in $\Omega$.

In [16], it is proved (see [19] for an extension to the case which is considered here) that, for any $\epsilon_{0}>0$, there exist $C>0$ and $\kappa_{0}$, such that, if $\kappa / h_{e x} \in\left[\beta_{0}+\epsilon_{0}, 1-\epsilon_{0}\right]$ and $\kappa \geq \kappa_{0}$, then

$$
\left\|h-h_{e x}\right\|_{L^{\infty}(\Omega)}+\left\|\nabla\left(h_{\kappa}-h_{e x t}\right)\right\|_{L^{\infty}(\Omega)} \leq C
$$

Hence there exists a constant $C$ such that

$$
\begin{equation*}
\left|N\left(\Psi_{\kappa}\right)-\kappa h_{e x} \frac{|\Omega|}{2 \pi}\right| \leq C \kappa . \tag{1.7}
\end{equation*}
$$

Suppose now that the minimizer is unique when varying $h_{e x}$ and $\kappa$ as above. It is in this case reasonable to think that ( $\Psi_{\kappa}, A_{\kappa}$ ) varies continuously. If there exist $\kappa_{0}$, $\epsilon_{1}>0$ and $C>0$ such that

$$
\left|\Psi_{\kappa}\right| \geq \frac{1}{C} \text { on } \partial \Omega \forall \kappa \geq \kappa_{0} \text { s.t. } \frac{\kappa}{h_{e x}} \in\left[\lambda-\epsilon_{1}, \lambda+\epsilon_{1}\right]
$$

(which would be a consequence of a uniform version of (1.5)), then $N\left(\Psi_{\kappa}\right)$ must be fixed, by continuity, for all $\kappa \geq \kappa_{0}$ such that $\kappa / h_{e x} \in\left[\lambda-\epsilon_{1}, \lambda+\epsilon_{1}\right]$, and this is in contradiction with (1.7).

The above argument works not only for $\left(\psi_{\kappa}, A_{\kappa}\right)$ but for any solution of (1.6). If indeed critical points of (1.1) are continuous functions of $\kappa$ and $h_{e x}$ in this regime, then (1.7) would contradict another conjecture of Pan (Conjecture 2 in [19]), implying that any solution of (1.6) converges to a constant along the boundary when $\kappa \rightarrow \infty$ and $\kappa / h_{e x} \in\left(\beta_{0}, 1\right)$. While the existence of continuous branches of critical points appears to be reasonable, two counterexamples come to mind while discussing the continuity of the global minimizer.

1. Serfaty [21] proves, for much lower external fields, that a large number of local minimizers of (1.1) in a disc, characterized by different winding numbers, exist for sufficiently large $\kappa$ whenever $\frac{1}{C} \kappa^{-1} \leq h_{e x} \leq C \kappa^{\alpha-1}$ for some $0<\alpha<1$. In this regime of applied magnetic field values the magnetic field is nonuniform inside the domain, and hence the vortices are kept near the disc's center, which minimizes the magnetic field term in (1.1).
While in the present case $h_{e x}$ and $\kappa$ have the same order, if we allow for an $O(1)$ change in the applied magnetic field we might still encounter a global minimizer which turns into a local minimizer (or a critical point) and vice versa. Thus, this result suggests that the contradiction between (1.7) and the convergence to a uniform constant along the boundary might be explained by arguing that the global minimizer is discontinuous. However, unlike the case discussed in [21], no equivalent mechanism which keeps the vortices away from the boundary is presently known as the magnetic field uniformly converges to $h_{e x}$ in $\Omega$ [2].
2. Bauman, Phillips, and Tang [3] found radially symmetric solutions of the linearized version of (1.6). These solutions are characterized by a "fat" vortex at the disc's center. The degree of the vortex is determined, to leading order in the large $\kappa$ limit, by the magnetic flux through the disc. Thus, there is a sequence of critical flux values where the bifurcating mode changes its winding number. It is shown in [3] that the bifurcating mode is locally stable near the bifurcation for $\kappa$ large enough.
Based on the results in [3] one can argue that the minimizer undergoes an abrupt change when the flux varies around one of the above critical values (and when $\kappa$ is appropriately tuned to guarantee that weakly nonlinear analysis still holds). However, this result seems to follow from the special geometry, and, in general, for different geometries or away from the linear regime, nothing would hold the vortices in the center.
1.4. Statement of the main result. In the present contribution we focus on the case

$$
\lim _{\kappa \rightarrow \infty} \frac{h_{e x}(\kappa)}{\kappa}=\frac{1}{\lambda}
$$

with $\lambda$ close to $\beta_{0}$. We prove the following theorem.
ThEOREM 1.1. Let $\delta>0$ be sufficiently small, so that $t=d(x, \partial \Omega)$ is a smooth function of $x$ for $0 \leq t \leq \delta$, and let

$$
\Omega_{\delta}=\{x \in \bar{\Omega}: d(x, \partial \Omega) \leq \delta\}
$$

Then there exist $\epsilon>0$, a function

$$
\left[0,+\infty[\times] \beta_{0}, \beta_{0}+\epsilon\left[\ni(\tau, \lambda) \mapsto U(\tau, \lambda) \in \mathbb{R}^{+}\right.\right.
$$

a constant $C>0$, and $\kappa_{0}$, such that, for $\kappa \geq \kappa_{0}$ and $h_{e x}=\frac{\kappa}{\lambda}$ with $\left.\lambda \in\right] \beta_{0}, \beta_{0}+\epsilon[$,

$$
\begin{gather*}
\int_{\Omega_{\delta}}\left[\left|\Psi_{\kappa}(x)\right|^{2}-U\left(\frac{\kappa}{\sqrt{\lambda}} t(x), \lambda\right)\right]^{2} d x_{1} d x_{2} \leq \frac{C}{\kappa^{2}}  \tag{1.8a}\\
\int_{\partial \Omega}\left[\left|\Psi_{\kappa} / \partial \Omega\right|^{2}-U(0, \lambda)\right]^{2} d s \leq \frac{C}{\kappa^{1 / 2}} \tag{1.8b}
\end{gather*}
$$

The function $U(\tau, \lambda)$ is defined for $\tau \in \overline{\mathbb{R}^{+}}$by

$$
U(\tau, \lambda)=\left|f_{\zeta(\lambda)}(\tau ; \lambda)\right|^{2}
$$

where $f_{z}(\tau ; \lambda)$ and $\zeta(\lambda)$ are associated to minimizers of a family of one-dimensional problems, which will be analyzed in section 2 . The second statement in the theorem gives the $L^{2}(\partial \Omega)$ convergence of $\left|\Psi_{\kappa}\right|^{2}$ to a constant and is consequently a weak form of Pan's conjecture.

The rest of the contribution is arranged as follows.
In section 2 we consider a one-dimensional differential operator and prove that it is positive for $\beta_{0}<\lambda<\beta_{0}+\epsilon$. In section 3 we use the results of section 2 to analyze a simplified two-dimensional minimization problem, which was proved in [19] to be a good approximation of the full Ginzburg-Landau model for $\beta_{0}<\lambda<1$. The last section gives the proof of Theorem 1.1.

## 2. A one-dimensional problem. Let

$$
\begin{equation*}
\beta(z)=\inf _{\phi \in H_{\text {mag }}^{1}(] 0, \infty[) \backslash\{0\}} \frac{\int_{0}^{\infty}\left|\phi^{\prime}(\tau)\right|^{2}+(\tau+z)^{2}|\phi(\tau)|^{2} d \tau}{\int_{0}^{\infty}|\phi(\tau)|^{2} d \tau} \tag{2.1}
\end{equation*}
$$

Here

$$
H_{m a g}^{1}(] 0,+\infty[)=\left\{u \in L^{2}(] 0,+\infty[), u^{\prime} \in L^{2}(] 0,+\infty[) \text { and } \tau u \in L^{2}(] 0,+\infty[)\right\}
$$

It is well known (see [5]) that $\beta(z)$ has a unique local minimum at $z_{0}<0$, where

$$
\beta\left(z_{0}\right)=\beta_{0}=z_{0}^{2}
$$

Furthermore, $\beta(z) \xrightarrow[z \rightarrow \infty]{\longrightarrow} \infty$ and $\beta(z) \xrightarrow[z \rightarrow-\infty]{\longrightarrow}$. Clearly, for $\beta_{0}<\lambda<1$ there exist $z_{1}(\lambda)<z_{0}<z_{2}(\lambda)$, such that

$$
] z_{1}(\lambda), z_{2}(\lambda)\left[=\beta^{-1}\left(\left[\beta_{0}, \lambda[)\right.\right.\right.
$$

It is also easy to show [6] that

$$
\begin{equation*}
\beta^{\prime \prime}\left(z_{0}\right)=-2 z_{0} \phi^{2}(0)>0 \tag{2.2}
\end{equation*}
$$

where $\phi$ is the minimizer of $(2.1)$ whose $L^{2}\left(\mathbb{R}_{+}\right)$norm is unity.

Let $f_{z}(\tau ; \lambda)$ denote the minimizer of

$$
\begin{equation*}
\mathcal{E}_{z, \lambda}(\phi)=\int_{0}^{\infty}\left|\phi^{\prime}(\tau)\right|^{2}+(\tau+z)^{2}|\phi(\tau)|^{2}+\frac{\lambda}{2}|\phi(\tau)|^{4}-\lambda|\phi(\tau)|^{2} d \tau \tag{2.3}
\end{equation*}
$$

in $H_{m a g}^{1}(] 0, \infty[)$. The Euler-Lagrange equation associated with (2.3) is

$$
\begin{equation*}
-f_{z}^{\prime \prime}(\tau ; \lambda)+(\tau+z)^{2} f_{z}(\tau ; \lambda)=\lambda f_{z}(\tau ; \lambda)\left(1-f_{z}(\tau ; \lambda)^{2}\right) \tag{2.4}
\end{equation*}
$$

It has been proved in [19, Theorems 3.1 and 3.3] that whenever $z_{1}(\lambda)<z<z_{2}(\lambda)$, there exists a unique positive global minimizer to (2.3). Furthermore, let

$$
\begin{equation*}
b(z, \lambda)=\inf _{\varphi \in H_{\text {mag }}^{1}(] 0, \infty[)} \mathcal{E}_{z, \lambda}(\varphi) \tag{2.5}
\end{equation*}
$$

Then there exists $\zeta(\lambda) \in] z_{1}(\lambda), z_{2}(\lambda)[$, where $z \mapsto b(z, \lambda)$ attains its minimum over $\mathbb{R}$,

$$
b(\zeta(\lambda), \lambda)=\inf _{z} b(z, \lambda)
$$

Moreover,

$$
\begin{equation*}
\int_{0}^{\infty}(\tau+\zeta(\lambda))\left|f_{\zeta(\lambda)}(\tau ; \lambda)\right|^{2} d \tau=0 \tag{2.6}
\end{equation*}
$$

Remark 2.1. Note that when $z \notin] z_{1}(\lambda), z_{2}(\lambda)[$, then $b(z, \lambda)=0$, and the minimizer of $\mathcal{E}_{z, \lambda}$ is the 0 -function. In particular,

$$
b(\zeta(\lambda), \lambda)<0 \text { if } \lambda>\beta_{0}
$$

The following lemma will play a crucial role in the analysis of the two-dimensional problem in section 3 .

Lemma 2.2. Let
$\gamma(\alpha, \lambda)=\inf _{\phi \in H_{\text {mag }}^{1}(] 0, \infty[)} \frac{\int_{0}^{\infty}\left|\phi^{\prime}(\tau)\right|^{2}+(\tau+\zeta+\alpha)^{2}|\phi(\tau)|^{2}-\lambda\left(1-f_{\zeta}(\tau ; \lambda)^{2}\right)|\phi(\tau)|^{2} d \tau}{\int_{0}^{\infty}|\phi(\tau)|^{2} d \tau}$, with $\zeta=\zeta(\lambda)$.

Then there exists $\epsilon>0$ such that, for $\lambda \in\left[\beta_{0}, \beta_{0}+\epsilon[\right.$,

$$
\begin{equation*}
\min _{\alpha \in \mathbb{R}} \gamma(\alpha, \lambda)=0 \tag{2.8}
\end{equation*}
$$

Proof. We divide the proof into three steps.
Step 1. $\gamma(0, \lambda)=\gamma_{\alpha}(0, \lambda)=0$.
Let $\mathbb{R}_{+} \ni \tau \mapsto u(\tau ; \alpha, \lambda)$ denote the positive minimizer of $(2.7)$, whose $L^{2}\left(\mathbb{R}_{+}\right)$ norm is one. Then $u$ satisfies

$$
\begin{align*}
-u^{\prime \prime}(\tau ; \alpha, \lambda)+ & (\tau+\alpha+\zeta)^{2} u(\tau ; \alpha, \lambda) \\
& \quad-\lambda\left(1-f_{\zeta}(\tau ; \lambda)^{2}\right) u(\tau ; \alpha, \lambda)=\gamma(\alpha, \lambda) u(\tau ; \alpha, \lambda)  \tag{2.9a}\\
& u^{\prime}(0 ; \alpha, \lambda)=0 \tag{2.9b}
\end{align*}
$$

For $\alpha=0$, we multiply (2.9a) by $f_{\zeta}$ and integrate over $\mathbb{R}_{+}$to obtain

$$
\gamma(0, \lambda) \int_{0}^{\infty} f_{\zeta}(\tau ; \lambda) u(\tau ; \alpha, \lambda) d \tau=0
$$

Since both $u$ and $f_{\zeta}$ are positive, we have using (2.4),

$$
\begin{equation*}
\gamma(0, \lambda)=0, \quad u(\tau, 0, \lambda)=\frac{f_{\zeta}(\tau ; \lambda)}{\left\|f_{\zeta}\right\|_{2}} \tag{2.10}
\end{equation*}
$$

where, for $p \in[1,+\infty],\|\cdot\|_{p}=\|\cdot\|_{L^{p}\left(\mathbb{R}_{+}\right)}$. Next, we differentiate (2.9) with respect to $\alpha$ to obtain, having in mind (2.4),

$$
\begin{align*}
& -u_{\alpha}^{\prime \prime}+(\tau+\alpha+\zeta)^{2} u_{\alpha}-\lambda\left(1-f_{\zeta}^{2}\right) u_{\alpha}=\gamma u_{\alpha}+\gamma_{\alpha} u-2(\tau+\alpha+\zeta) u  \tag{2.11a}\\
& u_{\alpha}^{\prime}(0)=0 \tag{2.11b}
\end{align*}
$$

where $u_{\alpha}(\tau ; \alpha, \lambda)=\left(\frac{\partial u}{\partial \alpha}\right)(\tau ; \alpha, \lambda)$ and $\gamma_{\alpha}(\alpha, \lambda)=\frac{\partial \gamma}{\partial \alpha}(\alpha, \lambda)$. Multiplying (2.11a) by $u$ and integrating by parts, we obtain

$$
\begin{equation*}
\gamma_{\alpha}(\alpha, \lambda)=2 \int_{0}^{\infty}(\tau+\alpha+\zeta(\lambda))|u(\tau ; \alpha, \lambda)|^{2} d \tau \tag{2.12}
\end{equation*}
$$

In view of (2.6) and (2.10), we thus have

$$
\begin{equation*}
\gamma_{\alpha}(0, \lambda)=0 \tag{2.13}
\end{equation*}
$$

Step 2.

$$
\begin{equation*}
\exists \epsilon_{1}>0: \lambda<\beta_{0}+\epsilon_{1} \Rightarrow \gamma_{\alpha \alpha}(0, \lambda)>\frac{1}{2} \beta^{\prime \prime}\left(z_{0}\right)>0 . \tag{2.14}
\end{equation*}
$$

To prove the above statement we notice that $z_{1}(\lambda) \uparrow z_{0}$ and $z_{2}(\lambda) \downarrow z_{0}$ as $\lambda \rightarrow \beta_{0}$. Hence, since $z_{1}(\lambda)<\zeta(\lambda)<z_{2}(\lambda)$, we have

$$
\begin{equation*}
\zeta(\lambda) \xrightarrow[\lambda \rightarrow \beta_{0}]{ } z_{0} \tag{2.15}
\end{equation*}
$$

Moreover, one gets from the fact that $f_{z}$ is a minimizer the property that

$$
\mathcal{E}_{z, \lambda}\left(f_{z}\right) \leq 0
$$

From this inequality and (2.1) we easily obtain

$$
\begin{gather*}
\frac{1}{2}\left\|f_{z}\right\|_{4}^{4} \leq \frac{\left(\lambda-\beta_{0}\right)}{\lambda}\left\|f_{z}\right\|_{2}^{2} \\
\left\|(\tau+z) f_{z}\right\|_{2}^{2} \leq \lambda\left\|f_{z}\right\|_{2}^{2} \tag{2.16}
\end{gather*}
$$

and

$$
\left\|f_{z}\right\|_{H^{1}}^{2} \leq(\lambda+1)\left\|f_{z}\right\|_{2}^{2}
$$

Let $z=\zeta(\lambda)$. Since $|\zeta(\lambda)|$ is bounded in some right semineighborhood of $\beta_{0}$, it follows immediately from (2.16) that for $R$ large enough we get

$$
\left\|f_{\zeta}\right\|_{2}^{2} \leq 2\left\|f_{\zeta}\right\|_{L^{2}(] 0, R[)}^{2}
$$

We now observe that

$$
\left\|f_{\zeta}\right\|_{4}^{4} \leq C\left(\lambda-\beta_{0}\right)\left\|f_{\zeta}\right\|_{L^{2}(] 0, R[)}^{2} \leq C\left(\lambda-\beta_{0}\right) R^{\frac{1}{2}}\left\|f_{\zeta}\right\|_{4}^{2}
$$

This first gives that

$$
\left\|f_{\zeta}\right\|_{4} \leq \tilde{C}\left(\lambda-\beta_{0}\right)^{\frac{1}{2}}
$$

and hence that

$$
\left\|f_{\zeta}\right\|_{2} \leq \hat{C}\left(\lambda-\beta_{0}\right)^{\frac{1}{2}}
$$

By interpolation, we obtain

$$
\begin{equation*}
\left\|f_{\zeta}\right\|_{\infty} \leq C\left\|f_{\zeta}\right\|_{2}^{\frac{1}{2}}\left\|f_{\zeta}^{\prime}\right\|_{2}^{\frac{1}{2}} \leq C^{\prime}\left(\lambda-\beta_{0}\right)^{\frac{1}{4}} \tag{2.17}
\end{equation*}
$$

which implies that

$$
\lim _{\lambda \rightarrow \beta_{0}}\left\|f_{\zeta(\lambda)}(\cdot ; \lambda)\right\|_{\infty}=0
$$

Substituting the above and (2.15) into (2.7) yields

$$
\gamma(\alpha, \lambda) \xrightarrow[\lambda \rightarrow \beta_{0}]{ } \beta\left(\alpha+z_{0}\right)
$$

where the convergence is uniform on every compact set in $\mathbb{R}$. Since $\gamma$ is holomorphic in $\alpha$, its derivatives must uniformly converge as well, and hence

$$
\begin{equation*}
\gamma_{\alpha \alpha}(\alpha, \lambda) \underset{\lambda \rightarrow \beta_{0}}{ } \beta^{\prime \prime}\left(\alpha+z_{0}\right) \tag{2.18}
\end{equation*}
$$

from which (2.14) easily follows. We note that a tedious calculation shows that

$$
\gamma_{\alpha \alpha}(0, \lambda)=-2 \zeta \frac{f_{\zeta}^{2}(0 ; \lambda)}{\left\|f_{\zeta}\right\|_{2}^{2}}+\frac{6 \lambda^{2}}{\left\|f_{\zeta}\right\|_{2}^{2}} \int_{0}^{\infty} f_{\zeta}^{6}(\tau ; \lambda) d \tau-\frac{2 \lambda}{3} \int_{0}^{\infty} f_{\zeta}^{4}(\tau ; \lambda)\left[\lambda-(\tau+\zeta)^{2}\right] d \tau
$$

with $\zeta=\zeta(\lambda)$, from which one can easily prove (2.14) as well.
From (2.14) we obtain that

$$
\exists \alpha_{0}>0: \lambda<\beta_{0}+\epsilon_{1} \Rightarrow \gamma(\alpha, \lambda) \geq 0 \forall|\alpha| \leq \alpha_{0}
$$

The last step would thus be to prove the above statement for $|\alpha|>\alpha_{0}$.
Step 3. Proof of (2.8).
From the definition of $\gamma(2.7)$, it follows that

$$
\gamma(\alpha, \lambda) \geq \beta(\zeta+\alpha)-\lambda
$$

Clearly, for any $\alpha_{1}>0$, there exists $\epsilon_{2}>0$, such that, if $\lambda \leq \beta_{0}+\epsilon_{2}$, then $\left[z_{1}(\lambda), z_{2}(\lambda)\right] \subset\left[z_{0}-\alpha_{1}, z_{0}+\alpha_{1}\right]$. We now take $\alpha_{1}=\alpha_{0}$. This gives that $\beta(\zeta+\alpha) \geq \lambda$ for all $|\alpha| \geq \alpha_{0}$, and (2.8) follows.
3. On two-dimensional models on half cylinders. We can now prove the following theorem.

Theorem 3.1. For $\omega \in] 0,+\infty\left[\right.$ and $\lambda \in\left[\beta_{0},+\infty[\right.$, let us consider the functional

$$
\begin{equation*}
\mathcal{H}_{\omega} \ni \psi \mapsto E_{\omega}(\psi, \lambda)=\int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}\left[\left|\left(i \nabla+\xi_{1} \hat{i}_{2}\right) \psi\right|^{2}+\frac{1}{2} \lambda|\psi|^{4}-\lambda|\psi|^{2}\right] d \xi_{1} d \xi_{2} \tag{3.1}
\end{equation*}
$$

where

$$
\left|\left(i \nabla+\xi_{1} \hat{i}_{2}\right) \psi\right|^{2}=\left|i \partial_{\xi_{1}} \psi\right|^{2}+\left|\left(i \partial_{\xi_{2}}+\xi_{1}\right) \psi\right|^{2}
$$

and

$$
\begin{aligned}
& \mathcal{H}_{\omega}=\left\{\psi \in H_{\text {mag }}^{1}\left(\mathbb{R}_{+} \times\right]-L, L[, \mathbb{C}) \forall L>0\right. \\
&\left.\exists z \in \mathbb{R}: \psi\left(\xi_{1}, \xi_{2}+2 \pi / \omega\right)=e^{-i z \frac{2 \pi}{\omega}} \psi\left(\xi_{1}, \xi_{2}\right)\right\}
\end{aligned}
$$

Let $\psi_{\lambda}$ be the function

$$
\begin{equation*}
\left(\mathbb{R}_{+} \times \mathbb{R}\right) \ni\left(\xi_{1}, \xi_{2}\right) \mapsto \psi_{\lambda}\left(\xi_{1}, \xi_{2}\right):=e^{-i \zeta(\lambda) \xi_{2}} f_{\zeta(\lambda)}\left(\xi_{1} ; \lambda\right) \tag{3.2}
\end{equation*}
$$

Then there exists $\epsilon>0$ such that

$$
\begin{equation*}
\left.E_{\omega}(\psi, \lambda) \geq E_{\omega}\left(\psi_{\lambda}, \lambda\right) \forall \lambda \in\right] \beta_{0}, \beta_{0}+\epsilon\left[, \forall \omega>0, \quad \text { and } \forall \psi \in \mathcal{H}_{\omega}\right. \tag{3.3}
\end{equation*}
$$

Remark 3.2. Clearly $\psi_{\lambda}$ is in $\mathcal{H}_{\omega}$ (take $z=\zeta(\lambda)$ ). Hence, the theorem states that $\psi_{\lambda}$ is the global minimizer of $E_{\omega}$ in $\mathcal{H}_{\omega}$.

Proof. Consider first functions in $\mathcal{H}_{\omega}$ which are given in the form

$$
\begin{equation*}
\left(\xi_{1}, \xi_{2}\right) \mapsto \psi\left(\xi_{1}, \xi_{2}\right):=f_{\zeta}\left(\xi_{1} ; \lambda\right) e^{-i \zeta \xi_{2}} v \tag{3.4}
\end{equation*}
$$

with $v$ periodic,

$$
\begin{equation*}
v\left(\xi_{1}, \xi_{2}\right)=v\left(\xi_{1}, \xi_{2}+2 \pi / \omega\right) \tag{3.5}
\end{equation*}
$$

and

$$
\zeta=\zeta(\lambda)
$$

Then

$$
E_{\omega}(\psi, \lambda)=\int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}\left[\left|\left(i \nabla+\left(\xi_{1}+\zeta\right) \hat{i}_{2}\right) f_{\zeta} v\right|^{2}+\frac{1}{2} \lambda\left|f_{\zeta} v\right|^{4}-\lambda\left|f_{\zeta} v\right|^{2}\right] d \xi_{1} d \xi_{2}
$$

Clearly,

$$
\begin{aligned}
& \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}\left|\left(i \nabla+\left(\xi_{1}+\zeta\right) \hat{i}_{2}\right) f_{\zeta} v\right|^{2} d \xi_{1} d \xi_{2} \\
& \quad=\int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}\left[|v|^{2}\left[\left|f_{\zeta}^{\prime}\right|^{2}+\left(\xi_{1}+\zeta\right)^{2}\left|f_{\zeta}\right|^{2}\right]+f_{\zeta}^{2}|\nabla v|^{2}+\frac{1}{2}\left(f_{\zeta}^{2}\right)^{\prime} \frac{\partial}{\partial \xi_{1}}\left(|v|^{2}\right)\right. \\
& \\
& \left.\quad+i\left(\xi_{1}+\zeta\right) f_{\zeta}^{2}\left(\bar{v} \frac{\partial v}{\partial \xi_{2}}-v \frac{\partial \bar{v}}{\partial \xi_{2}}\right)\right] d \xi_{1} d \xi_{2}
\end{aligned}
$$

Furthermore, integration by parts and (2.4) yield

$$
\begin{align*}
\int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}\left[|v|^{2}\left[\left|f_{\zeta}^{\prime}\right|^{2}+\left(\xi_{1}+\zeta\right)^{2}\left|f_{\zeta}\right|^{2}\right]\right. & \left.+\frac{1}{2}\left(f_{\zeta}^{2}\right)^{\prime} \frac{\partial}{\partial \xi_{1}}\left(|v|^{2}\right)\right] d \xi_{1} d \xi_{2}  \tag{3.6}\\
& =\lambda \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty}|v|^{2} f_{\zeta}^{2}\left(1-f_{\zeta}^{2}\right) d \xi_{1} d \xi_{2}
\end{align*}
$$

Hence,

$$
\begin{aligned}
& \Delta E_{\omega}=E_{\omega}(\psi, \lambda)-E_{\omega}\left(f_{\zeta} e^{-i \zeta \xi_{2}}, \lambda\right) \\
& =\int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty} f_{\zeta}^{2}\left[|\nabla v|^{2}+i\left(\xi_{1}+\zeta\right)\left(\bar{v} \frac{\partial v}{\partial \xi_{2}}-v \frac{\partial \bar{v}}{\partial \xi_{2}}\right)\right] d \xi_{1} d \xi_{2} \\
& \\
& \quad+\frac{1}{2} \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty} f_{\zeta}\left(\xi_{1} ; \lambda\right)^{4}\left(1-\left|v\left(\xi_{1}, \xi_{2}\right)\right|^{2}\right)^{2} d \xi_{1} d \xi_{2}
\end{aligned}
$$

Using (3.5), we can write

$$
v\left(\xi_{1}, \xi_{2}\right)=\sum_{n=-\infty}^{\infty} v_{n}\left(\xi_{1}\right) e^{i n \omega \xi_{2}}
$$

Then

$$
\begin{align*}
& \Delta E_{\omega}=\sum_{n=-\infty}^{\infty} \int_{0}^{\infty} f_{\zeta}\left(\xi_{1} ; \lambda\right)^{2}\left[\left|v_{n}^{\prime}\left(\xi_{1}\right)\right|^{2}+\left(n^{2} \omega^{2}+2 n \omega \xi_{1}\right)\left|v_{n}\left(\xi_{1}\right)\right|^{2}\right] d \xi_{1}  \tag{3.7}\\
&+\frac{1}{2} \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty} f_{\zeta}\left(\xi_{1} ; \lambda\right)^{4}\left(1-\left|v\left(\xi_{1}, \xi_{2}\right)\right|^{2}\right)^{2} d \xi_{1} d \xi_{2}
\end{align*}
$$

Consider now the functional

$$
u \mapsto \mathcal{J}(u, \alpha)=\int_{0}^{\infty}\left|f_{\zeta}\left(\xi_{1} ; \lambda\right)\right|^{2}\left[\left|u^{\prime}\left(\xi_{1}\right)\right|^{2}+\left[\alpha^{2}+2 \alpha\left(\xi_{1}+\zeta\right)\right]\left|u\left(\xi_{1}\right)\right|^{2}\right] d \xi_{1}
$$

Substituting $w\left(\xi_{1}\right)=f_{\zeta}\left(\xi_{1} ; \lambda\right) u\left(\xi_{1}\right)$ and utilizing (2.4), we obtain

$$
\begin{aligned}
\int_{0}^{\infty}\left|f_{\zeta}\left(\xi_{1}\right)\right|^{2}\left|u^{\prime}\left(\xi_{1}\right)\right|^{2} d \xi_{1} & =\int_{0}^{\infty}\left[-\left(w^{2} \frac{f_{\zeta}^{\prime}}{f_{\zeta}}\right)^{\prime}+w^{2} \frac{f_{\zeta}^{\prime \prime}}{f_{\zeta}}+\left|w^{\prime}\right|^{2}\right] d \xi_{1} \\
& =\int_{0}^{\infty}\left[\left|w^{\prime}\right|^{2}+\left[\left(\xi_{1}+\zeta\right)^{2}-\lambda\left(1-f_{\zeta}^{2}\right)\right]|w|^{2}\right] d \xi_{1}
\end{aligned}
$$

Consequently,
$\mathcal{J}\left(w / f_{\zeta}, \alpha\right)=\int_{0}^{\infty}\left(\left|w^{\prime}\right|^{2}+\left[\left(\xi_{1}+\zeta+\alpha\right)^{2}-\lambda\left(1-f_{\zeta}^{2}\right)\right]|w|^{2}\right) d \xi_{1} \geq \gamma(\alpha, \lambda) \int_{0}^{\infty}|w|^{2} d \xi_{1}$.
Combining the above with (3.7), we obtain

$$
\Delta E_{\omega} \geq \sum_{n=-\infty}^{\infty} \gamma(n \omega, \lambda) \int_{0}^{\infty} f_{\zeta}^{2}\left|v_{n}\right|^{2} d \xi_{1}+\frac{1}{2} \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty} f_{\zeta}^{4}\left(1-|v|^{2}\right)^{2} d \xi_{1} d \xi_{2} \geq 0
$$

which proves, using (2.8), inequality (3.3) for every function in $\mathcal{H}_{\omega}$ satisfying (3.4).

Note for later use that this implies

$$
\begin{equation*}
\left|E_{\omega}(\psi, \lambda)-E_{\omega}\left(f_{\zeta} e^{-i \zeta \xi_{2}}, \lambda\right)\right| \geq \frac{1}{2} \int_{-\pi / \omega}^{\pi / \omega} \int_{0}^{\infty} f_{\zeta}\left(\xi_{1} ; \lambda\right)^{4}\left(1-\left|v\left(\xi_{1}, \xi_{2}\right)\right|^{2}\right)^{2} d \xi_{1} d \xi_{2} \tag{3.8}
\end{equation*}
$$

To prove (3.3) for all $\psi \in \mathcal{H}_{\omega}$, we consider now functions of the form

$$
\begin{equation*}
\left(\xi_{1}, \xi_{2}\right) \mapsto \psi_{0}\left(\xi_{1}, \xi_{2}\right)=f_{\zeta}\left(\xi_{1} ; \lambda\right) e^{-i z \xi_{2}} v, \text { with } v\left(\xi_{1}, \xi_{2}\right)=v\left(\xi_{1}, \xi_{2}+2 \pi / \omega\right) \tag{3.9}
\end{equation*}
$$

Consider first the case when $\omega \in \mathbb{R}_{+}$satisfies

$$
\begin{equation*}
\frac{\zeta-z}{\omega}=\frac{p}{q} \text { for some pair }(p, q) \in \mathbb{Z} \times \mathbb{N} \tag{3.10}
\end{equation*}
$$

Clearly, if $\psi_{0}$ satisfies (3.9) for some $\omega \in \mathbb{R}_{+}$, then it also satisfies (3.9) for $\omega / \hat{q}$, for every $\hat{q} \in(\mathbb{N} \backslash\{0\})$. Moreover, it is easy to show that

$$
\begin{equation*}
E_{\omega / \hat{q}}\left(\psi_{0}\right)=\hat{q} E_{\omega}\left(\psi_{0}\right), E_{\omega / \hat{q}}\left(\psi_{\lambda}\right)=\hat{q} E_{\omega}\left(\psi_{\lambda}\right) \tag{3.11}
\end{equation*}
$$

We now choose $\hat{q}=q$, and observe that, according to (3.10), $\hat{\omega}=\omega / q$ satisfies

$$
\begin{equation*}
\frac{\zeta-z}{\hat{\omega}} \in \mathbb{Z} \tag{3.12}
\end{equation*}
$$

But in this case, $\psi_{0}$ admits the representation (3.4), and hence

$$
E_{\hat{\omega}}\left(\psi_{0}\right) \geq E_{\hat{\omega}}\left(\psi_{\lambda}\right)
$$

Coming back to $\omega$ and using (3.11), we have the proof of (3.3) when $\omega$ satisfies (3.10) (with the additional condition that $z$ is fixed).

The proof of (3.3) in the general case follows immediately from the density of the rational numbers in $\mathbb{R}$.
4. Surface superconductivity. Let $\mathcal{J}$ be given by (1.1). Let $\left(\Psi_{\kappa}, A_{\kappa}\right)$ denote a minimizer of $\mathcal{J}$ in $H^{1}(\Omega, \mathbb{C}) \times H^{1}\left(\Omega, \mathbb{R}^{2}\right)$. We prove in this section that $\left|\Psi_{\kappa}\right|^{2}$ is nearly a constant along the boundary, in $L^{2}(\partial \Omega)$ sense, as $\kappa \rightarrow \infty$, and for

$$
\beta_{0}<\lambda=\frac{\kappa}{h_{e x}}<\beta_{0}+\epsilon,
$$

where $\epsilon$ is defined in (2.8).
To this end we need to adapt the results in [19]. Then let

$$
\begin{equation*}
x=\mathcal{F}(t, s) \tag{4.1}
\end{equation*}
$$

denote a diffeomorphism from

$$
D(\delta)=\{(s, t):|s| \leq|\partial \Omega| / 2,0 \leq t \leq \delta\}
$$

to

$$
\Omega_{\delta}=\{x \in \bar{\Omega}: d(x, \partial \Omega) \leq \delta\}
$$

In the previous equation $t=d(x, \partial \Omega)$ and $s$ denotes the arclength along $\partial \Omega$.

In order to formulate and prove the results of this section it is necessary to fix a specific gauge for $\left(\psi_{\kappa}, A_{\kappa}\right)$. To this end we first define the magnetic potential $P_{\kappa}$ to be the solution of

$$
\begin{cases}\nabla \times P_{\kappa}=\nabla \times A_{\kappa}-h_{e x} & \text { in } \Omega,  \tag{4.2}\\ \nabla \cdot P_{\kappa}=0 & \text { in } \Omega, \\ P_{\kappa} \cdot \hat{\nu}=0 & \text { in } \partial \Omega\end{cases}
$$

(see, for example, [8] for the proof of existence of a unique solution for (4.2)). Moreover, the map associating the solution $P_{\kappa}$ of (4.2) to the field $\left(h_{\kappa}-h_{e x}\right)$ is linear continuous from $L^{p}(\Omega)$ into $W^{1, p}(\Omega)$ for any $p \in[1,+\infty[$, and, using the Sobolev injection theorem, one can show that

$$
\begin{equation*}
\left\|P_{\kappa}\right\|_{L^{\infty}(\Omega)} \leq C_{\Omega}\left\|\nabla \times A_{\kappa}-h_{e x}\right\|_{L^{\infty}(\Omega)} . \tag{4.3}
\end{equation*}
$$

Then let $e_{1}=-\hat{\nu}$ denote an inward unit normal vector on $\partial \Omega$ and let $e_{2}$ denote a unit tangential vector. Further, let

$$
g=\operatorname{Det}(D \mathcal{F})=1-t \kappa_{r}(s)
$$

where $\kappa_{r}$ denotes the local curvature on $\partial \Omega$. Let (see [19]) $F$ be any vector potential such that $\nabla \times F=h_{e x}$ and let $a$ be defined by

$$
\begin{equation*}
a=a_{1} e_{1}+a_{2} e_{2}=\left[F \cdot e_{1}\right] e_{1}+\left[g F \cdot e_{2}\right] e_{2} \tag{4.4}
\end{equation*}
$$

By [14], or the appendix in [12], there exists $\hat{A}_{\kappa}$ such that if we substitute $F=\hat{A}_{\kappa}$ in (4.4), we obtain

$$
a_{1}(s, t)=0 ; \quad a_{2}(s, t)=h_{e x}\left[c_{2}+t-t^{2} \kappa_{r}(s)\right],
$$

where

$$
c_{2}=\frac{|\Omega|}{|\partial \Omega|}
$$

The gauge in (1.2) is now fixed by the condition that the $\hat{A}_{\kappa}$ has in the new coordinates the normal form given above and that $A_{\kappa}$ satisfies

$$
A_{\kappa}-\hat{A}_{\kappa}=P_{\kappa}
$$

We now introduce the change of variables

$$
\begin{equation*}
\left(\xi_{1}, \xi_{2}\right)=\left(\frac{\kappa}{\sqrt{\lambda}} t, \frac{\kappa}{\sqrt{\lambda}} s\right) \tag{4.5}
\end{equation*}
$$

and prove the following lemma.
Lemma 4.1. Let

$$
\tilde{\Psi}_{\kappa}\left(\xi_{1}, \xi_{2}\right)= \begin{cases}\Psi_{\kappa}\left(\frac{\sqrt{\lambda}}{\kappa} \xi_{1}, \frac{\sqrt{\lambda}}{\kappa} \xi_{2}\right) e^{-i c_{2} \xi_{2}} & \text { for } 0 \leq \xi_{1} \leq \frac{\kappa}{\sqrt{\lambda}} \delta \\ \Psi_{\kappa}\left(\kappa \delta / \sqrt{\lambda}, \xi_{2}\right) e^{-i c_{2} \xi_{2}} e^{-\left(\xi_{1}-\kappa \delta / \sqrt{\lambda}\right)} & \text { for } \xi_{1} \geq \frac{\kappa}{\sqrt{\lambda}} \delta\end{cases}
$$

where $c_{2}=c_{2}(\Omega)$, and let

$$
\omega_{\kappa}=\frac{2 \pi \sqrt{\lambda}}{\kappa|\partial \Omega|}
$$

Then, as $\kappa$ tends to $+\infty$,

$$
\begin{equation*}
\mathcal{J}\left(\Psi_{\kappa}, A_{\kappa}\right) \geq \frac{1}{\kappa^{2}} E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right)+\mathcal{O}\left(1 / \kappa^{2}\right) \tag{4.6}
\end{equation*}
$$

We will later prove (see (4.18)), that $\left|E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right)\right| \geq C \kappa$, and hence the correction term on the right-hand side of (4.6) is much smaller than the first term as $\kappa \rightarrow \infty$.

Proof. In [2] (see also [16]) it was proved that for $\lambda<1$, there exists $\mu>0$ such that

$$
\begin{equation*}
\left|\nabla\left(\nabla \times A_{\kappa}\right)\right| \leq C e^{-\mu \kappa d(x, \partial \Omega)} \tag{4.7}
\end{equation*}
$$

Consequently, for $x \in \Omega_{\delta}$, we have

$$
\left|\nabla \times A_{\kappa}-h_{e x}\right|(x) \leq \int_{0}^{d(x, \partial \Omega)}\left|\nabla\left(\nabla \times A_{\kappa}\right)(t, s(x))\right| d t \leq C \int_{0}^{\infty} e^{-\mu \kappa t} d t
$$

Hence, there exists $C_{1}>0$ such that

$$
\left\|\nabla \times A_{\kappa}-h_{e x}\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \leq \frac{C_{1}}{\kappa}
$$

In view of (4.7) we can state the above inequality for the $L^{\infty}(\Omega)$ norm of $\nabla \times A_{\kappa}-h_{e x}$, and thus (4.3) gives that, for some $C_{2}>0$,

$$
\left\|A_{\kappa}-\hat{A}_{\kappa}\right\|_{L^{\infty}(\Omega)} \leq \frac{C_{2}}{\kappa}
$$

Hence, for some $C_{3}>0$,

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \times A_{\kappa}-h_{e x}\right|^{2} d x_{1} d x_{2} \leq \frac{C_{3}}{\kappa^{2}} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{aligned}
& \quad \int_{\Omega}\left|\left(\frac{i}{\kappa} \nabla+A_{\kappa}\right) \Psi_{\kappa}\right|^{2} d x=\int_{\Omega}\left|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right|^{2} d x \\
& \quad+\int_{\Omega}\left|\Psi_{\kappa}\right|^{2}\left|A_{\kappa}-\hat{A}_{\kappa}\right|^{2} d x+\int_{\Omega}\left(A_{\kappa}-\hat{A}_{\kappa}\right) \cdot\left[\frac{i}{\kappa}\left(\overline{\Psi_{\kappa}} \nabla \Psi_{\kappa}-\Psi_{\kappa} \nabla \overline{\Psi_{\kappa}}\right)+2 \hat{A}_{\kappa}\right] d x \\
& \geq \\
& \left.\int_{\Omega}\left|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right|^{2} d x-2| | A_{\kappa}-\hat{A}_{\kappa}\left|\left\|_{L^{\infty}(\Omega)}\right\| \Psi_{\kappa} \|_{L^{\infty}} \int_{\Omega}\right|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa} \right\rvert\, d x .
\end{aligned}
$$

In [2] it is shown that

$$
\begin{equation*}
\left|\Psi_{\kappa}\right|+\left|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right| \leq C e^{-\mu \kappa d(x, \partial \Omega)} \tag{4.9}
\end{equation*}
$$

for some $\mu>0$ when $\lambda<1$. Hence,

$$
\begin{equation*}
\int_{\Omega}\left|\left(\frac{i}{\kappa} \nabla+A_{\kappa}\right) \Psi_{\kappa}\right|^{2} d x \geq \int_{\Omega}\left|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right|^{2} d x-\frac{C}{\kappa^{2}} \tag{4.10}
\end{equation*}
$$

Combining (4.8) and (4.10) we obtain

$$
\begin{equation*}
\mathcal{J}\left(\Psi_{\kappa}, A_{\kappa}\right) \geq \int_{\Omega}\left(\left|\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right|^{2}+\frac{1}{2}\left|\Psi_{\kappa}\right|^{4}-\left|\Psi_{\kappa}\right|^{2}\right) d x-\frac{C}{\kappa^{2}} \tag{4.11}
\end{equation*}
$$

Using the coordinates (4.1) we obtain

$$
\begin{aligned}
\int_{\Omega_{\delta}}(\mid & \left.\left.\left(\frac{i}{\kappa} \nabla+\hat{A}_{\kappa}\right) \Psi_{\kappa}\right|^{2}+\frac{1}{2}\left|\Psi_{\kappa}\right|^{4}-\left|\Psi_{\kappa}\right|^{2}\right) d x_{1} d x_{2} \\
& =\int_{D(\delta)}\left\{\frac{1}{\kappa^{2}}\left|\frac{\partial \Psi_{\kappa}}{\partial t}\right|^{2}+\frac{1}{g^{2}}\left|\left(\frac{i}{\kappa} \frac{\partial}{\partial s}+a_{2}\right) \Psi_{\kappa}\right|^{2}+\frac{1}{2}\left|\Psi_{\kappa}\right|^{4}-\left|\Psi_{\kappa}\right|^{2}\right\} g d s d t
\end{aligned}
$$

Applying the transformation (4.5), we obtain

$$
\begin{aligned}
& \int_{0}^{\frac{\kappa \delta}{\sqrt{\lambda}}} d \xi_{1} \int_{-\frac{\kappa|\partial \Omega|}{2 \sqrt{\lambda}}}^{\frac{\kappa \sqrt{\lambda}|\partial \Omega|}{2}} d \xi_{2} \frac{\tilde{g}}{\kappa^{2}} \\
& \quad \times\left\{\left|\frac{\partial \tilde{\Psi}_{\kappa}}{\partial \xi_{1}}\right|^{2}+\frac{1}{\tilde{g}^{2}}\left|\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}-\kappa_{r}(s) \frac{\sqrt{\lambda}}{\kappa} \xi_{1}^{2}\right) \tilde{\Psi}_{\kappa}\right|^{2}+\frac{1}{2} \lambda\left|\tilde{\Psi}_{\kappa}\right|^{4}-\lambda\left|\tilde{\Psi}_{\kappa}\right|^{2}\right\}
\end{aligned}
$$

where $\tilde{g}$ is defined by

$$
\tilde{g}\left(\xi_{1}, \xi_{2}\right)=1-\frac{\sqrt{\lambda}}{\kappa} \xi_{1} \kappa_{r}\left(\sqrt{\lambda} \xi_{2} / \kappa\right)
$$

Since by (4.9), there exist $\tilde{\mu}>0$ and $\tilde{C}$ such that on $\left[0, \frac{\kappa \delta}{\sqrt{\lambda}}[\times]-\frac{\kappa|\partial \Omega|}{2 \sqrt{\lambda}},+\frac{\kappa|\partial \Omega|}{2 \sqrt{\lambda}}[\right.$,

$$
\left|\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}-\kappa_{r}\left(\sqrt{\lambda} \xi_{2} / \kappa\right) \frac{\sqrt{\lambda}}{\kappa} \xi_{1}^{2}\right) \tilde{\Psi}_{\kappa}\right|^{2}+\left|\xi_{1}\right|^{2}\left|\tilde{\Psi}_{\kappa}\right|^{2} \leq \tilde{C} e^{-\tilde{\mu} \xi_{1}}
$$

there exist $\mu>0$ and $C$ such that

$$
\left|\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}\right) \tilde{\Psi}_{\kappa}\right|^{2} \leq C e^{-\mu \xi_{1}}
$$

We thus obtain

$$
\begin{aligned}
\left.\int_{0}^{\frac{\kappa}{\sqrt{\lambda}} \delta} d \xi_{1} \int_{-\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|}^{\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|} d \xi_{2} \frac{1}{\tilde{g}} \right\rvert\, & \left.\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}-\kappa_{r}\left(\sqrt{\lambda} \xi_{2} / \kappa\right) \frac{\sqrt{\lambda}}{\kappa} \xi_{1}^{2}\right) \tilde{\Psi}_{\kappa}\right|^{2} \\
& =\int_{0}^{\infty} d \xi_{1} \int_{-\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|}^{\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|} d \xi_{2}\left|\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}\right) \tilde{\Psi}_{\kappa}\right|^{2}+\mathcal{O}(1)
\end{aligned}
$$

Using the above arguments for the remaining terms yields

$$
\begin{aligned}
\mathcal{J}\left(\Psi_{\kappa}, \hat{A}_{\kappa}\right)= & \frac{1}{\kappa^{2}} \int_{0}^{\frac{\kappa}{\sqrt{\lambda}} \delta} d \xi_{1} \int_{-\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|}^{\frac{\kappa}{2 \sqrt{\lambda}}|\partial \Omega|} d \xi_{2} \\
& \times\left(\left|\frac{\partial \tilde{\Psi}_{\kappa}}{\partial \xi_{1}}\right|^{2}+\left|\left(i \frac{\partial}{\partial \xi_{2}}+\xi_{1}\right) \tilde{\Psi}_{\kappa}\right|^{2}+\frac{1}{2} \lambda\left|\Psi_{\kappa}\right|^{4}-\lambda\left|\Psi_{\kappa}\right|^{2}\right)+\mathcal{O}\left(\kappa^{-2}\right)
\end{aligned}
$$

$$
\begin{equation*}
\mathcal{J}\left(\Psi_{\kappa}, \hat{A}_{\kappa}\right)=\frac{1}{\kappa^{2}} E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right)+\mathcal{O}\left(\kappa^{-2}\right) \tag{4.12}
\end{equation*}
$$

Combining (4.12) with (4.11) yields (4.6).
We can now prove the main result of this work.
Proof of Theorem 1.1. Let $\hat{\psi}_{\lambda, \kappa}: \Omega_{\delta} \rightarrow \mathbb{C}$ be given by

$$
\hat{\psi}_{\lambda, \kappa}(x)=\psi_{\lambda}\left(\frac{\kappa}{\sqrt{\lambda}} t(x)\right) \exp \left\{-i c_{2}\left(\frac{\kappa}{\sqrt{\lambda}} s(x)\right)\right\}
$$

Further, let $\chi: \mathbb{R}_{+} \rightarrow[0,1]$ denote a smooth cutoff function satisfying

$$
\chi(t)= \begin{cases}1 & t \leq \frac{1}{2} \\ 0 & t \geq 1\end{cases}
$$

Then $\chi(t(x) / \delta) \hat{\psi}_{\lambda, \kappa}(x)$ is in $H^{1}(\Omega, \mathbb{C})$, and it is not difficult to show that

$$
\begin{equation*}
\mathcal{J}\left(\Psi_{\kappa}, A_{\kappa}\right) \leq \mathcal{J}\left(\hat{\psi}_{\lambda, \kappa}, \hat{A}_{\kappa}\right)=-\frac{C_{\lambda}|\partial \Omega|}{\kappa \sqrt{\lambda}}+\mathcal{O}\left(\kappa^{-2}\right) \tag{4.13a}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\lambda}=-\frac{\omega}{2 \pi} E_{\omega}\left(\psi_{\lambda}, \lambda\right) \tag{4.13b}
\end{equation*}
$$

By Theorem 3.1 there exists $\epsilon>0$ such that, for $\beta_{0}<\lambda<\beta_{0}+\epsilon$, we have, for all $\omega$,

$$
\begin{equation*}
C_{\lambda}=-\frac{\omega}{2 \pi} \inf _{\psi \in \mathcal{H}_{\omega}} E_{\omega}(\psi, \lambda) \tag{4.14}
\end{equation*}
$$

Note that this implies, in particular,

$$
\begin{equation*}
C_{\lambda}=-\lim _{\omega \rightarrow 0} \frac{\omega}{2 \pi} \inf _{\psi \in \mathcal{H}_{\omega}} E_{\omega}(\psi, \lambda) \tag{4.15}
\end{equation*}
$$

Combining (4.6) and (4.13) we obtain

$$
\begin{equation*}
\mathcal{J}\left(\Psi_{\kappa}, A_{\kappa}\right)=-\frac{C_{\lambda}|\partial \Omega|}{\kappa \sqrt{\lambda}}+\mathcal{O}\left(\kappa^{-2}\right) \tag{4.16}
\end{equation*}
$$

In [19, Lemma 7.3], Pan proves (4.16), for any fixed $\beta_{0}<\lambda<1$, by using as a test functions the unknown minimizer of $E_{\omega_{\kappa}}$ in $\mathcal{H}_{\omega_{\kappa}}$ instead of $\psi_{\lambda}$, and (4.15) as the definition of $C_{\lambda}$. He also proves (4.16) when $\lambda(\kappa) \rightarrow \lambda$ (with $\lambda(\kappa)=\frac{\kappa}{h_{e x}(\kappa)}$ ) but with an additional $\mathcal{O}([\lambda(\kappa)-\lambda] / \kappa)$ error. Note that when $\lambda=\beta_{0}$, this result is no more useful since $C_{\beta_{0}}=0$, and hence the leading order term of $\mathcal{J}$ is unknown in this case (see [10] for results in this case).

By (2.5) and (3.3), we have

$$
C_{\lambda}=-b(\zeta(\lambda), \lambda)
$$

which shows that $C_{\lambda}>0$ for every $\beta_{0}<\lambda<1$. Consequently, we have by (4.6) and (4.16),

$$
\begin{equation*}
E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right) \leq E_{\omega_{\kappa}}\left(\psi_{\lambda}, \lambda\right)+C \tag{4.17}
\end{equation*}
$$

Thus, by (4.13b)

$$
E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right) \leq-C_{\lambda} \frac{|\partial \Omega|}{\sqrt{\lambda}} \kappa+C
$$

which proves that indeed

$$
\begin{equation*}
\left|E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right)\right| \geq C \kappa \tag{4.18}
\end{equation*}
$$

and that the correction term on the right-hand side of (4.6) is much smaller than the leading order term.

Let $w_{\kappa}$ be defined by

$$
\tilde{\Psi}_{\kappa}\left(\xi_{1}, \xi_{2}\right)=f_{\zeta}\left(\xi_{1} ; \lambda\right) w_{\kappa}\left(\xi_{1}, \xi_{2}\right) e^{-i c_{2} \xi_{2}}
$$

Clearly, $w_{\kappa}$ is periodic in $\xi_{2}$. Thus, by (3.8), we get

$$
\left|E_{\omega_{\kappa}}\left(\tilde{\Psi}_{\kappa}, \lambda\right)-E_{\omega_{\kappa}}\left(\psi_{\lambda}, \lambda\right)\right| \geq \frac{1}{2} \int_{-\pi / \omega_{\kappa}}^{\pi / \omega_{\kappa}} d \xi_{2} \int_{0}^{\infty} d \xi_{1}\left|f_{\zeta}\right|^{4}\left(1-\left|w_{\kappa}\right|^{2}\right)^{2}
$$

Consequently, there exists $C_{0}>0$ such that

$$
\int_{-\pi / \omega_{\kappa}}^{\pi / \omega_{\kappa}} d \xi_{2} \int_{0}^{\infty} d \xi_{1}\left|f_{\zeta}\right|^{4}\left(1-\left|w_{\kappa}\right|^{2}\right)^{2} \leq C_{0}
$$

and hence, for suitable constants $C_{1}$ and $C_{2}$,

$$
\int_{\Omega_{\delta}}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d x \leq \frac{C_{1}}{\kappa^{2}} \int_{-\pi / \omega_{\kappa}}^{\pi / \omega_{\kappa}} d \xi_{2} \int_{0}^{\infty} d \xi_{1}\left|f_{\zeta}\right|^{4}\left(1-\left|w_{\kappa}\right|^{2}\right)^{2} \leq \frac{C_{2}}{\kappa^{2}}
$$

which proves (1.8a).
To prove (1.8b), we first notice that it is proved in [2] that

$$
\left|\Psi_{\kappa}\right|+\frac{1}{\kappa}\left|\nabla \Psi_{\kappa}\right| \leq C
$$

and using the explicit form of $\hat{\psi}_{\lambda, \kappa}$, we obtain

$$
\begin{equation*}
\left|\nabla\left(\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right)\right| \leq C \kappa \tag{4.19}
\end{equation*}
$$

Evidently, as a consequence of the mean value formula, there exist $C>0$ and $\delta_{0}>0$, such that, for every $0<\delta^{\prime} \leq \delta_{0}$, there exists $0 \leq \delta^{\prime \prime} \leq \delta^{\prime}$ such that

$$
\int_{t=\delta^{\prime \prime}}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d s \leq \frac{C}{\delta^{\prime}} \int_{\Omega_{\delta^{\prime}}}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d x_{1} d x_{2}
$$

Furthermore, by (4.19), we have

$$
\int_{\partial \Omega}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d s \leq C \int_{t=\delta^{\prime \prime}}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d s+C \kappa \delta^{\prime \prime}
$$

Consequently, there exists $C>0$ such that

$$
\int_{\partial \Omega}\left[\left|\Psi_{\kappa}\right|^{2}-\left|\hat{\psi}_{\lambda, \kappa}\right|^{2}\right]^{2} d s \leq \frac{C}{\delta^{\prime}} \frac{1}{\kappa^{2}}+C \kappa \delta^{\prime}
$$

Choosing $\delta^{\prime}=\kappa^{-3 / 2}$ proves $(1.8 \mathrm{~b})$.

Finally, we compare Theorem 1.1 with the results in [10, Remark 1.5]. As was already stated in the introduction, when $\rho(\kappa)=o\left(\kappa^{1 / 2}\right)$ and tends to $\infty$ as $\kappa \rightarrow+\infty$, (1.4) holds. The function $u$ in (1.4) is given by

$$
u(\tau)=\beta_{0} \frac{\left|u_{0}(\tau)\right|^{2}}{\left\|u_{0}\right\|_{4}^{4}}
$$

$u_{0}$ denoting the minimizer of (2.1).
We first note that, since as $\lambda \rightarrow \beta_{0}$, we have

$$
f_{\zeta_{\lambda}}^{2}(\tau) \sim \frac{\lambda-\beta_{0}}{\beta_{0}^{2}} u(\tau)
$$

and since

$$
\frac{\lambda-\beta_{0}}{\beta_{0}^{2}} \sim \frac{\rho}{\kappa} \quad \text { as } \kappa \rightarrow \infty
$$

(1.4) and (1.8a) match. The error in (1.4) is substantially smaller than in (1.8a). The difference is explained by the fact that $\psi_{\kappa}$ itself is small on $\partial \Omega$ when $\lambda \rightarrow \beta_{0}$. Thus, if we extrapolate the error term in (1.4) to external fields for which $\rho / \kappa \approx 1$, it becomes $\mathcal{O}\left(\kappa^{-2}\right)$ exactly as in (1.8a).
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#### Abstract

In this paper we establish the global existence and uniqueness of a solution for the three-dimensional and two-dimensional forms of the quasi-linear thermoelasticity system which arises as a mathematical model of shape memory alloys. The system represents a multidimensional version with viscosity and capillarity of the well-known Falk model for one-dimensional martensitic phase transitions. In the setup considered by Pawłow and Zajacczkowski [Math. Methods Appl. Sci., 28 (2005), pp. 407-442; 551-592], some conditions have been required for the nonlinear term. In the present paper we improve the result by imposing less restrictive assumptions.
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1. Introduction. We consider the following initial-boundary value problem in quasi-linear thermoelasticity:

$$
(\mathrm{TE})_{d} \begin{cases}u_{t t}+\kappa Q Q u-\nu Q u_{t}=\nabla \cdot F_{, \varepsilon}(\varepsilon, \theta), & \\ {\left[c_{v}-F_{, \theta \theta}(\varepsilon, \theta) \theta\right] \theta_{t}-k \Delta \theta=\theta F_{, \theta \varepsilon}(\varepsilon, \theta): \varepsilon_{t}+\nu\left(A \varepsilon_{t}\right): \varepsilon_{t}} & \text { in } \Omega_{T}, \\ u=Q u=\nabla \theta \cdot n=0 & \text { on } S_{T}, \\ u(0, x)=u_{0}(x), u_{t}(0, x)=u_{1}(x), \theta(0, x)=\theta_{0}(x) \geq 0 & \text { in } \Omega,\end{cases}
$$

where $\Omega \subset \mathbb{R}^{d}(d=2,3)$ is a bounded domain with a smooth boundary $\partial \Omega, \Omega_{T}=$ $(0, T] \times \Omega$, and $S_{T}=[0, T] \times \partial \Omega$. Let $u=\left(u_{i}\right) \in \mathbb{R}^{d}$ denote the displacement vector, $\varepsilon=\left(\varepsilon_{i j}\right)$ with $\varepsilon_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)$ the linearized strain tensor, $\theta$ the absolute temperature, and $F \in \mathbb{R}$ the elastic energy density. The capillarity term $Q Q u$ with constant coefficient $\kappa>0$ corresponds to interaction effects on phase interfaces. The coefficients $\nu, c_{v}$, and $k$ are positive constants corresponding to the viscosity coefficient, caloric specific heat, and the heat conductivity, respectively.

We use the notation $F_{, \varepsilon}=\left(\frac{\partial F}{\partial \varepsilon_{i j}}\right), F_{, \theta}=\frac{\partial F}{\partial \theta}$, and $\tilde{\varepsilon}: \varepsilon=\sum_{i, j=1}^{d} \tilde{\varepsilon}_{i j} \varepsilon_{i j}$. We define the linearized elasticity operator $Q$ by the following second order differential operator:

$$
Q u=\mu \Delta u+(\lambda+\mu) \nabla(\nabla \cdot u)
$$

where $\lambda$ and $\mu$ are the Lamé constants such that

$$
\begin{equation*}
\mu>0 \quad \text { and } \quad d \lambda+2 \mu>0 \tag{1.1}
\end{equation*}
$$

[^105]The fourth order tensor $A$ represents linear isotropic Hooke's law, defined by

$$
A_{i j k l}:=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)
$$

We note that the tensor has the following symmetry properties:

$$
A_{i j k l}=A_{k l i j}, \quad A_{i j k l}=A_{j i k l}, \quad A_{i j k l}=A_{i j l k}
$$

and the relation $Q u=\nabla \cdot \varepsilon(u) A$ holds. Assumption (1.1) ensures the strong ellipticity of the operator $Q$ and the following inequality:

$$
a_{*}|\varepsilon|^{2} \leq(A \varepsilon): \varepsilon \leq a^{*}|\varepsilon|^{2}
$$

where $a_{*}=\min \{d \lambda+2 \mu, 2 \mu\}$ and $a^{*}=\max \{d \lambda+2 \mu, 2 \mu\}$. In this article, we consider the following structure of the elastic energy density:
(A) $F(\varepsilon, \theta)=G(\theta) H(\varepsilon)+\bar{H}(\varepsilon)$ such that
(i) $G \in \mathrm{C}^{3}(\mathbb{R}, \mathbb{R})$ is as follows:

$$
G(\theta)= \begin{cases}C_{1} \theta & \text { if } \theta \in\left[0, \theta_{1}\right], \\ \varphi(\theta) & \text { if } \theta \in\left[\theta_{1}, \theta_{2}\right], \\ C_{2} \theta^{r} & \text { if } \theta \in\left[\theta_{2}, \infty\right),\end{cases}
$$

where $\varphi \in \mathrm{C}^{3}(\mathbb{R}, \mathbb{R}), \varphi^{\prime \prime} \leq 0$, and $C_{1}$ and $C_{2}$ are positive constants for some fixed $\theta_{1}, \theta_{2}$ satisfying $0<\theta_{1}<\theta_{2}<\infty$. We extend $G$ defined on $\mathbb{R}$ as an odd function.
(ii) $H \in \mathrm{C}^{3}\left(\mathbb{S}^{2}, \mathbb{R}\right)$ satisfies the condition $H(\varepsilon) \geq 0$, where $\mathbb{S}^{2}$ denotes the set of symmetric second order tensors in $\mathbb{R}^{d}$.
(iii) $\bar{H} \in \mathrm{C}^{3}\left(\mathbb{S}^{2}, \mathbb{R}\right)$ satisfies $\bar{H}(\varepsilon) \geq-C_{3}$, where $C_{3}$ is some real number.
(iv) $H(\varepsilon)$ and $\bar{H}(\varepsilon)$ satisfy the following growth conditions:

$$
\begin{aligned}
& \left|H_{, \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{1}-1}, \quad\left|H_{, \varepsilon \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{1}-2}, \quad\left|H_{, \varepsilon \varepsilon \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{1}-3}, \\
& \left|\bar{H}_{, \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{2}-1}, \quad\left|\bar{H}_{, \varepsilon \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{2}-2}, \quad\left|\bar{H}_{, \varepsilon \varepsilon \varepsilon}(\varepsilon)\right| \leq C|\varepsilon|^{K_{2}-3}
\end{aligned}
$$

for large $|\varepsilon|$.
Here we note that the regularity assumption for $H(\varepsilon)$ and $\bar{H}(\varepsilon)$ ensures that there exists a positive constant $M$ such that

$$
\left|H_{, \varepsilon}(\varepsilon)\right|+\left|H_{, \varepsilon \varepsilon}(\varepsilon)\right|+\left|H_{, \varepsilon \varepsilon \varepsilon}(\varepsilon)\right|+\left|\bar{H}_{, \varepsilon}(\varepsilon)\right|+\left|\bar{H}_{, \varepsilon \varepsilon}(\varepsilon)\right|+\left|\bar{H}_{, \varepsilon \varepsilon \varepsilon}(\varepsilon)\right| \leq M
$$

for small $|\varepsilon|$. Under the above structure of nonlinearity the system $(\mathrm{TE})_{d}$ can be rewritten as follows:

$$
\begin{array}{ll}
u_{t t}+\kappa Q Q u-\nu Q u_{t}=\nabla \cdot\left[G(\theta) H_{, \varepsilon}(\varepsilon)+\bar{H}_{, \varepsilon}(\varepsilon)\right], & \\
c_{v} \theta_{t}-k \Delta \theta=\theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)+\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu\left(A \varepsilon_{t}\right): \varepsilon_{t} & \text { in } \Omega_{T} \\
u=Q u=\nabla \theta \cdot n=0 & \text { on } S_{T} \\
u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x), \quad \theta(0, x)=\theta_{0}(x) \geq 0 & \text { in } \Omega \tag{1.5}
\end{array}
$$

In this paper we show the unique global existence of a solution for (1.2)-(1.5) under the following power of nonlinearity:

$$
\begin{equation*}
0 \leq r<\frac{5}{6}, \quad 0 \leq K_{1}, K_{2}<6, \quad 6 r+K_{1}<6 \tag{1.6}
\end{equation*}
$$

in the 3 -D case, and

$$
\begin{equation*}
0 \leq r<1, \quad 0 \leq K_{1}, K_{2}<\infty \tag{1.7}
\end{equation*}
$$

in the 2-D case.
Before discussing the result of this paper more precisely we shall explain the related results and the physical background of this model. In [10], Falk presents the Landau-Ginzburg type theory using the shear strain $\varepsilon:=\partial_{x} u$ as an order parameter to describe the martensitic-austenitic phase transitions occurring in 1-D shape memory allows (SMAs). There are many papers related to 1-D SMAs (e.g., [2], [3], [6], [12], [16], [17], and [24]). The system (TE) ${ }_{d}$ is a generalization of the 1-D Falk model with internal viscosity to the 3-D case. The Helmholtz free energy density takes the following form:

$$
\begin{gathered}
\widetilde{F}(\varepsilon, \nabla \varepsilon, \theta)=F_{0}(\theta)+F(\varepsilon, \theta)+|Q u|^{2} \\
F_{0}(\theta)=-c_{v} \theta \log \left(\theta / \theta_{3}\right)+c_{v} \theta+\tilde{c}
\end{gathered}
$$

and the stress tensor is given by

$$
\sigma=\frac{\delta \widetilde{F}}{\delta \varepsilon}+\nu A \varepsilon_{t}
$$

where $\tilde{c}$ and $\theta_{3}$ denote the positive physical constants. System (TE) ${ }_{d}$ can be derived by an argument similar to that in the 1-D case (see [5]). For more details on the derivation of this system, we refer to [19]. In [11], Falk and Konopka give the form of the elastic energy density $F$ as follows:

$$
\begin{equation*}
F(\varepsilon, \theta)=\sum_{i=1}^{3} \alpha_{i}^{2}\left(\theta-\theta_{c}\right) J_{i}^{2}(\varepsilon)+\sum_{i=1}^{5} \alpha_{i}^{4}\left(\theta-\theta_{c}\right) J_{i}^{4}(\varepsilon)+\sum_{i=1}^{2} \alpha_{i}^{6} J_{i}^{6}(\varepsilon) \tag{1.8}
\end{equation*}
$$

where $\alpha_{i}^{k}, \theta_{c}$ are constants and $J_{i}^{k}$ denote certain $k$ th order monomials with respect to $\left(\varepsilon_{i j}\right)$. Here we remark that in the 1-D case the elastic energy density takes the following form:

$$
\begin{equation*}
F_{1 D}(\varepsilon, \theta)=\alpha_{1} \varepsilon^{2}\left(\theta-\theta_{c}\right)-\alpha_{2} \varepsilon^{4}+\alpha_{3} \varepsilon^{6} \tag{1.9}
\end{equation*}
$$

where $\varepsilon:=\partial_{x} u$ and $\alpha_{i}, \theta_{c}$ are positive constants. Comparing (1.8) with the 1-D form (1.9), we see that in the 3-D case, $H(\varepsilon)$ must be fourth order with respect to $\varepsilon$. This causes some difficulties in the mathematical treatment of system (1.2)(1.5). Moreover, the difficulties arise also from the fact that the useful embedding $H^{1} \hookrightarrow L^{\infty}$ does not hold in the multidimensional case. There had been no papers on the solvability of this system with the Falk-Konopka elastic energy density (1.8), $r=1, K_{1}=4$, and $K_{2}=6$. Then Pawłow and Żochowski [20] studied the energy density $F$ under several stronger assumptions than (1.8), namely, lower order powers of nonlinearity. Moreover, for the simplification of treatments, they first considered the semilinearized equations of the quasi-linear system $(\mathrm{TE})_{d}$ :

$$
(\mathrm{SLTE})_{d} \begin{cases}u_{t t}+\kappa Q Q u-\nu Q u_{t}=\nabla \cdot F_{, \varepsilon}(\varepsilon, \theta) & \text { in } \Omega_{T} \\ c_{v} \theta_{t}-k \Delta \theta=\theta F_{, \theta \varepsilon}(\varepsilon, \theta): \varepsilon_{t}+\nu\left(A \varepsilon_{t}\right): \varepsilon_{t} & \text { on } S_{T} \\ u=Q u=\nabla \theta \cdot n=0 & \text { in } \Omega \\ u(0, x)=u_{0}(x), u_{t}(0, x)=u_{1}(x), \theta(0, x)=\theta_{0}(x) \geq 0 & \end{cases}
$$

which is the model $(\mathrm{TE})_{d}$ with removed quasi-linear term $\theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)$. They showed the unique global existence of a sufficiently smooth solution for (SLTE) ${ }_{d}$ under the following assumptions on the nonlinearity:

$$
\begin{equation*}
0 \leq r<\frac{1}{2}, \quad 0 \leq K_{1} \leq\left(\frac{1}{2}-r\right) K_{2}+1, \quad 0 \leq K_{2} \leq \frac{7}{2} \tag{1.10}
\end{equation*}
$$

in the 3-D case, and

$$
\begin{equation*}
0 \leq r<\frac{1}{2}, \quad 0 \leq K_{1} \leq\left(\frac{1}{2}-r\right) K_{2}+1, \quad 0 \leq K_{2}<\infty \tag{1.11}
\end{equation*}
$$

in the 2-D case. In addition, due to the applied parabolic decomposition of the elasticity system, they assumed the condition $0<2 \sqrt{\kappa} \leq \nu$ between viscosity and capillarity. Such an assumption, however, does not seem realistic for SMA viscosity effects which are negligibly small. In [25] the unique global existence of the solution to (SLTE) $)_{3}$ in a larger class is proved by using the contraction mapping principle. The result is proved without conditions between $\kappa$ and $\nu$, and the class of nonlinearities is generalized to $K_{2}<6$. The first two assumptions in (1.10) are present due to the semilinearization which causes the absence of energy conservation law (Lemma 4.1 below). Recently, Pawłow and Zaja̧czkowski [21] have proved the unique global existence for the quasi-linear system (1.2)-(1.5) under the assumptions

$$
\begin{gather*}
0<r<\frac{2}{3}, \quad 0<K_{1}<\frac{15}{4} \text { and } 15 r+4 K_{1}=15 \text { if } K_{1}>1  \tag{1.12}\\
0<K_{2} \leq \frac{9}{2}, \quad 0<2 \sqrt{\kappa} \leq \nu
\end{gather*}
$$

The latter, restrictive condition between viscosity and capillarity has been removed by the above mentioned authors in [23]. The aim of the present paper is to prove the unique global existence of a solution to system (1.2)-(1.5) under weaker assumptions than (1.12). More precisely, we admit the nonlinearity specified in (1.6), (1.7) and arbitrary positive coefficients of capillarity $\kappa>0$ and viscosity $\nu>0$. Unfortunately, our result still does not cover the physically realistic case (1.8).

Here we add some remarks on the 2-D case. The results of [20] include the 2-D case of the semilinearized problem (SLTE) ${ }_{2}$. The unique global existence for the 2-D quasilinear system $(\mathrm{TE})_{2}$ is established in [22] under the assumption

$$
\begin{equation*}
0 \leq r<\frac{7}{8}, \quad 0 \leq K_{1}<\infty, \quad 0 \leq K_{2}<\infty \tag{1.13}
\end{equation*}
$$

In [26] the unique global existence for $r=1$ is proved under other strong assumptions. Roughly speaking, the restrictions in [26] are such that $K_{1}=0$ and that the energy of initial data $\left\|u_{0}\right\|_{H^{2}}+\left\|u_{1}\right\|_{L^{2}}+\left\|\theta_{0}\right\|_{L^{1}}$ is sufficiently small. We note that if we take $r=1$, then the quasi-linear term $\theta G^{\prime \prime}(\theta) H(\varepsilon) \theta_{t}$ of (1.3) does not appear. We also describe the result for the 2-D case in section 5 of this paper. We show that the system $(\mathrm{TE})_{2}$ has a unique global solution under assumptions (1.7). Comparing these assumptions with (1.13), we see that the restriction for $r$ is weaker; nevertheless we cannot admit $r=1$.

We now introduce some notation and function spaces. Throughout this paper $C$ and $\Lambda$ are positive constants independent of time $T$ and depending on time $T$, respectively. In particular, we may use $\Lambda$ instead of $\Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{X}\right)$ for some $X$ if there is no danger of confusion.

- $L^{p}\left(\Omega_{T}\right)=L_{T}^{p} L^{p}=L^{p}\left(0, T ; L^{p}(\Omega)\right)$ is the standard Lebesgue space. We often use the notation $L^{p}\left(\Omega_{I}\right)=L_{I}^{p} L^{p}$ for some interval $I$.
- $W_{p}^{2 l, l}\left(\Omega_{T}\right)$ is the Sobolev space equipped with the norm

$$
\|u\|_{W_{p}^{2 l, l}\left(\Omega_{T}\right)}:=\sum_{j=0}^{2 l} \sum_{2 r+|\alpha|=j}\left\|D_{t}^{r} D_{x}^{\alpha} u\right\|_{L^{p}\left(\Omega_{T}\right)}
$$

where $D_{t}:=i \frac{\partial}{\partial t}, D_{x}^{\alpha}=\prod_{\alpha=\alpha_{1}+\alpha_{2}+\alpha_{3}} D_{k}^{\alpha_{k}}$, and $D_{k}:=i \frac{\partial}{\partial x_{k}}$ for multi-index $\alpha=\left(\alpha_{i}\right)_{i=1}^{n}$.

- $H^{j}(\Omega):=W_{2}^{j}(\Omega)$, where $W_{p}^{j}$ is the Sobolev space equipped with the norm $\|u\|_{W_{p}^{j}(\Omega)}:=\sum_{|\alpha| \leq j}\left\|D_{x}^{\alpha} u\right\|_{L^{p}(\Omega)}$.
- $B_{p, q}^{s}=B_{p, q}^{s}(\Omega)$ is the Besov space. Namely, $B_{p, q}^{s}:=\left[L^{p}(\Omega), W_{p}^{j}(\Omega)\right]_{s / j, q}$, where $[X, Y]_{s / j, q}$ is the real interpolation space. For more details we refer to [1] by Adams and Fournier.
- $\mathrm{C}^{\alpha, \alpha / 2}\left(\Omega_{T}\right)$ is the Hölder space: the set of all continuous functions in $\Omega_{T}$ satisfying the Hölder condition in $x$ with exponent $\alpha$, and in $t$ with exponent $\alpha / 2$.
We now state the main result of this paper.
Theorem 1.1. Let the positive physical constants $\kappa, \nu, c_{v}$, and $k$ be fixed arbitrarily. Assume that $\min _{\Omega} \theta_{0} \geq 0$ and (1.6) holds. Then, given $5<p \leq q<\infty$, for any $T>0$ and $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times B_{q, q}^{2-2 / q}=: U(p, q)$, there exists at least one solution $(u, \theta)$ to (1.2)-(1.5) satisfying

$$
(u, \theta) \in W_{p}^{4,2}\left(\Omega_{T}\right) \times W_{q}^{2,1}\left(\Omega_{T}\right)=: V_{T}(p, q)
$$

Moreover, if we assume $\min _{\Omega} \theta_{0}=\theta_{*}>0$, then there exists a positive constant $\omega$ such that

$$
\theta \geq \theta_{*} \exp (-\omega t) \quad \text { in } \Omega_{T}
$$

For completeness we recall also the uniqueness result which follows by repeating the arguments of the corresponding result in [22, section 6].

ThEOREM 1.2. In addition to the assumptions of Theorem 1.1, suppose that $F(\varepsilon, \theta) \in \mathrm{C}^{4}\left(\mathbb{S}^{2} \times \mathbb{R}^{+}, \mathbb{R}\right)$. Then the solution $(u, \theta) \in V_{T}(p, q)$ to (1.2)-(1.5) constructed above is unique.

We prove Theorem 1.1 by using the Leray-Schauder fixed point principle. The key estimates are the maximal regularity estimate for (1.2), and the classical energy estimate and the parabolic De Giorgi method for (1.3). In general, the derivative of a solution is less regular than the right-hand side of the corresponding equation. However, for parabolic equations such a loss of regularity does not occur, as in the case of elliptic equations. The estimate ensuring this regularity is called the maximal regularity. For more precise information on the maximal regularity we refer to [4], and for more recent topics of the maximal $L^{p}$-regularity we refer to [9]. Since the maximal regularity theory is limited to linear parabolic equations, we cannot use it directly for the quasi-linear equation (1.3). To obtain the higher order a priori estimates we apply the classical energy methods and the parabolic De Giorgi method (see [14], [15]). Using these methods we can show the Hölder continuity of $\theta$. By virtue of such regularity, we arrive at the estimate in a higher Sobolev norm.

In section 2 we list several preliminary results which are used in the paper. In section 3 we prove the unique global existence of the solution for certain truncated
version of problem (1.2)-(1.5). To this purpose we use the Leray-Schauder fixed point principle. In section 4 we show that the solution of $(\mathrm{TE})_{3}$ coincides with the solution of the truncated problem constructed in section 3 for a sufficiently large truncation level $L$. In section 5 we consider the 2-D system $(T E)_{2}$.
2. Preliminaries. In this section, we present some auxiliary results which will be used in the subsequent sections.

Lemma 2.1 (maximal regularity).
(i) Let $p \in(1, \infty)$. Denote by $u$ the solution of the linear problem

$$
\begin{cases}u_{t t}+\kappa Q Q u-\nu Q u_{t}=\nabla \cdot f & \text { in } \Omega_{T}, \\ u=Q u=0 & \text { on } S_{T}, \\ u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x) & \text { in } \Omega .\end{cases}
$$

Then the following estimates hold:

$$
\begin{equation*}
\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)} \leq C\left(\left\|u_{0}\right\|_{B_{p, p}^{4-\frac{2}{p}}}+\left\|u_{1}\right\|_{B_{p, p}^{2-\frac{2}{p}}}+\|\nabla \cdot f\|_{L^{p}\left(\Omega_{T}\right)}\right) \tag{2.1}
\end{equation*}
$$

for any $\left(u_{0}, u_{1}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p}$ and $\nabla \cdot f \in L^{p}\left(\Omega_{T}\right)$, and

$$
\begin{equation*}
\|\nabla u\|_{W_{p}^{2,1}\left(\Omega_{T}\right)} \leq C\left(\left\|u_{0}\right\|_{B_{p, p}^{3-\frac{2}{p}}}+\left\|u_{1}\right\|_{B_{p, p}^{1-\frac{2}{p}}}+\|f\|_{L^{p}\left(\Omega_{T}\right)}\right) \tag{2.2}
\end{equation*}
$$

for any $\left(u_{0}, u_{1}\right) \in B_{p, p}^{3-2 / p} \times B_{p, p}^{1-2 / p}$ and $f \in L^{p}\left(\Omega_{T}\right)$.
(ii) Let $q \in(1, \infty)$. Assume that $\rho(x)$ is Hölder continuous in $\Omega$ such that $\inf _{\Omega} \rho>$ 0 . Denote by $\theta$ the solution of the linear problem

$$
\begin{cases}\theta_{t}-\rho \Delta \theta=g & \text { in } \Omega_{T} \\ n \cdot \nabla \theta=0 & \text { on } S_{T} \\ \theta(0, x)=\theta_{0}(x) & \text { in } \Omega\end{cases}
$$

Then the following estimate holds:

$$
\begin{equation*}
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T}\right)} \leq C\left(\left\|\theta_{0}\right\|_{B_{q, q}^{2-\frac{2}{q}}}+\|g\|_{L^{q}(\Omega)}\right) \tag{2.3}
\end{equation*}
$$

for any $\theta_{0} \in B_{q, q}^{2-2 / q}$, where $C$ depends on $\inf _{\Omega} \rho$.
For the proof of (i) we refer to [25, Lemma 2.1, Proposition 2.4], and (ii) is the particular case of $[13$, Examples 3.2, A), 2)]. Next, we recall the useful space-time embedding lemma.

Lemma 2.2 (embedding [14, Lemma II.3.3]). Let $f \in W_{p}^{2 l, l}\left(\Omega_{T}\right)$. Then, for $l \in \mathbb{Z}^{+}$and multi-index $\alpha$, it follows that

$$
\begin{equation*}
\left\|D_{t}^{r} D_{x}^{\alpha} f\right\|_{L^{q}\left(\Omega_{T}\right)} \leq C \delta^{l-\psi}\|f\|_{W_{p}^{2 l, l}\left(\Omega_{T}\right)}+C \delta^{-\psi}\|f\|_{L^{p}\left(\Omega_{T}\right)} \tag{2.4}
\end{equation*}
$$

provided $q \geq p$ and $\psi:=r+\frac{|\alpha|}{2}+\frac{d+2}{2}\left(\frac{1}{p}-\frac{1}{q}\right) \leq l$. If $\varphi:=r+\frac{|\alpha|}{2}+\frac{d+2}{2 p}<l$, then

$$
\begin{equation*}
\left\|D_{t}^{r} D_{x}^{\alpha} f\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq C \delta^{l-\varphi}\|f\|_{W_{p}^{2 l, l}\left(\Omega_{T}\right)}+C \delta^{-\varphi}\|f\|_{L^{p}\left(\Omega_{T}\right)} \tag{2.5}
\end{equation*}
$$

moreover, $D_{t}^{r} D_{x}^{\alpha} f$ is Hölder continuous. Here, $\delta \in\left(0, \min \left(T, \zeta^{2}\right)\right], \zeta$ is the altitude of the cone in the statement of the cone condition satisfied by $\Omega$.

Lemma 2.3. Let $\varphi$ be given as in (A)(i). Then the function $\varphi(s)$ satisfies

$$
\begin{equation*}
\varphi(s)-s \varphi^{\prime}(s) \geq 0 \tag{2.6}
\end{equation*}
$$

for any $s \in\left[\theta_{1}, \theta_{2}\right]$.
Proof. Putting $f(s)=\varphi(s)-s \varphi^{\prime}(s)$, we have $f^{\prime}(s)=-s \varphi^{\prime \prime}(s) \geq 0$ and $f\left(\theta_{1}\right)=0$. Then $f(s)=\varphi(s)-s \varphi^{\prime}(s) \geq 0$ in $\left[\theta_{1}, \theta_{2}\right]$.

To show Theorem 1.1 we apply the Leray-Schauder fixed point principle. We recall it here in one of its equivalent formulations for the reader's convenience .

Theorem 2.4 (Leray-Schauder fixed point principle [8]). Let $X$ be a Banach space. Assume that $\Phi:[0,1] \times X \rightarrow X$ is a map with the following properties:
(L1) For any fixed $\tau \in[0,1]$ the map $\Phi(\tau, \cdot): X \rightarrow X$ is compact.
(L2) For every bounded subset $\mathcal{B}$ of $X$, the family of maps $\Phi(\cdot, \xi):[0,1] \rightarrow X$, $\xi \in \mathcal{B}$, is uniformly equicontinuous.
(L3) $\Phi(0, \cdot)$ has precisely one fixed point in $X$.
(L4) There is a bounded subset $\mathcal{B}$ of $X$ such that any fixed point in $X$ of $\Phi(\tau, \cdot)$ is contained in $\mathcal{B}$ for every $0 \leq \tau \leq 1$.
Then $\Phi(1, \cdot)$ has at least one fixed point in $X$.
3. Truncated problem. To prove the existence theorem we first consider the following truncated problem $(\mathrm{TE})_{3}^{L}$ :

$$
\begin{array}{ll}
u_{t t}+\kappa Q Q u-\nu Q u_{t}=\Gamma_{L}\left(\nabla \cdot\left[G(\theta) H_{, \varepsilon}(\varepsilon)+\bar{H}_{, \varepsilon}(\varepsilon)\right]\right), & \\
c_{v} \theta_{t}-k \Delta \theta=\theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)+\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu\left(A \varepsilon_{t}\right): \varepsilon_{t} & \text { in } \Omega_{T},  \tag{3.2}\\
u=Q u=\nabla \theta \cdot n=0 & \text { on } S_{T}, \\
u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x), \quad \theta(0, x)=\theta_{0}(x) \geq 0 \quad & \text { in } \Omega,
\end{array}
$$

where

$$
\Gamma_{L}(x)= \begin{cases}x & \text { if }|x| \leq L \\ L \frac{x}{|x|} & \text { if }|x| \geq L\end{cases}
$$

Theorem 3.1. Fix $L$ and $5<p \leq q<\infty$. Assume that $\theta_{0} \geq 0$, (1.6) holds, and $F(\varepsilon, \theta) \in \mathrm{C}^{4}\left(\mathbb{S}^{2} \times \mathbb{R}^{+}, \mathbb{R}\right)$. Then for any $T>0$ and $\left(u_{0}, u_{1}, \theta_{0}\right) \in U(p, q)$, there exists a unique solution $\left(u_{L}, \theta_{L}\right)$ to $(\mathrm{TE})_{3}^{L}$ satisfying $\left(u_{L}, \theta_{L}\right) \in V_{T}(p, q)$.

Proof of Theorem 3.1. We apply Theorem 2.4 to the $\operatorname{map} \Phi_{\tau}^{L}$ from $V_{T}(p, q)$ into $V_{T}(p, q)$,

$$
\Phi_{\tau}^{L}:(\bar{u}, \bar{\theta}) \mapsto(u, \theta), \quad \tau \in[0,1]
$$

defined by means of the following initial-boundary value problems:

$$
\begin{array}{ll}
u_{t t}+\kappa Q Q u-\nu Q u_{t}=\tau \Gamma_{L}\left(\nabla \cdot\left[G(\bar{\theta}) H_{, \varepsilon}(\bar{\varepsilon})+\bar{H}_{, \varepsilon}(\bar{\varepsilon})\right]\right), & \\
c_{v} \theta_{t}-k \Delta \theta=\tau\left\{\bar{\theta} G^{\prime \prime}(\bar{\theta}) \theta_{t} H(\varepsilon)+\bar{\theta} G^{\prime}(\bar{\theta}) \partial_{t} H(\varepsilon)+\nu\left(A \varepsilon_{t}\right): \varepsilon_{t}\right\} & \text { in } \Omega_{T} \\
u=Q u=\nabla \theta \cdot n=0 & \text { on } S_{T} \\
u(0, x)=\tau u_{0}(x), \quad u_{t}(0, x)=\tau u_{1}(x), \quad \theta(0, x)=\tau \theta_{0}(x) & \text { in } \Omega
\end{array}
$$

where $\bar{\varepsilon}=\varepsilon(\bar{u})$. A fixed point of $\Phi_{\tau}^{L}(1, \cdot)$ in $V_{T}(p, q)$ is the desired solution of the system $(\mathrm{TE})_{3}^{L}$. Therefore to prove the existence statement it is sufficient to check
that the map $\Phi_{\tau}^{L}$ satisfies assumptions (L1)-(L4) of Theorem 2.4. Noting that $\Gamma_{L}$ is Lipschitz continuous, we can check assumptions (L1), (L2), and (L3) in the same way as that in [21, section 3]. Then it is sufficient to check assumption (L4), namely, to derive a priori bounds for a fixed point of the solution map $\Phi_{\tau}^{L}$. Without loss of generality we may set $\tau=1$. Hence, from now on our purpose is to obtain a priori bounds for $(\mathrm{TE})_{3}^{L}$. To this end we prepare several lemmas. If there is no danger of confusion, we write for simplicity $(u, \theta)$ instead of $\left(u_{L}, \theta_{L}\right)$.

LEMMA 3.2 (maximum principle). Let $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times L^{2}$ for $p>5$. Assume that $\min _{\Omega} \theta_{0} \geq 0$. Then the solution $\theta$ to $(\mathrm{TE})_{3}^{L}$ is nonnegative almost everywhere in $\Omega_{T}$.

Proof. It follows from the maximal regularity (2.1) for (3.1) that

$$
\begin{align*}
& \|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)} \\
& \quad \leq C\left(\left\|u_{0}\right\|_{B_{p, p}^{4-2 / p}}+\left\|u_{1}\right\|_{B_{p, p}^{2-2 / p}}+\left\|\Gamma_{L}\left\{\nabla \cdot\left[G(\bar{\theta}) H_{, \varepsilon}(\bar{\varepsilon})+\bar{H}_{, \varepsilon}(\bar{\varepsilon})\right]\right\}\right\|_{L^{p}\left(\Omega_{T}\right)}\right)  \tag{3.3}\\
& \quad \leq C\left(\left\|u_{0}\right\|_{B_{p, p}^{4-2 / p}}+\left\|u_{1}\right\|_{B_{p, p}^{2-2 / p}}+L\left|\Omega_{T}\right|^{\frac{1}{p}}\right) \\
& \quad \leq \Lambda(L) .
\end{align*}
$$

Then taking $p>5$, by Lemma 2.2 we have

$$
\begin{equation*}
\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}+\left\|\varepsilon_{t}\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda(L)<\infty \tag{3.4}
\end{equation*}
$$

Therefore it holds that

$$
\left\|\partial_{t} H(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq\left\|\varepsilon_{t}\right\|_{L^{\infty}\left(\Omega_{T}\right)}\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}^{K_{1}-1} \leq \Lambda(L)
$$

for $K_{1}>1$. Since $\sup _{\varepsilon \in \mathbb{S}}\left|H_{, \varepsilon}(\varepsilon)\right| \leq M$ for $K_{1} \leq 1$, we conclude that

$$
\begin{equation*}
\left\|\partial_{t} H(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda(L) \tag{3.5}
\end{equation*}
$$

for every $K_{1} \geq 0$. From now on, throughout this section we shall write $\Lambda=\Lambda(L)$.
Multiplying (3.2) by $\theta_{-}:=\min \{\theta, 0\}$ and integrating over $\Omega$, we have

$$
\begin{aligned}
\frac{c_{v}}{2} \frac{d}{d t} \int_{\Omega} & \theta_{-}^{2} d x+k \int_{\Omega}\left|\nabla \theta_{-}\right|^{2} d x \\
& =\int_{\Omega}\left[\theta_{-} \theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)+\theta_{-} \theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu \theta_{-} A \varepsilon_{t}: \varepsilon_{t}\right] d x \\
& =\frac{d}{d t} \int_{\Omega} H(\varepsilon) G_{2}\left(\theta_{-}\right) d x+\int_{\Omega} \bar{G}_{2}\left(\theta_{-}\right) \partial_{t} H(\varepsilon) d x+\int_{\Omega} \nu \theta_{-} A \varepsilon_{t}: \varepsilon_{t} d x
\end{aligned}
$$

where $G_{2}(\theta)=\theta^{2} G^{\prime}(\theta)-\bar{G}_{2}(\theta)$ and $\bar{G}_{2}(\theta)=2 \int_{0}^{\theta} s G^{\prime}(s) d s$. We have $G_{2}(0)=0$ and $G_{2}^{\prime}(y)=y^{2} G^{\prime \prime}(y) \geq 0$ for $y \leq 0$, because $G^{\prime \prime}$ is the odd function such that $G^{\prime \prime}(y) \leq 0$ for $y \geq 0$. Then $G_{2}(y) \leq 0$ for $y \geq 0$. Hence, we have

$$
-\int_{\Omega} H(\varepsilon) G_{2}\left(\theta_{-}\right) d x \geq 0
$$

It follows from (1.1) that

$$
\int_{\Omega} \nu \theta_{-} A \varepsilon_{t}: \varepsilon_{t} d x \leq \nu a_{*} \int_{\Omega} \theta_{-}\left|\varepsilon_{t}\right|^{2} d x \leq 0
$$

Noting that $\bar{G}_{2}(\theta)=\frac{1}{2} C_{1} \theta^{2}$ for $\theta \in\left[-\theta_{1}, \theta_{1}\right]$, we have $\sup _{s \in \mathbb{R}} \frac{\left|\bar{G}_{2}(s)\right|}{s^{2}} \leq C$. Therefore we conclude that

$$
\begin{aligned}
\int_{\Omega} \bar{G}_{2}\left(\theta_{-}\right) \partial_{t} H(\varepsilon) d x & \leq \int_{\Omega}\left|\theta_{-}\right|^{2} \frac{\left|\bar{G}_{2}\left(\theta_{-}\right)\right|}{\left|\theta_{-}\right|^{2}}\left|\partial_{t} H(\varepsilon)\right| d x \\
& \leq \Lambda\left\|\theta_{-}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Consequently, we have

$$
\frac{d}{d t}\left(c_{v}\left\|\theta_{-}(t)\right\|_{L^{2}}^{2}-\int_{\Omega} H(\varepsilon) G_{2}\left(\theta_{-}\right) d x\right) \leq \Lambda\left(c_{v}\left\|\theta_{-}(t)\right\|_{L^{2}}^{2}-\int_{\Omega} H(\varepsilon) G_{2}\left(\theta_{-}\right) d x\right)
$$

Using the Gronwall inequality we obtain

$$
\begin{aligned}
\left\|\theta_{-}(t)\right\|_{L^{2}}^{2} & \leq\left\|\theta_{-}(t)\right\|_{L^{2}}^{2}-\int_{\Omega} H(\varepsilon) G_{2}\left(\theta_{-}\right) d x \\
& \leq \Lambda e^{\Lambda t}\left(\left\|\theta_{-}(0)\right\|_{L^{2}}^{2}-\int_{\Omega} H(\varepsilon(0)) G_{2}\left(\theta_{-}(0)\right) d x\right) \\
& =0
\end{aligned}
$$

which completes the proof.
Lemma 3.3. Let $l>2$ be an arbitrary integer. Assume that $r \leq 1$. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times L^{l}=: U_{1}(l)$, the solution $(u, \theta)$ to $(\mathrm{TE})_{3}^{L}$ satisfies

$$
\|\theta\|_{L_{T}^{\infty} L^{l}} \leq \Lambda
$$

where $\Lambda=\Lambda\left(T,\left\|\left(u_{1}, u_{2}, \theta_{0}\right)\right\|_{U_{1}(l)}\right)$. Moreover, if $\left(u_{0}, u_{1}, \theta_{0}\right) \in U_{1}(\infty)$, then we have

$$
\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda=\Lambda\left(T,\left\|\left(u_{1}, u_{2}, \theta_{0}\right)\right\|_{U_{1}(\infty)}\right)$.
Proof. Multiplying (3.2) by $\theta^{l-1}$ and integrating over $\Omega$, we have

$$
\begin{align*}
& \frac{c_{v}}{l} \frac{d}{d t}\|\theta\|_{L^{l}}^{l}+k(l-1) \int_{\Omega} \theta^{l-2}|\nabla \theta|^{2} d x \\
& \quad=\int_{\Omega}\left(\theta^{l} G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)+\theta^{l} G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu \theta^{l-1} A \varepsilon_{t}: \varepsilon_{t}\right) d x  \tag{3.6}\\
& \quad=\frac{d}{d t} \int_{\Omega} G_{l}(\theta) H(\varepsilon) d x+\int_{\Omega} \bar{G}_{l}(\theta) \partial_{t} H(\varepsilon) d x+\nu \int_{\Omega} \theta^{l-1} A \varepsilon_{t}: \varepsilon_{t} d x
\end{align*}
$$

where $G_{l}(\theta)=\theta^{l} G^{\prime}(\theta)-\bar{G}_{l}(\theta)$ and $\bar{G}_{l}(\theta)=l \int_{0}^{\theta} s^{l-1} G^{\prime}(s) d s$. Since

$$
\theta^{l} G^{\prime \prime}(\theta)= \begin{cases}C_{2} r(r-1) \theta^{l+r-2} \leq 0 & \text { for } \theta \geq \theta_{2}  \tag{3.7}\\ \theta^{l} \varphi^{\prime \prime}(\theta) \leq 0 & \text { for } \theta_{1} \leq \theta \leq \theta_{2} \\ 0 & \text { for } \theta \leq \theta_{1}\end{cases}
$$

we have $G_{l}^{\prime}(\theta)=\theta^{l} G^{\prime \prime}(\theta) \leq 0$ for $\theta \geq 0$ and $G_{l}^{\prime}(0)=0$. Thereby, we obtain

$$
\begin{equation*}
G_{l}(\theta) \leq 0 \quad \text { for } \quad \theta \geq 0 \tag{3.8}
\end{equation*}
$$

We put

$$
\hat{\theta}=\theta\left(1-\frac{l G_{l}(\theta) H(\varepsilon)}{c_{v} \theta^{l}}\right)^{1 / l} .
$$

We note that $\hat{\theta} \geq \theta$ due to (3.8). Since $\sup _{s \in[0, \infty)}\left|G^{\prime}(s)\right|=: M<\infty$, we have

$$
\left|\bar{G}_{l}(\theta)\right|=\left|l \int_{0}^{\theta} s^{l-1} G^{\prime}(s) d s\right| \leq C \theta^{l}
$$

and

$$
\left|G_{l}(\theta)\right| \leq M \theta^{l}+\left|\bar{G}_{l}(\theta)\right| \leq C \theta^{l}
$$

In view of (3.4) and (3.5) we obtain

$$
\left|\int_{\Omega} \bar{G}_{l}(\theta) \partial_{t} H(\varepsilon) d x\right| \leq C\left\|\theta^{l}\right\|_{L^{1}(\Omega)}\left\|\partial_{t} H(\varepsilon)\right\|_{L^{\infty}(\Omega)} \leq \Lambda\|\theta\|_{L^{l}(\Omega)}^{l}
$$

and

$$
\int_{\Omega} \theta^{l-1} A \varepsilon_{t}: \varepsilon_{t} \leq C\left\|\varepsilon_{t}\right\|_{L^{\infty}(\Omega)}^{2}\|\theta\|_{L^{l-1}(\Omega)}^{l-1} \leq \Lambda\|\theta\|_{L^{l}(\Omega)}^{l-1}
$$

Since $\frac{1}{l} \partial_{t}\|\hat{\theta}\|_{L^{l}}^{l}=\|\hat{\theta}\|_{L^{l}}^{l-1} \partial_{t}\|\hat{\theta}\|_{L^{l}}$, it follows from (3.6) that

$$
\begin{aligned}
\frac{d}{d t}\|\hat{\theta}\|_{L^{l}(\Omega)} & \leq \Lambda\|\theta\|_{L^{l}(\Omega)}+\Lambda \\
& \leq \Lambda\|\hat{\theta}\|_{L^{l}(\Omega)}+\Lambda
\end{aligned}
$$

Thus by the Gronwall inequality we have

$$
\begin{equation*}
\|\hat{\theta}\|_{L_{T}^{\infty} L^{l}} \leq \Lambda\left\|\hat{\theta}_{0}\right\|_{L^{l}}+\Lambda \tag{3.9}
\end{equation*}
$$

Since

$$
\begin{aligned}
\hat{\theta}_{0} & =\theta_{0}\left(1-\frac{l G_{l}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)}{c_{v} \theta_{0}^{l}}\right)^{1 / l} \\
& \leq \theta_{0}\left(1+\frac{l M \Lambda}{c_{v}}\right)^{1 / l}
\end{aligned}
$$

we can obtain the first assertion. Here we note that the constant $\Lambda$ in (3.9) is independent of $l$. Therefore taking a limit as $l \rightarrow \infty$ we can obtain the second assertion. This completes the proof.

Lemma 3.4. Let $T$ be arbitrarily fixed. Assume that $r \leq 1$. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times H^{1}=: U_{2}$, the solution $(u, \theta)$ to $(\mathrm{TE})_{3}^{L}$ satisfies

$$
\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{2}}$.
Proof. By using Lemma 3.3, thanks to $\theta_{0} \in H^{1} \hookrightarrow L^{2}$, we have

$$
\begin{equation*}
\|\theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda \tag{3.10}
\end{equation*}
$$

Since $\theta G^{\prime \prime}(\theta) \leq 0$ from (3.7) for $l=1$, the following estimate holds true:

$$
\begin{equation*}
\iint_{\Omega_{T}} \theta_{t}^{2} \theta G^{\prime \prime}(\theta) H(\varepsilon) d x d t \leq 0 \tag{3.11}
\end{equation*}
$$

Multiplying (3.2) by $\theta_{t}$ and integrating over $\Omega_{T}$, we have

$$
\begin{aligned}
& c_{v}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\frac{k}{2}\|\nabla \theta\|_{L_{T}^{\infty} L^{2}}^{2} \\
& \leq \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+\iint_{\Omega_{T}} \theta_{t}^{2} \theta G^{\prime \prime}(\theta) H(\varepsilon) d x d t \\
& \quad \quad \quad+\iint_{\Omega_{T}} \theta_{t} \theta G^{\prime}(\theta) \partial_{t} H(\varepsilon) d x d t+\iint_{\Omega_{T}} \nu \theta_{t} A \varepsilon_{t}: \varepsilon_{t} d x d t \\
& \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+\Lambda\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}\|\theta\|_{L_{T}^{\infty} L^{2}}^{r}\left\|\partial_{t} H(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \quad+\Lambda\left\|\theta_{t}\right\|_{L_{T}^{\infty} L^{2}}\left\|\varepsilon_{t}\right\|_{L^{\infty}\left(\Omega_{T}\right)}^{2} \\
& \leq \\
& \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+\frac{c_{v}}{2}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\Lambda,
\end{aligned}
$$

thanks to (3.4), (3.5), (3.10), and (3.11). Therefore we arrive at

$$
\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{2}}\right)
$$

Next, multiplying (3.2) by $\frac{-\Delta \theta}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)}$ and integrating over $\Omega$, we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\|\nabla \theta(t)\|_{L^{2}}^{2}+\int_{\Omega} \frac{k(\Delta \theta)^{2}}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)} d x \\
& \quad=-\int_{\Omega} \frac{\Delta \theta}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)}\left(\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu A \varepsilon_{t}: \varepsilon_{t}\right) d x
\end{aligned}
$$

Here we remark that

$$
c_{v} \leq c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon) \leq c_{v}+M \Lambda,
$$

where $0 \leq \sup _{\theta \geq 0}\left(-\theta G^{\prime \prime}(\theta)\right)=: M<\infty$. Then integrating over $[0, t]$ for $t \leq T$, we conclude with the estimate

$$
\begin{aligned}
& \|\nabla \theta(t)\|_{L^{2}}^{2}+\frac{2 k}{c_{v}+\Lambda M}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \leq\left\|\nabla \theta_{0}\right\|_{L^{2}}^{2}+2\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}\left\|\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{2}\left(\Omega_{T}\right)} \\
& \leq\left\|\nabla \theta_{0}\right\|_{L^{2}}^{2}+\frac{k}{\left(c_{v}+\Lambda M\right)}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \quad+\frac{c_{v}+\Lambda M}{k}\left(\Lambda\|\theta\|_{L_{T}^{\infty} L^{2}}\left\|\partial_{t} H(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}+\Lambda\left\|\varepsilon_{t}\right\|_{L^{\infty}\left(\Omega_{T}\right)}\right)^{2} \\
& \leq \frac{k}{\left(c_{v}+\Lambda M\right)}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\Lambda .
\end{aligned}
$$

Consequently, we arrive at the desired result.

The same procedure as in [21, Lemma 6.1] allows us to conclude that $\theta \in \mathrm{C}^{\alpha, \alpha / 2}\left(\Omega_{T}\right)$ for some Hölder exponent $0<\alpha<1$ depending on $T$, $\sup _{\Omega} \theta_{0}$, and $\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)}$. The proof relies on the classical parabolic De Giorgi method. For more precise information on this method we refer to [14, Chapter II, section 7] and [15, Chapter VI, section 12]. Here we note that $\varepsilon$ is Hölder continuous due to Lemma 2.2.

Lemma 3.5 (see [21, Lemma 6.1]). Assume that $k=\sup _{\Omega} \theta_{0}<\infty$. Suppose that

$$
\begin{equation*}
\|\varepsilon\|_{W_{s}^{2,1}\left(\Omega_{T}\right)}+\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)}+\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda \tag{3.12}
\end{equation*}
$$

holds for any $s \in(1, \infty)$. Then $\theta \in \mathrm{C}^{\alpha, \alpha / 2}\left(\Omega_{T}\right)$ with Hölder exponent $\alpha \in(0,1)$ depending on $\Lambda$ and $k$.

Lemma 3.6. Assume that (3.12) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in U(p, q)$ and $5<p, q<\infty$ we have

$$
\|(u, \theta)\|_{V_{T}(p, q)}=\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)}+\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda$ depends on $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U(p, q)}$ and $T$.
Proof. We can construct a unique timelocal solution $(u, \theta) \in W_{p}^{4,2}\left(\Omega_{\widetilde{T}}\right) \times W_{q}^{2,1}\left(\Omega_{\widetilde{T}}\right)$ of $(\mathrm{TE}){ }_{3}^{L}$ for sufficiently small $\widetilde{T}<T$, using the result of Clément and Li [7] (see also [27, Lemma 3.3.7]). Then from the embedding we have $\theta \in \mathrm{C}([0, \widetilde{T}] \times \Omega)$. By combining this regularity result with Lemma 3.5 , we obtain $\theta \in \mathrm{C}^{\alpha, \alpha / 2}([0, T] \times \Omega)$.

For brevity of notation we denote $c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)$ by $c_{0}(\varepsilon, \theta)$, and $\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+$ $\nu\left(A \varepsilon_{t}\right): \varepsilon_{t}$ by $R(\varepsilon, \theta)$. Then (1.3) can be rewritten as

$$
c_{0}\left(\varepsilon_{0}, \theta_{0}\right) \theta_{t}-\Delta \theta=\left(c_{0}\left(\varepsilon_{0}, \theta_{0}\right)-c_{0}(\varepsilon, \theta)\right) \theta_{t}+R(\varepsilon, \theta)
$$

By the assumptions we have

$$
\begin{aligned}
\|R(\varepsilon, \theta)\|_{L^{q}\left(\Omega_{T}\right)} & \leq C\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)}^{r}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{q}\left(\Omega_{T}\right)}+C\left\|\varepsilon_{t}\right\|_{L^{2 q}\left(\Omega_{T}\right)}^{2} \\
& \leq \Lambda
\end{aligned}
$$

From the Hölder continuity it follows that

$$
\left\|c_{0}\left(\varepsilon_{0}, \theta_{0}\right)-c_{0}(\varepsilon, \theta)\right\|_{L^{\infty}\left(\Omega_{T_{1}}\right)} \leq K T_{1}^{\frac{\alpha}{2}}
$$

where $K$ is the Hölder constant independent of $T_{1}$. Here $T_{1} \ll T$ will be determined later.

Next, we show that $1 / c_{0}(\varepsilon, \theta)\left(x, T_{2}\right)$ is Hölder continuous with respect to the space variable for $T_{2}$ fixed in $[0, T]$. We remark that

$$
\mathcal{G}(y):=y G^{\prime \prime}(y) \leq M
$$

and $\mathcal{G} \in \mathrm{C}^{1}$ is Lipschitz continuous. Then we have

$$
\begin{aligned}
& \left|\frac{1}{c_{0}}\left(x, T_{2}\right)-\frac{1}{c_{0}}\left(x^{\prime}, T_{2}\right)\right| \\
& =\left|\frac{\mathcal{G}\left(\theta\left(x^{\prime}, T_{2}\right)\right) H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)-\mathcal{G}\left(\theta\left(x, T_{2}\right)\right) H\left(\varepsilon\left(x, T_{2}\right)\right)}{\left\{c_{v}-\mathcal{G}\left(\theta\left(x, T_{2}\right)\right) H\left(\varepsilon\left(x, T_{2}\right)\right)\right\}\left\{c_{v}-\mathcal{G}\left(\theta\left(x^{\prime}, T_{2}\right)\right) H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)\right\}}\right| \\
& \leq \frac{1}{c_{v}^{2}}\left\{\left\{\mathcal{G}\left(\theta\left(x^{\prime}, T_{2}\right)\right) H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)-\mathcal{G}\left(\theta\left(x, T_{2}\right)\right) H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)\right\}\right. \\
& +\left\{\mathcal{G}\left(\theta\left(x, T_{2}\right)\right) H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)-\mathcal{G}\left(\theta\left(x, T_{2}\right)\right) H\left(\varepsilon\left(x, T_{2}\right)\right)\right\} \mid \\
& \leq \frac{1}{c_{v}^{2}}\left|H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)\right|\left|\mathcal{G}\left(\theta\left(x^{\prime}, T_{2}\right)\right)-\mathcal{G}\left(\theta\left(x, T_{2}\right)\right)\right| \\
& +\frac{1}{c_{v}^{2}}\left|\mathcal{G}\left(\theta\left(x, T_{2}\right)\right)\right|\left|H\left(\varepsilon\left(x^{\prime}, T_{2}\right)\right)-H\left(\varepsilon\left(x, T_{2}\right)\right)\right| \\
& \leq \Lambda K\left|x-x^{\prime}\right|^{\alpha}+C M\left|x-x^{\prime}\right|^{\alpha} \\
& \leq \Lambda\left|x-x^{\prime}\right|^{\alpha},
\end{aligned}
$$

where $\Lambda$ is independent of $T_{2}$. Therefore $\left[1 / c_{0}(\varepsilon, \theta)\right]\left(x, T_{2}\right)$ is Hölder continuous for any $T_{2} \in[0, T]$. Moreover, we have $\sup _{\Omega_{T}}\left[1 / c_{0}(\varepsilon, \theta)\right] \geq 1 /\left(c_{v}+M \Lambda\right)$. These conditions ensure that $\frac{1}{c_{0}\left(\varepsilon\left(T_{2}\right), \theta\left(T_{2}\right)\right)} \Delta$ has the maximal regularity property according to (2.3). Hence, taking $T_{1}=\left(\frac{1}{2 \Lambda(K, M, T) K}\right)^{\frac{1}{\alpha}}$, we have

$$
\begin{gathered}
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T_{1}}\right)} \leq \Lambda(K, M, T)\left(\left\|c_{0}\left(\varepsilon_{0}, \theta_{0}\right)-c_{0}(\varepsilon, \theta)\right\|_{L^{\infty}\left(\Omega_{T_{1}}\right)}\left\|\theta_{t}\right\|_{L^{q}\left(\Omega_{T_{1}}\right)}\right. \\
\left.+\|R(\varepsilon, \theta)\|_{L^{q}\left(\Omega_{T_{1}}\right)}+\left\|\theta_{0}\right\|_{B_{q, q}^{2,-q}(\Omega)}\right) \\
\leq \frac{1}{2}\left\|\theta_{t}\right\|_{L^{q}\left(\Omega_{T_{1}}\right)}+\Lambda+\Lambda\left\|\theta_{0}\right\|_{B_{q, q}^{2-2 / q}(\Omega)},
\end{gathered}
$$

which yields

$$
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T_{1}}\right)} \leq \Lambda+\Lambda\left\|\theta_{0}\right\|_{B_{q, q}^{2-2 / q}(\Omega)} .
$$

Here we remark that

$$
\left\|\theta\left(T_{1}\right)\right\|_{B_{q, q}^{2-2 / q}} \leq C\left(T_{1}\right)\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T_{1}}\right)} \leq C\left(T_{1}\right)\left(\Lambda+\Lambda\left\|u_{0}\right\|_{B_{q, q}^{2-2 / q}}\right)
$$

thanks to the embedding $W_{q}^{2,1}\left(\Omega_{T_{1}}\right) \hookrightarrow B U C\left(\left[0, T_{1}\right], B_{q, q}^{2-\frac{2}{q}}\right)$ (see [4], [18]). Then similarly for the interval $\left[T_{1}, 2 T_{1}\right]$ we have

$$
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{\left[T_{1}, 2 T_{1}\right]}\right.} \leq \Lambda+\Lambda\left\|u\left(T_{1}\right)\right\|_{B_{q, q}^{2-2 / q}} \leq \Lambda+\Lambda\left\|u_{0}\right\|_{B_{q, q}^{2-2 / q}} \leq \Lambda .
$$

Repeating the same operation yields

$$
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{\left[k T_{1},(k+1) T_{1}\right]}\right)} \leq \Lambda .
$$

Summing the inequalities from $k=0$ to $k=m$ satisfying $(m+1) T_{1}>T$ and $m T_{1} \leq T$, we conclude that

$$
\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda .
$$

Next we estimate the norm $\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)}$. From Lemma 2.2 it follows that

$$
\|\nabla \theta\|_{L^{\infty}\left(\Omega_{T}\right)}+\|\nabla \varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda
$$

for $q>5$. Therefore, by virtue of the maximal regularity (2.1), we have

$$
\begin{aligned}
& \|u\|_{W_{R}^{4,2}\left(\Omega_{T}\right)} \\
& \leq C\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U(p, q)}+\left\|\nabla \cdot\left(G(\theta) H_{, \varepsilon}(\varepsilon)\right)\right\|_{L^{p}\left(\Omega_{T}\right)}+\left\|\nabla \cdot \bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{p}\left(\Omega_{T}\right)} \\
& \leq C\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U(p, q)}+\Lambda\|\nabla \theta\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|G^{\prime}(\theta)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \quad+\Lambda\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)}^{r}\|\nabla \varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|H_{, \varepsilon \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}+\Lambda\|\nabla \varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|\bar{H}_{, \varepsilon \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U(p, q)}\right),
\end{aligned}
$$

which completes the proof.
Proof of Theorem 3.1 (continuation). The assumption (L4) is satisfied thanks to Lemma 3.6 and estimate (3.3). Then the existence of a solution to problem (TE) ${ }_{3}^{L}$ results from Theorem 2.4. Noting that $\Gamma_{L}$ is Lipschitz continuous, we can obtain the uniqueness result by repeating the arguments of [22, section 6$]$. We remark also that the assumption $p \leq q$ is required to show (L1); see [21]. Thereby the proof of Theorem 3.1 is completed.
4. Proof of Theorem 1.1 (existence). The idea of the proof consists of showing that the solution $\left(u_{L}, \theta_{L}\right)$ to (TE) ${ }_{3}^{L}$ constructed in section 3 satisfies also the original system (1.2)-(1.5) for sufficiently large truncation size $L$. To this purpose, assuming that there exists a sufficiently smooth solution of problem (1.2)-(1.5) such that $\theta \geq 0$, we derive for it a sequence of a priori estimates which are independent of $L$.

Lemma 4.1 (energy inequality). Assume that $\theta \geq 0$ a.e. in $\Omega_{T}, K_{2} \leq 6$, and $6 r+K_{1} \leq 6$. Then for any $t \in[0, T]$ a smooth solution of (1.2)-(1.5) satisfies

$$
\begin{equation*}
\|\theta(t)\|_{L^{1}(\Omega)}+\left\|u_{t}(t)\right\|_{L^{2}(\Omega)}+\|Q u(t)\|_{L^{2}(\Omega)} \leq C\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{H^{2} \times L^{2} \times L^{1}}\right) . \tag{4.1}
\end{equation*}
$$

Proof. Multiplying (1.2) by $u_{t}$ and integrating the resulting equation with respect to the space variable, we have

$$
\frac{d}{d t}\left(\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} \bar{H}(\varepsilon) d x\right)+\nu \int_{\Omega}\left(A \varepsilon_{t}\right): \varepsilon_{t} d x=-\int_{\Omega} G(\theta) \frac{\partial}{\partial t} H(\varepsilon) d x .
$$

Integrating (1.3) over $\Omega$, we obtain

$$
c_{v} \frac{d}{d t} \int_{\Omega} \theta d x=\nu \int_{\Omega}\left(A \varepsilon_{t}\right): \varepsilon_{t} d x+\int_{\Omega} \theta G^{\prime}(\theta) \frac{\partial}{\partial t} H(\varepsilon) d x+\int_{\Omega} \theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon) d x .
$$

Combining these equalities, we deduce

$$
\begin{aligned}
\frac{d}{d t} & \left(\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\|Q u\|_{L^{2}}^{2}+c_{v} \int_{\Omega} \theta d x+\int_{\Omega} \bar{H}(\varepsilon) d x\right) \\
& =\int_{\Omega}\left(\theta G^{\prime}(\theta) \frac{\partial}{\partial t} H(\varepsilon)+\theta G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon)-G(\theta) \frac{\partial}{\partial t} H(\varepsilon)\right) d x \\
& =-\frac{d}{d t} \int_{\Omega} \bar{G}(\theta) H(\varepsilon) d x
\end{aligned}
$$

where $\bar{G}(\theta)=G(\theta)-\theta G^{\prime}(\theta)$. Consequently,

$$
\frac{d}{d t}\left(\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\|Q u\|_{L^{2}}^{2}+c_{v} \int_{\Omega} \theta d x+\int_{\Omega} \bar{H}(\varepsilon) d x+\int_{\Omega} \bar{G}(\theta) H(\varepsilon) d x\right)=0
$$

Here we recall that $\theta \geq 0$ and $H(\varepsilon) \geq 0$. By the structure of $G(\theta)$, the function $\bar{G}(\theta)$ is as follows:

$$
\bar{G}(r)= \begin{cases}0 & \text { if } \theta \in\left[0, \theta_{1}\right] \\ \varphi(\theta)-\theta \varphi^{\prime}(\theta) & \text { if } \theta \in\left[\theta_{1}, \theta_{2}\right] \\ C_{2}(1-r) \theta^{r} & \text { if } \theta \in\left[\theta_{2}, \infty\right)\end{cases}
$$

According to Lemma 2.3 we have $\bar{G}(\theta) \geq 0$. Consequently, it follows from (A)(iii) that

$$
\begin{aligned}
& \frac{1}{2}\left\|u_{t}(t)\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\|u(t)\|_{H^{2}}^{2}+c_{v}\|\theta(t)\|_{L^{1}} \\
& \quad \leq \frac{1}{2}\left\|u_{0}\right\|_{H^{2}}^{2}+\frac{\kappa}{2}\left\|u_{1}\right\|_{L^{2}}^{2}+c_{v}\left\|\theta_{0}\right\|_{L^{1}}+\int_{\Omega}\left|\bar{H}\left(\varepsilon_{0}\right)\right| d x+C_{3}|\Omega| \\
& \quad+\int_{\left\{\theta_{2} \geq \theta_{0} \geq \theta_{1}\right\} \cap \Omega}\left[\varphi\left(\theta_{0}\right)-\theta_{0} \varphi^{\prime}\left(\theta_{0}\right)\right] H\left(\varepsilon_{0}\right) d x+C_{2}(1-r) \int_{\left\{\theta_{0}>\theta_{2}\right\} \cap \Omega} \theta_{0}^{r} H\left(\varepsilon_{0}\right) d x
\end{aligned}
$$

where $\varepsilon_{0}=\varepsilon\left(u_{0}\right)$. Since the smooth function $\varphi(s)-s \varphi^{\prime}(s)$ is bounded for $s \in\left[\theta_{1}, \theta_{2}\right]$, it follows that

$$
\begin{aligned}
\int_{\left\{\theta_{2} \geq \theta_{0} \geq \theta_{1}\right\} \cap \Omega}\left[\varphi\left(\theta_{0}\right)-\theta_{0} \varphi^{\prime}\left(\theta_{0}\right)\right] H\left(\varepsilon_{0}\right) d x & \leq C \int_{\Omega}\left|\varepsilon_{0}\right|^{K_{1}} d x \\
& \leq C\left\|u_{0}\right\|_{H^{2}}^{K_{1}}
\end{aligned}
$$

for $K_{1} \leq 6$,

$$
\begin{aligned}
\int_{\left\{\theta_{0}>\theta_{2}\right\} \cap \Omega} \theta_{0}^{r} H\left(\varepsilon_{0}\right) d x & \leq C\left\|\theta_{0}\right\|_{L^{1}}^{r}\left\|\varepsilon_{0}\right\|_{L^{\frac{K_{1}}{1-r}}}^{K_{1}} \\
& \leq C\left\|\theta_{0}\right\|_{L^{1}}^{r}\left\|u_{0}\right\|_{H^{2}}^{K_{1}}
\end{aligned}
$$

for $6 r+K_{1} \leq 6$, and

$$
\int_{\Omega}\left|\bar{H}\left(\varepsilon_{0}\right)\right| d x \leq\left\|u_{0}\right\|_{H^{2}}^{K_{2}}
$$

for $K_{2} \leq 6$. Hence, we conclude the assertion.
Lemma 4.2. Let $T$ be fixed. Assume that $\theta \geq 0$ a.e. in $\Omega_{T}$ and (1.6) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{16 / 5,16 / 5}^{19 / 8} \times B_{16 / 5,16 / 5}^{3 / 8} \times L^{2}=: U_{3}$, the solution $(u, \theta)$ to (1.2)-(1.5) satisfies

$$
\begin{equation*}
\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda \tag{4.2}
\end{equation*}
$$

where $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}$. Moreover,

$$
\begin{equation*}
\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}+\|\theta\|_{L^{10 / 3}\left(\Omega_{T}\right)} \leq \Lambda \tag{4.3}
\end{equation*}
$$

Proof. We remark that $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{H^{2} \times L^{2} \times L^{1}} \leq C\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}$ (see [1]).
From the Gagliardo-Nirenberg inequality and Lemma 4.1 it follows that

$$
\begin{align*}
\|\varepsilon\|_{L^{5 p}\left(\Omega_{T}\right)} & \leq C\| \| \varepsilon\left\|_{L^{6}(\Omega)}^{\frac{4}{5}}\right\| \varepsilon\left\|_{W_{p}^{2}(\Omega)}^{\frac{1}{5}}\right\|_{L_{T}^{5 p}} \\
& \leq C\|\varepsilon\|_{L_{T}^{\infty} L^{6}}^{\frac{4}{5}}\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega_{T}\right)}^{\frac{1}{5}}  \tag{4.4}\\
& \leq C\|u\|_{L_{T}^{\infty} H^{2}}^{\frac{4}{5}}\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega_{T}\right)}^{\frac{1}{5}} \\
& \leq C\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega_{T}\right)}^{\frac{1}{5}}
\end{align*}
$$

and

$$
\begin{align*}
\|\theta\|_{L^{\frac{8}{3}}\left(\Omega_{T}\right)} & \leq C\| \| \theta\left\|_{L^{1}(\Omega)}^{\frac{1}{4}}\right\| \theta\left\|_{H^{1}(\Omega)}^{\frac{3}{4}}\right\|_{L_{T}^{\infty}} \\
& \leq C\|\theta\|_{L_{T}^{\infty} L^{1}}^{\frac{1}{4}}\|\theta\|_{L_{T}^{2} H^{1}}^{\frac{3}{4}}  \tag{4.5}\\
& \leq \Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{\left.L_{T}^{\infty} L^{2}\right)^{\frac{3}{4}}} .\right.
\end{align*}
$$

It follows from (4.4) that

$$
\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{\frac{16}{5}}\left(\Omega_{T}\right)} \leq C\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{2}-1} \leq \Lambda\|\varepsilon\|_{W_{\frac{16}{5}}^{W_{T}, 1}\left(\Omega_{T}\right)}^{\frac{K_{2}-1}{5}} \leq \frac{1}{4}\|\varepsilon\|_{W_{\frac{16}{5}}^{2,1}\left(\Omega_{T}\right)}+\Lambda
$$

for $K_{2} \in[1,6)$, and

$$
\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{\frac{16}{5}}\left(\Omega_{T}\right)} \leq M\left|\Omega_{T}\right|^{\frac{5}{16}} \leq \Lambda
$$

for $K_{2} \in[0,1)$.
We first consider the case of $K_{1} \geq 1$. Applying the growth condition and the Young inequality, we have

$$
\begin{aligned}
& \left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{\frac{16}{5}}\left(\Omega_{T}\right)} \\
& \quad \leq\|\theta\|_{L^{\frac{8}{3}}\left(\Omega_{T}\right)}^{r}\|\varepsilon\|_{L^{\frac{16\left(K_{1}-1\right)}{5-6 r}}\left(\Omega_{T}\right)}^{K_{1}-1}+\sup _{\theta \in\left[0, \theta_{2}\right]}|G(\theta)|\|\varepsilon\|_{L^{\frac{16\left(K_{1}-1\right)}{5}}\left(\Omega_{T}\right)}^{K_{1}-1} \\
& \quad \leq \Lambda\|\theta\|_{L^{\frac{8}{3}}\left(\Omega_{T}\right)}^{r}\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{1}-1}+\Lambda\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{1}-1}
\end{aligned}
$$

for $6 r+K_{1} \leq 6\left(\right.$ and $\left.K_{1} \leq 6\right)$. Then

$$
\begin{aligned}
& \|\theta\|_{L^{8 / 3}\left(\Omega_{T}\right)}^{r}\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{1}-1}+\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{1}-1} \\
& \quad \leq \Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{3 r / 4}\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}^{\left(K_{1}-1\right) / 5}+\Lambda\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}^{\left(K_{1}-1\right) / 5} \\
& \quad \leq \frac{1}{4}\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{15 r / 4\left(6-K_{1}\right)}+\Lambda
\end{aligned}
$$

for $6 r+K_{1}<6$ (and $K_{1}<6$ ). From the maximal regularity (2.2) it follows that

$$
\begin{align*}
& \|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)} \\
& \quad \leq C\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}+\left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{16 / 5}\left(\Omega_{T}\right)}+\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{16 / 5}\left(\Omega_{T}\right)}  \tag{4.6}\\
& \quad \leq C\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}+\Lambda+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{15 r / 4\left(6-K_{1}\right)} .
\end{align*}
$$

Next, multiplying (1.3) by $\theta$ and integrating over $\Omega$, we have

$$
\begin{align*}
& \frac{c_{v}}{2} \frac{d}{d t}\|\theta(t)\|_{L^{2}}^{2}+k\|\nabla \theta\|_{L^{2}}^{2} \\
&= \int_{\Omega} \theta^{2} G^{\prime \prime}(\theta) \theta_{t} H(\varepsilon) d x+\int_{\Omega} \theta^{2} G^{\prime}(\theta) \partial_{t} H(\varepsilon) d x+\nu \int_{\Omega} \theta A \varepsilon_{t}: \varepsilon_{t} d x \\
&= \int_{\Omega} G_{2}^{\prime}(\theta) \theta_{t} H(\varepsilon) d x+\int_{\Omega} G_{2}(\theta) \partial_{t} H(\varepsilon) d x+2 \int_{\Omega} \bar{G}_{2}(\theta) \partial_{t} H(\varepsilon) d x  \tag{4.7}\\
& \quad+\nu \int_{\Omega} \theta A \varepsilon_{t}: \varepsilon_{t} d x \\
&= \frac{d}{d t} \int_{\Omega} G_{2}(\theta) H(\varepsilon) d x+2 \int_{\Omega} \bar{G}_{2}(\theta) \partial_{t} H(\varepsilon) d x+\nu \int_{\Omega} \theta A \varepsilon_{t}: \varepsilon_{t} d x
\end{align*}
$$

where $G_{2}(\theta)$ and $\bar{G}_{2}(\theta)$ are given in the proof of Lemma 3.2. Recall that

$$
G_{2}(\theta)=\frac{C_{2} r(r-1)}{r+1} \theta^{r+1} \leq 0 \quad \text { and } \quad \bar{G}_{2}(\theta)=\frac{2 C_{2} r}{r+1} \theta^{r+1} \quad \text { for } \theta \geq \theta_{2}
$$

and

$$
\sup _{\theta \in\left[0, \theta_{2}\right]}\left|G_{2}(\theta)\right|+\sup _{\theta \in\left[0, \theta_{2}\right]}\left|\bar{G}_{2}(\theta)\right|=: M<\infty .
$$

Then we have

$$
\begin{aligned}
& -\int_{\Omega} G_{2}(\theta) H(\varepsilon) d x \\
& \quad=-\int_{\Omega \cap\left\{\theta \geq \theta_{2}\right\}} G_{2}(\theta) H(\varepsilon) d x-\int_{\Omega \cap\left\{\theta_{1} \leq \theta \leq \theta_{2}\right\}} G_{2}(\theta) H(\varepsilon) d x \\
& \quad \geq-M \int_{\Omega}|H(\varepsilon)| d x
\end{aligned}
$$

Hence, integrating (4.7) with respect to the time variable, we obtain

$$
\begin{aligned}
& \frac{c_{v}}{2}\|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+k\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \quad \leq \frac{c_{v}}{2}\left\|\theta_{0}\right\|_{L^{2}}^{2}+\left\|\bar{G}_{2}(\theta) \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)}+\nu\left\|\theta A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{1}\left(\Omega_{T}\right)} \\
& \quad+M \sup _{t \in[0, T]} \int_{\Omega}|H(\varepsilon(t))| d x+\int_{\Omega}\left|G_{2}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)\right| d x
\end{aligned}
$$

By (4.4), (4.5), and the assumptions we infer that

$$
\begin{aligned}
&\left\|\theta^{r+1} \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)} \leq \Lambda\|\theta\|_{L^{8 / 3}\left(\Omega_{T}\right)}^{r+1}\|u\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}\|\varepsilon\|_{L^{16}\left(\Omega_{T}\right)}^{K_{1}-1} \\
& \leq \Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3(r+1)}{4}}\|u\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}^{1+\left(K_{1}-1\right) / 5} \\
&\left\|\theta A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{1}\left(\Omega_{T}\right)} \leq C\|\theta\|_{L^{\frac{8}{3}}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{\frac{16}{5}}\left(\Omega_{T}\right)}^{2} \\
& \leq \Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3}{4}}\left\|\varepsilon_{t}\right\|_{\frac{16}{5}\left(\Omega_{T}\right)}^{2} \\
& \int_{\Omega}|H(\varepsilon(t))| d x \leq C\|u(t)\|_{H^{2}}^{K_{1}} \leq \Lambda
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\theta_{0}^{r+1} H\left(\varepsilon_{0}\right)\right\|_{L^{1}(\Omega)} & \leq C\left\|\theta_{0}\right\|_{L^{2}(\Omega)}^{r+1}\left\|\varepsilon_{0}\right\|_{L^{\frac{2 K_{1}}{1-r}}(\Omega)}^{K_{1}} \\
& \leq C\left\|\theta_{0}\right\|_{L^{2}(\Omega)}^{r+1}\left\|u_{0}\right\|_{H^{2}(\Omega)}^{K_{1}}
\end{aligned}
$$

Consequently, we arrive at

$$
\begin{align*}
& \|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3(r+1)}{4}}\|\varepsilon\|_{W_{\frac{16}{5}}^{2,1}\left(\Omega_{T}\right)}^{\frac{4}{5}+\frac{K_{1}}{5}}  \tag{4.8}\\
& \quad+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3}{4}}\left\|\varepsilon_{t}\right\|_{L^{\frac{16}{5}}\left(\Omega_{T}\right)}^{2}
\end{align*}
$$

Substituting (4.6) into (4.8) yields

$$
\begin{aligned}
& \|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right) \\
& \quad+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3(r+1)}{4}}\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{\frac{15 r}{4\left(6-K_{1}\right)}}\right)^{\frac{4}{5}+\frac{K_{1}}{5}} \\
& \quad+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L_{2}}\right)^{\frac{3}{4}}\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{\frac{15 r}{4\left(6-K_{1}\right)}}\right)^{2}
\end{aligned}
$$

Here from the assumption $6 r+K_{1}<6$ it follows that

$$
\begin{gathered}
\frac{3(r+1)}{4}+\frac{15 r}{4\left(6-K_{1}\right)}\left(\frac{4}{5}+\frac{K_{1}}{5}\right)=\frac{30 r+3\left(6-K_{1}\right)}{4\left(6-K_{1}\right)}<\frac{5\left(6-K_{1}\right)+3\left(6-K_{1}\right)}{4\left(6-K_{1}\right)}=2 \\
\frac{3}{4}+\frac{30 r}{4\left(6-K_{1}\right)}<\frac{3}{4}+\frac{5}{4}=2
\end{gathered}
$$

Thus we conclude that

$$
\|\theta\|_{L_{T}^{\infty} L^{2}}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)+\Lambda\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{1-}
$$

Here we use $p-$ to denote a number less than $p$. Hence, by the Young inequality, we have

$$
\|\theta\|_{L_{T}^{\infty} L^{2}}+\frac{1}{2}\|\theta\|_{L^{2}\left(\Omega_{T}\right)} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)
$$

Substituting the above inequality into (4.6), we deduce also the following:

$$
\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)
$$

Next, we consider the case when $0 \leq K_{1} \leq 1$ and $0 \leq r<5 / 6$. In this case it follows that

$$
\left|H_{, \varepsilon}(\varepsilon)\right| \leq C<\infty
$$

By an argument similar to the one presented above we have

$$
\begin{align*}
\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)} & \leq\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U_{3}}+\left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{16 / 5}\left(\Omega_{T}\right)} \\
& \leq\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U_{3}}+C\|\theta\|_{L^{\frac{16 r}{5}}\left(\Omega_{T}\right)}^{r}+C \sup _{\theta \in\left[0, \theta_{2}\right]} G(\theta)  \tag{4.9}\\
& \leq\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U_{3}}+\Lambda\|\theta\|_{L^{\frac{8}{3}}\left(\Omega_{T}\right)}^{r}+C .
\end{align*}
$$

Noting that

$$
\left\|\theta^{r+1} \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)} \leq \Lambda\|\theta\|_{L^{8 / 3}\left(\Omega_{T}\right)}^{r+1}\|u\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}
$$

we obtain

$$
\begin{aligned}
& \|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \leq\left\|\theta_{0}\right\|_{L^{2}}^{2}+\left\|\theta^{r+1} \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|\theta A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{1}\left(\Omega_{T}\right)} \\
& \quad \quad+M \sup _{t \in[0, T]} \int_{\Omega}|H(\varepsilon(t))| d x+\int_{\Omega}\left|G_{2}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)\right| d x \\
& \quad \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)+\Lambda\|\theta\|_{L^{8 / 3}\left(\Omega_{T}\right)}^{r+1}\|u\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)} \\
& \quad+C\|\theta\|_{L^{8 / 3}\left(\Omega_{T}\right)}\|u\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}^{2} \\
& \quad \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}}\right)+\Lambda\left(\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{\left.L_{T}^{\infty} L^{2}\right)^{3(2 r+1) / 4}}\right.
\end{aligned}
$$

Since $3(2 r+1) / 4<2$, we arrive at the desired estimate (4.2).
The estimate (4.3) follows with the help of the embeddings

$$
\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda\|\varepsilon\|_{W_{16 / 5}^{2,1}\left(\Omega_{T}\right)}
$$

and the inequality

$$
\|\theta\|_{L^{10 / 3}\left(\Omega_{T}\right)} \leq C\| \| \theta\left\|_{L^{2}(\Omega)}^{2 / 5}\right\| \theta\left\|_{H^{1}(\Omega)}^{3 / 5}\right\|_{L_{T}^{10 / 3}} \leq C\|\theta\|_{L_{T}^{\infty} L^{2}}^{2 / 5}\|\theta\|_{L^{2} H^{1}}^{3 / 5}
$$

This completes the proof.
Lemma 4.3. Let $T$ be any fixed. Assume that $\theta \geq 0$ a.e. in $\Omega_{T}$ and (1.6) holds.
Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{4,4}^{5 / 2} \times B_{4,4}^{1 / 2} \times H^{1}=U_{4}$ the following estimate holds:

$$
\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L_{T}^{\infty} L^{2}}+\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda
$$

where the constant $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}}$. Moreover, we have

$$
\|\nabla \theta\|_{L^{10 / 3}\left(\Omega_{T}\right)}+\|\theta\|_{L^{10}\left(\Omega_{T}\right)}+\|\nabla \varepsilon\|_{L^{20}\left(\Omega_{T}\right)} \leq \Lambda
$$

Proof. Remark that $U_{4} \hookrightarrow U_{3}$. Using (4.3) we have

$$
\left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{4}\left(\Omega_{T}\right)} \leq \begin{cases}\Lambda\|\theta\|_{L^{10 / 3}\left(\Omega_{T}\right)}^{r}\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}^{K_{1}-1} \leq \Lambda & \text { if } K_{1} \geq 1  \tag{4.10}\\ \Lambda \sup \left|H_{, \varepsilon}\right|\|\theta\|_{L^{10 / 3}\left(\Omega_{T}\right)}^{r} \leq \Lambda & \text { if } K_{1} \leq 1\end{cases}
$$

for $r \leq 5 / 6$. Then from the maximal regularity (2.2) it follows that

$$
\begin{equation*}
\|\varepsilon\|_{W_{4}^{2,1}} \leq\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}}+\left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{4}} \leq \Lambda \tag{4.11}
\end{equation*}
$$

Multiplying (1.3) by $\theta_{t}$ and integrating over $\Omega_{T}$, we get

$$
\begin{aligned}
& c_{v}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\frac{k}{2}\|\nabla \theta\|_{L_{T}^{\infty} L^{2}}^{2} \\
& \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+\iint_{\Omega_{T}} \theta_{t}^{2} \theta G^{\prime \prime}(\theta) H(\varepsilon) d x d t \\
& \quad+\iint_{\Omega_{T}} \theta_{t} \theta G^{\prime}(\theta) \partial_{t} H(\varepsilon) d x d t+\iint_{\Omega_{T}} \theta_{t} A \varepsilon_{t}: \varepsilon_{t} d x d t \\
& \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+C\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}\left\|\theta^{r} H_{, \varepsilon}(\varepsilon)\right\|_{L^{4}}\left\|\varepsilon_{t}\right\|_{L^{4}}+C\left\|\theta_{t}\right\|_{L^{2}}\left\|\varepsilon_{t}\right\|_{L^{4}}^{2} \\
& \leq \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+\Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}}\right)\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)} \\
& \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}}\right)+\frac{1}{2}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}
\end{aligned}
$$

where we applied (3.11), (4.10), and (4.11). Therefore we arrive at

$$
\begin{equation*}
\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}+\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}}\right) \tag{4.12}
\end{equation*}
$$

Next, multiplying (1.3) by $\frac{-\Delta \theta}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)}$ and integrating over $\Omega$, we obtain

$$
\begin{aligned}
\frac{1}{2} & \frac{d}{d t}\|\nabla \theta(t)\|_{L^{2}}^{2}+\int_{\Omega} \frac{k|\Delta \theta|^{2}}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)} d x \\
& \leq \int_{\Omega} \frac{\Delta \theta}{c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon)}\left(\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+\nu A \varepsilon_{t}: \varepsilon_{t}\right) d x
\end{aligned}
$$

Here we recall that

$$
c_{v} \leq c_{v}-\theta G^{\prime \prime}(\theta) H(\varepsilon) \leq c_{v}+M \Lambda
$$

where $0 \leq \sup _{\theta \geq 0}\left(-\theta G^{\prime \prime}(\theta)\right)=: M<\infty$. Then integrating the above inequality with respect to the time variable, we conclude that

$$
\begin{aligned}
\|\nabla \theta(t)\|_{L^{2}}^{2} & +\frac{2 k}{c_{v}+\Lambda M}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
\leq & \left\|\nabla \theta_{0}\right\|_{L^{2}}^{2}+\frac{k}{c_{v}+\Lambda M}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& +\frac{c_{v}+\Lambda M}{k}\left\|\theta G^{\prime}(\theta) \partial_{t} H(\varepsilon)+A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
\leq \Lambda & +\frac{k}{c_{v}+\Lambda M}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\Lambda(M)\left\|\theta^{r} H_{, \varepsilon}(\varepsilon)\right\|_{L^{4}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{4}\left(\Omega_{T}\right)} \\
& +\Lambda(M)\left\|\varepsilon_{t}\right\|_{L^{4}\left(\Omega_{T}\right)}^{2} \\
\leq \Lambda & +\frac{k}{2(1+\Lambda M)}\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2}
\end{aligned}
$$

due to (4.10) and (4.11). Consequently, we obtain the first assertion.
With the help of Lemma 2.2, we also obtain estimate

$$
\|\nabla \theta\|_{L^{10 / 3}\left(\Omega_{T}\right)}+\|\theta\|_{L^{10}\left(\Omega_{T}\right)}+\|\nabla \varepsilon\|_{L^{20}\left(\Omega_{T}\right)} \leq \Lambda\left(\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)}+\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}\right) \leq \Lambda
$$

which completes the proof.

Lemma 4.4. Let $T$ be arbitrary fixed and $p \in[20 / 9,10 / 3]$ fixed. Assume that $\theta \geq 0$ a.e. in $\Omega_{T}$ and (1.6) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times H^{1}=: U_{5}(p)$, the solution $(u, \theta)$ to (1.2)-(1.5) satisfies

$$
\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{5}(p)}$.
Proof. Since the embedding $B_{p, p}^{4-\frac{2}{p}} \hookrightarrow B_{4,4}^{\frac{5}{2}}$ holds for any $\frac{20}{9} \leq p$, by Lemma 4.3 we find that

$$
\begin{aligned}
\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}+\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)} & \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{B_{4,4}^{5 / 2} \times B_{4,4}^{1 / 2} \times H^{1}}\right) \\
& \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{B_{p, p}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times H^{1}}\right) .
\end{aligned}
$$

For any $p \leq \frac{10}{3}$ we have

$$
\begin{aligned}
&\left\|\nabla \cdot\left(G(\theta) H_{, \varepsilon}(\varepsilon)\right)\right\|_{L^{p}\left(\Omega_{T}\right)} \leq \Lambda\|\nabla \theta\|_{L^{10 / 3}\left(\Omega_{T}\right)}\left\|G^{\prime}(\theta)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
&+\Lambda\|\theta\|_{L^{10}\left(\Omega_{T}\right)}^{r}\|\nabla \varepsilon\|_{L^{20}\left(\Omega_{T}\right)}\left\|H_{, \varepsilon \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \leq \Lambda
\end{aligned}
$$

and

$$
\left\|\nabla \cdot \bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{p}\left(\Omega_{T}\right)} \leq \Lambda\|\nabla \varepsilon\|_{L^{20}\left(\Omega_{T}\right)}\left\|\bar{H}_{, \varepsilon \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda
$$

thanks to Lemmas 4.2 and 4.3. Then from the maximal regularity (2.1) it follows that

$$
\begin{aligned}
&\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)} \leq C\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U_{5}(p)} \\
& \quad+C\left(\left\|\nabla \cdot\left(G(\theta) H_{, \varepsilon}(\varepsilon)\right)\right\|_{L^{p}\left(\Omega_{T}\right)}+\left\|\nabla \cdot \bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{p}\left(\Omega_{T}\right)}\right) \\
& \leq \Lambda
\end{aligned}
$$

This completes the proof.
Lemma 4.5. Let $T$ be arbitrary fixed, $l>2$ integer, and $p \in(1, \infty)$. Assume that $\theta \geq 0$ a.e. in $\Omega_{T}$ and (1.6) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{10 / 3,10 / 3}^{17 / 5} \times B_{10 / 3,10 / 3}^{7 / 5} \times$ $\left(L^{l} \cap H^{1}\right)=: U_{6}(l)$, the solution $(u, \theta)$ to (1.2)-(1.5) satisfies

$$
\|\theta\|_{L_{T}^{\infty} L_{x}^{l}} \leq \Lambda
$$

where $\Lambda=\Lambda\left(T,\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{6}(l)}\right)$. Moreover, if $\left(u_{0}, u_{1}, \theta_{0}\right) \in U_{6}(\infty)$, then

$$
\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda=\Lambda\left(T,\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{6}(\infty)}\right)$, and for $\left(u_{0}, u_{1}, \theta_{0}\right) \in\left(B_{p, p}^{3-2 / p} \cap B_{10 / 3,10 / 3}^{17 / 5}\right) \times$ $\left(B_{p, p}^{1-2 / p} \cap B_{10 / 3,10 / 3}^{7 / 5}\right) \times\left(L^{\infty} \cap H^{1}\right)=: U_{7}(p)$, it holds that

$$
\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda
$$

where $\Lambda=\Lambda\left(T,\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{7}(p)}\right)$.
Proof. The same operation as in the proof of Lemma 3.3 yields

$$
\begin{align*}
& \frac{c_{v}}{l} \frac{d}{d t}\|\hat{\theta}\|_{L^{l}}^{l}+k(l-1) \int_{\Omega} \theta^{l-2}|\nabla \theta|^{2} d x \\
& \quad=\int_{\Omega} \bar{G}_{l}(\theta) \partial_{t} H(\varepsilon) d x+\nu \int \theta^{l-1} A \varepsilon_{t}: \varepsilon_{t} d x \tag{4.13}
\end{align*}
$$

Here we recall that $G_{l}(\theta)=\theta^{l} G^{\prime}(\theta)-\bar{G}_{l}(\theta), \bar{G}_{l}(t)=l \int_{0}^{\theta} s^{l-1} G^{\prime}(s) d s$ and

$$
\begin{equation*}
\hat{\theta}=\theta\left(1-\frac{l G_{l}(\theta) H(\varepsilon)}{c_{v} \theta^{l}}\right)^{1 / l} \geq \theta \tag{4.14}
\end{equation*}
$$

Since $\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}=\Lambda<\infty$ from (4.3), we have

$$
\begin{aligned}
\left|\int_{\Omega} \bar{G}_{l}(\theta) \partial_{t} H(\varepsilon) d x\right| & \leq C\left\|\theta^{l-1}\right\|_{L^{1}(\Omega)}\|\theta\|_{L^{\infty}(\Omega)}\left\|\varepsilon_{t}\right\|_{L^{\infty}(\Omega)}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}(\Omega)} \\
& \leq \Lambda\|\theta\|_{L^{l}(\Omega)}^{l-1}\|\theta\|_{H^{2}(\Omega)}\left\|\varepsilon_{t}\right\|_{L^{\infty}(\Omega)}
\end{aligned}
$$

Therefore we conclude from (4.13) that

$$
\begin{equation*}
\frac{c_{v}}{l} \frac{d}{d t}\|\hat{\theta}\|_{L^{l}(\Omega)}^{l} \leq \Lambda\left\|\varepsilon_{t}\right\|_{L^{\infty}(\Omega)}\|\theta\|_{H^{2}(\Omega)}\|\theta\|_{L^{l}(\Omega)}^{l-1}+C\left\|\varepsilon_{t}\right\|_{L^{\infty}(\Omega)}^{2}\|\theta\|_{L^{l}(\Omega)}^{l-1} \tag{4.15}
\end{equation*}
$$

Here note that the equality $\partial_{t}\|\hat{\theta}\|_{L^{l}(\Omega)}^{l}=l\|\hat{\theta}\|_{L^{l}(\Omega)}^{l-1} \partial_{t}\|\hat{\theta}\|_{L^{l}(\Omega)}$, the Sobolev embedding, and Lemma 4.4 yield estimates

$$
\begin{gathered}
\left\|\varepsilon_{t}\right\|_{L_{T}^{2} L^{\infty}} \leq \Lambda\left\|\varepsilon_{t}\right\|_{L_{T}^{2} W_{10 / 3}^{1}} \leq \Lambda\|u\|_{W_{10 / 3}^{4,2}\left(\Omega_{T}\right)} \leq \Lambda, \\
\|\theta\|_{L_{T}^{2} H^{2}} \leq\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda,
\end{gathered}
$$

where $\Lambda$ is independent of $l$. Thus, integrating (4.15) with respect to the time variable gives

$$
\begin{aligned}
\|\hat{\theta}\|_{L_{T}^{\infty} L^{l}} & \leq\left\|\hat{\theta}_{0}\right\|_{L^{l}}+\Lambda\left\|\varepsilon_{t}\right\|_{L_{T}^{2} L^{\infty}}\|\theta\|_{L_{T}^{2} H^{2}}+\Lambda\left\|\varepsilon_{t}\right\|_{L_{T}^{2} L^{\infty}}^{2} \\
& \leq \Lambda+\left\|\hat{\theta}_{0}\right\|_{L^{l}} .
\end{aligned}
$$

In view of the inequality $\hat{\theta}_{0} \leq \theta_{0}\left(1+l M \Lambda / c_{v}\right)^{1 / l}$, the desired result can be obtained. For the $W_{p}^{2,1}$-norm of $\varepsilon$, we find that

$$
\begin{aligned}
\|\varepsilon\|_{W_{p}^{2,1}} & \leq C\left\|\left(u_{0}, u_{1}, 0\right)\right\|_{U_{7}(p)}+\Lambda\|\theta\|_{L^{\infty}\left(\Omega_{T}\right)}^{r}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}+\Lambda\left\|\bar{H}_{\varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \leq \Lambda
\end{aligned}
$$

for $p \in(1, \infty)$, by virtue of the maximal regularity (2.2). This completes the proof.
Using again Lemma 3.4, we can also prove the Hölder continuity of $\theta$. The Hölder continuity of $\varepsilon$ is ensured on account of Lemma 2.2. Hence from Lemma 3.6 we can obtain the bounds in higher Sobolev norms; i.e., for $5<p, q<\infty$,

$$
\begin{equation*}
\|(u, \theta)\|_{V_{T}(p, q)}=\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)}+\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda=: \widehat{\Lambda} \tag{4.16}
\end{equation*}
$$

where $\widehat{\Lambda}$ is independent of $L$.
This a priori estimate says that if there exists a solution to problem (TE) ${ }_{3}$ such that $\theta \geq 0$, then this solution satisfies estimate (4.16). Let us consider now problem $(\mathrm{TE})_{3}^{L}$ from section 3, assuming that the truncation size $L$ is sufficiently large such that

$$
\left|\nabla \cdot\left[G(\theta) H_{, \varepsilon}(\varepsilon)+\bar{H}_{, \varepsilon}(\varepsilon)\right]\right| \leq \widehat{\Lambda}^{K_{1}+r-1}+\widehat{\Lambda}^{K_{2}-1} \ll L
$$

In this case we may regard $\Gamma_{L}$ as the identity operator because the internal part of $\Gamma_{L}$ in (3.1) is smaller than $L$. Therefore the unique solution $\left(u_{L}, \theta_{L}\right)$ to (TE) ${ }_{3}^{L}$ satisfies (4.16) for large $L$. In other words, the $V_{T}(p, q)$-norm bound for $\left(u_{L}, \theta_{L}\right)$ does not depend on $L$. Hence $\left(u_{L}, \theta_{L}\right)$ satisfies also the original system $(\mathrm{TE})_{3}$.

The positivity of $\theta$ follows by the same argument as the proof of Lemma 3.1 in [22]. This completes the proof of Theorem 1.1.
5. 2-D case. In this section we consider the solvability of 2-D system $(\mathrm{TE})_{2}$. We prove the following theorem.

Theorem 5.1. Fix $4<p \leq q<\infty$. Assume that $\min _{\Omega} \theta_{0} \geq 0, \nu>0$, and (A) with (1.7). Then for any $T>0$ and $\left(u_{0}, u_{1}, \theta_{0}\right) \in U(p, q)$, there exists at least one solution $(u, \theta)$ to $(\mathrm{TE})_{2}$ satisfying $(u, \theta) \in V_{T}(p, q)$.

Moreover, if we assume $\min _{\Omega} \theta_{0}=\theta_{*}>0$, then there exists a positive constant $\omega$ such that

$$
\theta \geq \theta_{*} \exp (-\omega t) \quad \text { in } \Omega_{T}
$$

THEOREM 5.2. In addition to the assumptions of Theorem 1.1, suppose that $F(\varepsilon, \theta) \in \mathrm{C}^{4}\left(\mathbb{S}^{2} \times \mathbb{R}^{+}, \mathbb{R}\right)$. Then the solution $(u, \theta) \in V_{T}(p, q)$ to $(\mathrm{TE})_{2}$ constructed above is unique.

Proof of Theorem 5.1. With the exception of a priori bounds, the result follows by the same procedure as in the proof of the 3-D case. Thus it remains to check the bounds corresponding to Lemmas 4.1, 4.2, and 4.3 under assumption (A) with (1.7).

LEMMA 5.3 (energy inequality). Assume that $\theta \geq 0$ a.e. in $\Omega_{T}$ and (1.7) holds. Then for any $t \in[0, T]$ the smooth solution of $(\mathrm{TE})_{2}$ satisfies

$$
\|\theta(t)\|_{L^{1}(\Omega)}+\left\|u_{t}(t)\right\|_{L^{2}(\Omega)}+\|Q u(t)\|_{L^{2}(\Omega)} \leq C\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{H^{2} \times L^{2} \times L^{1}}\right)
$$

Proof. The same operation as in the proof of Lemma 4.1 yields

$$
\frac{d}{d t}\left(\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\|Q u\|_{L^{2}}^{2}+c_{v} \int_{\Omega} \theta d x+\int_{\Omega} \bar{H}(\varepsilon) d x+\int_{\Omega} \bar{G}(\theta) H(\varepsilon) d x\right)=0
$$

where $\bar{G}(\theta)=G(\theta)-\theta G^{\prime}(\theta)$. Here we recall that $\theta \geq 0, H(\varepsilon) \geq 0$, and $\bar{G}(\theta) \geq 0$. Consequently, it follows from (A)(iii) that

$$
\begin{aligned}
& \frac{1}{2}\left\|u_{t}\right\|_{L_{T}^{\infty} L^{2}}^{2}+\frac{\kappa}{2}\|u\|_{L_{T}^{\infty} H^{2}}^{2}+c_{v}\|\theta\|_{L_{T}^{\infty} L^{1}} \\
& \quad \leq \frac{\kappa}{2}\left\|u_{0}\right\|_{H^{2}}^{2}+\frac{1}{2}\left\|u_{1}\right\|_{L^{2}}^{2}+c_{v}\left\|\theta_{0}\right\|_{L^{1}}+\int_{\Omega}\left\{\left|\bar{H}\left(\varepsilon_{0}\right)\right|+\left|\bar{G}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)\right|\right\} d x+C_{3}|\Omega|
\end{aligned}
$$

where $\varepsilon_{0}=\varepsilon\left(u_{0}\right)$. From the Sobolev embedding it holds that

$$
\begin{equation*}
\left\|\varepsilon_{0}\right\|_{L^{s}(\Omega)} \leq C\left\|u_{0}\right\|_{H^{2}(\Omega)} \tag{5.1}
\end{equation*}
$$

for any $s \in[1, \infty)$. Then we have

$$
\begin{aligned}
\int_{\Omega}\left|\bar{G}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)\right| d x & \leq C\left\|\theta_{0}\right\|_{L^{1}(\Omega)}^{r}\left\|\varepsilon_{0}\right\|_{L^{\frac{K_{1}}{1-r}}(\Omega)}^{K_{1}} \\
& \leq C\left\|\theta_{0}\right\|_{L^{1}(\Omega)}^{r}\left\|u_{0}\right\|_{H^{2}}^{K_{1}}
\end{aligned}
$$

for $r<1$ and $K_{1}<\infty$, and

$$
\begin{aligned}
\int_{\Omega} \bar{H}\left(\varepsilon_{0}\right) d x & \leq\left\|\varepsilon_{0}\right\|_{L^{K_{2}}}^{K_{2}} \\
& \leq C\left\|u_{0}\right\|_{H^{2}}^{K_{2}}
\end{aligned}
$$

for $K_{2}<\infty$. This completes the proof.

Lemma 5.4. Let $T$ and $p \in[2,4)$ be fixed. Assume that (1.7) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, p}^{3-2 / p} \times B_{p, p}^{1-2 / p} \times L^{2}=: U_{3}^{\prime}(p)$, the solution $(u, \theta)$ to $(\mathrm{TE})_{2}$ satisfies

$$
\begin{equation*}
\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}+\|\theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda \tag{5.2}
\end{equation*}
$$

where $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}^{\prime}(p)}$. Moreover, we have

$$
\begin{equation*}
\|\varepsilon\|_{L^{\infty}\left(\Omega_{T}\right)}+\|\theta\|_{L^{p}\left(\Omega_{T}\right)} \leq \Lambda \tag{5.3}
\end{equation*}
$$

Proof. We first show (5.2) for $p$ such that $p<3$. From the Sobolev inequality (5.1) and Lemma 5.3, it follows that

$$
\|\varepsilon\|_{L^{s}\left(\Omega_{T}\right)} \leq \Lambda\|u\|_{L_{T}^{\infty} H^{2}} \leq \Lambda
$$

for every $s<\infty$, and hence we obtain

$$
\begin{equation*}
\left\|H_{, \varepsilon}\right\|_{L^{s}\left(\Omega_{T}\right)}+\left\|\bar{H}_{, \varepsilon}\right\|_{L^{s}\left(\Omega_{T}\right)} \leq \Lambda \tag{5.4}
\end{equation*}
$$

for any $K_{1}, K_{2}<\infty$. Moreover, by using the Hölder inequality, we have

$$
\begin{equation*}
\|\theta\|_{L^{p}\left(\Omega_{T}\right)} \leq C\| \| \theta\left\|_{L^{1}}^{1-2 / p}\right\| \theta\left\|_{L^{2 /(3-p)}}^{2 / p}\right\|_{L_{T}^{p}} \leq C\|\theta\|_{L_{T}^{\infty} L^{1}}^{1-2 / p}\|\theta\|_{L_{T}^{2} H^{1}}^{2 / p} \leq \Lambda\|\theta\|_{L_{T}^{2} H^{1}}^{2 / p} \tag{5.5}
\end{equation*}
$$

for $p \in[2,3)$.
We fix $\bar{p}$ such that $r+2<\bar{p}<3$. From (5.4), (5.5), and the maximal regularity (2.2) it follows that

$$
\begin{align*}
& \|\varepsilon\|_{W_{\bar{p}}^{2,1}\left(\Omega_{T}\right)} \\
& \quad \leq C\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}^{\prime}(\bar{p})}+C\left\|G(\theta) H_{, \varepsilon}(\varepsilon)\right\|_{L^{\bar{p}}\left(\Omega_{T}\right)}+C\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{\bar{p}}\left(\Omega_{T}\right)} \\
& \quad \leq \Lambda+C\|\theta\|_{L^{\bar{p}}\left(\Omega_{T}\right)}^{r}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\frac{\bar{p}}{(1-r)}\left(\Omega_{T}\right)}}+C\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{\bar{p}}\left(\Omega_{T}\right)}  \tag{5.6}\\
& \quad \leq \Lambda+\Lambda\|\theta\|_{L_{T}^{2} H^{1}}^{\frac{2 r}{\bar{p}}} .
\end{align*}
$$

Next, the same operation as in the proof of Lemma 4.2 yields

$$
\begin{aligned}
& \frac{c_{v}}{2}\|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+k\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \leq \frac{c_{v}}{2}\left\|\theta_{0}\right\|_{L^{2}}^{2}+\left\|\bar{G}_{2}(\theta) \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)}+\nu\left\|\theta A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{1}\left(\Omega_{T}\right)} \\
& \quad+M \sup _{t \in[0, T]} \int_{\Omega_{T}}|H(\varepsilon(t))| d x+\int_{\Omega}\left|G_{2}\left(\theta_{0}\right) H\left(\varepsilon_{0}\right)\right| d x
\end{aligned}
$$

By (5.4), (5.5), and (5.6) we have

$$
\begin{aligned}
\left\|\theta^{r+1} \partial_{t} H(\varepsilon)\right\|_{L^{1}\left(\Omega_{T}\right)} & \leq \Lambda\|\theta\|_{L^{\bar{p}}\left(\Omega_{T}\right)}^{r+1}\|\varepsilon\|_{W_{\bar{p}}^{2,1}\left(\Omega_{T}\right)}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\bar{p}-(r+2)}\left(\Omega_{T}\right)} \\
& \leq \Lambda\|\theta\|_{L_{T}^{\bar{p}} H^{1}}^{\frac{2(r+1)}{\bar{p}}}\left(\Lambda+\|\theta\|_{L_{T}^{2} H^{1}}^{\frac{2 r}{\bar{p}}}\right)
\end{aligned}
$$

for $\bar{p}>r+2$,

$$
\begin{aligned}
&\left\|\theta A \varepsilon_{t}: \varepsilon_{t}\right\|_{L^{1}\left(\Omega_{T}\right)} \leq \Lambda\|\theta\|_{L^{\bar{p}}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{\frac{2 \bar{p}}{p}-1}}^{2}\left(\Omega_{T}\right) \\
& \leq \Lambda\|\theta\|_{L_{T}^{2} H^{1}}^{\frac{2}{\bar{p}}}\left(\Lambda+\|\theta\|_{L_{T}^{2}}^{\frac{4 r}{\bar{p}}}\right) \\
& \int_{\Omega}|H(\varepsilon(t))| d x \leq C\|u(t)\|_{H^{2}}^{K_{1}} \leq \Lambda
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\theta_{0}^{r+1} H\left(\varepsilon_{0}\right)\right\|_{L^{1}(\Omega)} & \leq C\left\|\theta_{0}\right\|_{L^{2}(\Omega)}^{r+1}\left\|\varepsilon_{0}\right\|_{L^{\frac{2 K_{1}}{1-r}}(\Omega)}^{K_{1}} \\
& \leq C\left\|\theta_{0}\right\|_{L^{2}(\Omega)}^{r+1}\left\|u_{0}\right\|_{H^{2}(\Omega)}^{K_{1}}
\end{aligned}
$$

Consequently, we arrive at

$$
\|\theta\|_{L_{T}^{\infty} L^{2}}^{2}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)}^{2} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}^{\prime}(p)}\right)+\Lambda\|\theta\|_{L_{T}^{2} H^{1}}^{\frac{2(2 r+1)}{\bar{p}}}
$$

Since $2 r+1<r+2<\bar{p}$, by using the Young inequality we have

$$
\begin{equation*}
\|\theta\|_{L_{T}^{\infty} L^{2}}+\|\nabla \theta\|_{L^{2}\left(\Omega_{T}\right)} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{3}^{\prime}(p)}\right) \tag{5.7}
\end{equation*}
$$

Substituting (5.7) into (5.6), we obtain (5.2) for $p<3$.
We shall show the rest of the proof. Taking $p \in[2,4)$, by the same operation as (5.5) we have

$$
\|\theta\|_{L^{p}\left(\Omega_{T}\right)} \leq C\|\theta\|_{L_{T}^{\infty} L^{2}}^{1-2 / p}\|\theta\|_{L_{T}^{2} H^{1}}^{2 / p} \leq \Lambda
$$

for $p<4$ thanks to (5.7). Then from (2.2) we conclude that

$$
\begin{aligned}
\|\varepsilon\|_{W_{p}^{2,1}} & \leq \Lambda+\|\theta\|_{L^{p}}^{r}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\frac{p}{(1-r)}}}+\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{p}} \\
& \leq \Lambda .
\end{aligned}
$$

This completes the proof.
Lemma 5.5. Let $T$ be any fixed. Assume that (1.7) holds. Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{4,4}^{5 / 2} \times B_{4,4}^{1 / 2} \times H^{1}=U_{4}^{\prime}$ the following estimate holds:

$$
\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L_{T}^{\infty} L^{2}}+\|\theta\|_{W_{2}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda
$$

where constant $\Lambda$ depends on $T$ and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}^{\prime}}$. Moreover, we have

$$
\|\nabla \theta\|_{L^{4}\left(\Omega_{T}\right)}+\|\theta\|_{L^{s}\left(\Omega_{T}\right)}+\|\nabla \varepsilon\|_{L^{s}\left(\Omega_{T}\right)} \leq \Lambda
$$

for any $s<\infty$.
Proof. It follows from Lemma 5.4 and (2.2) that

$$
\begin{align*}
&\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)} \leq C\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}^{\prime}}+C\|\theta\|_{L^{4 r}}^{r}\left\|H_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
&+C\left\|\bar{H}_{, \varepsilon}(\varepsilon)\right\|_{L^{\infty}\left(\Omega_{T}\right)}  \tag{5.8}\\
& \leq \Lambda
\end{align*}
$$

thanks to $r<1$. The same operation as in the proof of Lemma 4.3 yields

$$
\begin{aligned}
c_{v}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}+\frac{k}{2}\|\nabla \theta\|_{L_{T}^{\infty} L^{2}}^{2} \leq & \frac{k}{2}\left\|\theta_{0}\right\|_{H^{1}}^{2}+C\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}\left\|\theta^{r} H_{, \varepsilon}(\varepsilon)\right\|_{L^{4}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{4}\left(\Omega_{T}\right)} \\
& +C\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}\left\|\varepsilon_{t}\right\|_{L^{4}\left(\Omega_{T}\right)}^{2} \\
\leq & \Lambda+\frac{c_{v}}{2}\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}
\end{aligned}
$$

on account of (5.3) and (5.8). Therefore, we arrive at the estimate

$$
\|\varepsilon\|_{W_{4}^{2,1}\left(\Omega_{T}\right)}+\left\|\theta_{t}\right\|_{L^{2}\left(\Omega_{T}\right)}+\|\nabla \theta\|_{L_{T}^{\infty} L^{2}} \leq \Lambda\left(\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{U_{4}^{\prime}}\right)
$$

Moreover, applying the same argument as in the proof of Lemma 4.3, we get

$$
\|\Delta \theta\|_{L^{2}\left(\Omega_{T}\right)} \leq \Lambda
$$

This completes the proof of the first assertion. With the help of Lemma 2.2 we obtain the second assertion. This completes the proof of Lemma 5.5.

From a modification similar to that presented in section 4 we can derive the estimate

$$
\|(u, \theta)\|_{V_{T}(p, q)}=\|u\|_{W_{p}^{4,2}\left(\Omega_{T}\right)}+\|\theta\|_{W_{q}^{2,1}\left(\Omega_{T}\right)} \leq \Lambda .
$$

Hence the proof of Theorem 5.1 are completed.
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#### Abstract

We use renormalization group (RG) techniques to prove the nonlinear asymptotic stability for the semistrong regime of two-pulse interactions in a regularized Gierer-Meinhardt system. In the semistrong limit the localized activator pulses interact strongly through the slowly varying inhibitor. The interaction is not tail-tail as in the weak interaction limit, and the pulse amplitudes and speeds change as the pulse separation evolves on algebraically slow time scales. In addition the point spectrum of the associated linearized operator evolves with the pulse dynamics. The RG approach employed here validates the interaction laws of quasi-steady two-pulse patterns obtained formally in the literature, and establishes that the pulse dynamics reduce to a closed system of ordinary differential equations for the activator pulse locations. Moreover, we fully justify the reduction to the nonlocal eigenvalue problem (NLEP) showing that the large difference between the quasi-steady NLEP operator and the operator arising from linearization about the pulse is controlled by the resolvent.
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1. Introduction. Pulse solutions are the building blocks for the analysis of complex patterns in reaction-diffusion equations. Within the proper scaling limit, the dynamics exhibited by many reaction-diffusion systems is governed by the interactions of localized solutions of pulse type. A prototypical example is given by the spatio-temporal chaotic dynamics of the one-dimensional Gray-Scott system for which numerical simulations indicate that the chaotic dynamics originate from the interactions and bifurcations of pulse solutions [13].

In the context of singularly perturbed equations in one spatial dimension, there is a well-developed literature addressing the existence and stability of stationary pulse solutions based on the geometric singular perturbation theory and the Evans function methods (see $[15,5]$ and the references therein). There is no such general theory for pulse interactions. In fact, strong pulse interactions, and especially the phenomena of pulse-replication and annihilation, have been studied computationally, but are not yet understood mathematically. On the other hand, there are methods to study the behavior of pulses in the weak interaction limit where the pulses are so greatly separated that they can be considered at leading order as copies of a solitary pulse. In this regime the exponentially weak interactions affect only the position of the pulses and have no leading order influence on their shape or stability (see $[8,9,14,15]$ and

[^106]

Fig. 1.1. The two-pulse solution of the Gierer-Meinhardt equation, shown at $t=500$ and $t=5000$, in the slow spatial variable. The figures are obtained from numerical simulation of (2.1) with $\varepsilon^{2}=0.01$ and $\mu=5$.
the references therein).
Recently, an intermediate concept has been introduced in the context of singularly perturbed equations, the semistrong interaction case (see $[6,16]$ and the references therein). The semistrong regime exists in systems whose components decay at asymptotically distinct rates, so that some of the components of the system approach the trivial background state between pulses, while others do not. Moreover, the pulse positions, amplitudes, and shapes change at rates that are algebraically small in the perturbation parameter (see Figure 1.1) and may bifurcate due to the interactions $[6,16]$.

Up to now the semistrong pulse interaction has only been studied formally (see Remark 1.3). In this paper we show that the semistrong interaction fits naturally into the framework of the renormalization group (RG) methods developed to study the stability of slowly evolving patterns [14, 12]. For the Gierer-Meinhardt equations, the geometric singular perturbation theory shows that the activator-inhibitor interaction reduces the highly diffusive inhibitor to a local constant within each activator pulse. The value of this constant determines the activator pulse interactions, in particular causing the pulse amplitudes to depend upon the pulse positions, which evolve on an $\mathcal{O}\left(\frac{1}{\varepsilon^{4}}\right)$ time scale. The RG analysis makes these statements rigorous, in particular fully justifying the reductions made in the nonlocal eigenvalue problem (NLEP) analysis which arises in the linear stability analysis of the pulses.

The singular perturbation theory typically constructs a family of pulse type patterns which are approximate solutions of a given system of equations $[2,3,6,11,16]$. The solutions are characterized by parameters $\vec{p} \in \mathbb{R}^{k}$, which are often-but not exclusively-pulse locations. The linearizing about the global manifold of slowly evolving pulse patterns for a particular choice of parameters $\vec{p}$ allows one to decompose the phase space into tangential (or active) and normal (or decaying) modes. In the RG approach, rather than using the exact linearization, reduced linearized operators are identified at a discrete family of base points on the manifold. These form a loose covering of approximate tangent planes, much like the scales of a fish form a piecewise linear envelope of the underlying body. In the current setting this
gives two specific advantages: first, in a neighborhood of each base point we identify a temporally constant linearized operator and associated phase space decomposition, and second, we are free to modify the governing linear operator in ways that simplify the analysis. For the Gierer-Meinhardt equations, the singularly perturbed structure of the linearized operators makes them strongly contractive on certain regions of the phase space. This permits a nontrivial replacement of spatially varying potentials with delta functions, affording dramatic simplification to the analysis of the principle linear operator. Indeed we replace the exact linearization with a putatively $\mathcal{O}\left(\varepsilon^{-2}\right)$ "perturbation." This reduced linear operator gives rise to exactly the NLEP operators introduced previously in the formal linear stability analysis, $[2,6,16]$, and justifies the observation that, at the linear level, the inhibitor equation averages perturbations into a mean-field.

The RG method shows that the NLEP operators control the flow in a neighborhood of the pulse configurations, generating a thin absorbing set in the phase space. Moreover, we recover the leading order pulse evolution by projecting the flow onto the tangent plane of the manifold of two-pulse solutions. In this paper we consider only two-pulse solutions. Although there are no new conceptual features, the generalization to $N$-pulses is technical. In particular, determining the amplitudes of each pulse within an $N$-pulse configuration requires a nontrivial nonlinear computation, and the stability of the underlying pattern will depend sensitively upon the pulse amplitudes and separations. These issues have been studied numerically in [11] and the construction and interaction of $N$-pulses on bounded domains has been considered in [16]. However, the nonlinear aspects of the stability approach we developed here generalizes directly from the two-pulse to the $N$-pulse case. Our methods can also be applied to the weak and semistrong $N$-pulse interactions in classes of singularly perturbed reaction-diffusion equations as considered in [6] and in [17] on bounded domains. Nevertheless, interesting additional issues may emerge in specific settings, such as the semistrong evolution of pulses in the Gray-Scott equation (see [4]) in which the essential spectrum is asymptotically close to the origin.

The main result of this paper addresses the semistrong evolution of two-pulse solutions $\Phi$, given in (2.5), of the regularized Geirer-Meinhardt equation (2.3). The solutions are parameterized by pulse positions $\Gamma=\left(\Gamma_{1}, \Gamma_{2}\right)^{t}$, with pulse separation $\Delta \Gamma=\left|\Gamma_{1}-\Gamma_{2}\right|$. In the application at hand the RG approach models the impact of transient initial perturbations on the semistrong pulse evolution, and after the decay of the transients, recovers the formal pattern evolution at leading order. For the GiererMeinhardt equation the semistrong regime is comprised of pulses whose separations satisfy $\Delta \Gamma>\Delta \Gamma^{*}(\mu)$, where $\Delta \Gamma^{*}=\mathcal{O}\left(\varepsilon^{-2}\right)$ is defined in (3.37) of Proposition 3.4. For $\Delta \Gamma<\Delta \Gamma^{*}$ one enters the strong interaction regime, where the two-pulse solution has quasi-stationary eigenvalues which are incompatible with the two-pulse manifold, and pulse splitting bifurcations are observed. Our approach works uniformly for the weak, $\Delta \Gamma \gg \varepsilon^{-2}$, and semistrong interactions, recovering prior results $[8,9,14,15]$, for the weak interaction limit.

We introduce the norm $\|\cdot\|_{X}$ on $H^{1} \times H^{1}$ defined by

$$
\begin{equation*}
\|G\|_{X}=\varepsilon\left\|G_{1}\right\|_{L^{2}}+\varepsilon^{-1}\left\|\partial_{\xi} G_{1}\right\|_{L^{2}}+\left\|G_{2}\right\|_{H^{1}} \tag{1.1}
\end{equation*}
$$

and remark that it controls the $L^{\infty}$ norm uniformly,

$$
\begin{equation*}
\left\|G_{1}\right\|_{L^{\infty}} \leq\left(2\left\|G_{1}\right\|_{L^{2}}\left\|\partial_{\xi} G_{1}\right\|_{L^{2}}\right)^{\frac{1}{2}} \leq \varepsilon\left\|G_{1}\right\|_{L^{2}}+\varepsilon^{-1}\left\|\partial_{\xi} G_{1}\right\|_{L^{2}} \leq\|G\|_{X} \tag{1.2}
\end{equation*}
$$

We next state our main theorem for the pulses in the semistrong interaction regime.

THEOREM 1.1. Let $\varepsilon$ be sufficiently small, let $\mu>\mu_{\text {Hopf }}$, and let the pulse separation satisfy $\Delta \Gamma>\Delta \Gamma^{*}(\mu)$, where $\mu_{\mathrm{Hopf}}$ and $\Delta \Gamma^{*}(\mu)$ are given in Proposition 3.4. The manifold $\mathcal{M}$ of two-pulse solutions (2.6) of the regularized Gierer-Meinhardt equation (2.3) is asymptotically exponentially stable up to $\mathcal{O}\left(\varepsilon^{3}\right)$. That is, there exists $M$ and $\nu>0$, independent of $\varepsilon$, such that for all initial data $\vec{U}_{0}$ sufficiently close to the $\mathcal{M}$, the corresponding solution $\vec{U}=(U, V)^{t}$ of the regularized Gierer-Meinhardt equations can be decomposed as

$$
\begin{equation*}
\vec{U}(\xi, t)=\Phi_{\Gamma}+W(\xi, t) \tag{1.3}
\end{equation*}
$$

where the parameters $\Gamma(t)$ of the two-pulse solution $\Phi$ evolve at leading order according to (4.17). Moreover, the remainder $W$ satisfies

$$
\begin{equation*}
\|W\|_{X} \leq M\left(e^{-\nu t}\left\|W_{0}\right\|_{X}+\varepsilon^{3}\right) \tag{1.4}
\end{equation*}
$$

In particular, after the perturbation $W$ has decayed to $\mathcal{O}\left(\varepsilon^{3}\right)$, the pulse evolution is given by the ordinary differential equations (4.75) which are equivalent at leading order to

$$
\begin{equation*}
\frac{d}{d t} \Delta \Gamma=\varepsilon^{2} \sqrt{\mu} \frac{e^{-\varepsilon^{2} \Delta \Gamma \sqrt{\mu}}}{1+e^{-\varepsilon^{2} \Delta \Gamma \sqrt{\mu}}} \tag{1.5}
\end{equation*}
$$

Since the pulses are repelling, Theorem 1.1 governs the evolution of all two-pulse solutions in the semistrong or the weak interaction regime. That is, any two-pulse solutions with $\Delta \Gamma(0)>\Delta \Gamma^{*}(\mu)$ will evolve according to (1.5) for all subsequent time.

Remark 1.2. The pulse dynamics (1.5) were obtained formally in [6].
Remark 1.3. In [2,3], slowly-modulated two-pulse solutions were constructed for the Gray-Scott model on the infinite line, along with ODEs for the pulse positions, using the method of multiple scales. Various bifurcations, including the bifurcation to self-replicating two-pulse solutions, were identified. Moreover, the NLEP method, which was initially developed for studying the stability of stationary, one-pulse solutions (see [5] and the references therein) was (formally) extended in [2] to the stability analysis of two-pulse solutions. For the generalized Gierer-Meinhardt equations on bounded domains, [11] presents ODEs for $N$-spike quasi-equilibrium solutions in the semistrong and weak interaction regimes. Also, the NLEP method is employed to formally derive explicitly computable stability criterions. Further formal study of the instabilities (competition and oscillatory) for two-pulse solutions of the GiererMeinhardt equations has been reported in [16]. The analysis is primarily on a bounded domain, and results for the infinite line - some of which extend those reported in $[2,3]$-are obtained by taking the domain to be large. Semistrong pulse interactions have also been studied in [6] for a large class of reaction-diffusion equations, including for the generalized Gierer-Meinhardt equations the Gray-Scott model, the Thomas equations, the Schnakenberg model, and others. Conditions were derived to determine formally whether adjacent pulses attract or repel, and the interactions between stationary and dynamically-evolving $N$-pulse solutions were studied.
2. The two-pulse solutions of the Gierer-Meinhardt equations. As proposed the Gierer-Meinhardt model, [10], has an artificial singularity in its nonlinear term, which suggests infinite production of the activator, $V$, in the absence of the inhibitor, $U$. While the singular model can be studied by working with exponentially weighted norms which preserve positivity of the inhibitor, the behavior of the
model for small concentrations bears little resemblance to chemical reality. Moreover, the singularity has an exponentially small impact on both the two-pulse construction and their evolution. To avoid clouding the analysis, we truncate the superfluous singularity of the Gierer-Meinhardt reaction term, replacing it with a variation of the classic Rice-Hertzfeld mechanism typical of complex reactions with inhibition steps; see chapter 26 of [1]. In the slow spatial variable $x$, the regularized Gierer-Meinhardt equation is given by

$$
\left\{\begin{array}{l}
U_{t}=\frac{1}{\varepsilon^{2}} U_{x x}-\mu U+\frac{1}{\varepsilon^{2}} V^{2}  \tag{2.1}\\
V_{t}=\varepsilon^{2} V_{x x}-V+\frac{V^{2}}{\kappa(U)}
\end{array}\right.
$$

where $U(x, t), V(x, t): \mathbb{R} \times \mathbb{R}^{+} \rightarrow \mathbb{R}, \mu>0$ is the main (bifurcation) parameter, and $\varepsilon>0$ is asymptotically small, $0<\varepsilon \ll 1$. The regularizing function $\kappa$ takes the form

$$
\kappa(s)= \begin{cases}s & \text { if } s>2 \delta  \tag{2.2}\\ \delta & \text { if } 0<s<\delta\end{cases}
$$

and is smooth for $s \in(\delta, 2 \delta)$, with derivative uniformly less than two. In the absence of the inhibitor, $U$, the production rate of the activator $V$ reduces to $V^{2} / \delta$, where $\delta$ is a small parameter. The regularization introduces an $\mathcal{O}\left(e^{-\varepsilon^{-2}|\ln \delta|}\right)$ perturbation to the pulse dynamics. The fast spatial scale is defined by $\xi=\frac{x}{\varepsilon}$, so that (2.1) transforms into

$$
\left\{\begin{array}{l}
U_{t}=\frac{1}{\varepsilon^{4}} U_{\xi \xi}-\mu U+\frac{1}{\varepsilon^{2}} V^{2}  \tag{2.3}\\
V_{t}=V_{\xi \xi}-V+\frac{V^{2}}{\kappa(U)}
\end{array}\right.
$$

We denote the right-hand side of $(2.3)$ by $F(U, V)$. Since the regularizing term has only an exponentially small impact on the pulse construction we carry over the asymptotic results for the singular Gierer-Meinhardt equation without modification.

Proposition 2.1. The construction and spectral analysis of pulse solutions for the classical GM model given in [5] and the construction and formal dynamics of semistrong two-pulses given in [6] hold up to exponentially small terms for the regularized models (2.1)-(2.3).
2.1. Notation. We write $f=g+\mathcal{O}(\varepsilon)$ in norm $\|\cdot\|$ if

$$
\begin{equation*}
\|f-g\| \leq c \varepsilon \tag{2.4}
\end{equation*}
$$

and assume the $\|\cdot\|_{X}$ norm if no norm is specified. The solution $(U, V)$ of the Gierer-Meinhardt equation is denoted $\vec{U}$. The two-pulse solutions are denoted by $\Phi_{\Gamma}=\left(U_{0}+\varepsilon^{2} U_{2}+\cdots, V_{0}+\varepsilon^{2} V_{2}+\cdots\right)^{t}$, while the initial data of the Gierer-Meinhardt equation is given by $\vec{U}_{0}$. We denote by $\|f\|_{\widehat{L}^{p}}$ and $\|f\|_{\widehat{H}^{2}}$ the $L^{p}$ and $H^{2}$ norms of the Fourier transform of $f$. We remark that $\|f\|_{L^{\infty}} \leq c\|f\|_{\widehat{L}^{1}}$ and, conversely, $\|f\|_{\hat{L}^{\infty}} \leq c\|f\|_{L^{1}}$, and, in particular, that the delta function resides in $\widehat{L}^{\infty}$ but is not in $L^{1}$. Also the norm $\|\langle x\rangle f\|_{L^{1}}$ with $\langle x\rangle \equiv 1+|x|$ controls the $L^{\infty}$ norm of the derivative of the Fourier transform of $f$. We denote the mass of a function $f$ by $\bar{f}=\int_{-\infty}^{\infty} f d \xi$. The quantity $[\vec{F}]_{k}$ will denote the $k$ th component of the vector $\vec{F}$ when less cumbersome notation is not available.
2.2. Asymptotic pulse solutions. Within the semistrong pulse regime the two pulses interact strongly through the inhibitor component, $U$, and weakly through the activator, $V$. The asymptotic family of semistrong two-pulse solutions is parameterized by the pulse location $\Gamma \in \mathcal{K}=\left\{\left(\Gamma_{1}, \Gamma_{2}\right)\left|\Gamma_{1}<\Gamma_{2},\left|\Gamma_{1}-\Gamma_{2}\right| \geq \Delta \Gamma^{*}(\mu)\right\}\right.$, where $\Delta \Gamma^{*}(\mu)$ is defined in Proposition 3.4. We denote the two-pulse solution by $\Phi_{\Gamma}(\xi)$ which we expand as

$$
\begin{equation*}
\Phi_{\Gamma}(\xi)=\binom{\Phi_{\Gamma, 1}}{\Phi_{\Gamma, 2}}=\binom{U_{0}(\xi ; \Gamma)+\varepsilon^{2} U_{2}(\xi ; \Gamma)+\varepsilon^{4} U_{4}(\xi ; \Gamma)}{V_{0}(\xi ; \Gamma)+\varepsilon^{2} V_{2}(\xi ; \Gamma)} \tag{2.5}
\end{equation*}
$$

and define the manifold $\mathcal{M} \subset H^{1} \times H^{1}$ of two-pulse solutions by

$$
\begin{equation*}
\mathcal{M}=\left\{\Phi_{\Gamma} \mid \Gamma \in \mathcal{K}\right\} \tag{2.6}
\end{equation*}
$$

We first describe the leading order terms $\left(U_{0}, V_{0}\right)^{t}$ which were derived in [6]. Full resolution of the pulse dynamics of the renormalization procedure of section 4 requires a more accurate description of the two-pulse solution which requires the construction of the higher order corrections, outlined in Lemma 2.1.

The $V$-components of the two-pulse solutions are centered around the pulsepositions $\xi=\Gamma_{k}(t)$, where

$$
\begin{equation*}
\Gamma_{1}(t)=\Gamma_{0}-\varepsilon^{2} \int_{0}^{t} \hat{c}(s) d s, \quad \Gamma_{2}(t)=\Gamma_{0}+\varepsilon^{2} \int_{0}^{t} \hat{c}(s) d s \tag{2.7}
\end{equation*}
$$

In the two-pulse configuration each pulse moves away from their mutual center $\Gamma_{0}$ with equal and opposite speed given by

$$
\begin{equation*}
\hat{c}=\frac{1}{2} \sqrt{\mu} \frac{e^{-\varepsilon^{2} \Delta \Gamma \sqrt{\mu}}}{1+e^{-\varepsilon^{2} \Delta \Gamma \sqrt{\mu}}} \tag{2.8}
\end{equation*}
$$

where $\Delta \Gamma=\Delta \Gamma(t)=\left|\Gamma_{1}-\Gamma_{2}\right| ;$ see (1.5).
The leader order term, $V_{0}$, of the $V$ component of $\Phi_{\Gamma}$ is given by the sum of two one-pulses

$$
\begin{equation*}
V_{0}(\xi ; \Gamma(t))=\phi_{1}+\phi_{2} \tag{2.9}
\end{equation*}
$$

where for $k=1,2$ the one-pulse solution is

$$
\begin{equation*}
\phi_{k}(\xi)=\frac{3}{2} A(\Gamma) \operatorname{sech}^{2} \frac{1}{2}\left(\xi-\Gamma_{k}(t)\right) \tag{2.10}
\end{equation*}
$$

A key distinction between the semistrong interaction depicted here and the weak pulse interaction is that the pulse amplitude, $A(\Gamma)$, depends nontrivially upon the pulse separation, $\Delta \Gamma=\left|\Gamma_{1}-\Gamma_{2}\right|$, via

$$
\begin{equation*}
A(\Gamma)=\frac{\sqrt{\mu}}{3} \frac{1}{1+e^{-2 \varepsilon^{2} \Delta \Gamma \sqrt{\mu}}} \tag{2.11}
\end{equation*}
$$

The pulse regions $\mathcal{I}_{k}=\mathcal{I}_{k}(t), k=1,2$, are defined as regions outside which $V_{0}$ is exponentially small, and such that $U_{0}$ remains constant at leading order over a pulse region. We set the width of the pulse regions to be $\mathcal{O}(1 / \sqrt{\varepsilon})$, i.e., we define

$$
\begin{equation*}
\mathcal{I}_{k}=\left(\Gamma_{k}(t)-\frac{1}{\sqrt{\varepsilon}}, \Gamma_{k}(t)+\frac{1}{\sqrt{\varepsilon}}\right), \quad k=1,2 \tag{2.12}
\end{equation*}
$$

The choice of pulse region width is somewhat arbitrary but standard. Another distinguishing feature of the semistrong pulse interaction is that the slowly varying $U$ component of $\Phi_{\Gamma}$ is not the sum of two one-pulses. To the left of $\mathcal{I}_{1}$ and to the right of $\mathcal{I}_{2}, U_{0}(x, t)$ decays slowly, while in the region between $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ it is cosh-like, but again on the slow, spatial scale,

$$
U_{0}(\xi ; \Gamma)=\left\{\begin{array}{cl}
A e^{\varepsilon^{2} \sqrt{\mu}\left(\xi-\Gamma_{1}\right)} & \text { for } \xi<\Gamma_{1}-\varepsilon^{-\frac{1}{2}}  \tag{2.13}\\
A \frac{\cosh \varepsilon^{2} \sqrt{\mu}\left(\xi-\left(\Gamma_{1}+\Gamma_{2}\right) / 2\right)}{\cosh \varepsilon^{2} \sqrt{\mu} \Delta \Gamma / 2} & \text { for } \Gamma_{1}+\varepsilon^{-\frac{1}{2}}<\xi<\Gamma_{2}-\varepsilon^{-\frac{1}{2}} \\
A e^{-\varepsilon^{2} \sqrt{\mu}\left(\xi-\Gamma_{2}\right)} & \text { for } \Gamma_{2}+\varepsilon^{-\frac{1}{2}}<\xi
\end{array}\right.
$$

As defined above, $U_{0}$ would be nonsmooth if extended into the pulse regions $\mathcal{I}_{k}$. Rather we define the $U$-component of the two-pulse solution inside $\mathcal{I}_{k}$ as $U_{0}+\varepsilon^{2} U_{2}(\xi)$, where $U_{0} \equiv A$, and $U_{2}(\xi)$ is a solution of $U_{\xi \xi}+\phi_{k}^{2}=0$; see (2.3). Using (2.13) as boundary or matching conditions and the pulse amplitude (2.11), we find
$U_{0}+\varepsilon^{2} U_{2}(\xi ; \Gamma)=A+\varepsilon^{2} \begin{cases}A[\sqrt{\mu}-3 A]\left(\xi-\Gamma_{1}\right)-\int_{\Gamma_{1}}^{\xi} \int_{\Gamma_{1}}^{\xi_{1}} \phi_{1}^{2}\left(\xi_{2}\right) d \xi_{2} d \xi_{1} & \text { for } \xi \in \mathcal{I}_{1}, \\ A[\sqrt{\mu}-3 A]\left(\xi-\Gamma_{2}\right)-\int_{\Gamma_{2}}^{\xi} \int_{\Gamma_{2}}^{\xi_{1}} \phi_{2}^{2}\left(\xi_{2}\right) d \xi_{2} d \xi_{1} & \text { for } \xi \in \mathcal{I}_{2},\end{cases}$
which gives that $U_{0}+\varepsilon^{2} U_{2}(\xi) \in C^{1} \cap H^{2}$. The $C^{1}$-smoothness of $U_{0}+\varepsilon^{2} U_{2}(\xi)$ is equivalent to the amplitude-pulse separation relation (2.11), i.e. $U_{0}+\varepsilon^{2} U_{2}(\xi)$ can be smooth only for $A(\Gamma)$ given by (2.11).

Relations (2.7), (2.8), (2.9), (2.10), (2.11), (2.13), and (2.14) give a leading order description of the two-pulse solution $\Phi_{\Gamma}(\xi)$. The corrections $U_{4}(\xi)$ and $V_{2}(\xi)$ can be obtained by a straightforward regular asymptotic expansion and are both defined only in the pulse regions $\mathcal{I}_{1,2}$ (see (2.23) in the proof of Lemma 2.1 below). The residual of $\Phi_{\Gamma}$,

$$
\begin{equation*}
\mathbf{R}=\mathbf{F}\left(\Phi_{\Gamma}\right)=\binom{F_{1}\left(\Phi_{\Gamma}\right)}{F_{2}\left(\Phi_{\Gamma}\right)} \tag{2.15}
\end{equation*}
$$

is determined by the right-hand side of $(2.3)$, denoted by $\left(F_{1}, F_{2}\right)^{t}$, evaluated at $\Phi_{\Gamma}$. Obtaining $L^{1}$ - and $L^{2}$-estimates on the residual is a key step to controlling the remainder in the renormalization process.

Lemma 2.1. For the residual $\mathbf{R}=\mathbf{F}\left(\Phi_{\Gamma}\right)$ defined in (2.15) we have

$$
\begin{equation*}
\sup _{\mathbb{R}}\left|F_{2}\left(\Phi_{\Gamma}\right)\right|=\mathcal{O}\left(\varepsilon^{2}\right), \sup _{\mathbb{R} \backslash \mathcal{I}_{1} \cup \mathcal{I}_{2}}\left|F_{1}\left(\Phi_{\Gamma}\right)\right|=\mathcal{O}\left(\varepsilon^{4}\right), \sup _{\mathcal{I}_{1} \cup \mathcal{I}_{2}}\left|F_{1}\left(\Phi_{\Gamma}\right)\right|=\mathcal{O}(\varepsilon \sqrt{\varepsilon}) . \tag{2.16}
\end{equation*}
$$

More specifically

$$
\begin{equation*}
R_{2}(\Gamma)=\varepsilon^{2} \hat{c}\left(\phi_{1}^{\prime}-\phi_{2}^{\prime}\right)+\mathcal{O}\left(\varepsilon^{4}\right) \text { in } L^{2}(\mathbb{R}) \tag{2.17}
\end{equation*}
$$

while

$$
\begin{equation*}
\left\|R_{1}(\Gamma)\right\|_{L^{1}}=\mathcal{O}(\varepsilon) \tag{2.18}
\end{equation*}
$$

The $\mathcal{O}(\varepsilon \sqrt{\varepsilon})$ bound on $F_{1}$ in (2.16) and the $\mathcal{O}(\varepsilon)$ bound on $R_{1}$ in (2.18) deteriorate to $\mathcal{O}\left(\varepsilon^{-\frac{1}{2}}\right)$ bounds, if we do not introduce the leading order corrections $\varepsilon^{4} U_{4}$ and $\varepsilon^{2} V_{2}$ in (2.5). Moreover, (2.17) no longer holds in that case. On the other hand, the bounds on $R_{2}(\Gamma)$ given in the lemma are sharp. The bounds on $R_{1}(\Gamma)$ may be sharpened, but this does not lead to any improvements in the renormalization analysis of section 4.

Proof. In [6], $\Phi_{\Gamma}$ is constructed as the solution of the classical Gierer-Meinhardt system

$$
\left\{\begin{array}{l}
-\varepsilon^{6} \hat{c}_{k} U_{\xi}=U_{\xi \xi}-\varepsilon^{4} \mu U+\varepsilon^{2} V^{2}  \tag{2.19}\\
-\varepsilon^{2} \hat{c}_{k} V_{\xi}=V_{\xi \xi}-V+\frac{V^{2}}{U}
\end{array}\right.
$$

with $\hat{c}_{1}=-\hat{c}<0$ for $\xi<\Gamma_{0}$ and $\hat{c}_{2}=\hat{c}>0$ for $\xi<\Gamma_{0}$, and $\hat{c}=\hat{c}(t)$ as in (2.8). Note the factor $\varepsilon^{4}$ difference between the right-hand sides of the $U$-equation here and in (2.3). We may employ a regular perturbation expansion, writing

$$
\begin{align*}
& U(\xi, t)=U_{0}(\xi ; \Gamma)+\varepsilon^{2} U_{2}(\xi ; \Gamma)+\varepsilon^{4} U_{4}(\xi ; \Gamma)+\varepsilon^{6} U_{r}\left(\xi, t ; \varepsilon^{2}\right)  \tag{2.20}\\
& V(\xi, t)=V_{0}(\xi ; \Gamma)+\varepsilon^{2} V_{2}(\xi ; \Gamma)+\varepsilon^{4} V_{r}\left(\xi, t ; \varepsilon^{2}\right)
\end{align*}
$$

where $A, U_{2}$, and $V_{0}$ are given in (2.9), (2.10), (2.11), (2.13), (2.14), and $U_{4}$ and $V_{2}$ have already been introduced in (2.5). Likewise, we expand $F_{1}$ and $F_{2}$ (Proposition 2.1),

$$
\begin{align*}
F_{1}\left(\Phi_{\Gamma}\right)= & \frac{1}{\varepsilon^{2}}\left[U_{2, \xi \xi}+V_{0}^{2}\right]+\left[U_{4, \xi \xi}-\mu U_{0}+2 V_{0} V_{2}\right] \\
& +\varepsilon^{2}\left[U_{r, \xi \xi}-\varepsilon^{4} \mu U_{r}-F_{1, r}^{\mathrm{inh}}\left(U_{2}, V_{0,2, r} ; \varepsilon^{2}\right)\right] \\
F_{2}\left(\Phi_{\Gamma}\right)= & {\left[V_{0, \xi \xi}-V_{0}+\frac{V_{0}^{2}}{U_{0}}\right]+\varepsilon^{2}\left[L_{22} V_{2}-\frac{V_{0}^{2} U_{2}}{U_{0}^{2}}\right] }  \tag{2.21}\\
& +\varepsilon^{4}\left[L_{22} V_{r}-F_{2, r}^{\mathrm{inh}}\left(U_{0,2,4}, \varepsilon^{2} U_{r}, V_{0,2}, \varepsilon^{2} V_{r} ; \varepsilon^{2}\right)\right]
\end{align*}
$$

where

$$
\begin{equation*}
L_{22} V=V_{\xi \xi}-V+\frac{V_{0}^{2}}{U_{0}} V \tag{2.22}
\end{equation*}
$$

and the expressions for $F_{1, r}^{\mathrm{inh}}\left(U_{2}, V_{0,2, r} ; \varepsilon^{2}\right)$ and $F_{2, r}^{\mathrm{inh}}\left(U_{0,2,4}, \varepsilon^{2} U_{r}, V_{0,2}, \varepsilon^{2} V_{r} ; \varepsilon^{2}\right)$ follow directly by substitution of (2.20) in (2.3). We obtain by (2.19) the following equations for $U_{4}$ and $V_{2}$ :

$$
\begin{equation*}
U_{4, \xi \xi}=\mu U_{0}-2 V_{0} V_{2}, \quad L_{22} V_{2}=\frac{V_{0}^{2} U_{2}}{U_{0}^{2}}-\hat{c}_{k} V_{0, \xi} \tag{2.23}
\end{equation*}
$$

for $\xi \in \mathcal{I}_{1,2}$. These equations can be solved uniquely by application of the natural boundary/matching conditions. Note that $U_{4}(\xi)$ grows as $\left(\xi-\Gamma_{1,2}\right)^{2}$ for $\left|\xi-\Gamma_{1,2}\right| \gg 1$ and that $V_{2}$ decays exponentially to 0 as $\left|\xi-\Gamma_{1,2}\right| \gg 1$ (see (2.9)). The equations for the remainders $U_{r}\left(\xi, t ; \varepsilon^{2}\right)$ and $V_{r}\left(\xi, t ; \varepsilon^{2}\right)$ are given by

$$
\begin{align*}
U_{r, \xi \xi}-\varepsilon^{4} \mu U_{r} & =F_{1, r}^{\mathrm{inh}}\left(U_{2}, V_{0,2, r} ; \varepsilon^{2}\right)-\hat{c}_{k} U_{0, \xi}-\varepsilon^{2} \hat{c}_{k} U_{2, \xi}-\varepsilon^{4} \hat{c}_{k} U_{4, \xi}-\varepsilon^{6} \hat{c}_{k} U_{r, \xi},  \tag{2.24}\\
L_{22} V_{r} & =F_{2, r}^{\mathrm{inh}}\left(U_{0,2,4}, \varepsilon^{2} U_{r}, V_{0,2}, \varepsilon^{2} V_{r} ; \varepsilon^{2}\right)-\hat{c}_{k} V_{2, \xi}-\varepsilon^{2} \hat{c}_{k} V_{r, \xi},
\end{align*}
$$

for $\xi \in \mathbb{R}$. It is a straightforward procedure to check that $\left|V_{r}\right|$ and $\left|F_{2, r}^{\mathrm{inh}}\right|$ are uniformly bounded for $\xi \in \mathbb{R}$; in fact, both $V_{r}$ and $F_{2, r}^{\mathrm{inh}}$ decay exponentially to 0 as $\left|\xi-\Gamma_{1,2}(t)\right| \gg 1$. Together with the definitions of $V_{0}$ and $V_{2}((2.9)$ and (2.23)), substitution of this result in the second equation of (2.21) yields (2.17). This also implies the results on $F_{2}\left(\Phi_{\Gamma}\right)$ in (2.16).

Outside the pulse regions $\mathcal{I}_{k}$, all $V_{0,2, r}$ components are exponentially small, and $U_{0}$ is constructed as a solution of the equation $U_{\xi \xi}-\varepsilon^{4} \mu U=0$; see (2.13). Therefore, the correction $U_{r}$ to $U_{0}$ in the $U$-component of the two-pulse solution also varies like $\varepsilon^{2} \xi$, and $U_{2}$ and $U_{4}$ may be taken to be identically zero outside $\mathcal{I}_{k}$. This implies by (2.21) and (2.24) that outside $\mathcal{I}_{k}$

$$
F_{1}\left(\Phi_{\Gamma}\right)=-\varepsilon^{2} \hat{c}_{k} U_{0, \xi}=\mathcal{O}\left(\varepsilon^{4}\right)
$$

Since $U_{r}$ decays for $\xi \rightarrow \pm \infty$ with the same slow rate as $U_{0}$, we find

$$
\int_{\mathbb{R} \backslash \mathcal{I}_{1} \cup \mathcal{I}_{2}}\left|F_{1}\left(\Phi_{\Gamma}\right)\right| d \xi=\frac{1}{\varepsilon^{2}} \times \mathcal{O}\left(\varepsilon^{4}\right)=\mathcal{O}\left(\varepsilon^{2}\right)
$$

Inside $\mathcal{I}_{k}$, we conclude from (2.24) and the fact that $U_{2}$ grows linearly with $\left(\xi-\Gamma_{i}\right)$ (see $(2.14))$ that $U_{r}$ may grow as $\left(\xi-\Gamma_{i}\right)^{3}$. Nevertheless, both $U_{r, \xi \xi}$ and $F_{1, r}^{\mathrm{inh}}\left(U_{2}, V_{0,2, r} ; \varepsilon^{2}\right)$ only grow linearly in $\left(\xi-\Gamma_{i}\right)$. Since the width of the $\mathcal{I}_{k}$ interval is $\mathcal{O}(1 / \sqrt{\varepsilon})$ (see (2.12)) we deduce from (2.21) and (2.24) that $\sup _{\mathcal{I}_{1} \cup \mathcal{I}_{2}}\left|F_{1}\left(\Phi_{\Gamma}\right)\right|=\mathcal{O}(\varepsilon \sqrt{\varepsilon})(2.16)$. Hence, by (2.12),

$$
\int_{\mathcal{I}_{k}}\left|F_{1}\left(\Phi_{\Gamma}\right)\right| d \xi=\frac{1}{\sqrt{\varepsilon}} \times \mathcal{O}(\varepsilon \sqrt{\varepsilon})=\mathcal{O}(\varepsilon)
$$

which yields the $L^{1}$-bound (2.18).
3. Linearization and the reduced operators. In a neighborhood of the twopulse manifold $\mathcal{M}$ we decompose the solutions of (2.3) as

$$
\begin{equation*}
\binom{U}{V}=\Phi_{\Gamma}+W(\xi, t) \tag{3.1}
\end{equation*}
$$

where the remainder $W=\left(W_{1}, W_{2}\right)^{t}$ and $\Gamma$ is taken as a function of time. In terms of the remainder introduced in (3.1), the GM equation (2.3) can then be written as

$$
\begin{equation*}
W_{t}+\frac{\partial \Phi}{\partial \Gamma} \dot{\Gamma}=\mathbf{R}+L_{\Gamma} W+\mathcal{N}(W) \tag{3.2}
\end{equation*}
$$

where $R$ is the residual (2.15) and $L_{\Gamma}$ is the linearization of $F$ about $\Phi_{\Gamma}$, given by

$$
L_{\Gamma}=\left(\begin{array}{cc}
\epsilon^{-4} \partial_{\xi}^{2}-\mu & 2 \varepsilon^{-2} \Phi_{\Gamma, 2}  \tag{3.3}\\
-\frac{\Phi_{\Gamma, 2}^{2} \kappa^{\prime}\left(\Phi_{\Gamma, 1}\right)}{\kappa\left(\Phi_{\Gamma, 1}\right)^{2}} & \partial_{\xi}^{2}-1+2 \frac{\Phi_{\Gamma, 2}}{\kappa\left(\Phi_{\Gamma, 1}\right)}
\end{array}\right)
$$

In the linear operator above $\kappa\left(\Phi_{\Gamma, 1}\right)=\Phi_{\Gamma, 1}$ except for those $\xi$ for which $\Phi_{\Gamma, 2}(\xi)=$ $\mathcal{O}\left(e^{-\varepsilon^{-2}|\ln \delta|}\right)$. Thus the perturbation to the linearization introduced by the regularization is compact and exponentially small. The final term, $\mathcal{N}(W)$, representing the nonlinearity is given at leading order by

$$
\begin{equation*}
\mathcal{N}(W)=\binom{\epsilon^{-2} W_{2}^{2}}{\mathcal{O}\left(W_{2}^{2}\right)+\mathcal{O}\left(V_{0} W_{1} W_{2}\right)+\mathcal{O}\left(V_{0}^{2} W_{1}^{2}\right)} \tag{3.4}
\end{equation*}
$$

From the asymptotic form of the pulse solution given in (2.9), (2.11), and (2.13), we calculate that

$$
\begin{equation*}
\varepsilon^{2}\left\|\frac{\partial U_{0}}{\partial \Gamma_{k}}\right\|_{L^{1}}+\varepsilon\left\|\frac{\partial U_{0}}{\partial \Gamma_{k}}\right\|_{L^{2}}+\left\|\frac{\partial U_{0}}{\partial \Gamma_{k}}\right\|_{L^{\infty}}=\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.5}
\end{equation*}
$$

while

$$
\begin{equation*}
\frac{\partial V_{0}}{\partial \Gamma_{k}}=-\phi_{k}^{\prime}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.6}
\end{equation*}
$$

in $L^{2}$.
3.1. The reduced linearization. A key step in the RG treatment is the replacement of the exact linear operator with a reduced operator whose spectral and semigroup properties are easier to analyze, yet such that the difference between the exact and the reduced operator, the secularity, does not lead to growth of the remainder $W$. Due to the contractivity of the $L_{11}$ component of $L_{\Gamma}$, the two-pulse potential which comprises the $L_{12}$ component can be replaced with $\delta$ functions located at each pulse position. The mass of the delta function is chosen to equal the mass of the product of the original potential and the function it operates upon. We also replace the exact two-pulse solution $\Phi_{\Gamma}$ with its leading order approximation $\left(U_{0}, V_{0}\right)^{t}$. With these reductions the linearized operator becomes

$$
\tilde{L}_{\Gamma}=\left(\begin{array}{cc}
\epsilon^{-4} \partial_{\xi}^{2}-\mu & 2 \varepsilon^{-2}\left(\delta_{\Gamma_{1}} \otimes \phi_{1}+\delta_{\Gamma_{2}} \otimes \phi_{2}\right)  \tag{3.7}\\
-\frac{V_{0}^{2}}{A^{2}} & \partial_{\xi}^{2}-1+2 \frac{V_{0}}{A}
\end{array}\right)
$$

where the tensor product of $f_{1}$ and $f_{2}$ is defined by

$$
\begin{equation*}
\left(f_{1} \otimes f_{2}\right) W=\left(f_{2}, W\right)_{L^{2}} f_{1} . \tag{3.8}
\end{equation*}
$$

In particular, $\delta_{\Gamma_{k}} \otimes \phi_{k}$ represents the tensor product of the $\delta$ function centered at $\xi=\Gamma_{k}$ with $\phi_{k}$. In the analysis below we use the notation

$$
\begin{equation*}
\alpha_{k}(W)=\left(\phi_{k}, W\right)_{L^{2}}, \tag{3.9}
\end{equation*}
$$

for $k=1,2$. The scalar operators that appear in the upper left entry, respectively lower right, of the matrix $\tilde{L}(3.7)$ will be denoted by $L_{11}$, respectively $L_{22}$; see (2.22). The reduced operator is ostensibly an $\mathcal{O}\left(\varepsilon^{-2}\right)$ perturbation of the original operator. However, it is immediately clear that they share the same essential spectrum

$$
\begin{equation*}
\sigma_{\text {ess }}=\{\lambda \in \mathbb{R}: \lambda \leq \max (-1,-\mu)\} . \tag{3.10}
\end{equation*}
$$

3.2. The point spectrum. The two-pulse profiles which comprise the manifold $\mathcal{M}$ are not stationary solutions, and as such it is not self-consistent to determine their linear stability in terms of the spectrum of the associated linearized operator. We say that the two-pulse solution $\Phi_{\Gamma}$ is spectrally compatible with the manifold $\mathcal{M}$ if the spectrum of the associated linear operator can be decomposed into a part contained within the left-half complex plane and a finite-dimensional part whose associated eigenspace approximates the tangent plane of $\mathcal{M}$ at $\Gamma$.

To determine the point spectrum of $\tilde{L}$ we invert the $U$ component of the eigenvalue equation, and eliminate the inhibitor from the activator equation, reducing the
eigenvalue problem to a scalar equation for the activator component of the eigenfunction. We call this the NLEP equation (see (3.23)) and denote the corresponding linear operator by $\mathcal{L}(\lambda, \Delta \Gamma)$. The NLEP operator controls the point spectrum of $\tilde{L}$ to leading order.

Proposition 3.1. Up to multiplicity we have $\sigma_{p}(\tilde{L})=\{\lambda \mid \operatorname{Ker}(\mathcal{L}(\lambda)) \neq 0\}(1+$ $\left.\mathcal{O}\left(\varepsilon^{2}\right)\right)$. That is, for each eigenvalue $\lambda \in \sigma_{p}(\tilde{L})$ with corresponding eigenvector $\Psi=$ $\left(\Psi_{1}, \Psi_{2}\right)^{t}$, there is a $\lambda_{\mathcal{L}}$ and corresponding $\psi$ such that $\mathcal{L}\left(\lambda_{\mathcal{L}}\right) \psi=\lambda_{\mathcal{L}} \psi,\left|\lambda-\lambda_{\mathcal{L}}\right|=$ $\mathcal{O}\left(\varepsilon^{2}\right)$ with $\Psi_{2}=\psi\left(1+\mathcal{O}\left(\varepsilon^{2}\right)\right)$ and $\Psi_{1}$ given by (3.12) up to $\mathcal{O}\left(\varepsilon^{2}\right)$. Moreover, the small eigenvalues of $\tilde{L}$ and $\mathcal{L}$ are both exponentially small.

Proof. The eigenvalue problem for the reduced operator is written as

$$
\begin{equation*}
\tilde{L} \Psi=\lambda \Psi \tag{3.11}
\end{equation*}
$$

where $\Psi=\left(\Psi_{1}, \Psi_{2}\right)^{t}$ is a possibly complex two-vector. Since $L_{11}-\lambda$ is invertible for $\lambda \notin(-\infty,-\mu]$, we may solve for $\Psi_{1}$ as

$$
\begin{equation*}
\Psi_{1}=-2 \varepsilon^{-2}\left(\alpha_{1}\left(L_{11}-\lambda\right)^{-1} \delta_{\Gamma_{1}}+\alpha_{2}\left(L_{11}-\lambda\right)^{-1} \delta_{\Gamma_{2}}\right) \tag{3.12}
\end{equation*}
$$

where the $\alpha_{k}=\left(\phi_{k}, \Psi_{2}\right)_{L^{2}}$ are as yet undetermined. From the Fourier transform we find

$$
\begin{equation*}
\widehat{\Psi}_{1}(k)=\frac{2}{\sqrt{2 \pi}} \frac{\varepsilon^{2}\left(\alpha_{1} e^{i k \Gamma_{1}}+\alpha_{2} e^{i k \Gamma_{2}}\right)}{k^{2}+\varepsilon^{4}(\mu+\lambda)} . \tag{3.13}
\end{equation*}
$$

From the integral relation

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i k \xi} \frac{\varepsilon^{2} e^{i k \Gamma}}{k^{2}+\varepsilon^{4}(\mu+\lambda)}=\sqrt{\frac{\pi}{2(\mu+\lambda)}} e^{-\varepsilon^{2} \sqrt{\mu+\lambda}|\xi-\Gamma|} \tag{3.14}
\end{equation*}
$$

we may invert the Fourier transform of $\Psi_{1}$ explicitly,

$$
\begin{equation*}
\Psi_{1}(\xi, t)=\alpha_{1} H\left(\lambda, \xi-\Gamma_{1}\right)+\alpha_{2} H\left(\lambda, \xi-\Gamma_{2}\right) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
H(\lambda, x)=\frac{1}{\sqrt{\mu+\lambda}} e^{-\varepsilon^{2}|x| \sqrt{\mu+\lambda}} \tag{3.16}
\end{equation*}
$$

Eliminating $\Psi_{1}$, the equation for $\Psi_{2}$ reduces to

$$
\begin{equation*}
\left(L_{22}-\lambda\right) \Psi_{2}=\frac{V_{0}^{2}}{A^{2}} \Psi_{1} \tag{3.17}
\end{equation*}
$$

see also (2.22). Since $\Psi_{1}$ is a slowly varying function of $\xi$, while each term in $V_{0}$ decays exponentially to zero at an $\mathcal{O}(1)$ rate in $\xi$, we may reduce the equation for $\Psi_{2}$ to

$$
\begin{align*}
\left(L_{22}-\lambda\right) \Psi_{2} & =\frac{V_{0}^{2}}{A^{2}}\left(\alpha_{1} H\left(\lambda, \xi-\Gamma_{1}\right)+\alpha_{2} H\left(\lambda, \xi-\Gamma_{2}\right)\right)  \tag{3.18}\\
& =\frac{\phi_{1}^{2}+\phi_{2}^{2}}{A^{2}}\left(\alpha_{1} H\left(\lambda, \xi-\Gamma_{1}\right)+\alpha_{2} H\left(\lambda, \xi-\Gamma_{2}\right)\right)+\mathcal{O}\left(e^{-\Delta \Gamma}\right)  \tag{3.19}\\
& =\frac{1}{A^{2} \sqrt{\mu+\lambda}}\left[\phi_{1}^{2}\left(\alpha_{1}+\alpha_{2} E\right)+\phi_{2}^{2}\left(\alpha_{1} E+\alpha_{2}\right)\right]+\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.20}
\end{align*}
$$

where

$$
\begin{equation*}
E=E(\Delta \Gamma ; \lambda)=e^{-\varepsilon^{2} \sqrt{\mu+\lambda} \Delta \Gamma} \tag{3.21}
\end{equation*}
$$

In the tensor product notation this is written as

$$
\begin{equation*}
\left(L_{22}-\lambda\right) \Psi_{2}=\frac{1}{A^{2} \sqrt{\mu+\lambda}}\left[\phi_{1}^{2} \otimes\left(\phi_{1}+E \phi_{2}\right)+\phi_{2}^{2} \otimes\left(E \phi_{1}+\phi_{2}\right)\right] \Psi_{2} \tag{3.22}
\end{equation*}
$$

We define the NLEP operator as

$$
\begin{equation*}
\mathcal{L}(\lambda, \Delta \Gamma)=L_{22}-\frac{1}{A^{2} \sqrt{\mu+\lambda}}\left[\phi_{1}^{2} \otimes\left(\phi_{1}+E \phi_{2}\right)+\phi_{2}^{2} \otimes\left(E \phi_{1}+\phi_{2}\right)\right] \tag{3.23}
\end{equation*}
$$

This is a compact perturbation of $L_{22}$ and thus is Fredholm, with the same essential spectrum, but is no longer self-adjoint. Indeed its adjoint exchanges the roles of the potentials in each tensor product.

Proposition 3.2. Except for the exponentially small eigenvalues, the point spectrum of the NLEP operator $\mathcal{L}$ is given, up to multiplicity, by the zeros of the equation

$$
\begin{equation*}
\mathcal{R}(\lambda)-3 \frac{\sqrt{\mu+\lambda}}{\sqrt{\mu}} \frac{1+e^{-\varepsilon^{2} \sqrt{\mu} \Delta \Gamma}}{1 \pm e^{-\varepsilon^{2} \sqrt{\mu+\lambda} \Delta \Gamma}}=0 \tag{3.24}
\end{equation*}
$$

where $\mathcal{R}$ is an explicitly known meromorphic function on $\mathbf{C} \backslash(-\infty,-1]$ given by (3.33).
Proof. The spectrum of the NLEP operator $\mathcal{L}$ can be determined explicitly as the zeros of an analytic equation using the methods developed in [5], which we outline below. We introduce $w_{h}(\xi) \geq 0$ as the scaled homoclinic solution of

$$
\begin{equation*}
w_{\xi \xi}-w+w^{2}=0 \tag{3.25}
\end{equation*}
$$

with its maximum at $\xi=0$. For $k=1,2$ we introduce the translates $w_{h, k}(\xi)=$ $w_{h}\left(\xi-\Gamma_{k}\right)$. Since $\phi_{k}(\xi)=A w_{h, k}(\xi),(2.10)$ and (3.22) can be written as
$\frac{d^{2} \Psi_{2}}{d \xi^{2}}-\left[(1+\lambda)-2\left(w_{h, 1}+w_{h, 2}\right)\right] \Psi_{2}=\frac{1}{\sqrt{\mu+\lambda}}\left[w_{h, 1}^{2}\left(\alpha_{1}+\alpha_{2} E\right)+w_{h, 2}^{2}\left(\alpha_{1} E+\alpha_{2}\right)\right]$,
where $\alpha_{k}=\alpha_{k}\left(\Psi_{2}\right)$ (3.9). Since the potential of both the Schrödinger operator on the left-hand side of the equation and the inhomogeneous term on the right-hand side consists of disjoint parts localized about $\Gamma_{1}$ and $\Gamma_{2}$, it is natural to decompose $\Psi_{2}$ into

$$
\begin{equation*}
\Psi_{2}=\psi_{1}(\xi)+\psi_{2}(\xi) \tag{3.27}
\end{equation*}
$$

where $\psi_{k}$ is localized about $\Gamma_{k}$ and decays exponentially as $\xi$ moves away from $\Gamma_{k}$. Equation (3.26) is equivalent, up to exponentially small terms, to the coupled system

$$
\left\{\begin{align*}
\frac{d^{2} \psi_{1}}{d \xi^{2}}-\left[(1+\lambda)-2 w_{h, 1}\right] \psi_{1} & =\frac{w_{h, 1}^{2}}{\sqrt{\mu+\lambda}}\left(\alpha_{1}+\alpha_{2} E\right)  \tag{3.28}\\
\frac{d^{2} \psi_{2}}{d \xi^{2}}-\left[(1+\lambda)-2 w_{h, 2}\right] \psi_{2} & =\frac{w_{h, 2}^{2}}{\sqrt{\mu+\lambda}}\left(\alpha_{1} E+\alpha_{2}\right)
\end{align*}\right.
$$

We define $\bar{\psi}=\bar{\psi}(\xi ; \lambda)$ as the uniquely determined bounded solution of

$$
\begin{equation*}
\frac{d^{2} \psi}{d \xi^{2}}-\left[(1+\lambda)-2 w_{h}\right] \psi=w_{h}^{2} \tag{3.29}
\end{equation*}
$$

and its translates $\bar{\psi}_{k}(\xi)$ are defined by $\bar{\psi}_{k}(\xi)=\bar{\psi}\left(\xi-\Gamma_{k}\right)$. The functions $\bar{\psi}$ can be determined explicitly; see [5].

We first consider the solution of (3.29) for $\lambda \notin \sigma_{\text {red }}=\left\{\frac{5}{4}, 0,-\frac{3}{4}\right\} \cup(-\infty,-1]$, the spectrum of the operator

$$
\begin{equation*}
L_{\mathrm{red}}=\frac{d^{2}}{d \xi^{2}}-\left(1-2 w_{h}(\xi)\right) \tag{3.30}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\psi_{1}(\xi)=C_{1} \bar{\psi}_{1}(\xi), \quad \psi_{2}(\xi)=C_{2} \bar{\psi}_{2}(\xi) \tag{3.31}
\end{equation*}
$$

for some constants $C_{k}$ that depend on $\lambda$ and $\Delta \Gamma$. Recalling that here $\alpha_{k}=\left(\phi_{k}, \Psi_{2}\right)_{L^{2}}$ and using (3.27), we find

$$
\begin{align*}
\alpha_{k} & =\int_{-\infty}^{\infty} \phi_{k}\left(\psi_{1}+\psi_{2}\right) d \xi=\int_{-\infty}^{\infty} A w_{h, k}\left(C_{1} \bar{\psi}_{1}+C_{2} \bar{\psi}_{2}\right) d \xi \\
& =A C_{k} \int_{-\infty}^{\infty} w_{h, k} \bar{\psi}_{k} d \xi=A C_{k} \int_{-\infty}^{\infty} w_{h} \bar{\psi} d \xi \tag{3.32}
\end{align*}
$$

up to asymptotically small corrections. The quantity

$$
\begin{equation*}
\mathcal{R}(\lambda) \equiv \int_{-\infty}^{\infty} w_{h} \bar{\psi} d \xi \tag{3.33}
\end{equation*}
$$

is meromorphic for $\lambda \in \mathbb{C} \backslash(-\infty,-1]$, with poles at $\lambda=\frac{5}{4}$ and $\lambda=-\frac{3}{4}$; see [5]. Note that in [5] a more general function, $\mathcal{R}\left(\lambda ; \beta_{1}, \beta_{2}\right)$, has been defined and studied; (3.33) is related to [5] by $\mathcal{R}(\lambda)=216 \mathcal{R}(\lambda ; 2,2)$. The system (3.28) can be written as

$$
\left\{\begin{array}{l}
\frac{d^{2} \psi_{1}}{d \xi^{2}}-\left[(1+\lambda)-2 w_{h, 1}\right] \psi_{1}=\frac{A w_{h, 1}^{2} \mathcal{R}}{\sqrt{\mu+\lambda}}\left(C_{1}+C_{2} E\right)  \tag{3.34}\\
\frac{d^{2} \psi_{2}}{d \xi^{2}}-\left[(1+\lambda)-2 w_{h, 2}\right] \psi_{2}=\frac{A w_{h, 2}^{2} \mathcal{R}}{\sqrt{\mu+\lambda}}\left(C_{1} E+C_{2}\right)
\end{array}\right.
$$

Comparing the equations for $\psi_{1,2}(\xi)$ to (3.29), we obtain the following relations for $C_{1}$ and $C_{2}$ :

$$
\begin{equation*}
C_{1}=\frac{A \mathcal{R}}{\sqrt{\mu+\lambda}}\left(C_{1}+C_{2} E\right), \quad C_{2}=\frac{A \mathcal{R}}{\sqrt{\mu+\lambda}}\left(C_{1} E+C_{2}\right) \tag{3.35}
\end{equation*}
$$

or, equivalently,

$$
\left(\begin{array}{cc}
\frac{A \mathcal{R}}{\sqrt{\mu+\lambda}}-1 & \frac{A E \mathcal{R}}{\sqrt{\mu+\lambda}}  \tag{3.36}\\
\frac{A E \mathcal{R}}{\sqrt{\mu+\lambda}} & \frac{A \mathcal{R}}{\sqrt{\mu+\lambda}}-1
\end{array}\right)\binom{C_{1}}{C_{2}}=\binom{0}{0}
$$

For (3.26) to have nontrivial solutions the determinant of the matrix on the left-hand side of (3.36) must be zero. Isolating $\mathcal{R}(\lambda)$ from the resulting expression and using
(2.11) and (3.21), we obtain (3.24) whose zeros are the eigenvalues of the NLEP equation (3.22), up to multiplicity, outside of $\sigma_{\text {red }}$. These eigenvalues lie on curves $\lambda(\Delta \Gamma)$, parametrized by the pulse separation.

For $\lambda \in \sigma_{\text {red }}$ we analyze the eigenvalue equation case by case. For $\lambda=-\frac{3}{4}$ or $\frac{5}{4}$, (3.29) does not have a bounded solution since the right-hand side is not orthogonal to the kernel of the $L_{\mathrm{red}}$, and so these values cannot be eigenvalues. However, the eigenfunction $\frac{d}{d \xi} w_{h}$ of $L_{\text {red }}$ at $\lambda=0$ is $L^{2}$ orthogonal to $w_{h}$. Equation (3.32) implies that $\alpha_{1}=\alpha_{2}=0$ and the system (3.28) has a double eigenvalue at $\lambda=0$ with a two-dimensional eigenspace spanned by $\left\{\frac{d}{d \xi} w_{h}\left(\xi-\Gamma_{1}\right), \frac{d}{d \xi} w_{h}\left(\xi-\Gamma_{2}\right)\right\}$. These eigenvalues do not occur as solutions of (3.24), rather they correspond to exponentially small eigenvalues of the original NLEP system (3.22), whose corresponding eigenfunctions, derived in Lemma 3.7, form the key spectral projection onto the active tangent plane.

Remark 3.3. Proposition 3.2 is equivalent to Principle Result 5.3 of [16].
We identify conditions on $\mu$ and $\Gamma$ such that the reduced linearized operator, $\tilde{L}_{\Gamma}$, is spectrally compatible with the manifold $\mathcal{M}$ of two-pulse solutions.

Proposition 3.4. For each $\Delta \Gamma \in(0, \infty)$, the NLEP eigenvalue problem (3.22) has two exponentially small eigenvalues, denoted $\lambda_{ \pm}$, and 4 or 6 eigenvalues $\lambda_{+}^{j_{+}}(\Delta \Gamma)$ and $\lambda_{-}^{j_{-}}(\Delta \Gamma), j_{ \pm}=1, \ldots, J_{ \pm}, J_{ \pm}=J_{ \pm}(\mu)=2$ or 3. There exists a unique $\mu_{\mathrm{Hopf}}>0$ such that for all $\mu>\mu_{\mathrm{Hopf}}$, there is a $\Delta \Gamma^{*}(\mu)$ and a $\nu>0$ such that

$$
\operatorname{Re}\left[\lambda_{ \pm}^{j_{ \pm}}(\Delta \Gamma)\right]<-\nu<0 \text { for all } \Delta \Gamma \geq \Delta \Gamma^{*}(\mu), j_{ \pm}=1, \ldots, J_{ \pm}
$$

For all $\mu>\mu_{\mathrm{TP}} \approx 0.62$ (the tangent point), $\Delta \Gamma^{*}$ takes the exact form

$$
\begin{equation*}
\Delta \Gamma^{*}(\mu)=\frac{1}{\varepsilon^{2} \sqrt{\mu}} \log 3 \tag{3.37}
\end{equation*}
$$

while for $\mu \in\left(\mu_{\mathrm{Hopf}}, \mu_{\mathrm{TP}}\right), \Delta \Gamma^{*}(\mu)$ increases with decreasing $\mu$, with $\Delta \Gamma^{*}(\mu) \rightarrow \infty$ as $\mu \downarrow \mu_{\text {Hopf }}$.

Since the two pulses of $\Phi_{\Gamma}(\xi)$ move away from each other (see (2.7), (2.8)), this result implies that the spectrum of the NLEP operator $\mathcal{L}$ remains in the stable halfplane for all $t \geq 0$ if $\Delta \Gamma(0)>\Delta \Gamma^{*}$.

Proof. We can distinguish two limits, $\Delta \Gamma \rightarrow \infty$ and $\Delta \Gamma \downarrow 0$. The first case represents the situation in which the two pulses of $\Phi_{\Gamma}(\xi)$ are so far apart that the two-pulse solution can be considered as two one-pulse solutions, i.e., the two-pulse solution is in the weak interaction limit. In this limit, (3.24) reduces to

$$
\begin{equation*}
\mathcal{R}(\lambda)=3 \frac{\sqrt{\mu+\lambda}}{\sqrt{\mu}} \tag{3.38}
\end{equation*}
$$

for both $\lambda_{ \pm}(\Delta \Gamma)$. This is the relation that determines the point spectrum of the solitary one-pulse solution of (2.1), independent of the regularization. It was shown in Theorem 5.11 of [5] that there exists a unique $\mu_{\text {Hopf }}>0$ such that all solutions of (3.38) have $\operatorname{Re}(\lambda)<0$ for $\mu>\mu_{\text {Hopf }}$ and that (3.22) always has incompatible eigenvalues if $\mu<\mu_{\text {Hopf }}$. Numerical evaluation shows that $\mu_{\text {Hopf }} \approx 0.36$. Moreover, (3.38) has 2 or 3 nontrivial eigenvalues, i.e., $\lambda \neq 0$, depending on $\mu$; the third (compatible) eigenvalue is created in an edge bifurcation as $\mu$ increases through $\mu_{\text {edge }} \approx 0.77$ [5]. There also are 2 or 3 curves $\lambda_{+}^{j_{+}}(\Delta \Gamma)$ and $\lambda_{-}^{j_{-}}(\Delta \Gamma)$, i.e., $j_{ \pm}=1, \ldots, J_{ \pm}, J_{ \pm}(\mu)=2$, respectively 3 , for $\mu<\mu_{\text {edge }}$, respectively $>\mu_{\text {edge }}$. The eigenvalues $\lambda_{ \pm}^{3}(\Delta \Gamma)$ are real and $\lambda_{ \pm}^{3}(\Delta \Gamma)<-\frac{3}{4}$.


FIG. 3.1. (a) The orbits of the zeroes $\lambda(\Delta \Gamma)$ of (3.24) plotted parametrically in the complex plane as a function of $\Delta \Gamma$ for $\mu=1$. The eigenvalues $\lambda_{+}^{1,2}(\Delta \Gamma)$ are closed loops attached to the homoclinic limit $\lambda \approx-0.48+1.20 i$; the curves $\lambda_{-}^{1,2}(\Delta \Gamma)$ approach the homoclinic point in the limit $\Delta \Gamma \rightarrow \infty$, but $\lambda_{-}^{1,2}(\Delta \Gamma)$ collide on the real axis, becoming real as $\Delta \Gamma$ decreases approaching the limits $\lambda_{-}^{1,2}(\Delta \Gamma) \rightarrow-\frac{3}{4}, \frac{5}{4}$ as $\Delta \Gamma \rightarrow 0$. The third pair of eigenvalues satisfies $\lambda_{ \pm}^{3}(\Delta \Gamma)<-\frac{3}{4}$ with $\lambda_{-}^{3}(\Delta \Gamma)$ disappearing into the essential spectrum of (3.22) as $\Delta \Gamma$ decreases through a critical value. All eigenvalues $\lambda_{ \pm}^{1,2, j}(\Delta \Gamma)$ have negative real part for $\Delta \Gamma>\Delta \Gamma^{*}(1)$ given by (3.37). (b) The closed $\lambda_{+}^{1}(\Delta \Gamma)$-loops for five values of $\mu: \mu=0.7>\mu_{\mathrm{TP}}, \mu=0.6,0.5,0.4 \in\left(\mu_{\mathrm{Hopf}}, \mu_{\mathrm{TP}}\right)$, and $\mu=0.3<\mu_{\text {Hopf }}$. The $\Delta \Gamma$-region $\left(\Delta \Gamma_{+}^{1, *}(\mu), \Delta \Gamma_{+}^{2, *}(\mu)\right)$ in which $\operatorname{Re}\left[\lambda_{+}^{1}(\Delta \Gamma)\right]>0$ grows as $\mu \in\left(\mu_{\mathrm{Hopf}}, \mu_{\mathrm{TP}}\right)$ decreases, so that $\Delta \Gamma^{*}(\mu)=\Delta \Gamma_{+}^{2, *}(\mu)$ for $\mu<\mu^{*} \in\left(\mu_{\mathrm{Hopf}}, \mu_{\mathrm{TP}}\right)$.

For small values of $\Delta \Gamma$ there are two mechanisms to generate incompatible point spectrum, one which occurs for $\mu>\mu_{\mathrm{TP}}$ and the other for $\mu \in\left(\mu_{\mathrm{Hopf}}, \mu_{\mathrm{TP}}\right)$. The first occurs when the eigenvalues $\lambda_{-}^{1}$ and $\lambda_{-}^{2}$ collide and become real. Indeed, in the limit $\Delta \Gamma \downarrow 0$, it follows from Proposition 3.2 that $\lambda_{+}^{1,2}(\Delta \Gamma)$ again approaches a solution of (3.38), i.e., the $\lambda_{+}^{1,2}(\Delta \Gamma)$-branches are closed curves. On the other hand, $\left|\mathcal{R}\left(\lambda_{-}^{1,2}(\Delta \Gamma)\right)\right|$ becomes unbounded in this limit. By evaluation of (3.24), we see that $\mathcal{R}(\lambda)$ becomes unbounded as $\lambda_{-}^{1}(\Delta \Gamma) \rightarrow-\frac{3}{4}$, the stable pole of $\mathcal{R}(\lambda)$, and as $\lambda_{-}^{2}(\Delta \Gamma) \rightarrow+\frac{5}{4}$, the other, unstable pole of $\mathcal{R}(\lambda)$. The passage of the real eigenvalue $\lambda_{-}^{2}(\Delta \Gamma)$ through zero corresponds to $\Delta \Gamma$ given by (3.37) since $\mathcal{R}(0)=6$ [5]. In particular, the eigenvalue problem (3.22) has incompatible eigenvalues for all $\Delta \Gamma<\log 3 /\left(\varepsilon^{2} \sqrt{\mu}\right)$, for $\mu>\mu_{\mathrm{TP}}$.

In the second case, the $\lambda_{+}^{1,2}(\Delta \Gamma)$-branches may cross through the imaginary axis. For the tangent point value, $\mu=\mu_{\mathrm{TP}}$, the $\lambda_{+}^{1,2}$ curves are tangent to the imaginary axis. For $\mu \in\left(\mu_{\text {Hopf }}, \mu_{\mathrm{TP}}\right)$, a part of the closed, complex conjugate $\lambda_{+}^{1,2}(\Delta \Gamma)$-curves lies in the unstable half-plane, while the endpoints of the curve, i.e., the eigenvalues associated to the stationary homoclinic one-pulse limit, lie in the stable half-plane; see Figure 3.1(b). More specifically, $\operatorname{Re}\left[\lambda_{+}^{1,2}(\Delta \Gamma)\right]>0$ for $\Delta \Gamma \in\left(\Delta \Gamma_{+}^{1, *}(\mu), \Delta \Gamma_{+}^{2, *}(\mu)\right)$, where

$$
\begin{gathered}
\lim _{\mu \rightarrow \mu_{\text {Hopf }}} \Delta \Gamma_{+}^{1, *}(\mu)=0, \lim _{\mu \rightarrow \mu_{\text {Hopf }}} \Delta \Gamma_{+}^{2, *}(\mu)=\infty \\
\lim _{\mu \rightarrow \mu_{\mathrm{TP}}} \Delta \Gamma_{+}^{1, *}(\mu)=\lim _{\mu \rightarrow \mu_{\mathrm{TP}}} \Delta \Gamma_{+}^{2, *}(\mu) \approx \frac{1.32}{\varepsilon^{2}}
\end{gathered}
$$

so that $\Delta \Gamma^{*}(\mu)=\Delta \Gamma_{+}^{2, *}(\mu)>\log 3 /\left(\varepsilon^{2} \sqrt{\mu}\right)$ for $\mu \in\left(\mu_{\text {Hopf }}, \mu_{+}^{*}\right)$ for a certain $\mu_{+}^{*} \in$ $\left(\mu_{\text {Hopf }}, \mu_{\mathrm{TP}}\right)$.
The orbits of the eigenvalues $\lambda$ of (3.22) as function of $\Delta \Gamma$ can be determined by a direct evaluation of $\mathcal{R}(\lambda)$ [5]; see Figure 3.1.

Remark 3.5. Competition instabilities and synchronous oscillatory instabilities were identified for the Gierer-Meinhardt equations in [17, 16]; see, especially, section
5.2 of [16]. The presence of these two instabilities is related to the two multipliers in the NLEP, as also found here.

Remark 3.6. Proposition 3.4 implies that $\Phi_{\Gamma}(\xi)$ is not spectrally compatible with the manifold $\mathcal{M}$ if $\Delta \Gamma(0)<\Delta \Gamma^{*}(\mu)$. However, this lower bound on the admissible pulse separation distance does not limit the semistrong character of the pulse interaction in $\Phi_{\Gamma}(\xi)$, since the $U$-component of $\Phi_{\Gamma}(\xi)$ evolves on the slow $\varepsilon^{2} \xi$ space scale. To quantify the lower bound on pulse separation we determine the corresponding maximum value of the minimum $U_{\min }(t)$ of the inhibitor $U$ between the two pulses $\Gamma_{1,2}$; see also Figure 1.1. Since $U_{\min }(t ; \mu)$ decreases monotonically in time (by (2.11) and (2.13)), we find that a spectrally compatible two-pulse solution must satisfy

$$
U_{\min }(0)<U_{\min }^{*}(\mu)=\frac{A\left(\Delta \Gamma^{*}\right)}{\cosh \varepsilon^{2} \sqrt{\mu} \Delta \Gamma^{*} / 2}=\frac{3}{16} \sqrt{3 \mu}
$$

if $\mu>\mu_{\mathrm{TP}}$ (3.37). In the context of Figure 1.1, in which $\mu=5$, it follows that $U_{\min }(0)$ must be less than $0.72 \ldots$. The evolution shown there is thus governed by Theorem 1.1.

Remark 3.7. The lower bound (3.37) on the pulse separation distance does not contradict the pulse-splitting behavior observed in the Gierer-Meinhardt equation [7], in which a stable two-pulse solution is observed with an $\mathcal{O}(1)$ pulse separation distance at the onset of splitting. It is shown in [7] that pulse splitting only occurs for $\mu=\mathcal{O}\left(1 / \varepsilon^{4}\right)$. For these values of $\mu, \Delta \Gamma^{*}(\mu)=\mathcal{O}(1)$ (3.37), which implies that the two $V$-pulses of $\Phi_{\Gamma}(\xi)$ are no longer well separated. Thus, the lower bound (3.37) agrees with the analysis of [7], since it implies that $\mu$ must be $\mathcal{O}\left(1 / \varepsilon^{4}\right)$ in order to have two-pulse solutions that are not well separated.
3.3. The resolvent estimates and the semigroup. To establish estimates on the semigroup generated by the reduced linearization $\tilde{L}$ we begin with preliminary bounds on the resolvents of $L_{11}$ and $\mathcal{L}$ in the norms defined in section 2.1. A key point is that the resolvent of $L_{11}$ is strongly contractive on zero-mass functions.

Lemma 3.1. Let $\lambda \in \mathbf{C}$ be an $\mathcal{O}(1)$ distance from $\sigma\left(L_{11}\right)$ and set $g=\left(L_{11}-\lambda\right)^{-1} f$. Then the following estimates hold uniformly in $\lambda$ :

$$
\begin{equation*}
\varepsilon\|g\|_{L^{2}}+\varepsilon^{-1}\left\|\partial_{\xi} g\right\|_{L^{2}} \leq c \varepsilon^{2}\|f\|_{\hat{L}^{\infty}} \tag{3.39}
\end{equation*}
$$

Moreover, for small total mass, $\bar{f}$ we have the improved estimate,

$$
\begin{equation*}
\varepsilon\|g\|_{L^{2}}+\varepsilon^{-1}\left\|\partial_{\xi} g\right\|_{L^{2}} \leq c\left(\varepsilon^{2}|\bar{f}|+\varepsilon^{4}\|<x>f\|_{L^{1}}\right) \tag{3.40}
\end{equation*}
$$

Proof. We take the Fourier transform of the equation $\left(L_{11}-\lambda\right) g=f$, obtaining

$$
\begin{equation*}
\widehat{g}(k)=\frac{1}{\sqrt{2 \pi}} \frac{\varepsilon^{4} \widehat{f}(k)}{k^{2}+\varepsilon^{4}(\lambda+\mu)} \tag{3.41}
\end{equation*}
$$

Assuming that $f \in \widehat{L}^{\infty}$, the bound

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty}\left|\frac{\varepsilon^{4}}{k^{2}+\varepsilon^{4}(\lambda+\mu)}\right|^{2} d k\right)^{\frac{1}{2}} \leq c \varepsilon \tag{3.42}
\end{equation*}
$$

for some $c>0$, shows that $\|g\|_{L^{2}} \leq c \varepsilon\|f\|_{\hat{L}^{\infty}}$. Replacing $\widehat{f}$ with $i k \widehat{f}$ in (3.41) and calculating an integral similar to (3.42) gives $\left\|\partial_{\xi} g\right\|_{L^{2}} \leq c \varepsilon^{3}\|f\|_{\hat{L}^{\infty}}$. Together these
results yield (3.39). In the case that $f$ has small mass, the identify $\widehat{f}(0)=\bar{f}$ and the fact that the norm $\|\langle x\rangle f\|_{L^{1}}$ controls the $L^{\infty}$ norm of the $k$-derivative of the Fourier transform of $f$ imply that $\widehat{f}$ is uniformly Lipschitz and small at zero, and so we have the estimate

$$
\begin{equation*}
|\widehat{f}(k)| \leq c \frac{|\bar{f}|+|k|}{1+|k|}\|\langle x\rangle f\|_{L^{1}} \tag{3.43}
\end{equation*}
$$

This inequality, used in (3.41), leads to the bound (3.40).
We define $\mathcal{V}$ to be the eigenspace associated to the two exponentially small eigenvalues $\lambda_{ \pm}^{*}$ of $\mathcal{L}^{\dagger}$, the adjoint of $\mathcal{L}$.

Lemma 3.2. Assume that $\lambda \in \mathbf{C}$ is an $\mathcal{O}(1)$ distance from $\sigma(\mathcal{L}) \backslash\left\{\lambda_{+}, \lambda_{-}\right\}$. Then we have the following estimate, uniformly in $\lambda$, and for $\Gamma \in \mathcal{K}$ :

$$
\begin{equation*}
\left\|(\mathcal{L}-\lambda)^{-1} f\right\|_{H^{1}} \leq c\|f\|_{L^{2}} \tag{3.44}
\end{equation*}
$$

for all $f \perp \mathcal{V}$.
Proof. The NLEP operator $\mathcal{L}$ is a finite rank perturbation of $L_{22}$, a self-adjoint Schrödinger operator, and hence is Fredholm. Moreover, away from its point spectrum, $\mathcal{L}-\lambda$ is boundedly invertible with $\mathcal{O}(1)$ inverse, uniformly in $\Delta \Gamma$ for $\Gamma \in \mathcal{K}$. If $f \perp \mathcal{V}$, then $\mathcal{L}-\lambda$ is uniformly invertible for $\lambda$ in a neighborhood of $\lambda_{ \pm}$. To obtain uniformity in $\lambda$ for large $|\lambda|$ we observe that the resolvent of $\mathcal{L}$ can be explicitly constructed in terms of the resolvent of the selfadjoint operator $L_{22}$ and that this later quantity decays like $\left(\operatorname{dist}\left(\lambda, \sigma\left(L_{22}\right)\right)\right)^{-2}$. That the resolvent of $\mathcal{L}$ maps into $H^{1}$ follows from a classic argument by contradiction.

To study the resolvent of $\tilde{L}$ we project off the eigenspace $\left\{\Psi_{+}, \Psi_{-}\right\}$associated to its small eigenvalues, $\lambda_{ \pm}$. We introduce the space $X_{\Gamma}=\left\{\vec{U} \mid\|\vec{U}\|_{X}<\infty\right.$ and $\pi_{\Gamma} \vec{U}=$ $0\}$, where the spectral projection is given in terms of the adjoint eigenfunctions $\Psi_{ \pm}^{\dagger}$ by

$$
\begin{equation*}
\pi_{\Gamma} \vec{U}=\frac{\left(\vec{U}, \Psi_{-}^{\dagger}\right)}{\left(\Psi_{-}, \Psi_{-}^{\dagger}\right)} \Psi_{-}+\frac{\left(\vec{U}, \Psi_{+}^{\dagger}\right)}{\left(\Psi_{+}, \Psi_{+}^{\dagger}\right)} \Psi_{+} \tag{3.45}
\end{equation*}
$$

The complimentary projection is $\tilde{\pi}_{\Gamma}=I-\pi_{\Gamma}$. Assuming the spectral compatibility of $\Phi_{\Gamma}$, the space $X_{\Gamma}$ is associated to temporally decaying solutions of the semigroup generated by $\tilde{L}_{\Gamma}$, while $\tilde{X}_{\Gamma}=\mathcal{R} \pi_{\Gamma}$ is the eigenspace associated to the two exponentially small eigenvalues $\lambda_{ \pm}$. To characterize the projections we need asymptotics for these eigenfunctions.

Lemma 3.3. The small eigenvalue eigenfunctions have the following asymptotic form:

$$
\begin{align*}
& \Psi_{ \pm}=\binom{0}{\phi_{1}^{\prime} \pm \phi_{2}^{\prime}}+\text { exponentially small }  \tag{3.46}\\
& \Psi_{ \pm}^{\dagger}=\binom{0}{\phi_{1}^{\prime} \pm \phi_{2}^{\prime}}+\mathcal{O}\left(\varepsilon^{4}\right) \tag{3.47}
\end{align*}
$$

in the $X$-norm.
Proof. The expansion for the eigenfunctions follows from classical results. For the adjoint eigenfunctions we present the case for a single pulse; the generalization to two-pulses is straightforward. The adjoint operator is given by

$$
\tilde{L}_{\Gamma}^{\dagger}=\left(\begin{array}{cc}
L_{11} & -\frac{\phi_{1}^{2}}{A^{2}}  \tag{3.48}\\
2 \varepsilon^{-2} \phi_{1} \otimes \delta_{\Gamma_{1}} & L_{22}
\end{array}\right)
$$

where $L_{11}$ and $L_{22}$ are given in (3.7). Writing $\Psi^{\dagger}=\left(\Psi_{1}^{\dagger}, \Psi_{2}^{\dagger}\right)^{t}$ and taking $\lambda_{+}^{*}$ exponentially small, we solve for the second component of $\Psi^{\dagger}$, noting that $\phi_{1}$ is in the range of $L_{22}$ since it is orthogonal to its kernel, $\phi_{1}^{\prime}$,

$$
\begin{equation*}
\Psi_{2}^{\dagger}=\beta \phi_{1}^{\prime}-2 \varepsilon^{-2} \Psi_{1}^{\dagger}\left(\Gamma_{1}\right) L_{22}^{-1} \phi_{1} \tag{3.49}
\end{equation*}
$$

where $\beta$ is a free parameter. Solving for $\Psi_{1}^{\dagger}$ we have

$$
\begin{equation*}
\Psi_{1}^{\dagger}=\frac{\beta}{A^{2}} L_{11}^{-1} \phi_{1}^{2} \phi_{1}^{\prime}-\frac{2 \Psi_{1}^{\dagger}\left(\Gamma_{1}\right)}{\varepsilon^{2} A^{2}} L_{11}^{-1}\left(\phi_{1}^{2} L_{22}^{-1} \phi_{1}\right) \tag{3.50}
\end{equation*}
$$

The function $\phi_{1}^{2} \phi_{1}^{\prime}$ has zero mass, so from (3.40) we have

$$
\begin{equation*}
\left\|L_{11}^{-1} \phi_{1}^{2} \phi_{1}^{\prime}\right\|_{L^{\infty}} \leq c \varepsilon^{4} \tag{3.51}
\end{equation*}
$$

It can be verified that $\phi_{1}^{2} L_{22}^{-1} \phi_{1}$ is a positive $\mathcal{O}(1)$ function, and thus we know $L_{11}^{-1}$ $\left.\left(\phi_{1}^{2} L_{22}^{-1} \phi_{1}\right)\right|_{\xi=\Gamma_{1}}$ is nonzero and $\mathcal{O}(1)$. Evaluating (3.50) at $\xi=\Gamma_{1}$ and solving for $\Psi_{1}^{\dagger}\left(\Gamma_{1}\right)$ shows that $\Psi_{1}^{\dagger}\left(\Gamma_{1}\right)=\mathcal{O}\left(\varepsilon^{6}\right)$. Substituting this back into (3.50) and choosing $\beta=1$ yields the equivalent of (3.47) in the one-pulse case.

With these results we may estimate the resolvent of $\tilde{L}_{\Gamma}$ restricted to $X_{\Gamma}$.
Proposition 3.8. Let $\lambda$ be an $\mathcal{O}(1)$ distance from $\sigma(\tilde{L}) \backslash\left\{\lambda_{+}, \lambda_{-}\right\}$and denote $G=(\tilde{L}-\lambda)^{-1} F$. For $F \in X_{\Gamma}$, we have the following estimates on the resolvent of $\tilde{L}$, holding uniformly in $\lambda$, and in $\Gamma \in \mathcal{K}$ :

$$
\begin{equation*}
\|G\|_{X} \leq c\left(\varepsilon^{2}\left\|F_{1}\right\|_{L^{1}}+\left\|F_{2}\right\|_{L^{2}}\right) \tag{3.52}
\end{equation*}
$$

If, in addition, the mass of $F_{1}$ is small, then we have the improved estimate

$$
\begin{equation*}
\|G\|_{X} \leq c\left(\varepsilon^{2}\left|\bar{F}_{1}\right|+\varepsilon^{4}\left\|<x>F_{1}\right\|_{L^{1}}+\left\|F_{2}\right\|_{L^{2}}\right) \tag{3.53}
\end{equation*}
$$

Proof. By analogy with the eigenvalue problem we solve for $G_{1}$ :

$$
\begin{equation*}
G_{1}=\left(L_{11}-\lambda\right)^{-1} F_{1}+\alpha_{1} H\left(\lambda, \xi-\Gamma_{1}\right)+\alpha_{2} H\left(\lambda, \xi-\Gamma_{2}\right) \tag{3.54}
\end{equation*}
$$

where $H$ is given by (3.16), and $\alpha_{k}=\left(G_{2}, \phi_{k}\right)_{L^{2}}$, for $k=1,2$. The second component of $G$ satisfies

$$
\begin{equation*}
\left(L_{22}-\lambda\right) G_{2}=F_{2}+\frac{V_{0}^{2}}{A^{2}}\left(\left(L_{11}-\lambda\right)^{-1} F_{1}+\alpha_{1} H\left(\xi-\Gamma_{1}\right)+\alpha_{2} H\left(\xi-\Gamma_{2}\right)\right) \tag{3.55}
\end{equation*}
$$

Approximating the product $V_{0}^{2} H$ as in the eigenvalue problem, we find the equation

$$
\begin{equation*}
(\mathcal{L}-\lambda) G_{2}=F_{2}+\frac{V_{0}^{2}}{A^{2}}\left(L_{11}-\lambda\right)^{-1} F_{1} \tag{3.56}
\end{equation*}
$$

where the NLEP operator $\mathcal{L}$ is defined in (3.23).
From the asymptotics on $\Psi_{ \pm}^{\dagger}$ the condition $F \in X_{\Gamma}$ is equivalent to the righthand side of (3.56) being orthogonal to $\mathcal{V}$. From Proposition 3.1 the point spectrum of $\tilde{L}$, less its exponentially small eigenvalues, agrees with the point spectrum of $\mathcal{L}$, less its exponentially small eigenvalues, up to $\mathcal{O}\left(\varepsilon^{2}\right)$. So $\lambda$ is an $\mathcal{O}(1)$ distance from $\sigma(\mathcal{L}) \backslash\left\{\lambda_{ \pm}\right\}$and the estimate (3.44) applied to (3.56) yields

$$
\begin{align*}
\left\|G_{2}\right\|_{H^{1}} & \leq c\left(\left\|F_{2}\right\|_{L^{2}}+\left\|V_{0}^{2}\left(L_{11}-\lambda\right)^{-1} F_{1}\right\|_{L^{2}}\right) \\
& \leq c\left(\left\|F_{2}\right\|_{L^{2}}+\left\|\left(L_{11}-\lambda\right)^{-1} F_{1}\right\|_{L^{\infty}}\right) \tag{3.57}
\end{align*}
$$

From (3.39) and (1.2) we find that

$$
\begin{equation*}
\left\|G_{2}\right\|_{H^{1}} \leq c\left(\left\|F_{2}\right\|_{L^{2}}+\varepsilon^{2}\left\|F_{1}\right\|_{L^{1}}\right) \tag{3.58}
\end{equation*}
$$

If $F_{1}$ has small mass, then by applying (3.40) we have the improved estimate

$$
\begin{equation*}
\left\|G_{2}\right\|_{H^{1}} \leq c\left(\left\|F_{2}\right\|_{L^{2}}+\varepsilon^{2}\left|\bar{F}_{1}\right|+\varepsilon^{4}\left\|<x>F_{1}\right\|_{L^{1}}\right) . \tag{3.59}
\end{equation*}
$$

From (3.54) and (3.39) we find that

$$
\begin{equation*}
\left\|G_{1}\right\|_{L^{2}} \leq c\left(\varepsilon\left\|F_{1}\right\|_{L^{1}}+\left\|G_{2}\right\|_{L^{2}}\|H(\lambda)\|_{L^{2}}\right) \tag{3.60}
\end{equation*}
$$

but since

$$
\begin{equation*}
|\widehat{H}(k, \lambda)| \leq c\left|\frac{\varepsilon^{2}}{k^{2}+\varepsilon^{4}(\lambda+\mu)}\right| \tag{3.61}
\end{equation*}
$$

we have $\|H(\lambda)\|_{L^{2}} \leq c \varepsilon^{-1}$ and we obtain

$$
\begin{equation*}
\left\|G_{1}\right\|_{L^{2}} \leq c\left(\varepsilon\left\|F_{1}\right\|_{L^{1}}+\varepsilon^{-1}\left\|F_{2}\right\|_{L^{2}}\right) \tag{3.62}
\end{equation*}
$$

A similar argument yields

$$
\begin{equation*}
\left\|\partial_{\xi} G_{1}\right\|_{L^{2}} \leq c\left(\varepsilon^{3}\left\|F_{1}\right\|_{L^{1}}+\varepsilon\left\|F_{2}\right\|_{L^{2}}\right), \tag{3.63}
\end{equation*}
$$

which verifies (3.52).
If $F_{1}$ has small mass, then applying (3.40) to (3.57) yields the improved estimate

$$
\begin{equation*}
\left\|G_{2}\right\|_{H^{1}} \leq c\left(\left\|F_{2}\right\|_{L^{2}}+\varepsilon^{2}\left|\bar{F}_{1}\right|+\varepsilon^{4}\left\|<x>F_{1}\right\|_{L^{1}}\right) . \tag{3.64}
\end{equation*}
$$

Following the arguments laid out in (3.60)-(3.63) yields (3.53).
Since $\tilde{L}$ is an analytic operator we can generate its semigroup from the Laplace transform of the resolvent. We fix the contour $C$ in the complex plane as depicted in Figure 3.3 and generate the semigroup $S$ associated to $\left.\tilde{L}\right|_{X_{\Gamma}}$ via the contour integral

$$
\begin{equation*}
S(t) F=\frac{1}{2 \pi i} \int_{C} e^{\lambda t}(\lambda-\tilde{L})^{-1} F d \lambda \tag{3.65}
\end{equation*}
$$

where we assume that $F \in X_{\Gamma}$. The semigroup inherits the following properties from the resolvent.

Proposition 3.9. Let $\mu>\mu_{\text {Hopf }}$ and $\Delta \Gamma>\Delta \Gamma^{*}(\mu)$ be given and let $\nu>0$ be as given by Proposition 3.4. The solution $\vec{U}$ of $\vec{U}=S(t) F$, where $F \in X_{\Gamma}$, satisfies

$$
\begin{equation*}
\|\vec{U}\|_{X} \leq M e^{-\nu t}\left(\varepsilon^{2}\left\|F_{1}\right\|_{L^{1}}+\left\|F_{2}\right\|_{L^{2}}\right) \tag{3.66}
\end{equation*}
$$

for some $M>0$ independent of $\Delta \Gamma>\Delta \Gamma^{*}(\mu)$. If, in addition, $F_{1}$ has small mass, then we have the improved estimate

$$
\begin{equation*}
\|\vec{U}\|_{X} \leq M e^{-\nu t}\left(\varepsilon^{2}\left|\bar{F}_{1}\right|+\varepsilon^{4}\left\|<x>F_{1}\right\|_{L^{1}}+\left\|F_{2}\right\|_{L^{2}}\right) \tag{3.67}
\end{equation*}
$$

Proof. By Proposition 3.4, the conditions on $\mu$ and $\Gamma$ imply that $\sigma(\tilde{L}) \backslash\left\{\lambda_{+}, \lambda_{-}\right\}$ is contained within the interior of the contour $C$, and $\operatorname{dist}(\sigma(\tilde{L}), C)=\mathcal{O}(1)$. The estimates on the semigroup follow directly from the contour integral representation (3.65) of $S(t)$, the resolvent estimates (3.52)-(3.53), and the uniformity of these estimates over the contour $C$.


Fig. 3.2. The spectrum $\sigma(\tilde{L})$ of the reduced operator as determined by Proposition 3.3, and the contour $C$ used to generate the semigroup $S$. Depiction is for the case $\mu>\mu_{\mathrm{Hopf}}$ and $\Delta \Gamma>\Delta \Gamma^{*}(\mu)$ for which $\lambda_{ \pm}^{1,2}$ are within the left-half plane and $J_{ \pm}=2$; see Proposition 3.4. The eigenspace corresponding to the small point spectrum $\left\{\lambda_{ \pm}\right\}$is projected away and is not contained within the contour.
4. Nonlinear stability via the RG method. We adapt the RG method developed in [14] to the singular perturbation setting of the Gierer-Meinhardt equations. We assume at time $t_{0}$ that our initial data $\vec{U}_{0}$ satisfies

$$
\begin{equation*}
\left\|\Phi_{\Gamma_{*}}-\vec{U}_{0}\right\| \leq \delta \tag{4.1}
\end{equation*}
$$

for some $\Gamma_{*} \in \mathcal{K}$. The following proposition, adapted from Proposition 2.2 of [14], permits us to choose our base point $\Gamma_{0}$ about which we develop our local coordinate system.

Proposition 4.1. Fix $\delta \ll 1$. Given $\vec{U}_{0}$ and $\Gamma_{*} \in \mathcal{K}$ satisfying $\left\|W_{*}\right\|_{X} \leq \delta$, for $W_{*} \equiv \Phi_{\Gamma_{*}}-\vec{U}_{0}$, there exists $M>0$, independent of $\vec{U}_{0}$ and $\Gamma_{*}$, and a smooth function $\mathcal{H}: X \mapsto \mathcal{K}$ such that $\Gamma=\Gamma_{*}+\mathcal{H}\left(W_{*}\right)$ satisfies

$$
\begin{equation*}
W_{0} \equiv \vec{U}_{0}-\Phi_{\Gamma} \in X_{\Gamma} \tag{4.2}
\end{equation*}
$$

Moreover, if $W_{*} \in X_{\tilde{\Gamma}}$ for some $\tilde{\Gamma} \in \mathcal{K}$, then

$$
\begin{equation*}
\left|\Gamma-\Gamma_{*}\right| \leq M_{0}\left\|W_{*}\right\|_{X}\left|\Gamma_{*}-\tilde{\Gamma}\right| \tag{4.3}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
W_{0}=W_{*}+\Phi_{\Gamma}-\Phi_{\Gamma_{*}} \tag{4.4}
\end{equation*}
$$

the condition (4.2) is equivalent to

$$
\begin{equation*}
0=\pi_{\Gamma} W_{0}=\pi_{\Gamma}\left(W_{*}+\Phi_{\Gamma}-\Phi_{\Gamma_{*}}\right) \tag{4.5}
\end{equation*}
$$

Since $\Psi_{ \pm}^{\dagger}$, are approximately spanned by $\left(0, \phi_{1}^{\prime}\right)^{t}$ and $\left(0, \phi_{2}^{\prime}\right)^{t}$, and $\Phi_{\Gamma, 2}=V_{0}+\mathcal{O}\left(\varepsilon^{2}\right)$, our equations $\Lambda=\left(\Lambda_{1}, \Lambda_{2}\right)^{t}$ are equivalent, up to $\mathcal{O}\left(\varepsilon^{2}\right)$, to

$$
\begin{align*}
& \Lambda_{1}\left(\Gamma, W_{*}\right) \equiv\left(W_{2, *}+V_{0}(\Gamma)-V_{0}\left(\Gamma_{*}\right), \phi_{1}^{\prime}\left(\cdot, \Gamma_{1}\right)\right)_{L^{2}}=0  \tag{4.6}\\
& \Lambda_{2}\left(\Gamma, W_{*}\right) \equiv\left(W_{2, *}+V_{0}(\Gamma)-V_{0}\left(\Gamma_{*}\right), \phi_{2}^{\prime}\left(\cdot, \Gamma_{2}\right)\right)_{L^{2}}=0 \tag{4.7}
\end{align*}
$$

Since $\Lambda\left(\Gamma_{*}, 0\right)=0$ and the $\Gamma$ gradient of $\Lambda$ given by

$$
\left.\nabla_{\Gamma} \Lambda\right|_{\left(\Gamma=\Gamma_{*}, W_{*}=0\right)}=\left(\begin{array}{cc}
-\left\|\phi_{1}^{\prime}\right\|_{L^{2}} & 0  \tag{4.8}\\
0 & -\left\|\phi_{1}^{\prime}\right\|_{L^{2}}
\end{array}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

is uniformly invertible, the implicit function theorem guarantees the existence of a smooth function $\mathcal{H}$ which provides the solution of (4.2) and in a neighborhood about the manifold $\mathcal{M}$ defined in (2.6). The interval of existence of $\mathcal{H}$ may be chosen uniformly in $\Gamma$ since the solution of (4.2) behaves smoothly as $\Delta \Gamma \rightarrow \infty$.

If, in addition, we have $W_{*} \in X_{\tilde{\Gamma}}$, then $\left(W_{2, *}, \phi_{k}^{\prime}\left(\tilde{\Gamma}_{k}\right)\right)_{L^{2}}=\mathcal{O}\left(\varepsilon^{4}\right)$ for $k=1,2$. We see that

$$
\begin{equation*}
\left|\left(W_{2, *}, \phi_{k}^{\prime}\left(\Gamma_{k}\right)\right)_{L^{2}}\right| \leq\left|\left(W_{2, *}, \phi_{k}^{\prime}\left(\tilde{\Gamma}_{k}\right)-\phi_{k}^{\prime}\left(\Gamma_{k}\right)\right)_{L^{2}}\right| \leq M_{0}\left\|W_{*}\right\|_{L^{2}}|\tilde{\Gamma}-\Gamma| \tag{4.9}
\end{equation*}
$$

4.1. The projected equations. To begin the RG procedure we freeze $\Gamma=\Gamma_{0}$ in $X_{\Gamma_{0}}$, where $\Gamma_{0}$ is the base point provided by Proposition 4.1, and change variables as

$$
\begin{equation*}
\vec{U}(t)=\Phi_{\Gamma}+W \tag{4.10}
\end{equation*}
$$

where $W \in X_{\Gamma_{0}}$ and $\Gamma=\Gamma(t)$. Comparing to (3.2), we write the evolution for the remainder $W$ as

$$
\begin{align*}
W_{t}+\frac{\partial \Phi}{\partial \Gamma} \dot{\Gamma} & =\mathbf{R}+\tilde{L}_{\Gamma_{0}} W+\left(L_{\Gamma}-\tilde{L}_{\Gamma_{0}}\right) W+\mathcal{N}(W)  \tag{4.11}\\
W(\xi, 0) & =W_{0} \tag{4.12}
\end{align*}
$$

where $W_{0}=W_{*}+\Phi_{\Gamma_{0}}-\Phi_{\Gamma_{*}}$. The terms $\Delta L \equiv L_{\Gamma}-\tilde{L}_{\Gamma_{0}}$ include both the approximations made to the linear operator and the secular growth implicit in the sliding of $\Gamma$ away from $\Gamma_{0}$.

To enforce $W \in X_{\Gamma_{0}}$ we impose the nondegeneracy condition $\frac{\partial}{\partial t} \pi_{0} W=0$, where $\pi_{0}=\pi_{\Gamma_{0}}$ is given by (3.45). Since $\pi_{0}$ is independent of time, the nondegeneracy condition is equivalent to $\pi_{0} W_{t}=0$, and, moreover, as $\pi_{0}$ commutes with $\tilde{L}_{\Gamma_{0}}$ it follows that $\pi_{0} \tilde{L}_{\Gamma_{0}} W=\tilde{L}_{\Gamma_{0}} \pi_{0} W=0$. The nondegeneracy condition is thus equivalent to the pair of equations obtained by projecting onto $\Psi_{+}^{\dagger}$ and $\Psi_{-}^{\dagger}$,

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial \Gamma} \dot{\Gamma}, \Psi_{ \pm}^{\dagger}\right)_{L^{2}}=\left(\mathbf{R}+\Delta L W+\mathcal{N}(W), \Psi_{ \pm}^{\dagger}\right)_{L^{2}} \tag{4.13}
\end{equation*}
$$

From the form of the semistrong pulse solutions, and assuming momentarily that $\dot{\Gamma}=\mathcal{O}\left(\varepsilon^{2}\right)$, we calculate

$$
\begin{equation*}
\frac{\partial \Phi_{\Gamma} \dot{\Gamma}}{\partial \Gamma}=\binom{0}{\phi_{1}^{\prime} \dot{\Gamma}_{1}+\phi_{2}^{\prime} \dot{\Gamma}_{2}}+\binom{\mathcal{O}\left(\varepsilon^{3}\right)}{\mathcal{O}\left(\varepsilon^{4}\right)} \tag{4.14}
\end{equation*}
$$

componentwise in the $L^{2}$ norm. Using the form of the adjoint eigenvector (3.47) and (3.6), (4.13) may be written as

$$
\left(\begin{array}{ll}
\left\|\phi_{1}^{\prime}\right\|_{L^{2}}^{2}+\mathcal{O}\left(\varepsilon^{4}\right) & \left\|\phi_{2}^{\prime}\right\|_{L^{2}}^{2}+\mathcal{O}\left(\varepsilon^{4}\right)  \tag{4.15}\\
\left\|\phi_{1}^{\prime}\right\|_{L^{2}}^{2}+\mathcal{O}\left(\varepsilon^{4}\right) & -\left\|\phi_{2}^{\prime}\right\|_{L^{2}}^{2}+\mathcal{O}\left(\varepsilon^{4}\right)
\end{array}\right) \dot{\Gamma}=\binom{\left(\mathbf{R}+\Delta L W+\mathcal{N}(W), \Psi_{+}^{\dagger}\right)_{L^{2}}}{\left(\mathbf{R}+\Delta L W+\mathcal{N}(W), \Psi_{-}^{\dagger}\right)_{L^{2}}}
$$

Again using the asymptotic form of the adjoint eigenfunctions $\Psi_{ \pm}^{\dagger}$ we may neglect the contribution from $\Psi_{ \pm, 1}^{\dagger}$ in the inner products on the right-hand side of (4.15). In particular, from the $L^{1}$ bounds on $R_{1}$ from (2.18), we have

$$
\begin{equation*}
\left(R_{1}, \Psi_{ \pm, 1}^{\dagger}\right)_{L^{2}} \leq\left\|R_{1}\right\|_{L^{1}}\left\|\Psi_{ \pm, 1}^{\dagger}\right\|_{L^{\infty}}=\mathcal{O}\left(\varepsilon^{5}\right) \tag{4.16}
\end{equation*}
$$

Inverting the matrix on the left-hand side and using the expansions for $\Psi_{ \pm, 2}^{\dagger}$, we arrive at the equations of motion for $\Gamma$ which show explicitly the coupling between the remainder $W$ and the pulse evolution,

$$
\begin{equation*}
\dot{\Gamma}_{k}=-\frac{\left(R_{2}+[\Delta L W]_{2}+\mathcal{N}_{2}, \phi_{k}^{\prime}\left(\cdot ; \Gamma_{0}\right)\right)_{L^{2}}}{\left(\phi_{k}^{\prime}, \phi_{k}^{\prime}\right)_{L^{2}}}+\mathcal{O}\left(\varepsilon^{5}, \varepsilon^{4}\|W\|_{X}\right) \tag{4.17}
\end{equation*}
$$

To simplify the equation for the evolution of the remainder $W$, we introduce the reduced residual

$$
\begin{equation*}
\tilde{\mathbf{R}}=\tilde{\pi}_{\Gamma}\left(\mathbf{R}-\frac{\partial \Phi_{\Gamma}}{\partial \Gamma} \dot{\Gamma}\right) \tag{4.18}
\end{equation*}
$$

and observe from the asymptotic description (2.17) of $R_{2}$ that the projection removes the leading order term from the second component of the residual. By Lemma 2.1, the reduced residual enjoys the estimates

$$
\begin{align*}
&\left\|\tilde{R}_{1}\right\|_{L^{1}} \leq \mathcal{O}(\varepsilon)  \tag{4.19}\\
&\left\|\tilde{R}_{2}\right\|_{L^{2}} \leq \mathcal{O}\left(\varepsilon^{4}\right) \tag{4.20}
\end{align*}
$$

The evolution for the remainder $W$ is now given by

$$
\begin{align*}
W_{t} & =\tilde{\mathbf{R}}+\tilde{L}_{0} W+\tilde{\pi}_{0}(\Delta L W+\mathcal{N})  \tag{4.21}\\
W\left(\xi, t_{0}\right) & =W_{0} \tag{4.22}
\end{align*}
$$

where $\tilde{L}_{0}=\tilde{L}_{\Gamma_{0}}$ and $\tilde{\pi}_{0}=I-\pi_{\Gamma_{0}}$. The point of the reduction of the Gierer-Meinhardt equation (2.3) to the projected residual equation (4.21), in the case of two-pulse dynamics, is that the asymptotically relevant and the asymptotically negligible terms are now evident. The evolution for $W$ is controlled by the first two terms on the right-hand side of (4.21); we will show that the last two terms are asymptotically irrelevant, until $\Gamma-\Gamma_{0}$ is so large that the secularity implicit in $\Delta L$ forces an update of $\Gamma_{0}$.
4.2. Decay of the remainder. We identify the duration of each renormalization interval and quantify the decay of the remainder $W$ over this interval. To control the dynamics we introduce the quantities

$$
\begin{align*}
& T_{0}(t)=\sup _{t_{0}<s<t} e^{\nu\left(s-t_{0}\right)}\|W(s)\|_{X}  \tag{4.23}\\
& T_{1}(t)=\sup _{t_{0}<s<t}\left|\Gamma(s)-\Gamma_{0}\right| \tag{4.24}
\end{align*}
$$

The first enforces the decay of the remainder $W$, and the second measures the distance the pulse positions have moved from their frozen base point. The variation of constants formula applied to (4.21) yields the solution

$$
\begin{equation*}
W(\xi, t)=S(\Delta t) W_{0}+\int_{t_{0}}^{t} S(t-s)\left(\tilde{R}+\tilde{\pi}_{0}(\Delta L W+\mathcal{N})\right) d s \tag{4.25}
\end{equation*}
$$

where we have introduced $\Delta t=t-t_{0}$.
To estimate the distance that the pulse locations $\Gamma$ have moved from the base point $\Gamma_{0}$ we examine the equations (4.17). We break $\Delta L$ into secular and reductive parts $\Delta L=\Delta L_{s}+\Delta L_{r}$, where $\Delta L_{s}=L_{\Gamma}-L_{\Gamma_{0}}$ and $\Delta L_{r}=L_{\Gamma_{0}}-\tilde{L}_{\Gamma_{0}}$, and remark that

$$
\begin{align*}
\left\|[\Delta L W]_{2}\right\|_{L^{2}} & \leq\left\|\left[\Delta L_{s} W\right]_{2}\right\|_{L^{2}}+\left\|\left[\Delta L_{r} W\right]_{2}\right\|_{L^{2}}  \tag{4.26}\\
& \leq c\left(\left|\Gamma-\Gamma_{0}\right|+\varepsilon^{2}\right)\|W\|_{L^{2}}  \tag{4.27}\\
& \leq c\left(T_{1}(t)+\varepsilon^{2}\right) e^{-\nu\left(t-t_{0}\right)} T_{0}(t) \tag{4.28}
\end{align*}
$$

where the estimates on $\Delta L_{s}$ and $\Delta L_{r}$ are described in more detail below. From the form (3.4) of the regularized nonlinearity it is straightforward to obtain the estimate

$$
\begin{equation*}
\left|\left(\mathcal{N}_{2}, \phi_{k}^{\prime}\right)_{L^{2}}\right| \leq c\|W\|_{X}^{2} \tag{4.29}
\end{equation*}
$$

With these bounds in hand, the drift of the pulses is controlled by their speed,

$$
\begin{align*}
T_{1}(t) & \leq \int_{t_{0}}^{t_{0}+\Delta t}|\dot{\Gamma}(s)| d s \\
30) & \leq \int_{t_{0}}^{t_{0}+\Delta t} c\left(\left\|R_{2}\right\|_{L^{2}}+\left(\varepsilon^{2}+T_{1}(t)\right) e^{-\nu\left(s-t_{0}\right)} T_{0}(t)+e^{-2 \nu\left(s-t_{0}\right)} T_{0}^{2}(t)\right) d s  \tag{4.30}\\
31) & \leq c\left(\varepsilon^{2} \Delta t+\left(\varepsilon^{2}+T_{1}\right) T_{0}+T_{0}^{2}\right) \tag{4.31}
\end{align*}
$$

For $T_{0}$ small enough we can eliminate $T_{1}$ from the right-hand side, and neglecting $T_{0}$ in the sum $T_{0}+\Delta t$, we obtain

$$
\begin{equation*}
T_{1} \leq c\left(\varepsilon^{2} \Delta t+T_{0}^{2}\right) \tag{4.32}
\end{equation*}
$$

Turning to bounds on the remainder, we estimate the irrelevant terms first. The secular term takes the form

$$
\Delta L_{s}=\left(\begin{array}{cc}
0 & 2 \varepsilon^{-2}\left(V_{0}(\cdot ; \Gamma)-V_{0}\left(\cdot ; \Gamma_{0}\right)\right)  \tag{4.33}\\
V_{12}(\cdot ; \Gamma)-V_{12}\left(\cdot, \Gamma_{0}\right) & V_{22}(\cdot ; \Gamma)-V_{22}\left(\cdot ; \Gamma_{0}\right)
\end{array}\right)
$$

where $V_{12}$ and $V_{22}$ denote the potentials in the $\tilde{L}_{12}$ and $\tilde{L}_{22}$ components of $\tilde{L}$. Since each potential, $V_{0}, V_{12}$, and $V_{22}$, decays rapidly away from the pulse locations, the difference between the potential centered at pulse locations $\Gamma_{0}$ and at $\Gamma$ scales like $\Gamma-\Gamma_{0}$ in any reasonable norm. In particular,

$$
\begin{equation*}
\left\|V_{0}(\cdot, \Gamma)-V_{0}\left(\cdot, \Gamma_{0}\right)\right\|_{H^{1}}+\left\|V_{0}(\cdot, \Gamma)-V_{0}\left(\cdot, \Gamma_{0}\right)\right\|_{L^{1}} \leq c\left|\Gamma-\Gamma_{0}\right| \tag{4.34}
\end{equation*}
$$

and similarly for $V_{12}$ and $V_{22}$. Using these estimates it follows directly that

$$
\begin{align*}
\left\|\left[\Delta L_{s} W\right]_{1}\right\|_{L^{1}} & \leq c \varepsilon^{-2}\left\|V_{0}(\cdot, \Gamma)-V_{0}\left(\cdot, \Gamma_{0}\right)\right\|_{L^{1}}\left\|W_{2}\right\|_{L^{\infty}}  \tag{4.35}\\
& \leq c \varepsilon^{-2} T_{1}\|W\|_{X} \tag{4.36}
\end{align*}
$$

Similarly

$$
\begin{align*}
\left\|\left[\Delta L_{s} W\right]_{2}\right\|_{L^{2}} \leq & c\left\|V_{12}(\cdot, \Gamma)-V_{12}\left(\cdot, \Gamma_{0}\right)\right\|_{H^{1}}\left\|W_{1}\right\|_{X} \\
& +\left\|V_{22}(\cdot, \Gamma)-V_{22}\left(\cdot, \Gamma_{0}\right)\right\|_{H^{1}}\left\|W_{2}\right\|_{X}  \tag{4.37}\\
\leq & c T_{1}\|W\|_{X} \tag{4.38}
\end{align*}
$$

Combining these estimates with the unweighted semigroup estimate (3.66) we find that

$$
\begin{equation*}
\left\|S(t-s) \tilde{\pi}_{0}\left(\Delta L_{s} W(s)\right)\right\|_{X} \leq M e^{-\nu(t-s)} T_{1}(s)\|W\|_{X} \tag{4.39}
\end{equation*}
$$

The small mass version of the semigroup estimate plays a key role in controlling the reductive term $\Delta L_{r} W$ given by

$$
\Delta L_{r}=\left(\begin{array}{cc}
0 & 2 \varepsilon^{-2}\left(V_{0}-\delta_{\Gamma_{1}} \otimes \phi_{1}\left(\Gamma_{0}\right)-\delta_{\Gamma_{2}} \otimes \phi_{2}\left(\Gamma_{0}\right)\right)+\mathcal{O}(1)  \tag{4.40}\\
\mathcal{O}\left(\varepsilon^{2} V_{0}^{2}\right) & \mathcal{O}\left(\varepsilon^{2} V_{0}\right)
\end{array}\right)
$$

where here the $\mathcal{O}$ indicates pointwise estimates. The first component of the reductive term can be decomposed as

$$
\begin{equation*}
\left[\Delta L_{r} W\right]_{1}=\varepsilon^{-2}\left(\Sigma_{1}+\Sigma_{2}\right) \tag{4.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma_{k}=\phi_{k}-\delta_{\Gamma_{1}} \otimes \phi_{k}+\mathcal{O}\left(\varepsilon^{2} \phi_{k}\right) \tag{4.42}
\end{equation*}
$$

That is, each $\Sigma_{k}$ decays at an $\mathcal{O}(1)$ exponential rate away from $x=\Gamma_{k}$, and, moreover, at leading order each component $\Sigma_{k} W_{2}$ is mass-free for $k=1,2$. In particular, the total mass of the 1 component of $\Delta L_{r} W$ arises only from the higher order corrections,

$$
\begin{equation*}
\left|\overline{\left[\Delta L_{r} W\right]_{1}}\right| \leq c\left\|W_{2}\right\|_{X} \tag{4.43}
\end{equation*}
$$

In the weighted norms we estimate

$$
\begin{align*}
\left\|<x-\Gamma_{k}>\Sigma_{k} W_{2}\right\|_{L^{2}} & \leq \varepsilon^{-2}\left(\left\|\left\langle x-\Gamma_{k}\right\rangle \delta_{\Gamma_{k}}\right\|_{L^{2}}+\left\|\left\langle x-\Gamma_{k}\right\rangle \phi_{k}\right\|_{L^{2}}\right)\left\|W_{2}\right\|_{L^{\infty}} \\
& \leq c \varepsilon^{-2}\|W\|_{X} \tag{4.44}
\end{align*}
$$

for $k=1,2$. For the second component we observe that

$$
\begin{equation*}
\left\|\left[\Delta L_{r} W\right]_{2}\right\|_{H^{1}} \leq c \varepsilon^{2}\|W\|_{H^{1}} \tag{4.45}
\end{equation*}
$$

so from the weighted semigroup estimate (3.67) we find

$$
\begin{equation*}
\left\|S(t-s) \tilde{\pi}_{0}\left(\Delta L_{r} W(s)\right)\right\|_{X} \leq M e^{-\nu(t-s)} \varepsilon^{2}\|W\|_{X} \tag{4.46}
\end{equation*}
$$

independent of the pulse spacing $\Delta \Gamma$.
Finally, for the nonlinear term given by (3.4), it is easy to verify

$$
\begin{align*}
\left\|S(t-s) \tilde{\pi}_{0} \mathcal{N}\right\|_{X} & \leq M e^{-\nu(t-s)}\left(\left\|W_{2}^{2}\right\|_{L^{1}}+\left\|W_{2}^{2}\right\|_{L^{2}}+\left\|W_{1}^{2}\right\|_{L^{2}}\right)  \tag{4.47}\\
& \leq M e^{-\nu(t-s)}\|W\|_{X}^{2} \tag{4.48}
\end{align*}
$$

From the bounds on the reduced residual (4.19)-(4.20) and the semigroup estimate we obtain

$$
\begin{equation*}
\|S(t-s) \tilde{R}\|_{X} \leq M \varepsilon^{3} e^{-\nu(t-s)} \tag{4.49}
\end{equation*}
$$

Taking the $X$-norm of variation of constants solution for $W$, (4.25), and using the estimates outlined above we obtain
$\|W(t)\|_{X}$

$$
\leq M\left(e^{-\nu \Delta t}\left\|W\left(t_{0}\right)\right\|_{X}+\int_{t_{0}}^{t} e^{-\nu(t-s)}\left[\varepsilon^{3}+\left(\varepsilon^{2}+T_{1}(s)\right)\|W(s)\|_{X}+\|W(s)\|_{X}^{2}\right] d s\right)
$$

To estimate the decay of $\left\|W\left(t^{\prime}\right)\right\|_{X}$ for $t^{\prime} \in\left(t_{0}, t\right)$ we evaluate (4.50) at $t=t^{\prime}$, multiply by $e^{\nu\left(t^{\prime}-t_{0}\right)}$, and take the sup over $t^{\prime} \in\left(t_{0}, t\right)$ obtaining

$$
\begin{align*}
T_{0}(t) & \leq M\left(T\left(t_{0}\right)+\int_{t_{0}}^{t}\left[\varepsilon^{3} e^{\nu\left(s-t_{0}\right)}+\left(\varepsilon^{2}+T_{1}(t)\right) T_{0}(t)+e^{-\nu s} T_{0}(t)^{2}\right] d s\right)  \tag{4.51}\\
& \leq M\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}+\left(\varepsilon^{2}+T_{1}(t)\right) \Delta t T_{0}(t)+T_{0}(t)^{2}\right) \tag{4.52}
\end{align*}
$$

From (4.32) we may eliminate $T_{1}$ from the $T_{0}$ estimate,

$$
\begin{equation*}
T_{0}(t) \leq M\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}+\varepsilon^{2}\left(\Delta t+(\Delta t)^{2}\right) T_{0}(t)+T_{0}(t)^{2}+\Delta t T_{0}^{3}\right) \tag{4.53}
\end{equation*}
$$

For $\Delta t \ll \min \left\{\varepsilon^{-1}, T_{0}^{-1}\right\}$ the term $M \varepsilon^{2}\left((\Delta t)^{2}+\Delta t\right)<\frac{1}{2}$, and we may eliminate the linear term in $T_{0}$ from the right-hand side. In addition we may absorb the cubic term in $T_{0}$ into the quadratic one. With these reductions (4.53) becomes

$$
\begin{equation*}
T_{0} \leq 2 M\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}+T_{0}^{2}\right) \tag{4.54}
\end{equation*}
$$

The quadratic equation in $T_{0}$,

$$
\begin{equation*}
0=T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}-\frac{1}{2 M} T_{0}+T_{0}^{2} \tag{4.55}
\end{equation*}
$$

has two positive real roots so long as $T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t} \ll 1$. The smaller of these roots, $r_{0}$, takes the form

$$
\begin{equation*}
r_{0}=2 M\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}\right)+\mathcal{O}\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}\right)^{2} \tag{4.56}
\end{equation*}
$$

while the larger is

$$
\begin{equation*}
r_{1}=\frac{1}{2 M}+\mathcal{O}\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}\right) \tag{4.57}
\end{equation*}
$$

Thus if $T_{0}\left(t_{0}\right) \ll 1$ and $\varepsilon^{3} e^{\nu \Delta t} \ll 1$, then there is an excluded region, either $0<T_{0}<r_{0}$ or $r_{1}<T_{0}<\infty$. Since $T_{0}\left(t_{0}\right)<r_{0}$ and $T_{0}$ is continuous in $t$, we see that

$$
\begin{equation*}
T_{0}(t) \leq r_{0} \leq M\left(T_{0}\left(t_{0}\right)+\varepsilon^{3} e^{\nu \Delta t}\right) \tag{4.58}
\end{equation*}
$$

so long as

$$
\begin{equation*}
\Delta t \leq \frac{3 \beta|\log \varepsilon|}{\nu} \tag{4.59}
\end{equation*}
$$

for any fixed $\beta<1$. This condition on $\Delta t$ prevents the secularity from dominating the linear operator; in particular, it is a stronger condition on $\Delta t$ than that imposed after (4.53). This implies that

$$
\begin{equation*}
\|W(t)\|_{X} \leq M\left(e^{-\nu\left(t-t_{0}\right)}\left\|W\left(t_{0}\right)\right\|_{X}+\varepsilon^{3}\right), \quad \text { for } t \in\left(t_{0}, t_{0}+\frac{3 \beta|\log \varepsilon|}{\nu}\right) \tag{4.60}
\end{equation*}
$$

and, in particular, for $t_{1}=t_{0}+\Delta t$ we have

$$
\begin{equation*}
\left\|W\left(t_{1}\right)\right\|_{X} \leq M\left(\varepsilon^{3 \beta}\left\|W\left(t_{0}\right)\right\|_{X}+\varepsilon^{3}\right) \tag{4.61}
\end{equation*}
$$

4.3. The RG iteration. We break the time evolution into a series of initial value problems, tracking the decay of the remainder over the long-time scale of many RG iterations. We fix $\beta<1$ and $\Delta t=\frac{3 \beta|\log \varepsilon|}{\nu}$. The renormalization times are defined sequentially,

$$
\begin{equation*}
t_{n}=t_{n-1}+\Delta t \tag{4.62}
\end{equation*}
$$

We break the evolution of $W$ into disjoint intervals $I_{n}=\left[t_{n}, t_{n+1}\right)$. On each interval $I_{n}$ we solve the initial value problem (4.21) with initial data $W\left(t_{n}\right) \in X_{\Gamma_{n}}$, with the quantities $T_{0, n}$ and $T_{1, n}$ corresponding to (4.23)-(4.24) over $I_{n}$. The renormalization $\operatorname{map}, \mathcal{G}$, takes the initial data $W_{n-1}=W\left(t_{n-1}\right)$ for the initial value problem on interval $I_{n-1}$ and returns the initial data $W_{n}=W\left(t_{n}\right)$ for the initial value problem on the interval $I_{n}$,

$$
\begin{equation*}
\mathcal{G} W_{n-1}=W_{n} \tag{4.63}
\end{equation*}
$$

Arguing inductively, the initial data and the new base point $\Gamma_{n}$ are obtained from $W\left(t_{n}^{-}\right)$, the end-value of the evolution of $W$ over $I_{n-1}$, by applying Proposition 4.1. Indeed, we know that $W\left(t_{n}^{-}\right) \in X_{\Gamma_{n-1}}$ and so from (4.3) we have

$$
\begin{equation*}
\left|\Gamma_{n}-\Gamma\left(t_{n}^{-}\right)\right| \leq M_{0}\left\|W\left(t_{n}^{-}\right)\right\|_{X}\left|\Gamma\left(t_{n}^{-}\right)-\Gamma\left(t_{n-1}\right)\right| \leq M_{0}\left\|W\left(t_{n}^{-}\right)\right\|_{X} T_{1, n-1}(t) \tag{4.64}
\end{equation*}
$$

From the estimates on $\Delta t$ and $T_{1, n-1}$, we bound the jump in $\Gamma$ at renormalization by

$$
\begin{equation*}
\left|\Gamma_{n}-\Gamma\left(t_{n}^{-}\right)\right| \leq M_{0}\left(|\log \varepsilon| \varepsilon^{2}+T_{0, n-1}^{2}\right)\left\|W\left(t_{n}^{-}\right)\right\|_{X} \tag{4.65}
\end{equation*}
$$

The solution at time $t=t_{n}$ is independent of the decomposition,

$$
\begin{equation*}
\vec{U}\left(t_{n}\right)=\Phi_{\Gamma\left(t_{n}^{-}\right)}+W\left(t_{n}^{-}\right)=\Phi_{\Gamma_{n}}+W_{n}, \tag{4.66}
\end{equation*}
$$

and we may bound the jump in $W$ at each renormalization

$$
\begin{align*}
\left\|W\left(t_{n}^{-}\right)-W\left(t_{n}\right)\right\|_{X} & =\left\|\Phi_{\Gamma\left(t_{n}^{-}\right)}-\Phi_{\Gamma_{n}}\right\|_{X} \leq c\left|\Gamma_{n}-\Gamma\left(t_{n}^{-}\right)\right| \\
& \leq M_{0}\left(|\log \varepsilon| \varepsilon^{2}+T_{0, n-1}^{2}\right)\left\|W\left(t_{n}^{-}\right)\right\|_{X} \tag{4.67}
\end{align*}
$$

where we used the fact that $U_{0}$ is $\mathcal{O}(1) X$-Lipschitz in $\Gamma$, as follows from (3.5) and (1.2). From (4.58), using the equality $T_{0, n-1}\left(t_{n-1}\right)=\left\|W_{n-1}\right\|_{X}$, we have the estimate

$$
\begin{equation*}
T_{0, n-1} \leq M_{1}\left(\left\|W_{n-1}\right\|_{X}+\varepsilon^{3(1-\beta)}\right) \tag{4.68}
\end{equation*}
$$

Combining the estimates (4.67) and (4.68) with (4.61), we obtain a bound on $\mathcal{G} W_{n-1}=$ $W_{n}$,

$$
\begin{align*}
\left\|\mathcal{G} W_{n-1}\right\|_{X} \leq & \left(1+M_{0}\left[|\log \varepsilon| \varepsilon^{2}+M_{1}^{2}\left(\left\|W\left(t_{n-1}\right)\right\|_{X}+\varepsilon^{3(1-\beta)}\right)^{2}\right]\right) \\
& \times M\left(\varepsilon^{3 \beta}\left\|W\left(t_{n-1}\right)\right\|_{X}+\varepsilon^{3}\right) \tag{4.69}
\end{align*}
$$

Neglecting the terms involving positive powers of $\varepsilon$ within the first parenthesis on the left-hand side, we may bound $\left\|W\left(t_{n}\right)\right\|_{X}$ by $\eta_{n}$, the solution of the map

$$
\begin{equation*}
\eta_{n}=M\left(1+M_{2} \eta^{2}\right)\left(\varepsilon^{3 \beta} \eta_{n-1}+\varepsilon^{3}\right) \tag{4.70}
\end{equation*}
$$

with $\eta_{0}=\left\|W\left(\cdot, t_{0}\right)\right\|_{X}$, and $M_{2}=M_{0} M_{1}^{2}$. It is easy to see for $\eta_{0}=\mathcal{O}(1)$ and $\varepsilon$ sufficiently small that

$$
\begin{equation*}
\eta_{n} \rightarrow \frac{M}{1-\varepsilon^{3 \beta} M} \varepsilon^{3} \tag{4.71}
\end{equation*}
$$

as $n \rightarrow \infty$. Since $\left\|W\left(\cdot, t_{n}\right)\right\|_{X} \leq \eta_{n}$, the estimate (4.61) yields the result (1.4) in Theorem 1.1.
4.4. Long-time asymptotics. To recover the asymptotic pulse motion, we consider the situation where $t$ is sufficiently large so that $\|W\|_{X} \leq M \varepsilon^{3}$. In this regime we see from (4.32) that $T_{1} \leq c \varepsilon^{2}|\log \varepsilon|$, and hence from (4.27) that

$$
\begin{equation*}
\|\Delta L W\|_{L^{2}} \leq c \varepsilon^{2}|\log \varepsilon|\|W\|_{L^{2}} \leq c \varepsilon^{5}|\log \varepsilon| . \tag{4.72}
\end{equation*}
$$

Moreover, from the form (3.4) of the nonlinearity we readily verify that

$$
\begin{equation*}
\left\|\mathcal{N}_{2}(W)\right\| \leq c\|W\|_{X}^{2}=\mathcal{O}\left(\varepsilon^{6}\right) \tag{4.73}
\end{equation*}
$$

In this regime the estimates (4.72) and (4.73) on the secularity and the nonlinearity show that the remainder $W$ has an asymptotically small influence on the pulse evolution equations (4.17), which reduce to

$$
\begin{equation*}
\dot{\Gamma}_{k}(t)=-\frac{\left(R_{2}, \phi_{k}^{\prime}(\cdot ; \Gamma(t))\right)_{L^{2}}}{\left\|\phi_{k}^{\prime}\right\|_{L^{2}}^{2}}+\mathcal{O}\left(|\log \varepsilon| \varepsilon^{5}\right) . \tag{4.74}
\end{equation*}
$$

Furthermore, the asymptotic form (2.17) for the second component of the remainder shows that

$$
\begin{equation*}
\dot{\Gamma}_{k}(t)=\varepsilon^{2} \hat{c}(\Gamma) \frac{\left(\phi_{1}^{\prime}-\phi_{2}^{\prime}, \phi_{k}^{\prime}\right)_{L^{2}}}{\left\|\phi_{k}^{\prime}\right\|_{L^{2}}^{2}}+\mathcal{O}\left(\varepsilon^{4}\right)=(-1)^{k+1} \varepsilon^{2} \hat{c}(\Gamma)+\mathcal{O}\left(\varepsilon^{4}\right), \tag{4.75}
\end{equation*}
$$

where $\hat{c}(\Gamma)$ is, by construction, the position-dependent formal pulse speed given by (2.8). In particular, the pulse separation $\Delta \Gamma=\Gamma_{1}-\Gamma_{2}$ grows as given by (1.5) while the amplitudes increase according to (2.11).
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#### Abstract

The paper deals with the diffusion limit of the initial-boundary value problem for the multidimensional semiconductor Boltzmann-Poisson system. Here, we generalize the onedimensional results obtained in [5] to the case of several dimensions using global renormalized solutions. The method of moments and a velocity averaging lemma are used to prove the convergence of the renormalized solutions to the semiconductor Boltzmann-Poisson system towards a global weak solution of the drift-diffusion-Poisson model.
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1. Introduction and main results. In this paper, we study the diffusion limit of the initial-boundary value problem for the semiconductor Boltzmann-Poisson system (see $[24,27]$ ). The model we consider here is associated with a linear low density approximation of the electron-phonon collisions. In other words it is a low density approximation of the physically correct Fermi-Dirac system. When the potential is given and is smooth enough, Poupaud [27] has proved the convergence of the rescaled Boltzmann equation towards a linear drift-diffusion model. Let us recall that the drift-diffusion equation is a standard model for semiconductors physics and suited for numerical computations since it does not involve the kinetic variable $v$. We refer to $[9,14,15,24]$ for a discussion about drift-diffusion models.

In the one-dimensional case, the convergence results of [27] are extended in [5] to the semiconductor Boltzmann system with a Poisson coupling. In [5] the solutions considered are defined in a weak sense $[1,4,5]$. The entropy inequality and a hybrid-Hilbert expansion are used to approximate the entropy production term due to the boundary and allow the proof of the convergence of the rescaled Boltzmann equation towards the drift-diffusion for self-consistent potential. The method is based essentially on the fact that solutions to the limit system are smooth, which gives useful uniform bounds on all terms of the Hilbert expansion and then allows one to obtain a strong convergence and also to exhibit a convergence rate. The multidimensional case is different. Indeed, if we want to work with global solutions, we can only deal with solutions to the semiconductor Boltzmann-Poisson which are defined in the renormalized sense (see [11, 25]). Indeed, due to the presence of the Poisson term and the Boltzmann collision term in the equation for the density, we cannot prove global uniform bounds in any $L^{p}$ space for $p>1$. On one hand, we can see that if we remove the collision term, then we can easily get a priori estimates for $f$ in any

[^107]$L^{\infty}\left((0, T) ; L^{p}(d x d v)\right), 1 \leq p \leq \infty$. On the other hand, if we remove the Poisson term, then we can get a priori estimates for $f$ in any $L^{\infty}\left((0, T) ; L^{p}\left(d x M^{1-p} d v\right)\right)$, $1 \leq p<\infty$. Hence, we can see that, mathematically, these two terms cannot be treated in the same spaces. This is one of the major mathematical difficulties of this model.

Before recalling the Boltzmann-Poisson system, let us mention that drift-diffusion models can also be derived from other singular limits. We refer, for instance, to [28] where the drift-diffusion model is derived from a Vlasov-Fokker-Planck system.
1.1. Formulation of the problem. In this paper we study the parabolic limit of the rescaled Boltzmann-Poisson system. Hence, the rescaled system, defined on the phase space $\Omega=\omega \times \mathbb{R}^{d}$ where $d \geq 1$, reads as follows:

$$
\begin{equation*}
\partial_{t} f^{\varepsilon}+\frac{1}{\varepsilon}\left(v \cdot \nabla_{x} f^{\varepsilon}-\nabla_{x}\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \cdot \nabla_{v} f^{\varepsilon}\right)-\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon^{2}}=0, \quad(x, v) \in \Omega, \tag{1}
\end{equation*}
$$

where $\varepsilon$ is a small parameter related to the mean free path and $f^{\varepsilon}(t, x, v)$ denotes the electron distribution function. The time variable $t$ is nonnegative. The position $x$ belongs to an open set $\omega$ of $\mathbb{R}^{d}$, assumed to be smooth and bounded and the velocity $v$ belongs to $\mathbb{R}^{d}$. This equation has to be complemented with initial and boundary conditions which take into account how particles are injected in the semiconductor device. We assume that the boundary $\partial \omega$ is sufficiently smooth. We denote by $n(x)$ the outward unit normal vector at the position $x \in \partial \omega$ and $d \sigma_{x}$ the Lebesgue measure on $\partial \omega$. The outgoing and incoming parts are defined as

$$
\Gamma^{ \pm}=\{(x, v) \in \partial \Omega ; \pm v \cdot n(x)>0\} .
$$

The initial data is assumed to be known and depend on the mean free path $\varepsilon$ :

$$
\begin{equation*}
f^{\varepsilon}(0, x, v)=f_{0}^{\varepsilon}(x, v), \quad(x, v) \in \Omega \tag{2}
\end{equation*}
$$

The incoming boundary data is assumed to be a well-prepared function [4, 5, 27], in the sense that

$$
\begin{equation*}
f^{\varepsilon}(t, x, v)=f_{b}(t, x, v):=\rho_{b}(t, x) M(v), \quad(x, v) \in \Gamma^{-}, \tag{3}
\end{equation*}
$$

where $M$ is the normalized Maxwellian

$$
M(v)=\frac{e^{-|v|^{2} / 2}}{(2 \pi)^{d / 2}}
$$

and $\rho_{b}(t, x)$ is a boundary data. The precise assumptions we choose on the initial and boundary conditions will be detailed later on. The linear operator $Q$ describes physical conservation properties during collisions. Here, we only assume that the charge is conserved during the collision [2, 24]. A typical model for such a situation is the linear approximation of the electron-phonon interaction, given by

$$
\begin{equation*}
Q(f)(v)=\int_{\mathbb{R}^{d}} \sigma\left(v, v^{\prime}\right)\left(M(v) f\left(v^{\prime}\right)-M\left(v^{\prime}\right) f(v)\right) d v^{\prime} \tag{4}
\end{equation*}
$$

The cross section $\sigma$ is assumed to be symmetric (micro-reversibility principle) and bounded from above and below:

$$
\begin{cases}\sigma\left(v, v^{\prime}\right)=\sigma\left(v^{\prime}, v\right), & \left(v, v^{\prime}\right) \in \mathbb{R}^{2 d},  \tag{5}\\ \exists \sigma_{1}, \sigma_{2}>0 & \quad 0<\sigma_{1} \leq \sigma \leq \sigma_{2} .\end{cases}
$$

Here, we are making another approximation by assuming that $\sigma$ is bounded from below and above instead of taking delta measures concentrated on balls of constant kinetic energies (see, $[3,6]$ ).

The mean free path is defined to be an average of the collision frequency $\lambda(v)$ given by

$$
\lambda(v)=\int_{\mathbb{R}^{d}} \sigma\left(v, v^{\prime}\right) M\left(v^{\prime}\right) d v^{\prime}
$$

Here, for all $v$, we have $\sigma_{1} \leq \lambda(v) \leq \sigma_{2}$. Hence, the mean free path in (1) is of order $1 / \varepsilon$. We refer to [4, 5, 27] for the detailed properties of these kinds of collision kernels. We assume that the potential $\phi^{\varepsilon}$ is self consistent:

$$
\left\{\begin{array}{l}
-\Delta_{x} \phi^{\varepsilon}=\int_{\mathbb{R}^{d}} f^{\varepsilon} d v  \tag{6}\\
\phi_{\mid \partial \omega}^{\varepsilon}=0
\end{array}\right.
$$

The potential $\tilde{\phi}_{b}$ is given in $\bar{\omega}$. It takes into account the distribution of positive background charges.

We define the charge density $\rho^{\varepsilon}$ and the current density $j^{\varepsilon}$ associated to the distribution $f^{\varepsilon}$ by

$$
\rho^{\varepsilon}(t, x)=\int_{\mathbb{R}^{d}} f^{\varepsilon}(t, x, v) d v, \quad j^{\varepsilon}(t, x)=\frac{1}{\varepsilon} \int_{\mathbb{R}^{d}} v f^{\varepsilon}(t, x, v) d v
$$

1.2. Assumptions and preliminaries. Throughout the paper we shall make the following assumptions and notations:
A1: $f_{0}^{\varepsilon} \geq 0, \int_{\Omega} f_{0}^{\varepsilon}\left(1+|v|^{2}+\left|\log f_{0}^{\varepsilon}\right|\right) \leq C$ and $\phi^{\varepsilon}(t=0)$ is bounded in $H^{1}(\omega)$.
A2: $\left(\sqrt{\rho_{b}}, \partial_{t} \rho_{b}\right) \in L_{l o c}^{\infty}\left(\mathbb{R}^{+} ; H^{1 / 2}(\partial \omega) \times L^{\infty}(\partial \omega)\right)$ and the density is bounded from above and below; there exist $\underline{c}$ and $\bar{c}$ such that $0<\underline{c} \leq \rho_{b}(., x) \leq \bar{c}$, for $x \in \partial \omega$.
A3: $\tilde{\phi}_{b} \geq 0$ and $\left(\tilde{\phi}_{b}, \partial_{t} \tilde{\phi}_{b}\right) \in \widetilde{L_{l o c}^{\infty}}\left(\mathbb{R}^{+} ; W^{1, \infty}(\bar{\omega}) \times L^{\infty}(\bar{\omega})\right)$.
We define the total charge (or mass), the kinetic energy, and two distances to the local equilibrium by

$$
\begin{align*}
& \mathcal{M}^{\varepsilon}(t)=\int_{\Omega} f^{\varepsilon}(t, x, v) d x d v, \quad \mathcal{K}^{\varepsilon}(t)=\int_{\Omega} \frac{|v|^{2}}{2} f^{\varepsilon}(t, x, v) d x d v \\
& \mathcal{R}^{\varepsilon}(t)=\frac{1}{2} \int_{0}^{t} \int_{\Omega}\left(\sqrt{f^{\varepsilon}}-\sqrt{\rho^{\varepsilon} M}\right)^{2} d x d v d s  \tag{7}\\
& \mathcal{R}_{1}{ }^{\varepsilon}(t)=\frac{1}{2} \int_{0}^{t} \int_{\Omega}\left(f^{\varepsilon}-\rho^{\varepsilon} M\right)\left(\log f^{\varepsilon}-\log \left(\rho^{\varepsilon} M\right)\right) d x d v d s
\end{align*}
$$

The entropy and entropy fluxes through the inflow and outflow boundaries are defined by

$$
\begin{align*}
& \mathcal{E}^{\varepsilon}(t)=\frac{1}{2}\left\|\nabla_{x} \phi^{\varepsilon}(t)\right\|_{L^{2}(\omega)}^{2}+\int_{\Omega} f^{\varepsilon}\left(\log f^{\varepsilon}+\frac{|v|^{2}}{2}+\tilde{\phi}_{b}\right)(t) \\
& I_{\varepsilon}^{ \pm}(t)=\int_{0}^{t} \int_{\Gamma^{ \pm}} f^{\varepsilon}\left(\log f^{\varepsilon}+\frac{|v|^{2}}{2}+\phi_{b}\right)|v \cdot n(x)| d \sigma_{x} d v d s \tag{8}
\end{align*}
$$

We also define the quasi-Fermi level (defined on the boundary $\partial \omega$ )

$$
\begin{equation*}
\mathcal{E}_{F}(t, x)=\log \left(\frac{\rho_{b}(t, x)}{(2 \pi)^{d / 2}}\right)+\tilde{\phi}_{b}(t, x) \tag{9}
\end{equation*}
$$

Let us recall two lemmas about the collision kernel (see [27]).
Lemma 1.1 (H-theorem). Assume that (5) holds, then the operator $Q$ is bounded in $L^{1}(d v)$ and satisfies for all $f \in L^{1}(d v), f \geq 0$, and $f\left(|\log f|+|v|^{2}\right) \in L^{1}(d v)$

$$
\int_{\mathbb{R}^{d}} Q(f)=0 \quad \text { and } \quad \mathcal{H}(f)=\int_{\mathbb{R}^{d}} Q(f) \log \left(\frac{f}{M}\right) \leq-\frac{\sigma_{1}}{2} \int_{\mathbb{R}^{d}}(\sqrt{f}-\sqrt{\rho M})^{2}
$$

where $\rho=\int f(v) d v$. Moreover,

$$
\mathcal{H}(f)=0 \Leftrightarrow Q(f)=0 \Leftrightarrow f(v)=\rho M(v)
$$

Lemma 1.2. Assume that (5) holds, then

1. $-Q$ is a bounded, symmetric, nonnegative operator on $L^{2}\left(\mathbb{R}^{d} ; M^{-1} d v\right)$,
2. $\mathcal{K e r} Q=\mathbb{R} M$,
3. $-Q$ is coercive on $\mathcal{R}(Q)=\mathcal{K}$ er $Q^{\perp}$.
1.3. Statement of the result. Our motivation in this work is to prove the convergence of renormalized solutions $\left(f^{\varepsilon}, \phi^{\varepsilon}\right)$ to (1-6) towards $(\rho M, \phi)$, where $(\rho, \phi)$ satisfies the following drift-diffusion-Poisson (DD-P) system [14, 18, 27]:

$$
(\text { DD-P })\left\{\begin{array}{l}
\partial_{t} \rho+\nabla_{x} \cdot J(\rho, \phi)=0 \\
J(\rho, \phi)=-\mathbf{D}\left[\nabla_{x} \rho+\rho \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right] \\
\mathbf{D}=-\int_{\mathbb{R}^{d}} v \otimes Q^{-1}(v M) d v>0 \\
-\Delta_{x} \phi=\rho, \\
\rho(t=0)=\rho_{0}, \quad(\rho, \phi)_{\mid \partial \omega}=\left(\rho_{b}, 0\right)
\end{array}\right.
$$

DEFINITION 1.3. We say that $(\rho, \phi)$ is a weak solution to the drift-diffusionPoisson system ( $D D-P$ ) if

$$
\begin{aligned}
& \rho \in L^{\infty}(0, T ; \operatorname{Llog} L(\omega)) \cap L^{2}\left(0, T ; L^{2}(\omega)\right), \\
& \sqrt{\rho} \in L^{2}\left(0, T ; H^{1}(\omega)\right) \\
& \partial_{t} \rho \in L^{1}\left(0, T ; W^{-1,1}(\omega)\right), \\
& \phi \in L^{2}\left(0, T ; H_{0}^{1}(\omega)\right) .
\end{aligned}
$$

and $(\rho, \phi)$ satisfies ( $D D-P$ ) in the weak sense.
We recall here the definition of the space $\operatorname{Llog} \mathrm{L}(\omega)$,

$$
\begin{equation*}
\operatorname{LlogL}(\omega)=\left\{f \mid f \geq 0 \text { and } \int_{\omega}[f(1+|\log f|)] \text { is finite }\right\} \tag{10}
\end{equation*}
$$

and that $\rho \in L^{\infty}(0, T$; $\operatorname{Llog} L(\omega))$ if and only if $\int_{\omega} \rho(t)(1+|\log \rho(t)|) d x \leq C$, where $C$ is independent of $t \in(0, T)$.

We also point out that due to the fact that $\partial_{t} \rho \in L^{1}\left(0, T ; W^{-1,1}(\omega)\right)$, we deduce that $\rho$ is continuous in time with values in $W^{-1,1}(\omega)$ and hence the initial data for $\rho$ makes sense. The main result of this paper is the following theorem.

Theorem 1.4. Assume that assumptions A1, A2, and A3 hold. Let $\left(f^{\varepsilon}, \phi^{\varepsilon}\right)$ be a renormalized solution of (1-6) (in the sense of Theorem 2.2). Then,

$$
\begin{array}{ll}
f^{\varepsilon} \rightarrow \rho M & \text { in } L^{1}((0, T) \times \Omega), \\
\phi^{\varepsilon} \rightarrow \phi & \text { in } L^{2}\left((0, T) ; W^{1, p}(\omega)\right) \quad \forall p<2, \tag{11}
\end{array}
$$

where $(\rho, \phi)$ is a weak solution of the (DD-P). Moreover,

$$
\phi \in L^{\infty}\left(0, T ; H_{0}^{1}(\omega)\right) \cap L^{2}\left(0, T ; H^{2}(\omega)\right) .
$$

The proof of this theorem is as follows. In section 2, we prove the existence of renormalized solutions to the semiconductor Boltzmann-Poisson system. In section 3, we establish some a priori uniform estimates. These estimates generalize the estimates obtained in [5]. To get the convergence we argue in a different manner as in [5]. Indeed, in the one-dimensional case the energy estimate of section 3 and the convergence are deduced from a hybrid-Hilbert expansion which is based on the regularity of the limiting system. In the present case, the solution to the (DD-P) is not regular enough and the solutions of the initial system are only renormalized. Instead, the method of moment and velocity averaging are used to pass to the limit $(\varepsilon \rightarrow 0)$. In section 4 , we use a velocity averaging lemma to prove the compactness of the charge density $\rho$. In section 5 , we pass to the limit weakly in the equation. In section 6 , we recover the boundary condition for $\rho$. Finally, section 7 is devoted to the proof of the regularity estimates on $(\rho, \phi)$ and that the limit solution $(\rho, \phi)$ is a weak solution of (DD-P).
2. Existence of renormalized solutions. For the existence of renormalized solutions to the full Boltzmann-Poisson system we refer to [11, 25]. It is noteworthy that even though the Boltzmann kernel we are considering here is linear, the combination of the Boltzmann term and the Poisson term makes the existence of weak solutions to (1-6) with uniform bounds a difficult problem and we were not able to construct such kinds of solutions. This is coming from the fact that the Poisson term can be well treated in $L^{p}(d v)$ type of spaces whereas the linear Boltzmann term can be well treated in $L^{p}\left(M^{1-p} d v\right)$. This incompatibility is responsible for the lack of estimates. We notice then that the entropy bound given in (15) is not enough to give a sense to $\nabla_{x} \phi^{\varepsilon} f_{\varepsilon}$.

Before stating an existence theorem for (1-6) let us give a definition for renormalized solution or more precisely the definition we are going to use.

DEFINITION 2.1. We say that $\left(f^{\varepsilon}, \phi^{\varepsilon}\right)$ is a renormalized solution to the semiconductor Boltzmann-Poisson system if it satisfies the following:

1. $\forall \beta \in \mathcal{C}^{1}\left(\mathbb{R}^{+}\right),|\beta(t)| \leq C(\sqrt{t}+1)$ and $\left|\beta^{\prime}(t)\right| \leq C, \beta\left(f^{\varepsilon}\right)$ is a weak solution of
$(12)\left\{\begin{array}{l}\varepsilon \partial_{t} \beta\left(f^{\varepsilon}\right)+v \cdot \nabla_{x} \beta\left(f^{\varepsilon}\right)-\nabla_{v} \cdot\left(\nabla_{x}\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \beta\left(f^{\varepsilon}\right)\right)=\beta^{\prime}\left(f^{\varepsilon}\right) \frac{Q\left(f^{\varepsilon}\right)}{\varepsilon} \\ \beta\left(f^{\varepsilon}\right) \mid \Gamma^{-}=\beta\left(f_{b}^{\varepsilon}\right), \\ \beta\left(f^{\varepsilon}\right)(t=0)=\beta\left(f_{0}^{\varepsilon}\right) .\end{array}\right.$
2. $\forall \lambda>0, \theta_{\varepsilon, \lambda}=\sqrt{f^{\varepsilon}+\lambda M}$ satisfies

$$
\begin{equation*}
\varepsilon \partial_{t} \theta_{\varepsilon, \lambda}+v \cdot \nabla_{x} \theta_{\varepsilon, \lambda}-\nabla_{v} \cdot\left[\nabla_{x}\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \theta_{\varepsilon, \lambda}\right]=\frac{Q\left(f^{\varepsilon}\right)}{2 \varepsilon \theta_{\varepsilon, \lambda}}+\frac{\lambda M}{2 \theta_{\varepsilon, \lambda}} v . \nabla_{x}\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \tag{13}
\end{equation*}
$$

Theorem 2.2. The semiconductor Boltzmann-Poisson system (1-6) has a renormalized solution in the sense of Definition 2.1 which satisfies, in addition,

1. The continuity equation

$$
\begin{equation*}
\partial_{t} \rho^{\varepsilon}+\nabla_{x} \cdot j^{\varepsilon}=0 \tag{14}
\end{equation*}
$$

2. The entropy inequality

$$
\begin{align*}
& {\left[\int_{\Omega} f^{\varepsilon}\left(\tilde{\phi}_{b}+\frac{|v|^{2}}{2}+\log f^{\varepsilon}\right)+\frac{1}{2}\left\|\nabla \phi^{\varepsilon}\right\|_{L^{2}}^{2}\right]_{0}^{t}-\frac{1}{\varepsilon^{2}} \int_{0}^{t} \int_{\Omega} Q\left(f^{\varepsilon}\right) \log \left(\frac{f^{\varepsilon}}{M}\right)}  \tag{15}\\
& \leq \int_{0}^{t} \int_{\Omega} \partial_{t} \tilde{\phi}_{b} f^{\varepsilon}-\frac{1}{\varepsilon} \int_{0}^{t} \int_{\Gamma^{+} \cup \Gamma^{-}} f^{\varepsilon}\left(\phi_{b}+\frac{|v|^{2}}{2}+\log f^{\varepsilon}\right)(v \cdot n(x))
\end{align*}
$$

Proof. For the convenience of the reader, we give an idea of the proof in Appendix A. We also refer to [25] for more details.

## 3. Uniform energy estimates.

Lemma 3.1. Assume that assumptions A1, A2, and A3 are satisfied. Then, any renormalized solution $\left(f^{\varepsilon}, \phi^{\varepsilon}\right)$ of the semiconductor Boltzmann-Poisson system (1-6) satisfies

$$
\begin{equation*}
\mathcal{M}^{\varepsilon}(t)+\mathcal{K}^{\varepsilon}(t)+\left\|\nabla \phi^{\varepsilon}(t)\right\|_{L^{2}}^{2}+\frac{\mathcal{R}_{1}^{\varepsilon}(t)}{\varepsilon^{2}}+\int_{0}^{t}\left\|j^{\varepsilon}(s)\right\|_{L^{1}} d s \leq C_{T} \tag{16}
\end{equation*}
$$

uniformly in $\varepsilon$, where $\mathcal{M}^{\varepsilon}, \mathcal{K}^{\varepsilon}$, and $\mathcal{R}_{1}^{\varepsilon}$ are defined in (7).
Proof. Starting from the entropy inequality (15), one can write the entropy dissipation in the following form:

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} Q\left(f^{\varepsilon}\right) \log \left(\frac{f^{\varepsilon}}{M}\right) d v \\
& \quad=-\frac{1}{2} \int_{\mathbb{R}^{2 d}} \sigma M M^{\prime}\left(\log \frac{f^{\varepsilon}\left(v^{\prime}\right)}{M\left(v^{\prime}\right)}-\log \frac{f^{\varepsilon}(v)}{M(v)}\right)\left(\frac{f^{\varepsilon}\left(v^{\prime}\right)}{M\left(v^{\prime}\right)}-\frac{f^{\varepsilon}(v)}{M(v)}\right) d v d v^{\prime}
\end{aligned}
$$

Using the Jensen inequality,

$$
\int_{\mathbb{R}^{d}} Q\left(f^{\varepsilon}\right) \log \left(\frac{f^{\varepsilon}}{M}\right) \leq-\frac{\sigma_{1}}{2} \int_{\mathbb{R}^{d}} M\left(\log \rho^{\varepsilon}-\log \frac{f^{\varepsilon}(v)}{M(v)}\right)\left(\rho^{\varepsilon}-\frac{f^{\varepsilon}(v)}{M(v)}\right)
$$

Applying the relation

$$
\begin{equation*}
(a-b) \log (a / b) \geq(\sqrt{a}-\sqrt{b})^{2} \tag{17}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
-\int_{0}^{t} \int_{\Omega} Q\left(f^{\varepsilon}\right)\left(\log f^{\varepsilon}+\frac{|v|^{2}}{2}\right) \geq \sigma_{1} \mathcal{R}_{1}^{\varepsilon}(t) \geq \sigma_{1} \mathcal{R}^{\varepsilon}(t) \tag{18}
\end{equation*}
$$

Moreover, we also have to approximate the entropy production term by the boundary $\left(I_{\varepsilon}^{+}-I_{\varepsilon}^{-}\right)(t)$, defined in (7). We write this quantity as follows:

$$
\left(I_{\varepsilon}^{+}-I_{\varepsilon}^{-}\right)=\int_{0}^{t} \int_{\Gamma^{+}}|v \cdot n|\left[f^{\varepsilon}(v) \log \left(\frac{f^{\varepsilon}(v)}{f^{\varepsilon}(-v)}\right)+\left(f^{\varepsilon}(v)-f^{\varepsilon}(-v)\right) \mathcal{E}_{F}(s, x)\right] .
$$

Using the inequality $a \log (a / b) \geq a-b$ for $a, b>0$, we obtain

$$
\begin{equation*}
\left(I_{\varepsilon}^{+}-I_{\varepsilon}^{-}\right)(t) \geq \int_{0}^{t} \int_{\Gamma^{+}}|v . n(x)|\left[f^{\varepsilon}(v)-f^{\varepsilon}(-v)\right]\left(1+\mathcal{E}_{F}(t, x)\right) d \sigma_{x} d v d s \tag{19}
\end{equation*}
$$

Then, we can replace (15) according to (18) and (19) and obtain (20)

$$
\left[\mathcal{E}^{\varepsilon}(t)\right]_{0}^{t}+\frac{\sigma_{1}}{\varepsilon^{2}} \mathcal{R}_{1}^{\varepsilon}(t) \leq \int_{0}^{t} \int_{\Omega} \partial_{t} \tilde{\phi}_{b} f^{\varepsilon}-\frac{1}{\varepsilon} \int_{0}^{t} \int_{\Gamma^{+}}|v . n(x)|\left[f^{\varepsilon}(v)-f^{\varepsilon}(-v)\right]\left(1+\mathcal{E}_{F}\right)
$$

where

$$
\mathcal{E}^{\varepsilon}(t)=\frac{1}{2}\left\|\nabla_{x} \phi^{\varepsilon}(t)\right\|_{L^{2}(\omega)}^{2}+\int_{\Omega} f^{\varepsilon}\left(\log f^{\varepsilon}+\frac{|v|^{2}}{2}+\tilde{\phi}_{b}\right)(t)
$$

and

$$
\mathcal{E}_{F}(t, x)=\log \left(\frac{\rho_{b}(t, x)}{(2 \pi)^{d / 2}}\right)+\tilde{\phi}_{b}(t, x)
$$

We extend the quasi-Fermi level on $\bar{\omega}$ (denoted by $\tilde{\mathcal{E}_{F}}$ ) and replace $\rho_{b}$ by its harmonic extension (in $\bar{\omega}$ ) $\tilde{\rho}_{b}$. According to assumptions A2 and A3, $\nabla_{x} \tilde{\mathcal{E}_{F}}$ and $\partial_{t} \tilde{\mathcal{E}_{F}}$ defined on $\omega$ by

$$
\begin{aligned}
& \partial_{t} \tilde{\mathcal{E}_{F}}=\left(\partial_{t} \tilde{\rho}_{b}+\tilde{\rho}_{b} \partial_{t} \tilde{\phi}_{b}\right) / \tilde{\rho}_{b}, \\
& \nabla_{x} \widetilde{\mathcal{E}_{F}}=\left(\nabla_{x} \tilde{\rho}_{b}+\tilde{\rho}_{b} \nabla_{x} \tilde{\phi}_{b}\right) / \tilde{\rho}_{b}
\end{aligned}
$$

are bounded. By multiplying (14) by $\left(1+\tilde{\mathcal{E}_{F}}(t, x)\right)$ and integrating by parts, we obtain (21)

$$
\begin{aligned}
\frac{1}{\varepsilon} \int_{0}^{t} \int_{\Gamma^{+}}\left(1+\mathcal{E}_{F}\right)\left(f^{\varepsilon}(v)-f^{\varepsilon}(-v)\right)|v \cdot n(x)| & =\int_{0}^{t} \int_{\omega} \tilde{\partial_{t}} \tilde{\mathcal{E}_{F}} \rho^{\varepsilon}+\int_{0}^{t} \int_{\omega} \nabla_{x} \tilde{\mathcal{E}_{F}} \cdot j^{\varepsilon} \\
& -\left[\int_{\omega}\left(1+\tilde{\mathcal{E}_{F}}\right) \rho^{\varepsilon}\right]_{0}^{t}
\end{aligned}
$$

and then (20) is equivalent to

$$
\left[\mathcal{E}^{\varepsilon}(t)\right]_{0}^{t}+\frac{\sigma_{1}}{\varepsilon^{2}} \mathcal{R}_{1}^{\varepsilon}(t) \leq\left[\int_{\omega}\left(1+\tilde{\mathcal{E}_{F}}\right) \rho^{\varepsilon}\right]_{0}^{t}-\int_{0}^{t} \int_{\omega} \nabla_{x} \tilde{\mathcal{E}_{F}} \cdot j^{\varepsilon}-\int_{0}^{t} \int_{\omega} \frac{\partial_{t} \tilde{\rho_{b}}}{\tilde{\rho_{b}}} \rho^{\varepsilon}
$$

which implies, according to A1, A2, and A3, that

$$
\mathcal{E}^{\varepsilon}(t)+\frac{\mathcal{R}_{1}^{\varepsilon}(t)}{\varepsilon^{2}} \leq C_{T}\left(1+\mathcal{M}^{\varepsilon}(t)+\int_{0}^{t} \mathcal{M}^{\varepsilon}(s) d s+\int_{0}^{t}\left\|j^{\varepsilon}(s)\right\|_{L^{1}} d s\right)
$$

where $C_{T}$ depends only on $T$. Let us estimate the current density in the following way:

$$
\begin{aligned}
\int_{0}^{t}\left\|j^{\varepsilon}(s)\right\|_{L^{1}} d s & =\frac{1}{\varepsilon} \int_{0}^{t} \int_{\omega}\left|\int_{\mathbb{R}^{d}} v\left(\sqrt{f^{\varepsilon}}-\sqrt{\rho^{\varepsilon} M}\right)\left(\sqrt{f^{\varepsilon}}+\sqrt{\rho^{\varepsilon} M}\right)\right| \\
& \leq \frac{1}{\varepsilon} \sqrt{\mathcal{R}^{\varepsilon}(t)}\left(\int_{0}^{t} \int_{\Omega}|v|^{2}\left(\sqrt{f^{\varepsilon}}+\sqrt{\rho^{\varepsilon} M}\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

The Young's inequality $\left(\alpha a^{2}+\frac{1}{4 \alpha} b^{2} \geq a b \quad \forall \alpha>0\right)$, gives

$$
\begin{equation*}
\int_{0}^{t}\left\|j^{\varepsilon}(s)\right\|_{L^{1}} d s \leq \frac{\alpha}{\varepsilon^{2}} \mathcal{R}^{\varepsilon}(t)+\frac{C_{T}}{4 \alpha} \int_{0}^{t}\left(\mathcal{M}^{\varepsilon}(s)+\mathcal{K}^{\varepsilon}(s)\right) d s \tag{22}
\end{equation*}
$$

where $\alpha$ does not depend on $\varepsilon$ (for example, $\alpha=1 / 2$ ). Then, one can deduce that

$$
\begin{equation*}
\mathcal{E}^{\varepsilon}(t)+\frac{\mathcal{R}_{1}^{\varepsilon}(t)}{2 \varepsilon^{2}} \leq C_{T}\left(1+\mathcal{M}^{\varepsilon}(t)+\int_{0}^{t} \mathcal{M}^{\varepsilon}(s) d s+\int_{0}^{t} \mathcal{K}^{\varepsilon}(s) d s\right) \tag{23}
\end{equation*}
$$

and bound $\mathcal{M}^{\varepsilon}$ and $\mathcal{K}^{\varepsilon}$ in terms of $\mathcal{E}^{\varepsilon}$ using

$$
\begin{equation*}
\int_{\Omega} f^{\varepsilon} \log \left(\frac{f^{\varepsilon}}{e^{2 C_{T}} e^{-|v|^{2} / 4}}\right) \geq \mathcal{M}^{\varepsilon}-|\omega| e \int_{\mathbb{R}^{d}}^{e^{2 C_{T}}} e^{-|v|^{2} / 4} \tag{24}
\end{equation*}
$$

Hence, we deduce that

$$
\mathcal{M}^{\varepsilon}(t)+\mathcal{K}^{\varepsilon}(t)+\left\|\nabla_{x} \phi^{\varepsilon}(t)\right\|_{L^{2}}^{2}+\frac{\mathcal{R}_{1}^{\varepsilon}(t)}{\varepsilon^{2}} \leq C_{T}\left(1+\int_{0}^{t} \mathcal{M}^{\varepsilon}(s) d s+\int_{0}^{t} \mathcal{K}^{\varepsilon}(s) d s\right)
$$

The Gronwall inequality leads to a uniform bound of $\mathcal{M}^{\varepsilon}, \mathcal{K}^{\varepsilon}, \varepsilon^{-2} \mathcal{R}_{1}^{\varepsilon}$, and $\left\|\nabla_{x} \phi^{\varepsilon}\right\|_{L^{2}}$. Then we get the $\mathrm{L}^{1}$-bound on $j^{\varepsilon}$ using (22).

Corollary 3.2. The renormalized solution satisfies

$$
\int_{\Omega} f^{\varepsilon}\left(1+|v|^{2}+\left|\log f^{\varepsilon}\right|\right)+\int_{0}^{t} \int_{\Gamma^{+}} f^{\varepsilon}\left(1+|v|^{2}+\left|\log f^{\varepsilon}\right|\right)|v \cdot n(x)| \leq C_{T}
$$

Moreover, $f^{\varepsilon}$ and its trace $f_{\left.\right|_{\Gamma^{+}}}^{\varepsilon}$ are weakly, relatively compact in $L^{1}((0, T) \times \Omega)$ and $L^{1}\left((0, T) \times \Gamma^{+},|v \cdot n(x)| d t d \sigma_{x} d v\right)$, respectively.

Proof. Let us remark that

$$
\begin{equation*}
\int f^{\varepsilon}\left|\log f^{\varepsilon}\right|=\int_{f^{\varepsilon} \geq 1} f^{\varepsilon} \log f^{\varepsilon}-\int_{f^{\varepsilon} \leq 1} f^{\varepsilon} \log f^{\varepsilon} \tag{25}
\end{equation*}
$$

Estimates (16), (23), and (24) imply that

$$
\begin{aligned}
&\left|\mathcal{E}^{\varepsilon}(t)\right| \leq C_{T} \\
& \int_{f^{\varepsilon} \leq 1} f^{\varepsilon}\left|\log f^{\varepsilon}\right|=-\int_{f^{\varepsilon} \leq 1} f^{\varepsilon} \log \left(f^{\varepsilon} / e^{-|v|^{2}}\right)+\int|v|^{2} f^{\varepsilon} \\
& \leq\left.\int v\right|^{2} f^{\varepsilon} d x d v+|\omega| \int e^{-|v|^{2}} d v \leq C_{T}
\end{aligned}
$$

and

$$
\int_{f^{\varepsilon} \geq 1} f^{\varepsilon} \log f^{\varepsilon} \leq\left|\mathcal{E}^{\varepsilon}(t)\right|+\int_{f^{\varepsilon} \leq 1} f^{\varepsilon}\left|\log f^{\varepsilon}\right| \leq C_{T}
$$

The Dunford-Pettis theorem [13] implies the weak compactness of $f^{\varepsilon}$ in the mentioned space. We obtain the bound and the weak compactness of $f_{\left.\right|_{\Gamma^{+}}}^{\varepsilon}$ by a similar argument. Indeed, from the entropy bound we can deduce that

$$
\begin{equation*}
\int_{0}^{t} \int_{\Gamma^{+}}|v \cdot n(x)|\left[\frac{f^{\varepsilon}(v)}{\rho_{b} M} \log \left(\frac{f^{\varepsilon}(v)}{\rho_{b} M}\right)\right] \rho_{b} M(v) d v d \sigma d t \leq C \varepsilon \tag{26}
\end{equation*}
$$

and then we can argue as previously.
Corollary 3.2 will be used to approximate uniformly $f^{\varepsilon}$ by bounded function. Indeed, let $\beta_{\delta}$ be an approximation of the identity, namely $\beta_{\delta}(s)=\frac{1}{\delta} \beta(\delta s)$, where $\beta$
is a $\mathcal{C}_{0}^{\infty}$ function satisfying $\beta(s)=s$ for $s \leq 1,0 \leq \beta^{\prime}(s) \leq 1$ for all $s$ and $\beta(s)=2$ for $s \geq 3$. As a consequence of the equi-integrability of $f^{\varepsilon}$, we deduce that $\left(\beta_{\delta}\left(f^{\varepsilon}\right)\right)_{\delta, \varepsilon}$ is weakly relatively compact in $L^{1}((0, T) \times \Omega)$. Indeed, we have

$$
\int_{0}^{T} \int_{\Omega}\left|\beta_{\delta}\left(f^{\varepsilon}\right)-f^{\varepsilon}\right| \leq C \int_{f^{\varepsilon} \geq 1 / \delta} f^{\varepsilon} \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

and

$$
\int_{0}^{T} \int_{\Gamma^{+}}\left|\beta_{\delta}\left(f^{\varepsilon}\right)-f^{\varepsilon}\right|(v . n(x)) \leq \int_{0}^{T} \int_{\Gamma^{+} \cap\left\{f^{\varepsilon} \geq 1 / \delta\right\}}\left|f^{\varepsilon}\right|(v . n(x)) \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

uniformly in $\varepsilon$. Up to extraction of a subsequence, we also have

$$
\begin{array}{cll}
\beta_{\delta}\left(f^{\varepsilon}\right)-f^{\varepsilon} & \rightarrow 0 & \text { a.e. } \quad \text { as } \delta \rightarrow 0, \\
\beta_{\delta}^{\prime}\left(f^{\varepsilon}\right) & \rightarrow 1 & \text { a.e. } \quad \text { as } \delta \rightarrow 0 .
\end{array}
$$

More precisely,

$$
\begin{equation*}
\sup _{\varepsilon<1}\left\|\beta_{\delta}\left(f^{\varepsilon}\right)-f^{\varepsilon}\right\|_{L_{t, x, v}^{1}} \rightarrow 0 \quad \text { as } \delta \rightarrow 0 \tag{27}
\end{equation*}
$$

Proposition 3.3. The renormalized solution $\left(f^{\varepsilon}, \phi^{\varepsilon}\right)$ satisfies the following:

1. $\rho^{\varepsilon}$ is weakly, relatively compact in $L^{1}((0, T) \times \omega)$.
2. $\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}$ is weakly, relatively compact in $L^{1}((0, T) \times \Omega)$.
3. $\nabla \phi^{\varepsilon}$ is relatively compact in $L^{2}\left(0, T ; L^{p}(\omega)\right)$ for all $1 \leq p<2$.

Proof. Let $\log ^{+} s=\max (0, \log s)$. Applying the Jensen inequality we get

$$
\rho^{\varepsilon} \log ^{+} \rho^{\varepsilon}=\int\left(\frac{f^{\varepsilon}}{M} M d v\right)\left(\log ^{+} \int \frac{f^{\varepsilon}}{M} M d v\right) \leq \int f^{\varepsilon} \log ^{+} \frac{f^{\varepsilon}}{M} d v
$$

The uniform energy bound (16) and Corollary 3.2 lead to

$$
\int_{0}^{t} \int_{\omega} \rho^{\varepsilon}\left(1+\log ^{+} \rho^{\varepsilon}\right) \leq C_{T}
$$

which implies the $L^{1}((0, T) \times \omega)$ weak compactness of the sequence $\rho^{\varepsilon}$. Let us define

$$
r_{\varepsilon}:=\frac{\sqrt{f^{\varepsilon}}-\sqrt{\rho^{\varepsilon} M}}{\varepsilon \sqrt{M}}
$$

Hence, from the energy bound (16), we deduce that $r_{\varepsilon}$ is bounded in $L^{2}((0, T) \times$ $\Omega, M d t d x d v)$. Extracting a subsequence if necessary, we denote by $r$ its weak limit. Using $r_{\varepsilon}$, we can rewrite

$$
f^{\varepsilon}=\rho^{\varepsilon} M+2 \varepsilon M \sqrt{\rho^{\varepsilon}} r_{\varepsilon}+\varepsilon^{2} r_{\varepsilon}^{2} M
$$

and

$$
\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}=2 \sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)+\varepsilon Q\left(r_{\varepsilon}^{2} M\right)
$$

where $r_{\varepsilon}^{2} M$ and $r_{\varepsilon} M$ are, respectively, bounded in $L^{1}$ and $L^{2}\left(M^{-1} d v\right)$. The operator $Q$ is bounded in $L^{1}$ and $L^{2}\left(M^{-1} d v\right)$. This implies that $\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}$ is bounded in $L_{t, x, v}^{1}$ and

$$
\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}=2 \sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)+\mathbf{O}(\varepsilon)_{L^{1}(0, T) \times \Omega}
$$

Moreover, let $\alpha>0$, then

$$
\int_{A}\left|\sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)\right| \leq C \int_{A} \rho^{\varepsilon} M+\frac{1}{4 C} \int_{A} \frac{Q^{2}\left(r_{\varepsilon} M\right)}{M}
$$

and choose $C$ such that $\frac{1}{4 C}\left\|\frac{Q^{2}\left(r_{\varepsilon} M\right)}{M}\right\|_{L_{t, x, v}^{1}} \leq \alpha / 2$. For such fixed $\alpha$ and $C$ the equiintegrability of $\rho^{\varepsilon} M$ implies

$$
\exists \delta>0, \forall A \subset(0, T) \times \Omega, \quad|A|<\delta \Rightarrow C \int_{A} \rho^{\varepsilon} M \leq \alpha / 2
$$

So, $\sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)$ is equi-integrable. Besides, if $\Omega_{R}:=\omega \times B(0, R)$, then
$\int_{0}^{T} \int_{\Omega_{R}^{c}}\left|\sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)\right| \leq\left\|\rho^{\varepsilon}\right\|_{L_{t, x}^{1}}^{1 / 2}\left(\int_{B(O, R)^{c}} M d v\right)^{1 / 2}\left(\int_{0}^{T} \int_{\Omega_{R}^{c}} Q\left(r_{\varepsilon} M\right)^{2} M^{-1}\right)^{1 / 2} \rightarrow 0$
as $R$ goes to infinity uniformly in $\varepsilon$. This proves the weak compactness of $\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}$ in $L^{1}((0, T) \times \Omega)$.

The third assertion of the proposition is a consequence of the Lions-Aubin theorem (see [22, Lemma 5.1]). Indeed, using that $\nabla_{x} \phi^{\varepsilon}$ is bounded in $L^{2}\left(0, T ; L^{2}(\omega)\right)$ and $\Delta_{x} \phi^{\varepsilon}$ is bounded in $L^{2}\left(0, T, L^{1}(\omega)\right)$ we deduce that $\nabla_{x} \phi^{\varepsilon}$ is bounded in $L^{2}(0, T$; $\left.L^{2}(\omega) \cap W^{r, q}(\omega)\right)$ for some $q>1$ and $0<r<1$ such that $\frac{1-r}{d}>1-\frac{1}{q}$. And, using that $\partial_{t} \nabla_{x} \phi^{\varepsilon}=\nabla_{x}\left(\Delta_{x}\right)^{-1} \nabla_{x} \cdot\left(j^{\varepsilon}\right)$ we see that $\partial_{t} \nabla_{x} \phi^{\varepsilon}$ is bounded in $L^{1}\left(W_{l o c}^{-s, p}(\omega)\right)$ for some $p>1$ and $s>d-\frac{d}{p}$. Hence, $\nabla_{x} \phi^{\varepsilon}$ is compact in $L^{2}\left(0, T ; L_{l o c}^{q}(\omega)\right)$ for some $1<q<2$. And using that $\nabla_{x} \phi^{\varepsilon}$ is bounded in $L^{2}\left(0, T ; L^{2}(\omega)\right)$ we deduce the compactness in $L^{2}\left(0, T ; L^{p}(\omega)\right)$ for all $p<2$.

Proposition 3.4. $r_{\varepsilon}$ is such that $\varepsilon\left|r_{\varepsilon}\right|^{2}|v|^{2} M$ is bounded in $L^{1}((0, T) \times \Omega)$ and $\sqrt{\varepsilon}\left|r_{\varepsilon}\right|^{2}|v| M$ is bounded in $L^{1}((0, T) \times \Omega)$.

Proof. The proof uses Young's inequality (see [7] and [23] where a similar argument is used to control the distance to the Maxwellian). Let us denote $r(z)=$ $z \log (1+z)$ and

$$
r^{*}(p)=\sup _{z>-1}(p z-r(z))
$$

its Legendre transform. Hence $r^{*}(p)$ behaves like $e^{p}$ when $p$ goes to $+\infty$. Moreover, $r^{*}(p)$ has a superquadratic homogeneity, namely for $0<\alpha<1$ and $p>0$, we have $r^{*}(\alpha p) \leq \alpha^{2} r^{*}(p)$. We also denote $z_{\varepsilon}=\frac{f^{\varepsilon}}{\rho_{\varepsilon} M}-1$ and $z_{\varepsilon}=0$ if $\rho_{\varepsilon}=0$. Hence

$$
\begin{equation*}
\varepsilon\left|r_{\varepsilon}\right|^{2}|v|^{2} \leq \frac{1}{\varepsilon} \rho_{\varepsilon}\left|z_{\varepsilon}\right||v|^{2} \tag{28}
\end{equation*}
$$

By the Young inequality, we have

$$
\begin{aligned}
\frac{1}{\varepsilon} \rho_{\varepsilon}|v|^{2}\left|z_{\varepsilon}\right| & \leq \frac{4 \rho_{\varepsilon}}{\varepsilon^{2}}\left[r^{*}\left(\frac{\varepsilon}{4}|v|^{2}\right)+r\left(\left|z_{\varepsilon}\right|\right)\right] \\
& \leq \frac{4 \rho_{\varepsilon}}{\varepsilon^{2}}\left[\varepsilon^{2} r^{*}\left(\frac{|v|^{2}}{4}\right)+r\left(z_{\varepsilon}\right)\right]
\end{aligned}
$$

which is clearly bounded in $L^{1}((0, T) \times \Omega, d t d x M d v)$ by using the growth of $r^{*}$ and the entropy dissipation bound $\mathcal{R}_{1}^{\varepsilon}(t) \leq C \varepsilon^{2}$. This proves the first assertion. Interpolating with the fact that $r_{\varepsilon}$ is bounded in $L^{2}((0, T) \times \Omega, d t d x M d v)$, we deduce the second bound. This ends the proof of the proposition.

## 4. Compactness by velocity averaging.

Proposition 4.1. The density $\rho^{\varepsilon}$ is relatively compact in $L^{1}((0, T) \times \omega)$ : there exists $\rho \in L^{1}((0, T) \times \omega)$ such that, up to extraction of a subsequence if necessary,

$$
\rho^{\varepsilon} \rightarrow \rho \quad \text { in } L^{1} \text { and a.e. }
$$

Using (27), it suffices to show the compactness of $\left(\beta_{\delta}\left(f^{\varepsilon}\right)\right)_{\varepsilon}$ for all (fixed) $\delta>$ 0 . This is a consequence of the averaging lemma (see $[17,12]$ ) and the continuity equation.

Let us recall the following averaging lemma.
Lemma 4.2. Assume that $h^{\varepsilon}$ is bounded in $L^{2}((0, T) \times \Omega)$, that $h_{0}^{\varepsilon}$ and $h_{1}^{\varepsilon}$ are bounded in $L^{1}((0, T) \times \Omega)$, and that

$$
\begin{equation*}
\varepsilon \partial_{t} h^{\varepsilon}+v \cdot \nabla_{x} h^{\varepsilon}=h_{0}^{\varepsilon}+\nabla_{v} \cdot h_{1}^{\varepsilon} \tag{29}
\end{equation*}
$$

Then, for all $\psi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left\|\int_{\mathbb{R}^{d}}\left(h^{\varepsilon}(t, x+y, v)-h^{\varepsilon}(t, x, v)\right) \psi(v) d v\right\|_{L_{t, x}^{1}} \rightarrow 0 \text { wheny } \rightarrow 0 \text { uniformly in } \varepsilon \tag{30}
\end{equation*}
$$

where $h^{\varepsilon}(t, x, v)$ has been prolonged by 0 for $x \notin \omega$.
Remark 4.1. The above lemma only gives the compactness in the $x$ variable of the averages in $v$ of $h^{\varepsilon}(t, x, v)$. This is due to the presence of an $\varepsilon$ in front of the time derivative in (29). We also refer to [18] and [7] for similar averaging lemmas where there is only gain of regularity in the $x$ variable.

This lemma can be deduced from the proof of Theorem 1.8 of [8] or from the proof of Theorem 6 of [12] (see also the proof of Theorem 3 of [12]). The only difference here is the presence of the time derivative which comes with the factor $\varepsilon$ in front and hence does not imply regularity in time as in Theorem 6 of [12]. Actually, following the proof of Theorem 3 of [12] with $q=m=1, p=2, \tau=0$, and writing the problem in the whole space $\mathbb{R}_{t} \times \mathbb{R}_{x}^{d}$, we can prove that $\int_{\mathbb{R}^{d}} \psi(v) h^{\varepsilon}(t, x, v) d v$ is in the Besov space $L^{r, \infty}\left((0, T) ; B_{\infty, \infty}^{s, r}\right)$, where $r=\frac{5}{3}$ and $s=\frac{1}{5}$. For the definition of the Besov space $B_{\infty, \infty}^{s, r}$, we refer to [12]. A sketch of the proof will be given in Appendix B. This, of course, yields the compactness stated in (30).

Proof of Proposition 4.1. Let $\delta$ be a (fixed) nonnegative parameter. Let us verify that the rescaled Boltzmann equation (in the renormalized sense) satisfies the assumptions of Lemma 4.2. Indeed, $\beta_{\delta}\left(f^{\varepsilon}\right)$ is a weak solution of

$$
\varepsilon \partial_{t} \beta_{\delta}\left(f^{\varepsilon}\right)+v . \nabla_{x} \beta_{\delta}\left(f^{\varepsilon}\right)=h_{0}^{\varepsilon}+\nabla_{v} . h_{1}^{\varepsilon}
$$

where

$$
h_{0}^{\varepsilon}=\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon} \beta_{\delta}^{\prime}\left(f^{\varepsilon}\right) \quad \text { and } \quad h_{1}^{\varepsilon}=\nabla\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \beta_{\delta}\left(f^{\varepsilon}\right) .
$$

The sequences $\left(\beta_{\delta}\left(f^{\varepsilon}\right)\right)_{\varepsilon}$ is bounded in $L^{\infty} \cap L^{1}((0, T) \times \Omega)$ and hence in $L^{2}((0, T) \times$ $\Omega$ ). Moreover, $h_{0}^{\varepsilon}$ is weakly, relatively compact in $L_{t, x, v}^{1}$ and by applying Holder's inequality and using the uniform bound of $\beta_{\delta}\left(f^{\varepsilon}\right)$ in $L^{2}$ (for fixed $\delta$ ), we obtain

$$
\left\|h_{1}^{\varepsilon}\right\|_{L^{1}\left((0, T) \times \omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq \frac{C}{\sqrt{\delta}} \sup _{t \leq T}\left\|\nabla\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right)(t)\right\|_{L_{x}^{2}}
$$

Since we are using a compactly supported function to localize in space, the $L^{2}$ bound in $v$ also yields an $L^{1}$ bound.

Assumptions of Lemma 4.2 are satisfied and hence we get the $\mathrm{L}^{1}$-compactness in $x$ of $\int_{\mathbb{R}^{d}} \psi(v) \beta_{\delta}\left(f^{\varepsilon}\right) d v$, namely (30) holds with $h^{\varepsilon}$ replaced by $\beta_{\delta}\left(f^{\varepsilon}\right)$.

Next, using that $\left(\beta_{\delta}\left(f^{\varepsilon}\right)\right)_{\varepsilon}$ is bounded in $L^{\infty}\left(0, T ; L^{1}\left(\left(1+|v|^{2}\right) d x d v\right)\right)$, we see that we can take $\psi(v)$ to be constant equal to 1 in (30) and hence we deduce that, after also sending $\delta$ to 0 and using the equi-integrability of $f^{\varepsilon}$, that

$$
\left\|\rho^{\varepsilon}(t, x+y)-\rho^{\varepsilon}(t, x)\right\|_{L_{t, x}^{1}} \rightarrow 0 \text { when } y \rightarrow 0 \text { uniformly in } \varepsilon .
$$

Finally, using that $\partial_{t} \rho^{\varepsilon}=-\nabla_{x} \cdot j^{\varepsilon}$ is bounded in $L^{1}\left((0, T) ; W^{-1,1}(w)\right)$, we deduce that $\rho^{\varepsilon}$ is relatively compact in $L^{1}((0, T) \times \omega)$ and Proposition 4.1 is proved.
5. Passing to the limit. Using the previous section, there exists $\rho \in L^{1}((0, T) \times$ $\omega)$ such that

$$
\rho^{\varepsilon} \rightarrow \rho \quad \text { in } L_{t, x}^{1} \quad \text { and a.e. }
$$

The inequality $(\sqrt{a}-\sqrt{b})^{2} \leq|a-b|$ leads to

$$
\sqrt{\rho^{\varepsilon}} \rightarrow \sqrt{\rho} \quad \text { in } L_{t, x}^{2} \quad \text { and a.e. }
$$

The entropy dissipation given by (15) leads to

$$
\begin{equation*}
f^{\varepsilon} \rightarrow \rho M \quad \text { in } L_{t, x, v}^{1} \quad \text { and a. e. } \tag{31}
\end{equation*}
$$

Moreover, we have

$$
\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon}=\left(2 \sqrt{\rho^{\varepsilon}} Q\left(r_{\varepsilon} M\right)+\varepsilon Q\left(r_{\varepsilon}^{2} M\right)\right) \quad-\quad 2 \sqrt{\rho} Q(r M) \text { in } L^{1},
$$

where $r$ is the weak limit of $r^{\varepsilon}$ in $L^{2}((0, T) \times \Omega, M(v) d t d x d v)$. So, one can pass to the limit in (13) for $\lambda>0$, up to extraction of a subsequence, and get

$$
\begin{align*}
v \cdot \nabla_{x} \sqrt{(\rho+\lambda) M}-\nabla_{v} \cdot\left(\nabla_{x}\left(\phi+\tilde{\phi}_{b}\right) \sqrt{(\rho+\lambda) M}\right) & =\frac{\sqrt{\rho} Q(r M)}{\sqrt{(\rho+\lambda) M}} \\
& +\frac{\lambda M v \cdot \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)}{2 \sqrt{(\rho+\lambda) M}}, \tag{32}
\end{align*}
$$

where $\nabla_{x} \phi$ is the $\mathrm{L}_{t, x}^{2}$-weak limit of $\nabla_{x} \phi^{\varepsilon}$. Sending $\lambda$ to 0 , we infer that

$$
\left(\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right) . v M=Q(r M) .
$$

Using that $Q(r M)$ is bounded in $L^{2}\left((0, T) \times \Omega, M^{-1}(v) d t d x d v\right)$, we deduce that $\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)$ is bounded in $L^{2}((0, T) \times \omega)$. Besides, the current density is given by

$$
j^{\varepsilon}=2 \sqrt{\rho} \int_{\mathbb{R}^{d}} r^{\varepsilon} v M d v+\varepsilon \int r_{\varepsilon}^{2} v M d v
$$

Using Proposition 3.4, we deduce that

$$
j^{\varepsilon}=2 \sqrt{\rho}^{\varepsilon} \int_{\mathbb{R}^{d}} r^{\varepsilon} v M d v+\mathbf{O}(\sqrt{\varepsilon})_{L^{1}((0, T) \times \Omega)} \rightharpoonup 2 \sqrt{\rho} \int_{\mathbb{R}^{d}} r v M d v \quad \text { in } L_{t, x}^{1} .
$$

The function $v M \in \mathcal{R}(Q):=\mathcal{K} e r Q^{\perp}$, therefore

$$
\int r v M d v=\int Q(r M) Q^{-1}(v M) \frac{d v}{M}
$$

and

$$
j^{\varepsilon} \rightharpoonup J(\rho, \phi):=2 \sqrt{\rho}\left[\int_{\mathbb{R}^{d}}\left(v \otimes Q^{-1}(v M)\right) d v\right]\left(\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right) .
$$

Passing to the limit $(\varepsilon \rightarrow 0)$ in (14) and the Poisson equation $-\Delta \phi^{\varepsilon}=\rho^{\varepsilon}$, we obtain

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla_{x} J(\rho, \phi)=0 \\
J(\rho, \phi)=2 \sqrt{\rho}\left[-\mathbf{D}\left(\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right)\right] \\
\mathbf{D}=-\int_{\mathbb{R}^{d}}\left(v \otimes Q^{-1}(v M)\right) d v \quad \text { and } \quad-\Delta_{x} \phi=\rho
\end{array}\right.
$$

6. The limit boundary condition. In this section, we want to pass to the limit in the boundary condition and prove that $\rho=\rho_{b}$ on $\partial \omega$. First notice that from the fact that $\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)$ is bounded in $L^{2}((0, T) \times \omega)$, we deduce that $\nabla_{x} \sqrt{\rho}$ is bounded in $L^{1}((0, T) \times \omega)$ and hence the trace of $\sqrt{\rho}$ makes sense on $\partial \omega$.

For each sequence $\left(g_{\varepsilon}\right)_{\varepsilon}, \overline{g_{\varepsilon}}$ will denote the weak limit of $\left(g_{\varepsilon}\right)_{\varepsilon}$ when $\varepsilon$ goes to zero, extracting a subsequence if necessary. In particular, $\overline{f_{\left.\right|_{\Gamma}}^{\varepsilon}}$ denotes the weak limit of $f_{\left.\right|_{\Gamma}}^{\varepsilon}$ in $L^{1}\left((0, T) \times \Gamma^{+},|v . n(x)| d t d \sigma_{x} d v\right)$. We recall that $\beta_{\delta}\left(f^{\varepsilon}\right)$ is a weak solution of the renormalized semiconductor Boltzmann equation

$$
\begin{equation*}
\varepsilon \partial_{t} \beta_{\delta}\left(f^{\varepsilon}\right)+v \cdot \nabla_{x} \beta_{\delta}\left(f^{\varepsilon}\right)-\nabla_{x}\left(\phi^{\varepsilon}+\tilde{\phi}_{b}\right) \cdot \nabla_{v} \beta_{\delta}\left(f^{\varepsilon}\right)=\frac{Q\left(f^{\varepsilon}\right)}{\varepsilon} \beta_{\delta}^{\prime}\left(f^{\varepsilon}\right) \tag{33}
\end{equation*}
$$

with the following boundary condition and initial data

$$
\left.\beta_{\delta}\left(f^{\varepsilon}\right)\right|_{\Gamma^{-}}=\beta_{\delta}\left(\rho_{b} M\right) \quad \text { and } \quad \beta_{\delta}\left(f^{\varepsilon}\right)_{\left.\right|_{t=0}}=\beta_{\delta}\left(f_{0}^{\varepsilon}\right)
$$

Passing to the limit in (33), we infer that

$$
\begin{equation*}
v \cdot \nabla_{x} \beta_{\delta}(\rho M)-\nabla_{x}\left(\phi+\tilde{\phi}_{b}\right) \cdot \nabla_{v} \beta_{\delta}(\rho M)=2 \sqrt{\rho} Q(r M) \beta_{\delta}^{\prime}(\rho M) \tag{34}
\end{equation*}
$$

On one hand, by using $\xi(t, x, v) \in \mathcal{C}^{\infty}([0, T] \times \bar{\Omega})$ as a test function in (34) we get

$$
\begin{aligned}
& -\int_{0}^{T} \int_{\Omega} \beta_{\delta}(\rho M) v \cdot \nabla_{x} \xi+\int_{0}^{T} \int_{\Omega} \beta_{\delta}(\rho M) \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right) \cdot \nabla_{v} \xi \\
& -\int_{0}^{T} \int_{\Omega} 2 \sqrt{\rho} Q(r M) \beta_{\delta}^{\prime}(\rho M) \xi+\int_{0}^{T} \int_{\partial \Omega} \xi \beta_{\delta}(\rho M)(v \cdot n(x))=0 .
\end{aligned}
$$

On the other hand, using $\xi(t, x, v)$ as a test function in (33) and passing to the limit, we deduce that

$$
\begin{equation*}
\beta_{\delta}(\rho M)_{\mid \partial \Omega}=\overline{\beta_{\delta}\left(f^{\varepsilon}\right)_{\mid \partial \Omega}} \tag{35}
\end{equation*}
$$

From Corollary 3.2, we deduce that $f_{\mid \partial \Omega}^{\varepsilon} \in L^{\infty}\left(0, T\right.$; LlogL $\left.\left(|v . n(x)| d \sigma_{x} d v\right)\right)$ and hence $\beta_{\delta}\left(f^{\varepsilon}\right)_{\mid \partial \Omega}=\beta_{\delta}\left(f_{\mid \partial \Omega}^{\varepsilon}\right) \in L^{\infty}\left(0, T ; \operatorname{LlogL}\left(|v . n(x)| d \sigma_{x} d v\right)\right)$ uniformly in $\varepsilon, \delta$. Hence,
$\beta_{\delta}(\rho M)_{\mid \partial \Omega}$ is uniformly bounded in $L^{\infty}\left(0, T ; \operatorname{Llog} \mathrm{L}\left(|v \cdot n(x)| d \sigma_{x} d v\right)\right)$ and converges to $(\rho M)_{\mid \partial \Omega}$ when $\delta$ goes to 0 .

Using $\psi(t, x) \in \mathcal{C}^{\infty}([0, T] \times \bar{\omega})$ as a test function in (33) and passing to the limit, we get

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega} \beta_{\delta}(\rho M) v \cdot \nabla_{x} \psi+\int_{0}^{T} \int_{\Omega} 2 \sqrt{\rho} Q(r M) \beta_{\delta}^{\prime}(\rho M) \psi \\
=\int_{0}^{T} \int_{\Gamma^{+}} \psi\left(\overline{\beta_{\delta}\left(f^{\varepsilon}\right)_{\mid \Gamma^{+}}}-\beta_{\delta}\left(\rho_{b} M\right)\right)(v \cdot n(x))
\end{aligned}
$$

Sending $\delta$ to 0 and using that

$$
\int_{0}^{T} \int_{\Omega} \rho M v \cdot \nabla_{x} \psi+\int_{0}^{T} \int_{\Omega} 2 \sqrt{\rho} Q(r M) \psi=0
$$

we deduce that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \int_{0}^{T} \int_{\Gamma^{+}}\left[\overline{\beta_{\delta}\left(f^{\varepsilon}\right) \mid \Gamma^{+}}-\beta_{\delta}\left(\rho_{b} M\right)\right](v \cdot n(x)) \psi=0 \tag{36}
\end{equation*}
$$

Using (35) and the fact that

$$
\int_{\mathbb{R}^{d} \cap\{v \cdot n(x) \geq 0\}} M(v \cdot n(x)) d v=\frac{1}{2 \pi}
$$

we infer that

$$
\begin{equation*}
\int_{0}^{T} \int_{\partial \omega}\left[\rho_{\mid \partial \omega}-\rho_{b}\right] \psi=0 \tag{37}
\end{equation*}
$$

and hence $\rho=\rho_{b}$ on $\partial \omega$.
7. Regularity of the density. In this section we shall prove that the limit $\rho \in L^{\infty}\left(0, T ; L^{2}(\omega)\right)$ and that $\sqrt{\rho} \in L^{2}\left(0, T ; H^{1}(\omega)\right)$.

We assume that $\rho_{b}(t, x)$ is defined in the whole domain $\omega$. We can, for instance, extend $\sqrt{\rho_{b}(t, x)}$ in $\omega$ as a harmonic function. Hence, $\rho_{b}(t, x)$ satisfies

$$
\rho_{b} \in L^{\infty}((0, T) \times \omega) \quad \text { and } \quad \sqrt{\rho_{b}} \in L^{2}\left(0, T ; H^{1}(\omega)\right) .
$$

Lemma 7.1. Let $\omega$ be a regular and bounded open subset of $\mathbb{R}^{d}$ and $\rho$ a positive function of $L^{\infty}\left(0, T ; L^{1}(\omega)\right)$ satisfying

$$
\left\{\begin{array}{l}
\nabla_{x} \sqrt{\rho}+\frac{1}{2} \nabla_{x} \phi \sqrt{\rho}=G \in L^{2}\left(0, T ; L^{2}(\omega)\right)  \tag{38}\\
-\Delta_{x} \phi=\rho \\
\nabla_{x} \phi \in L^{\infty}\left(0, T ; L^{2}\right) \\
\rho=\rho_{b} \text { on } \partial \omega
\end{array}\right.
$$

Then

$$
\rho \in L^{2}\left(0, T ; L^{2}(\omega)\right), \quad \sqrt{\rho} \in L^{2}\left(0, T ; H^{1}(\omega)\right)
$$

and

$$
\nabla \phi \sqrt{\rho} \in L^{2}\left(0, T ; L^{2}(\omega)\right)
$$

Proof. The first and third equations of (38) imply that $\nabla_{x} \sqrt{\rho} \in L^{1}$ and hence the boundary condition $\rho=\rho_{b}$ on $\partial \omega$ makes sense. Let us take $\beta_{\delta}$ as in the proof of Corollary 3.2. But since we will deal with possibly negative values, we take $\beta_{\delta}(s)=$ $\frac{1}{\delta} \beta(\delta s)$, where $\beta$ is a $C^{\infty}$ function satisfying $\beta(s)=s$ for $-1 \leq s \leq 1,0 \leq \beta^{\prime}(s) \leq 1$ for all $s$ and $\beta(s)=2$ for $|s| \geq 3$.

We denote $\psi=\sqrt{\rho}-\sqrt{\rho_{b}}$. Hence

$$
\nabla_{x} \beta_{\delta}(\psi)=\nabla_{x} \psi \beta_{\delta}^{\prime}(\psi)
$$

Hence, after subtracting $\sqrt{\rho_{b}}$ from $\sqrt{\rho}$, we can renormalize the first equation appearing in (38), it gives

$$
\begin{equation*}
\nabla_{x} \beta_{\delta}(\psi)+\frac{1}{2} \nabla_{x} \phi \beta_{\delta}^{\prime}(\psi) \psi=\tilde{G} \beta_{\delta}^{\prime}(\psi) \tag{39}
\end{equation*}
$$

where $\tilde{G}=G-\nabla_{x} \sqrt{\rho_{b}}-\frac{1}{2} \nabla_{x} \phi \sqrt{\rho_{b}}$ is also in $L^{2}\left(0, T ; L^{2}(\omega)\right)$. Then using that for fixed $\delta>0$

$$
\left|\nabla_{x} \phi \beta_{\delta}^{\prime}(\psi) \psi\right| \leq \frac{1}{2 \delta}|\nabla \phi| \in L^{2}
$$

we deduce that $\nabla_{x} \beta_{\delta}(\psi) \in L^{2}$ for fixed $\delta$. Taking the $L^{2}$ norm of (39), we get

$$
\begin{equation*}
\left\|\nabla_{x} \beta_{\delta}(\psi)\right\|_{L^{2}}^{2}+\frac{1}{4}\left\|\nabla_{x} \phi \beta_{\delta}^{\prime}(\psi) \psi\right\|_{L^{2}}^{2}+\int_{0}^{T} \int_{\omega} \nabla_{x} \phi \nabla_{x} \beta_{\delta}(\psi) \beta_{\delta}^{\prime}(\psi) \psi \leq\|\tilde{G}\|_{L^{2}}^{2} \tag{40}
\end{equation*}
$$

Let $\tilde{\beta}$ be given by $\tilde{\beta}(s)=\int_{0}^{s} \tau \beta^{\prime}(\tau)^{2} d \tau$ and $\tilde{\beta}_{\delta}(s)=\frac{1}{\delta^{2}} \tilde{\beta}(\delta s)$. Hence, $\tilde{\beta}_{\delta}(s)$ goes to $\frac{s^{2}}{2}$ when $\delta$ goes to 0 .

Computing the third term in (40), we get

$$
\int_{\omega} \nabla_{x} \phi \cdot \nabla_{x} \beta_{\delta}(\psi) \beta_{\delta}^{\prime}(\psi) \psi=\int_{\omega} \nabla_{x} \phi \cdot \nabla_{x} \tilde{\beta}_{\delta}(\psi)=\int_{\omega} \rho \tilde{\beta}_{\delta}(\psi)
$$

Hence, we deduce that for all $\delta>0$,

$$
\left\|\nabla_{x} \beta_{\delta}(\psi)\right\|_{L^{2}}^{2}+\frac{1}{4}\left\|\nabla_{x} \phi \beta_{\delta}^{\prime}(\psi) \psi\right\|_{L^{2}}^{2}+\int_{0}^{T} \int_{\omega} \rho \tilde{\beta}_{\delta}(\psi) \leq\|\tilde{G}\|_{L^{2}}^{2}
$$

Letting $\delta$ go to zero, we get that

$$
\left\|\nabla_{x}\left(\sqrt{\rho}-\sqrt{\rho_{b}}\right)\right\|_{L^{2}}^{2}+\frac{1}{4}\left\|\nabla_{x} \phi\left(\sqrt{\rho}-\sqrt{\rho_{b}}\right)\right\|_{L^{2}}^{2}+\frac{1}{2} \int_{0}^{T} \int_{\omega} \rho\left(\sqrt{\rho}-\sqrt{\rho_{b}}\right)^{2} \leq\|\tilde{G}\|_{L^{2}}^{2}
$$

Using that $\sqrt{\rho_{b}}$ is bounded, we conclude the proof of the lemma.
Now, using the lemma, we can see easily that we can rewrite the current

$$
J(\rho, \phi)=2 \sqrt{\rho}\left[-\mathbf{D}\left(\nabla_{x} \sqrt{\rho}+\frac{1}{2} \sqrt{\rho} \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right)\right]=-\mathbf{D}\left[\nabla_{x} \rho+\rho \nabla_{x}\left(\phi+\tilde{\phi}_{b}\right)\right]
$$

Finally, the regularity of $\phi$ can be easily deduced from that of $\rho$ and this ends the proof of Theorem 1.4.

Appendix A. Existence of renormalized solution. We present here a proof of the existence of renormalized solution to (1-6) satisfying the conditions of Theorem
2.2. We refer to [25] for the existence of renormalized solution to the Vlasov-PoissonBoltzmann system with a nonlinear Boltzmann kernel.

To simplify the notations we take $\varepsilon=1$. We begin by regularizing the collision operator and both Boltzmann and Poisson equations. Let us define

$$
\begin{equation*}
Q_{R}(f)=\int_{\mathbb{R}^{d}} \sigma_{R}\left(v, v^{\prime}\right)\left(M f^{\prime}-M^{\prime} f\right) d v^{\prime} \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{R}\left(v, v^{\prime}\right)=\sigma\left(v, v^{\prime}\right) 1_{|v| \leq R}(v) 1_{\left|v^{\prime}\right| \leq R}\left(v^{\prime}\right) \tag{42}
\end{equation*}
$$

The regularized semiconductor Boltzmann-Poisson system reads

$$
(V B P)_{\alpha, R} \quad\left\{\begin{array}{l}
\partial_{t} f_{\alpha, R}+\left(v \cdot \nabla_{x} f_{\alpha, R}-\nabla_{x}\left(\phi_{\alpha, R}+\tilde{\phi}_{b}\right) \cdot \nabla_{v} f_{\alpha, R}\right)=Q_{R}\left(f_{\alpha, R}\right) \\
-\left(1-\alpha \Delta_{x}\right)^{2 m} \Delta_{x} \phi_{\alpha, R}=\rho_{\alpha, R}=\int_{|v| \leq R} f_{\alpha, R} d v \\
f_{\alpha, R}(0, x, v)=f_{0}(x, v), \quad(x, v) \in \Omega \\
f_{\alpha, R}(t, x, v)=f_{b}(t, x, v), \quad(x, v) \in \Gamma^{-} \\
\phi_{\alpha, R}=\Delta_{x} \phi_{\alpha, R}=\cdots=\Delta_{x}^{2 m} \phi_{\alpha, R}=0, \quad x \in \partial \omega
\end{array}\right.
$$

where $\alpha$ is a nonnegative parameter and $m \in \mathbb{N}^{*}$. We refer to $[1,5,29]$ for further details about this approximation.

A simple computation gives the following H-theorem:
Lemma A.1. The collision operator $Q_{R}$ is bounded in $L^{1}$ and $L^{\infty}$ and satisfies

$$
\int_{|v|<R} Q_{R}(f) d v=\int_{\mathbb{R}^{d}} Q_{R}(f) d v=0
$$

and

$$
\int_{|v|<R} Q_{R}(f) \log \frac{f}{M}=\int_{\mathbb{R}^{d}} Q_{R}(f) \log \frac{f}{M} \leq-\frac{\sigma_{1}}{2} \int\left(\sqrt{f}-\sqrt{M \int f d v}\right)^{2}
$$

As a consequence of these conservation properties, one can prove, by a fixed point procedure and by using the characteristic method, that the modified system $(V B P)_{\alpha, R}$ has a weak solution $\left(f_{\alpha, R}, \phi_{\alpha, R}\right)$. More precisely, multiplying the semiconductor Boltzmann equation by $\left(1+|v|^{2} / 2+\log f_{\alpha, R}\right)$, and integrating with respect to $d t d x d v$, we get

$$
\begin{aligned}
& {\left[\frac{1}{2} \int_{\omega}\left|(1-\alpha \Delta)^{m} \nabla_{x} \phi_{\alpha, R}\right|^{2}(s)+\int_{\Omega} f_{\alpha, R}\left(\log f_{\alpha, R}+\frac{|v|^{2}}{2}+\tilde{\phi}_{b}\right)(s)\right]_{0}^{t}} \\
& \int_{0}^{t} \int_{\Gamma^{+}} f_{\alpha, R}\left(\log f_{\alpha, R}+\frac{|v|^{2}}{2}+\tilde{\phi}_{b}\right)|v \cdot n(x)|+\frac{\sigma_{1}}{2} \int_{0}^{t} \int_{\Omega}\left(\sqrt{f_{\alpha, R}}-\sqrt{\rho_{\alpha, R} M}\right)^{2} \\
& \leq \int_{0}^{t} \int_{\Gamma^{-}} f_{b}\left(\log f_{b}+\frac{|v|^{2}}{2}+\phi_{b}\right)|v \cdot n(x)|
\end{aligned}
$$

For fixed $\alpha$, the solution is weak. One can pass to the limit $R \rightarrow \infty$ and show that
there exists a weak solution $\left(f_{\alpha}, \rho_{\alpha}, \phi_{\alpha}\right)$ of

$$
(V B P)_{\alpha} \quad\left\{\begin{array}{l}
\partial_{t} f_{\alpha}+v \cdot \nabla_{x} f_{\alpha}-\nabla_{x}\left(\phi_{\alpha}+\tilde{\phi}_{b}\right) \cdot \nabla_{v} f_{\alpha}=Q\left(f_{\alpha}\right) \\
-\left(1-\alpha \Delta_{x}\right)^{2 m} \Delta_{x} \phi_{\alpha}=\rho_{\alpha}=\int_{\mathbb{R}^{d}} f_{\alpha} d v \\
f_{\alpha}(0, x, v)=f_{0}(x, v), \quad(x, v) \in \Omega \\
f_{\alpha}(t, x, v)=f_{b}(t, x, v) \quad(x, v) \in \Gamma^{-} \\
\phi_{\alpha}=\Delta_{x} \phi_{\alpha}=\cdots=\Delta_{x}^{2 m} \phi_{\alpha}=0, \quad x \in \partial \omega
\end{array}\right.
$$

Moreover, this weak solution satisfies (12), (13), and (14) and

$$
\begin{aligned}
& {\left[\frac{1}{2} \int_{\omega}\left|(1-\alpha \Delta)^{m} \nabla_{x} \phi_{\alpha}\right|^{2}(t)+\int_{\Omega} f_{\alpha}\left(\log f_{\alpha}+\frac{|v|^{2}}{2}+\tilde{\phi}_{b}\right)(s)\right]_{0}^{t}} \\
& \int_{0}^{t} \int_{\Gamma^{+}} f_{\alpha}\left(\log f_{\alpha}+\frac{|v|^{2}}{2}+\phi_{b}\right)|v \cdot n(x)|+\frac{\sigma_{1}}{2} \int_{0}^{t} \int_{\Omega}\left(\sqrt{f_{\alpha}}-\sqrt{\rho_{\alpha} M}\right)^{2} \\
& \leq \int_{0}^{t} \int_{\Gamma^{-}} f_{b}\left(\log f_{b}+\frac{|v|^{2}}{2}+\phi_{b}\right)|v \cdot n(x)| \leq C_{T}
\end{aligned}
$$

As a consequence of this identity we get the following proposition.
Proposition A.2.

1. $f_{\alpha}$ and $f_{\alpha_{\Gamma^{+}}}$are, respectively, weakly, relatively compact in $L^{1}((0, T) \times \Omega)$ and $L^{1}\left((0, T) \times \Gamma^{+},|v . n(x)| d t d \sigma_{x} d v\right)$.
2. $\left\|\nabla_{x} \phi_{\alpha}\right\|_{L^{2}} \leq\left\|\left(1-\Delta_{x}\right)^{m} \nabla_{x} \phi_{\alpha}\right\|_{L^{2}} \leq C_{T}$ and $\nabla_{x} \phi_{\alpha}$ is relatively compact in $L^{p}((0, T) \times \omega)$ for all $p<2$.
3. $\rho_{\alpha}$ is relatively compact in $L^{1}((0, T) \times \omega)$.

The proof of this proposition follows the same lines as the proofs of compactness given in the paper (see the proofs of Corollary 3.2 and Propositions 3.3 and 4.1). Notice, however, that we do not immediately get the compactness of $f_{\alpha}$ as in (31).

Using this proposition, we can end the proof of Theorem 2.2.
Let $f, \rho, \phi$, and $j$ be the weak limits of subsequences of $f_{\alpha}, \rho_{\alpha}, \phi_{\alpha}$, and $j^{\alpha}=$ $\int v f_{\alpha} d v$. To prove that $(f, \phi)$ satisfies (12) and (13), we argue as in [21] (see also [25]). The method is based on a double renormalization. First, we write the equation satisfied by $\beta_{\delta}\left(f_{\alpha}\right)$, where $\beta_{\delta}$ was defined in section 3 and then weakly pass to the limit when $\alpha$ goes to zero. Then, we renormalize the resulting limit equation using the function $\beta$ or the function $\sqrt{s+\lambda M}$. Finally, we let $\alpha$ go to zero and recover (12) and (13). The continuity equation (14) can be easily deduced from the continuity equation for $\rho_{\alpha}$ and the entropy inequality (15) can be deduced from a classical convexity argument (see also [25]). This ends the proof of Theorem 2.2.

Appendix B. Sketch of the proof of Lemma 4.2. Here we would like to prove Lemma 4.2.

Step 1: First, we rewrite the problem in the whole space in $t$ and $x$. This step only uses the equi-integrability of $h_{\varepsilon}$. Indeed, for $\alpha$ small enough, we can find $C^{\infty}$ cut-off functions $\chi_{1}(t)$ and $\chi_{2}(x)$ such that $\chi_{1}=1$ on $(\alpha, T-\alpha)$ has compact support in $(0, T)$, and $\chi_{2}=1$ on $\{x \in \omega, \mid, \operatorname{dist}(x, \partial \omega)>\alpha$ and has compact support in $\omega$. Denoting $\chi(t, x)=\chi_{1}(t) \chi_{2}(x)$ and $\tilde{h}^{\varepsilon}=\chi(t, x) h^{\varepsilon}$, we get

$$
\begin{equation*}
\varepsilon \partial_{t} \tilde{h}^{\varepsilon}+v \cdot \nabla_{x} \tilde{h}^{\varepsilon}=\chi h_{0}^{\varepsilon}+\nabla_{v} \cdot\left(\chi h_{1}^{\varepsilon}\right)+\left(\varepsilon \partial_{t}+v \cdot \nabla_{x}\right) \chi h^{\varepsilon} . \tag{43}
\end{equation*}
$$

Moreover, due to the uniform bound of $h^{\varepsilon}$ in $L^{2}$, we have

$$
\left\|\int_{\mathbb{R}^{d}}\left(h^{\varepsilon}(t, x, v)-\tilde{h}^{\varepsilon}(t, x, v)\right) \psi(v) d v\right\|_{L^{1}((0, T) \times \omega)} \rightarrow 0
$$

when $\alpha$ goes to zero, uniformly in $\varepsilon$.
Step 2: From step 1, we see that it is enough to prove the lemma when we replace $(0, T) \times \omega$ by $\mathbb{R}_{t} \times \mathbb{R}_{x}^{d}$ since the extra term on the right-hand side of $(43)$ is in $L^{2}$. Notice also that since we localize in the $v$ variable by integrating against $\psi(v)$, the $L^{2}$ norm controls the $L^{1}$ norm. More precisely, we can prove that under the conditions of the lemma, $\int_{\mathbb{R}^{d}} \psi(v) h^{\varepsilon}(t, x, v) d v \in L^{r, \infty}\left((0, T) ; B_{\infty, \infty}^{s, r}\right)$, where $r=\frac{5}{3}$ and $s=\frac{1}{5}$ (see [12] for the definition of the Besov space built on the Lorentz space $L^{r, \infty}$ ). One way of proving the bound in the Besov space is to use the Littlewood-Paley decomposition and follow the proof of Theorem 3 of [12]. The only difference is that $\xi . v$ should be replaced by $\varepsilon \tau+\xi . v$ and that we take the Fourier transform in $t$ and $x$ (see also Theorem 1.8 of [8]).

Here, we would like to sketch a proof which follows the idea used in [19]. Adding $\lambda h^{\varepsilon}$ to both sides of (29), we get

$$
\lambda h^{\varepsilon}+\varepsilon \partial_{t} h^{\varepsilon}+v \cdot \nabla_{x} h^{\varepsilon}=h_{0}^{\varepsilon}+\nabla_{v} \cdot h_{1}^{\varepsilon}+\lambda h^{\varepsilon} .
$$

Hence,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} h^{\varepsilon}(t, x, v) \psi(v) d v=T_{\lambda}\left(h_{0}^{\varepsilon}+\nabla_{v} \cdot h_{1}^{\varepsilon}+\lambda h^{\varepsilon}\right) \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\lambda} g(t, x)=\int_{0}^{\infty} \int_{\mathbb{R}^{d}} g(t-\varepsilon s, x-s v, v) e^{-\lambda s} \phi(v) d v d s \tag{45}
\end{equation*}
$$

Applying Proposition 3.1 of [19], we deduce that

$$
\begin{gather*}
\left\|T_{\lambda}(g)\right\|_{L_{t}^{2} H_{x}^{1 / 2}} \leq C \lambda^{-1 / 2}\|g\|_{L^{2}\left(\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)}  \tag{46}\\
\left\|T_{\lambda}(g)\right\|_{\lambda^{-2} L_{t}^{1} W_{x}^{-1,1}+\lambda^{-1} L_{t}^{1} L_{x}^{1}} \leq C\|g\|_{L^{1}\left(\mathbb{R}_{t} \times \mathbb{R}_{x}^{d} ; W^{-1,1}\left(\mathbb{R}^{d}\right)\right)} . \tag{47}
\end{gather*}
$$

Hence,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} h^{\varepsilon}(t, x, v) \psi(v) d v=\rho=\rho^{1}+\rho^{2} \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
\left\|\rho^{1}\right\|_{L_{t}^{2} H_{x}^{1 / 2}} & \leq C \lambda^{1 / 2}\left\|h^{\varepsilon}\right\|_{L^{2}}  \tag{49}\\
\left\|\rho^{2}\right\|_{\lambda^{-2} L_{t}^{1} W_{x}^{-1,1}+\lambda^{-1} L_{t}^{1} L_{x}^{1}} & \leq C\left(\left\|h_{0}^{\varepsilon}\right\|_{L^{1}}+\left\|h_{1}^{\varepsilon}\right\|_{L^{1}}\right) \tag{50}
\end{align*}
$$

This can also be written as $\rho^{2}=\rho_{1}^{2}+\rho_{2}^{2}$, where

$$
\begin{align*}
\left\|\rho_{1}^{2}\right\|_{L_{t}^{1} W_{x}^{-1,1}} & \leq C \lambda^{-2}\left(\left\|h_{0}^{\varepsilon}\right\|_{L^{1}}+\left\|h_{1}^{\varepsilon}\right\|_{L^{1}}\right)  \tag{51}\\
\left\|\rho_{2}^{2}\right\|_{L_{t}^{1} L_{x}^{1}} & \leq C \lambda^{-1}\left(\left\|h_{0}^{\varepsilon}\right\|_{L^{1}}+\left\|h_{1}^{\varepsilon}\right\|_{L^{1}}\right) \tag{52}
\end{align*}
$$

We would like to deduce that $\rho \in\left[L^{2} H^{1 / 2}, L^{1} W^{-1,1}\right]_{(1 / 5, \infty)}$, the real interpolation of order $(1 / 5, \infty)$ of the couple $\left(L^{2} H^{1 / 2}, L^{1} W^{-1,1}\right)$. For all $t \in \mathbb{R}_{+}$, we define the function

$$
\begin{equation*}
K(t)=\inf _{a_{1}+a_{2}=\rho}\left\|a_{1}\right\|_{L^{2} H^{1 / 2}}+t\left\|a_{2}\right\|_{L^{1} W^{-1,1}} \tag{53}
\end{equation*}
$$

To conclude, it is enough to prove that $K(t) \leq C t^{1 / 5}$. For $t>0$, we take $\lambda$ such that $t=\lambda^{5 / 2}$.

If $0<t<1$, then $\rho_{2}^{2}$ also satisfies $\left\|\rho_{2}^{2}\right\|_{L_{t}^{1} W_{x}^{-1,1}} \leq C \lambda^{-2}$, and hence taking $a_{1}=\rho^{1}$ and $a_{2}=\rho^{2}$, we deduce that $K(t) \leq C t^{1 / 5}$.

If $t>1$, then we write $\rho_{2}^{2}$ as the sum of two terms $\rho_{2}^{2}=\rho_{3}^{2}+\rho_{4}^{2}$ such that $\rho_{3}^{2} \in \lambda^{-2} L^{1} W^{-1,1}$ and $\rho_{4}^{2} \in \lambda^{1 / 2} L^{1} W^{3 / 2,1}$. Hence, if we define

$$
\begin{equation*}
K_{1}(t)=\inf _{a_{1}+a_{2}=\rho}\left\|a_{1}\right\|_{L^{2} H^{1 / 2}+L^{1} W^{3 / 2,1}}+t\left\|a_{2}\right\|_{L^{1} W^{-1,1}} \tag{54}
\end{equation*}
$$

we get that $K_{1}(t) \leq C t^{1 / 5}$ by taking $a_{1}=\rho^{1}+\rho_{4}^{2}$ and $a_{2}=\rho_{1}^{2}+\rho_{3}^{2}$.
This proves that $\rho \in\left[L^{2} H^{1 / 2}+L^{1} W^{3 / 2,1}, L^{1} W^{-1,1}\right]_{(1 / 5, \infty)}$. This is, of course, enough to get the compactness stated in the lemma.
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#### Abstract

The no response test is a new scheme in inverse problems for partial differential equations which was recently proposed in [D. R. Luke and R. Potthast, SIAM J. Appl. Math., 63 (2003), pp. 1292-1312] in the framework of inverse acoustic scattering problems. The main idea of the scheme is to construct special probing waves which are small on some test domain. Then the response for these waves is constructed. If the response is small, the unknown object is assumed to be a subset of the test domain. The response is constructed from one, several, or many particular solutions of the problem under consideration. In this paper, we investigate the convergence of the no response test for the reconstruction information about inclusions $D$ from the Cauchy values of solutions to the Helmholtz equation on an outer surface $\partial \Omega$ with $\bar{D} \subset \Omega$. We show that the one-wave no response test provides a criterion to test the analytic extensibility of a field. In particular, we investigate the construction of approximations for the set of singular points $N(u)$ of the total fields $u$ from one given pair of Cauchy data. Thus, the no response test solves a particular version of the classical Cauchy problem. Also, if an infinite number of fields is given, we prove that a multifield version of the no response test reconstructs the unknown inclusion $D$. This is the first convergence analysis which could be achieved for the no response test.
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1. Introduction. We will study the no response test for the treatment of the following basic model problems from the theory of inverse boundary value problems.

Let $\Omega$ and $D$ be bounded domains with boundary of class $C^{2}, \bar{D} \subset \Omega$ and $\Omega \backslash \bar{D}$ connected. For $\Omega$ we consider the simple situation where it is simply connected. We assume that the interior homogeneous Dirichlet problem for the Helmholtz equation in $\Omega$ does have only the trivial solution, i.e., $\kappa$ is not an interior Dirichlet eigenvalue of $\Omega$. In this case the interior Dirichlet problem for $\Omega$ can be solved with arbitrary continuous or $L^{2}$ boundary data and the solutions depend continuously on these data with respect to any $C^{\mu}$-norm on compact subsets of $\Omega$. Also, we assume that the same condition is satisfied for $\Omega \backslash \bar{D}$. In this case the following boundary value problem has a unique solution; cf. [3].

Boundary value problem. We consider a function $u \in C^{2}(\Omega \backslash \bar{D}) \cap C(\bar{\Omega} \backslash D)$ which satisfies the Helmholtz equation

$$
\begin{equation*}
\triangle u+\kappa^{2} u=0 \quad \text { in } \Omega \backslash \bar{D} \tag{1.1}
\end{equation*}
$$

with boundary values

$$
\begin{equation*}
u=0 \quad \text { on } \partial D \tag{1.2}
\end{equation*}
$$

For the forward problem, the function

$$
\begin{equation*}
\left.u\right|_{\partial \Omega}=f \tag{1.3}
\end{equation*}
$$

[^108]is given, and we look for the solution $u$ to (1.1)-(1.3) and its normal derivative
\[

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=g \tag{1.4}
\end{equation*}
$$

\]

on $\partial \Omega$. Here, the unit normal vector $\nu$ is assumed to point into the exterior of $\Omega \backslash \bar{D}$.
Inverse boundary value problem. For the inverse problem we assume that the Cauchy data

$$
\begin{equation*}
\left.u\right|_{\partial \Omega}=f,\left.\quad \frac{\partial u}{\partial \nu}\right|_{\partial \Omega}=g \tag{1.5}
\end{equation*}
$$

are given. The problem is to reconstruct $D$ or to gain information about $D$ by reconstructing a subset of $D$ without knowledge of the boundary condition on $\partial D$.

The no response test. We assume that Cauchy data (1.5) of some solution $u$ to (1.1)-(1.5) are given. For some test domain $G \subset \Omega$ the no response test calculates a response by probing the unknown scatterer $D$ with special waves, for example, with single-layer potentials

$$
\begin{equation*}
v[\varphi](y):=\int_{\partial \Omega} \Phi(x, y) \varphi(x) d s(x), \quad y \in \Omega, \varphi \in L^{2}(\partial \Omega) \tag{1.6}
\end{equation*}
$$

where the functions $v[\varphi]$ are chosen such that

$$
\begin{equation*}
\|v[\varphi]\|_{C^{1}(\bar{G})} \leq \epsilon \tag{1.7}
\end{equation*}
$$

on $G$ with some constant $\epsilon>0$. We define

$$
\begin{equation*}
J(x):=\frac{1}{2} u(x)-\int_{\partial \Omega}\left(\frac{\partial u}{\partial \nu}(y) \Phi(x, y)-u(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)}\right) d s(y), \quad x \in \partial \Omega \tag{1.8}
\end{equation*}
$$

and calculate the response of the domain $D$ with respect to the probing function $v[\varphi]$ by

$$
\begin{equation*}
I(\varphi):=\int_{\partial \Omega} J(x) \varphi(x) d s(x) \tag{1.9}
\end{equation*}
$$

The construction of the response is described in more detail in section 2.
The no response test uses a set $\mathcal{G}$ of sampling or test domains $G$, respectively. For each domain $G$ the maximal response is defined as the supremum over all responses for special functions $v[\varphi]$ with (1.7). All test domains $G$ with maximal response smaller than $c_{0}$ with some constant $c_{0}$ are called positive (= no response), otherwise negative. To obtain a reconstruction, we build the intersections

$$
\begin{equation*}
M_{r e c}:=\bigcap_{G \text { positive }} \bar{G} \tag{1.10}
\end{equation*}
$$

of all positive test domains. The extension of the response functional to the multiwave case is described in section 2 .

Convergence analysis for the no response test in different cases. For our convergence analysis we will work with admissible test domains.

Definition 1.1 (admissible test domains). Let $G \subset \Omega$ be some domain such that there is a homotopy $[0,1] \ni \lambda \mapsto G_{\lambda}$ with $G_{0}=\Omega$ and $G_{1}=G$ such that $G_{\lambda}$ is a simply connected domain with boundary of class $C^{2}$ and $\overline{G_{\lambda_{2}}} \subset G_{\lambda_{1}}$ for $\lambda_{2}>\lambda_{1}$. In this case $G$ is called an admissible test domain.

The results of our subsequent convergence analysis can be summarized as follows. Let $G$ be some admissible test domain.

1. One-wave case. If the field $u$ can be analytically continued into $\Omega \backslash G$, then for an arbitrary constant $c_{0}>0$ and sufficiently small $\epsilon>0$ the domain $G$ is positive. If $u$ cannot be analytically continued into $\Omega \backslash \bar{G}$, then $G$ is negative/not positive.
2. Multiwave case. The intersection of all positive test domains is exactly the unknown domain $D$.
For the one-wave case we will show that the no response functional is bounded from below by a constant times the derivatives of the field $u$ in the exterior of $\bar{G}$. This is obtained by further developing techniques introduced in the framework of the point-source method; cf. [10], [12]. The point-source method reconstructs the total field $u$ or its derivatives and then uses the boundary condition to find the unknown inclusion $D$ from the knowledge of $u$ and the boundary condition. However, the basic difference between the point-source method and the no response test is that the pointsource method does calculate the field or one particular derivative, whereas the no response test estimates the behavior of the full set of Taylor coefficients.

The results show that the no response test and the range test [13] in principle reconstruct the same set, even though these methods use a different indicator function for the test domains. The idea of the range test is to solve the single-layer integral equation

$$
\begin{equation*}
\int_{\partial G} e^{-i \kappa \hat{x} \cdot y} \varphi(y) d s(y)=u^{\infty}(\hat{x}), \quad \hat{x} \in \mathbb{S} \tag{1.11}
\end{equation*}
$$

with $\varphi \in L^{2}(\partial G)$ to test whether the field $u^{\infty}$ can be analytically extended up to $\partial G$. Both methods test for analytic extensibility.

For the convergence analysis in the multiwave case we will bound the no response functional by a factor times the indicator function of the singular sources method as introduced in [11] and [12] to obtain convergence. The singular sources scheme reconstructs the scattered field $\Psi^{s}(z, z)$ for an incident singular field $\Psi(\cdot, z)$ in its source point $z$ and uses the behavior $\left|\Psi^{s}(z, z)\right| \rightarrow \infty$ for $z \rightarrow \partial D$.

The idea to use singular incident fields for uniqueness results has been employed in the work of Isakov [6] and Kirsch and Kress [7]. Corresponding stability results using singular sources have been derived in [11]. Also, these ideas have been transformed into a constructive singular sources method by the author [11], [12]. Independently, Ikehata proposed using singular waves for shape reconstruction by the probe method; see [5]. More recently, the probe method has been numerically realized by Erhard and Potthast [2], and the numerical behavior in the case of an impedance boundary condition was carefully investigated by Cheng, Liu, and Nakamura [1]. The convergence properties of different sampling methods have been compared and investigated by Honda et al. in [4].
2. The no response test for the boundary value problem. The goal of this section is to develop a formulation of the no response test for the inverse boundary value problem (1.1)-(1.5).

Preparations. By Green's formula the total field $u$ can be calculated by

$$
\begin{align*}
u(x)= & \int_{\partial \Omega}\left(\frac{\partial u}{\partial \nu}(y) \Phi(x, y)-u(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)}\right) d s(y) \\
& +\int_{\partial D} \frac{\partial u}{\partial \nu}(y) \Phi(x, y) d s(y), \quad x \in \Omega \backslash \bar{D} \tag{2.1}
\end{align*}
$$

where we already used the boundary condition on $\partial D$ to simplify the second integral over $\partial D$. Using the classical jump relations we can calculate the limit of $u(x)$ for $x \rightarrow \partial \Omega$. We obtain

$$
\begin{align*}
u_{-}(x)= & \frac{1}{2} u(x)+\int_{\partial \Omega}\left(\frac{\partial u}{\partial \nu}(y) \Phi(x, y)-u(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)}\right) d s(y) \\
& +\int_{\partial D} \frac{\partial u}{\partial \nu}(y) \Phi(x, y) d s(y), \quad x \in \partial \Omega \tag{2.2}
\end{align*}
$$

For the inverse boundary value problem the functions $\left.u\right|_{\partial \Omega}$ and $\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega}$ are known. Thus, the function $J$ defined in (1.8) can be calculated from the given data. In particular, from (2.2) we derive

$$
\begin{equation*}
\int_{\partial D} \frac{\partial u}{\partial \nu}(y) \Phi(x, y) d s(y)=J(x), \quad x \in \partial \Omega \tag{2.3}
\end{equation*}
$$

Now, consider the single-layer potential (1.6) with density $\varphi \in L^{2}(\partial \Omega)$ or $C(\partial \Omega)$. We multiply $(2.3)$ by $\varphi$, integrate over $\partial \Omega$, and exchange the order of integration to obtain

$$
\begin{align*}
\int_{\partial \Omega} \varphi(x) J(x) d s(x) & =\int_{\partial \Omega} \varphi(x)\left(\int_{\partial D} \frac{\partial u}{\partial \nu}(y) \Phi(x, y) d s(y)\right) d s(x) \\
& =\int_{\partial D} \frac{\partial u}{\partial \nu}(y)\left(\int_{\partial \Omega} \Phi(x, y) \varphi(x) d s(x)\right) d s(y) \\
& =\int_{\partial D} \frac{\partial u}{\partial \nu}(y) v(y) d s(y) \tag{2.4}
\end{align*}
$$

Thus, the value of the last integral can be calculated from the given data $f$ and $g$ as defined in (1.5).

No response test, one-wave case. First, we consider the case where only one pair of Cauchy data $f=\left.u\right|_{\partial \Omega}, g=\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega}$ is given on $\partial \Omega$. Let $G \subset \Omega$ be a test domain. The idea of the no response test is to construct $v[\varphi]$ given in (1.6) such that it is small on $G$ and large outside of $G$.

Definition 2.1. Given some $\epsilon>0$ let $\mathcal{M}(G, \epsilon)$ be the set of all $\varphi \in L^{2}(\partial \Omega)$ such that the test functions $v[\varphi]$ satisfy the impulse size condition

$$
\begin{equation*}
\left\|\left.v[\varphi]\right|_{G}\right\|_{C^{1}(\bar{G})} \leq \epsilon \tag{2.5}
\end{equation*}
$$

We call this testing with impulses of maximal size $\epsilon$ on $G$.
In detail, the following test is carried out.
Definition 2.2 (no response test, one-wave case). Choose $\epsilon>0$ and some constant $c_{0}>0$, and consider admissible test domains $G \subset \Omega$. For all $\varphi \in \mathcal{M}(G, \epsilon)$ calculate the functional

$$
\begin{equation*}
I(\varphi):=\int_{\partial \Omega} J(x) \varphi(x) d s(x) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{\epsilon}(G):=\sup _{\varphi \in \mathcal{M}(G, \epsilon)} I(\varphi) . \tag{2.7}
\end{equation*}
$$

If $I_{\epsilon}(G)<c_{0}$, we call the domain $G$ positive and we say that we have no response. Otherwise, $G$ is denoted as negative, since the response is larger than $c_{0}$.

We define

$$
\begin{equation*}
I_{0}(G):=\lim _{\epsilon \rightarrow 0} I_{\epsilon}(G) \tag{2.8}
\end{equation*}
$$

We will show that if $u$ can be analytically extended into $\Omega \backslash G$, then $I_{0}(G)=0$, and, conversely, the condition $I_{0}(G)=0$ implies analytic extensibility into $\Omega \backslash \bar{G}$. The closure $\bar{G}$ of each test domain $G$ with $I_{0}(G)=0$ does contain the singular points $N(u)$ of the field $u$. Taking the intersections of the sets $\bar{G}$ for all possible test domains $G$ with $I_{0}(G)=0$ we obtain some upper estimate for this set of singular points $N(u)$ of $u$. The next sections will give a precise analysis of this situation. For practical reconstructions we will choose $\epsilon>0$ and $c_{0}>0$ and obtain an approximation for $N(u)$ by the intersection of all positive test domains.

No response test, multiwave case. Now, we assume that more than one pair of Cauchy data $f, g$ is given. Let $f(\xi), g(\xi)$ for $\xi=1, \ldots, N$ be a finite (for $N \in \mathbb{N}$ ) or infinite (for $N=\infty$ ) number of linearly independent Cauchy data. We assume that the set

$$
\begin{equation*}
\left\{f(\xi):=\left.u(\cdot, \xi)\right|_{\partial \Omega}: \xi \in \mathbb{N}\right\} \tag{2.9}
\end{equation*}
$$

is dense (and thus complete) in $L^{2}(\partial \Omega)$. Now, the functional $J$ depends on $\xi=$ $1,2, \ldots, N$; i.e., we have

$$
\begin{equation*}
J(x, \xi):=\frac{1}{2} u(x, \xi)-\int_{\partial \Omega}\left(\frac{\partial u(y, \xi)}{\partial \nu(y)} \Phi(x, y)-u(y, \xi) \frac{\partial \Phi(x, y)}{\partial \nu(y)}\right) d s(y) \tag{2.10}
\end{equation*}
$$

for $x \in \partial \Omega$ and $\xi=1, \ldots, N$. Then we formulate the following no response test for the multiwave case.

Definition 2.3 (no response test, multiwave case). Let $G$ be some test domain. Choose $\epsilon_{1}>0$ and some constant $c_{0}>0$. For all $\varphi \in \mathcal{M}\left(G, \epsilon_{1}\right)$ calculate the boundary values $\left.v[\varphi]\right|_{\partial \Omega}$. With the given data $f(\xi), \xi=1, \ldots, N$, find an approximation

$$
\begin{equation*}
q[\alpha]:=\sum_{\xi=1}^{N} \alpha_{\xi} f(\xi) \tag{2.11}
\end{equation*}
$$

to $\left.v[\varphi]\right|_{\partial \Omega}$ with

$$
\begin{equation*}
\left\|\left.v[\varphi]\right|_{\partial \Omega}-q[\alpha]\right\|_{L^{2}(\partial \Omega)} \leq \epsilon_{2} \tag{2.12}
\end{equation*}
$$

Here, we use $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots\right)$ and define $\mathcal{Q}\left(\epsilon_{2}, \varphi\right)$ as the set of $\alpha$ such that (2.12) is satisfied. The size of $\epsilon_{2}$ depends on the number of boundary data which are available. For $N=\infty$ the value $\epsilon_{2}$ can be chosen arbitrarily small. Then, with the functional

$$
\begin{equation*}
I(\varphi, \alpha):=\sum_{\xi=1}^{N} \alpha_{\xi} \int_{\partial \Omega} J(x, \xi) \varphi(x) d s(x) \tag{2.13}
\end{equation*}
$$

we calculate

$$
\begin{equation*}
I_{\epsilon_{1}, \epsilon_{2}}(G):=\sup _{\varphi \in \mathcal{M}\left(\epsilon_{1}\right), \alpha \in \mathcal{Q}\left(\epsilon_{2}, \varphi\right)} I(\varphi, \alpha) . \tag{2.14}
\end{equation*}
$$

If $I_{\epsilon_{1}, \epsilon_{2}}(G)<c_{0}$, we call the domain $G$ positive and we say that we have no response. Otherwise, $G$ is denoted as negative, since the response is (relatively) large.

Later, we will carry out the convergence analysis for the case where $N=\infty$. Then, analogously to the one-dimensional case, we define

$$
\begin{equation*}
I_{0,0}(G):=\lim _{\epsilon_{1} \rightarrow 0} \lim _{\epsilon_{2} \rightarrow 0} I_{\epsilon_{1}, \epsilon_{2}}(G) \tag{2.15}
\end{equation*}
$$

We will show that $I_{0,0}(G)$ is zero if and only if $D \subset G$. If $D \not \subset G$, we obtain $I_{0,0}(G)=\infty$. Then in the multiwave case the no response test will denote exactly those domains $G$ as positive which contain the unknown scatterer $D$ in its interior.
3. On the extensibility and singular points of a solution to the boundary value problem. Let $u$ be a solution to the boundary value problem (1.1)-(1.5). If the domain $D$ has analytic boundary, it is well known (see 5.7.1 in [9]) that the field $u$ can be analytically extended into the interior of $D$. The convergence of the no response test is strongly linked to the extensibility of the field $u$. Thus, for a proper analysis of the convergence of the no response test we need to study the extensibility of $u$ into the interior of $D$.

We would like to define some type of "minimal" set $M$ such that $u$ can be extended into the exterior $\Omega \backslash M$ of $M$ but not into any $\Omega \backslash N$ for $N \subset M, N \neq M$. However, due to the possible existence of Riemannian surfaces and the possible nonuniqueness of this extension, in general, the set $M$ will not be well defined as a single set.

A different idea would be to test for some kind of "singular" points on a Riemannian surface. However, there are a number of different types of "singular points." One possible definition would be to consider points to be singular where one of the derivatives of the field $u$ becomes singular. However, even if all derivatives are bounded, there might not be an analytic extension into the particular point. Further, a point $z$ might be singular in the sense that one extension of $u$ does have a singular derivative and there might still be some analytic extension of $u$ into the point $z$ along some different and complicated path. Here, we have chosen to use some kind of minimal definition. We call a point singular only if there does not exist any analytic continuation into this point.

Definition 3.1 (singular points of $u$ ). Consider an analytic function in $\Omega \backslash \bar{D}$. We call a point $z \in \Omega a$ singular point of the field $u$ if there is no analytic continuation of the field $u$ into a neighborhood of $z$.

Remark. The set of singular points might be empty. If it is not empty, it is a subset of the scattering domain $\bar{D}$, since by assumption $u$ is analytic in $\Omega \backslash \bar{D}$. Due to the existence of different analytic extensions on Riemannian surfaces there might be many singularities of these extended fields in different points of $\Omega$. But in singular points the field $u$ is singular on any branch of the Riemannian surface or is not contained in these branches at all.

In this work, we will restrict our attention to the problem of testing extensibility into the exterior of some admissible test domain $G$. Then all points into which no analytic extension exists will be a subset of this test domain; i.e., we obtain some upper estimate for the set of singular points of the field $u$.

The rest of this section is used to formulate some preparations. One basic tool for the investigation of analytic extensions is Taylor's expansion of the field $u$.

Lemma 3.2. We assume that $A_{e}:=\Omega \backslash \bar{A}$ is the open interior of the complement of some simply connected open set $A$ with boundary of class $C^{2}$. If $u$ is analytic in $A_{e}$ and for some $\rho>0$ the set

$$
\begin{equation*}
\left\{a_{\mu}(z):=\sup _{|h|=1} \rho^{\mu} \frac{\left|(h \cdot \nabla)^{\mu} u(z)\right|}{\mu!}: \mu \in \mathbb{N}\right\} \tag{3.1}
\end{equation*}
$$

of Taylor coefficients of $u$ is uniformly bounded by a constant $C$ for all $z \in A_{e}$ with $d(z, \partial \Omega)>\rho$, then $u$ is extensible into an open neighborhood of $\overline{A_{e}}$; i.e., there is a set $A^{\prime}$ with $\overline{A^{\prime}} \subset A$ such that $u$ is extensible into $A_{e}^{\prime}=\Omega \backslash \overline{A^{\prime}}$.

Proof. Consider some boundary point $z_{0}$. Due to our assumption for some $\rho>0$ the modulus of $a_{\mu}(z)$ is bounded for $z$ in a neighborhood of $z_{0}$ by a constant $C$. Then the Taylor series

$$
\begin{equation*}
\sum_{\mu=0}^{\infty} \frac{1}{\mu!}((x-z) \cdot \nabla)^{\mu} u(z) \tag{3.2}
\end{equation*}
$$

can be estimated by

$$
\begin{equation*}
\left|\sum_{\mu=0}^{\infty} \frac{1}{\mu!}((x-z) \cdot \nabla)^{\mu} u(z)\right| \leq \sum_{\mu=0}^{\infty} a_{\mu}\left(\frac{|x-z|}{\rho}\right)^{\mu} \tag{3.3}
\end{equation*}
$$

For $|x-z|<\rho$, the series (3.3) is absolutely convergent. In this case we apply Lemma 7.2 to see that $u$ can be analytically extended into the ball $B_{\rho}(z)$ of $z_{0}$. This is the case for every boundary point $z$.

At this point, we still might obtain different extensions of $u$ for different boundary points $z_{0}$. However, since $\partial A$ is of class $C^{2}$ we can choose $\tau>0$ sufficiently small such that for each two balls $B_{\tau}\left(z_{1}\right)$ and $B_{\tau}\left(z_{2}\right)$ with $z_{1}, z_{2} \in \partial A$ with $B_{\tau}\left(z_{1}\right) \cap B_{\tau}\left(z_{2}\right) \neq \emptyset$ the intersection $B_{\tau}\left(z_{1}\right) \cap B_{\tau}\left(z_{2}\right) \cap A_{e}$ is not empty and thus the extensions into the simply connected set $B_{\tau}\left(z_{1}\right) \cap B_{\tau}\left(z_{2}\right)$ are identical.
4. Convergence in the one-wave case. The goal of this section is to prove the first of our two main theorems - the convergence for the one-wave case.

Theorem 4.1. Let $G$ with $\bar{G} \subset \Omega$ be an admissible test domain. We have $I_{0}(G)=0$ if $u$ can be analytically extended into $\Omega \backslash G$. If $u$ cannot be analytically extended into $\Omega \backslash \bar{G}$, then we have $I_{\epsilon}(G)=\infty$ for all $\epsilon>0$ and thus $I_{0}(G)=\infty$.

Proof. First, we show that if $D \subset G$, i.e., if the true inclusion $D$ is a subset of the test domain $G$, then we obtain $I_{0}(G)=0$. For $D \subset G$ and $v[\varphi]$ defined by (1.6) we have

$$
\begin{equation*}
|v[\varphi](y)| \leq \epsilon, \quad y \in \partial D \subset \bar{G} \tag{4.1}
\end{equation*}
$$

Thus, from (2.4) we obtain

$$
\begin{align*}
|I(\varphi)| & \leq\left|\int_{\partial D} \frac{\partial u}{\partial \nu}(y) v[\varphi](y) d s(y)\right| \\
& \leq \epsilon \int_{\partial D}\left|\frac{\partial u}{\partial \nu}(y)\right| d s(y) \\
& \leq \epsilon c \tag{4.2}
\end{align*}
$$

with some constant $c$. Passing to the limit $\epsilon \rightarrow 0$ we obtain $I_{0}(G)=0$.

In the next step, we assume that the field $u$ can be analytically extended up to $\mathbb{R}^{m} \backslash G$; i.e., $u$ and $\frac{\partial u}{\partial \nu}$ are well defined and continuous on $\partial G$ (cf. Figure 4.1). If we are not in the first case, then

$$
\begin{equation*}
D^{*}:=D \cap\left(\mathbb{R}^{m} \backslash G\right) \tag{4.3}
\end{equation*}
$$

is not empty. We define

$$
\Gamma:=\partial(G \cap D)
$$



FIG. 4.1. Domains $D$ and $G$. The arrows indicate how the integration over $\partial D \backslash \bar{G}$ is transformed into an integration over $\Gamma$.

In this case we can use $\left.u\right|_{\partial D}=0$ and apply Green's second theorem to $v$ and $u$ in $D^{*}$ to calculate

$$
\begin{align*}
& \int_{\partial D} \frac{\partial u}{\partial \nu}(y) v[\varphi](y) d s(y) \\
& =\int_{\partial D}\left(\frac{\partial u}{\partial \nu}(y) v[\varphi](y)-\frac{\partial v[\varphi]}{\partial \nu}(y) u(y)\right) d s(y) \\
& =\int_{\Gamma}\left(\frac{\partial u}{\partial \nu}(y) v[\varphi](y)-\frac{\partial v[\varphi]}{\partial \nu}(y) u(y)\right) d s(y) \tag{4.4}
\end{align*}
$$

Since $u$ and $\frac{\partial u}{\partial \nu}$ are well defined and bounded on $\Gamma$, and since

$$
\begin{equation*}
\|v[\varphi]\|_{C^{1}(\bar{G})} \rightarrow 0, \quad \epsilon \rightarrow 0 \tag{4.5}
\end{equation*}
$$

the integral in (4.4) tends to zero for $\epsilon \rightarrow 0$. This proves that for $u$ extensible into $\Omega \backslash G$ the no response test yields $I_{0}(G)=0$.

In the third and final step we will show that if $u$ cannot be analytically extended into $\Omega \backslash \bar{G}$, we have $I_{0}(G)=\infty$.

First, if $u$ cannot be analytically extended into $\Omega \backslash \bar{G}$, then there must be some maximal parameter $\lambda_{0} \in(0,1)$ such that $u$ can be analytically extended into $\Omega \backslash G_{\lambda}$ for all $\lambda<\lambda_{0}$, but not into any $\Omega \backslash G_{\lambda}$ for any $\lambda>\lambda_{0}$. Then, for all $\rho>0$, the set (3.1) cannot be uniformly bounded for all $z \in \Omega \backslash G_{\lambda_{0}}$, since in this case we could construct
an analytic extension of $u$ into the interior of $G_{\lambda_{0}}$ and $\lambda_{0}$ would not be maximal. Thus, given some $\rho>0$ there must be a point $z_{0} \in \Omega \backslash G_{\lambda_{0}}$ (with $d\left(z_{0}, \partial \Omega\right)>\rho$ ) such that (3.1) is not uniformly bounded in any neighborhood of $z_{0}$. The point $z_{0}$ has a positive distance

$$
\begin{equation*}
\rho_{0}:=\inf _{y \in \bar{G}}\left|y-z_{0}\right| \tag{4.6}
\end{equation*}
$$

to the set $G$. Given $h \in \mathbb{R}^{m}$ with $|h|=1$ we define

$$
\begin{equation*}
\beta(z, \mu):=\sup _{y \in \bar{G}}\left\{\left(h \cdot \nabla_{z}\right)^{\mu} \Phi(y, z), \quad \nabla_{y}\left(h \cdot \nabla_{z}\right)^{\mu} \Phi(y, z)\right\} \tag{4.7}
\end{equation*}
$$

for $z$ in a neighborhood of $z_{0}$ and $\mu \in \mathbb{N}$. Then the $C^{1}(\bar{G})$-norm of the function

$$
\begin{equation*}
\Psi(\cdot, z):=\frac{\epsilon}{4 \beta(z, \mu)}\left(h \cdot \nabla_{z}\right)^{\mu} \Phi(\cdot, z) \tag{4.8}
\end{equation*}
$$

is bounded by $\epsilon / 2$ for $z$ in a neighborhood $V$ of $z_{0}$. For later use we assume that $V \subset B_{\rho_{0} / 2}\left(z_{0}\right)$.


Fig. 4.2. Domains $D, G$, and $M[z]$. The arrows indicate how the integration over $\partial D \backslash M[z]$ is transformed into an integration over $\gamma$.

For $z \in V \backslash G_{\lambda_{0}}$ we can find a domain $M[z]$ with (1) boundary of class $C^{2}$ such that (2) the homogeneous interior Dirichlet problem for $M[z]$ has only the trivial solution, (3) $u$ can be analytically extended into the exterior of $M[z]$, (4) $z \notin M[z]$, and (5) $M[z] \supset G$ (cf. Figure 4.2). Then the extension of $u$ into the exterior of $M[z]$ implies that $\left.u\right|_{\partial M[z]}$ and $\left.\frac{\partial u}{\partial \nu}\right|_{\partial M[z]}$ are well defined.

Now, on $\overline{M[z]}$ we approximate the function $\Psi(\cdot, z)$ by a sequence $v_{n}[z]:=v\left[\varphi_{n}\right]$ of single-layer potentials with density $\varphi_{n} \in L^{2}(\partial \Omega)$ as defined in (1.6), i.e., we have

$$
\begin{equation*}
\left\|v_{n}[z]-\Psi(\cdot, z)\right\|_{C^{1}(\overline{M[z]})} \leq \frac{1}{n} \tag{4.9}
\end{equation*}
$$

Since $G \subset M[z]$, we obtain the estimate

$$
\begin{align*}
\left\|v_{n}[z]\right\|_{C^{1}(\bar{G})} & \leq\left\|v_{n}[z]-\Psi(\cdot, z)\right\|_{C^{1}(\bar{G})}+\|\Psi(\cdot, z)\|_{C^{1}(\bar{G})} \\
& \leq \frac{1}{n}+\frac{\epsilon}{2} \tag{4.10}
\end{align*}
$$

for $z \in V \backslash N(u)$. For $n$ sufficiently large, we have $\left\|v_{n}[z]\right\|_{C^{1}(\bar{G})} \leq \epsilon$. In this case we derive from Green's second theorem

$$
\begin{align*}
& \int_{\partial D} \frac{\partial u}{\partial \nu}(y) v_{n}[z](y) d s(y) \\
& =\int_{\partial D}\left(\frac{\partial u}{\partial \nu}(y) v_{n}[z](y)-\frac{\partial v_{n}[z](y)}{\partial \nu} u(y)\right) d s(y) \\
& =\int_{\gamma}\left(\frac{\partial u}{\partial \nu}(y) v_{n}[z](y)-\frac{\partial v_{n}[z](y)}{\partial \nu} u(y)\right) d s(y), \tag{4.11}
\end{align*}
$$

where we define $\gamma:=\partial(M[z] \cap D)$ and where the normal on $\gamma$ is oriented into the exterior of the closed curve. Since we have $\gamma \subset \overline{M[z]}$ in the limit $n \rightarrow \infty$ we obtain the convergence of

$$
\begin{aligned}
& \int_{\partial \Omega} J(x) \varphi_{n}(x) d s(x) \\
& =\int_{\partial D} \frac{\partial u}{\partial \nu}(y) v_{n}[z](y) d s(y) \\
& =\int_{\gamma}\left\{\frac{\partial u}{\partial \nu}(y) v_{n}[z](y)-\frac{\partial v_{n}[z](y)}{\partial \nu} u(y)\right\} d s(y)
\end{aligned}
$$

towards the term

$$
\begin{align*}
& \int_{\gamma}\left\{\frac{\partial u}{\partial \nu}(y) \Psi(y, z)-\frac{\partial \Psi(y, z)}{\partial \nu(y)} u(y)\right\} d s(y) \\
& =\frac{\epsilon}{4 \beta(z, \mu)} \int_{\gamma}\left\{\frac{\partial u}{\partial \nu}(y)\left(h \cdot \nabla_{z}\right)^{\mu} \Phi(y, z)\right.  \tag{4.12}\\
& \left.\quad-\frac{\partial}{\partial \nu(y)}\left(\left(h \cdot \nabla_{z}\right)^{\mu} \Phi(y, z)\right) u(y)\right\} d s(y) \\
& =\frac{\epsilon}{4 \beta(z, \mu)}\left(h \cdot \nabla_{z}\right)^{\mu} u(z)-\frac{\epsilon}{4 \beta(z, \mu)}\left(h \cdot \nabla_{z}\right)^{\mu} u_{e x t}(z) \tag{4.13}
\end{align*}
$$

with

$$
\begin{equation*}
u_{e x t}(z):=\int_{\partial \Omega}\left\{\frac{\partial u}{\partial \nu}(y) \Phi(y, z)-\frac{\partial \Phi(y, z)}{\partial \nu(y)} u(y)\right\} d s(y) . \tag{4.14}
\end{equation*}
$$

As shown above for any fixed $\rho$ the $\mu$ th derivatives of $u$ multiplied by $\rho^{|\mu|} / \mu$ ! cannot be uniformly bounded for all $\mu \in \mathbb{N}$ in the neighborhood $V$ of $z_{0}$, i.e.,

$$
\begin{equation*}
\forall C>0 \exists \mu \in \mathbb{N} \text { and } z \in V \backslash G_{\lambda_{0}} \text { such that }\left|\frac{\rho^{\mu}}{\mu!} \cdot\left(h \cdot \nabla_{z_{0}}\right)^{\mu} u(z)\right| \geq C . \tag{4.15}
\end{equation*}
$$

For an analytic function $u(y)$ in a set $V$ we know that for each $z \in V$ there is a neighborhood $B_{\rho}(z)$ such that

$$
\begin{equation*}
\sum_{\mu=0}^{\infty} \frac{\left((y-z) \cdot \nabla_{z}\right)^{\mu}}{\mu!} f(z) \tag{4.16}
\end{equation*}
$$

is absolutely convergent towards $f$ on $B_{\rho}(z)$. This yields

$$
\begin{equation*}
\left|\left(h \cdot \nabla_{z}\right)^{\mu} f(z)\right| \leq c \frac{\mu!}{|y-z|^{\mu}} \tag{4.17}
\end{equation*}
$$

with $h:=\frac{(y-z)}{|y-z|}$ for some constant $c$. So due to the analyticity of the fundamental solution in $z$ uniformly for $y \in \bar{G}$, the constant $\beta=\beta(z, \mu)$ is seen to be bounded by

$$
\begin{equation*}
|\beta(z, \mu)| \leq c \frac{\mu!}{\rho_{1}^{\mu}}, \quad z \in V \backslash G_{\lambda_{0}}, \quad \mu \geq 1 \tag{4.18}
\end{equation*}
$$

with some constants $\rho_{1}$ and $c$. Further, we remark that the exterior term (4.14) is analytic, and for $\rho_{1}$ sufficiently small the second term of (4.13) can be estimated by a constant $\tilde{c}$. Altogether, we can find sequences $\left(\mu_{l}\right)_{l \in \mathbb{N}} \subset \mathbb{N},\left(z_{l}\right)_{l \in \mathbb{N}} \subset V$ and densities $\varphi_{l} \in L^{2}(\partial \Omega), l \in \mathbb{N}$, which satisfy the impulse size condition (2.5) such that the indicator functional $I\left(\varphi_{n}\right)$ can be estimated from below by

$$
\begin{align*}
I\left(\varphi_{l}\right) & =\int_{\partial D} \frac{\partial u}{\partial \nu}(y) v\left[\varphi_{l}\right](y) d s(y) \\
& \geq \frac{1}{c}\left|\frac{\epsilon}{4} \frac{\rho_{1}^{\mu_{l}}}{\mu_{l}!}\left(h \cdot \nabla_{z}\right)^{\mu_{l}} u\left(z_{l}\right)\right|-\tilde{c} \\
& \rightarrow \infty, \quad l \rightarrow \infty \tag{4.19}
\end{align*}
$$

Thus, $I_{\epsilon}(G)$ defined in (2.7) is unbounded and we have shown

$$
\begin{equation*}
I_{\epsilon}(G)=\infty, \quad I_{0}(G)=\infty \tag{4.20}
\end{equation*}
$$

which completes the proof of the theorem.
5. Decompositions of the field $\boldsymbol{u}$ into $\boldsymbol{u}=\boldsymbol{w}+\boldsymbol{v}$. This section contains several preparations which are needed to prove the convergence of the multiwave version of the no response test in the following section.
I. For the analysis of the multiwave case of the no response test we need the following decomposition of the field $u$ into the sum of an incident field $v$ and some scattered field $w$. Given the boundary data $f \in C(\partial \Omega)$ we define $v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ to be the solution of the interior Dirichlet problem to the Helmholtz equation with boundary values $f$. Now, given a solution $u$ to the boundary value problem (1.1)(1.5), i.e., $\left.u\right|_{\partial \Omega}=f$ and $\left.u\right|_{\partial D}=0$, we define

$$
\begin{equation*}
w:=u-v \tag{5.1}
\end{equation*}
$$

with the function $v$ defined by its Dirichlet boundary data $f:=\left.u\right|_{\partial \Omega}$. The function $v$ is considered to be some type of incident field, and the function $w$ satisfies

$$
\begin{equation*}
\left.w\right|_{\partial \Omega}=0,\left.\quad w\right|_{\partial D}=-\left.v\right|_{\partial D} \tag{5.2}
\end{equation*}
$$

and is called a scattered field.
II. Let $G$ be some test domain with $D \subset G$ and $z \in \Omega \backslash \bar{G}$ and consider a sequence $\left(v_{n}\right), n \in \mathbb{N}$, of single-layer potentials,

$$
\begin{equation*}
v_{n}:=v\left[\varphi_{n}\right] \tag{5.3}
\end{equation*}
$$

with boundary data $f_{n}:=v\left[\varphi_{n}\right]$, such that

$$
\begin{equation*}
\left\|v\left[\varphi_{n}\right]-\beta \Phi(\cdot, z)\right\|_{C^{1}(\bar{G})} \rightarrow 0, \quad n \rightarrow \infty \tag{5.4}
\end{equation*}
$$

In particular, we obtain the convergence

$$
\begin{equation*}
\left\|v\left[\varphi_{n}\right]-\beta \Phi(\cdot, z)\right\|_{C^{1}(\partial D)} \rightarrow 0, \quad n \rightarrow \infty \tag{5.5}
\end{equation*}
$$

Let $u_{n}$ be the solution of (1.1)-(1.5) with boundary data $\tilde{f}_{n}$ such that

$$
\begin{equation*}
\left\|\tilde{f}_{n}-f_{n}\right\|_{L^{2}(\partial \Omega)} \rightarrow 0 \tag{5.6}
\end{equation*}
$$

for $n \rightarrow \infty$. We define

$$
\begin{equation*}
w_{n}:=u_{n}-v_{n} \tag{5.7}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \left.w_{n}\right|_{\partial \Omega} \rightarrow 0, \quad n \rightarrow \infty \text { in } L^{2}(\partial \Omega)  \tag{5.8}\\
& \left.w_{n}\right|_{\partial D} \rightarrow-\beta \Phi(\cdot, z), \quad n \rightarrow \infty, \text { in } C(\partial D) \tag{5.9}
\end{align*}
$$

where the second equation is obtained via

$$
\begin{align*}
\left\|w_{n}+\beta \Phi(\cdot, z)\right\|_{C(\partial D)} & \leq\left\|u_{n}\right\|_{C(\partial D)}+\left\|-v_{n}+\beta \Phi(\cdot, z)\right\|_{C(\partial D)} \\
& \leq\left\|v_{n}-\beta \Phi(\cdot, z)\right\|_{C(\partial D)} \tag{5.10}
\end{align*}
$$

From (5.8) and (5.9) by the unique solvability of the interior Dirichlet problem in $\Omega \backslash D$ we obtain the convergence of $w_{n}$ towards some function $w$ with

$$
\begin{align*}
& \left.w\right|_{\partial \Omega}=0  \tag{5.11}\\
& \left.w\right|_{\partial D}=-\beta \Phi(\cdot, z) \tag{5.12}
\end{align*}
$$

We will denote this function by $w(\cdot, z)$ to indicate the dependence on the source point $z$.
III. As a preparation for the next section now consider the response functional (2.13) for the multiwave case. Here, we construct $\alpha_{\xi, n}$ in such a way that

$$
\begin{equation*}
\left\|\sum_{\xi} \alpha_{\xi, n} u(\cdot, \xi)-f_{n}\right\|_{L^{2}(\partial \Omega)} \rightarrow 0, \quad n \rightarrow \infty \tag{5.13}
\end{equation*}
$$

for the boundary data $f_{n}$ defined via (5.4). In this case using (2.4) we have

$$
\begin{align*}
& \sum_{\xi} \alpha_{\xi, n} \int_{\partial \Omega} J(x, \xi) \varphi_{n}(x) d s(x) \\
& =\int_{\partial D} v_{n}(y) \sum_{\xi} \alpha_{\xi, n} \frac{\partial u(y, \xi)}{\partial \nu} d s(y) \\
& =\int_{\partial D} \sum_{\xi} \alpha_{\xi, n}\{v_{n}(y) \frac{\partial u(y, \xi)}{\partial \nu}-\frac{\partial v_{n}(y)}{\partial \nu} \underbrace{u(y, \xi)}_{=0}\} d s(y) \tag{5.14}
\end{align*}
$$

Trivial identity yields

$$
\begin{equation*}
\int_{\partial D}\left\{v_{n}(y) \frac{\partial v_{n}(y)}{\partial \nu}-\frac{\partial v_{n}(y)}{\partial \nu} v_{n}(y)\right\} d s(y)=0 \tag{5.15}
\end{equation*}
$$

We subtract (5.15) from (5.14) to obtain

$$
\begin{align*}
& \sum_{\xi} \alpha_{\xi, n} \int_{\partial \Omega} J(x, \xi) \varphi_{n}(x) d s(x)  \tag{5.16}\\
& =\int_{\partial D}\left\{v_{n}(y)\left(\sum_{\xi} \alpha_{\xi, n} \frac{\partial u(y, \xi)}{\partial \nu}-\frac{\partial v_{n}(y)}{\partial \nu}\right)\right. \\
& \left.\quad-\frac{\partial v_{n}(y)}{\partial \nu}\left(\sum_{\xi} \alpha_{\xi, n} u(y, \xi)-v_{n}(y)\right)\right\} d s(y)
\end{align*}
$$

We define

$$
\begin{equation*}
u_{n}:=\sum_{\xi} \alpha_{\xi, n} u(\cdot, \xi), \quad n=1,2,3, \ldots \tag{5.17}
\end{equation*}
$$

By (5.13) this function $u_{n}$ with $\tilde{f}_{n}:=\left.u_{n}\right|_{\partial \Omega}$ satisfies the condition (5.6) with $v_{n}$ defined by (5.3)-(5.4). Then

$$
\begin{equation*}
w_{n}=u_{n}-v_{n}=\sum_{\xi=1}^{N} \alpha_{\xi, n} u(\cdot, \xi)-v_{n} \tag{5.18}
\end{equation*}
$$

converges towards $w(\cdot)$ on $\partial D$, which is the scattered field for an incident point source with source point $z$. We remark that the function $u_{n}$ is zero on $\partial D$ and $v_{n}$ is analytic and converges in $C^{1}(\partial D)$ towards $\beta \Phi(\cdot, z)$. By standard integral equation methods we obtain convergence of the normal derivatives on $\partial D$; i.e., the term

$$
\begin{equation*}
\frac{\partial w_{n}}{\partial \nu}=\frac{\partial}{\partial \nu}\left(u_{n}-v_{n}\right)=\sum_{\xi=1}^{N} \alpha_{\xi, n} \frac{\partial u(y, \xi)}{\partial \nu}-\frac{\partial v_{n}(y)}{\partial \nu} \tag{5.19}
\end{equation*}
$$

converges towards $\frac{\partial w}{\partial \nu}$ on $\partial D$. Thus, for the functional (5.16) we have the convergence

$$
\begin{align*}
& \sum_{\xi=1}^{N} \alpha_{\xi, n} \int_{\partial \Omega} J(x, \xi) \varphi_{n}(x) d s(x) \\
& \rightarrow \beta \int_{\partial D}\left\{\Phi(y, z) \frac{\partial w(y, z)}{\partial \nu(y)}-\frac{\partial \Phi(y, z)}{\partial \nu(y)} w(y, z)\right\} d s(y) \tag{5.20}
\end{align*}
$$

for $n \rightarrow \infty$.
6. Convergence in the multiwave case. We are now prepared to prove the second of our two main theorems.

Theorem 6.1. Consider the multiwave case of the no response test where the condition (2.9) is satisfied. For some test domain $G$ we obtain $I_{0,0}(G)=0$ if $D \subset G$ and $I_{0,0}(G)=\infty$ if $D \not \subset G$. In particular, for $D \not \subset G$ we have $I_{\epsilon_{1}, \epsilon_{2}}(G)=\infty$ for all
$\epsilon_{1}, \epsilon_{2}>0$. This proves in the limit $\epsilon_{1}, \epsilon_{2} \rightarrow 0$ the convergence of the no response test for the multiwave case towards the true inclusion $D$.

Proof. First, consider the case $D \subset G$. In this case, as shown in (5.16) for $\varphi \in \mathcal{M}\left(\epsilon_{1}\right)$ and $\alpha \in \mathcal{Q}\left(\epsilon_{2}, \varphi\right)$, we obtain
(6.1) $\sum_{\xi=1}^{N} \alpha_{\xi} \int_{\partial \Omega} J(x, \xi) \varphi(x) d s(x)$
$=\int_{\partial D}\left\{v[\varphi](y)\left(\sum_{\xi} \alpha_{\xi} \frac{\partial u(y, \xi)}{\partial \nu}-\frac{\partial v[\varphi](y)}{\partial \nu}\right)\right.$
$\left.-\frac{\partial v[\varphi](y)}{\partial \nu}\left(\sum_{\xi} \alpha_{\xi} u(y, \xi)-v[\varphi](y)\right)\right\} d s(y)$.
For the multiwave version of the no response test according to (2.11) and (2.12) we have chosen the coefficients $\alpha_{\xi}$ such that the $L^{2}$-norm $\|w[\varphi]\|_{L^{2}(\partial \Omega)}$ of the scattered field

$$
\begin{equation*}
w[\varphi]:=\sum_{\xi=1}^{N} \alpha_{\xi} u(\cdot, \xi)-v[\varphi] \tag{6.2}
\end{equation*}
$$

is bounded by $\epsilon_{2}$. By construction of the set $\mathcal{M}$ in (2.5) of Definition 2.1 and the Dirichlet boundary condition for $u$ we further have

$$
\begin{equation*}
\|w[\varphi]\|_{C(\partial D)} \leq \epsilon_{1}, \quad\|v[\varphi]\|_{C(\partial D)} \leq \epsilon_{1}, \quad\left\|\frac{\partial v[\varphi]}{\partial \nu}\right\|_{C(\partial D)} \leq \epsilon_{1} \tag{6.3}
\end{equation*}
$$

By the continuity of the interior Dirichlet-to-Neumann map on $\partial D$ in combination with classical regularity results for the normal derivative on a $C^{2}$-boundary $\partial D$, we obtain the estimate

$$
\begin{equation*}
\left\|\frac{\partial w[\varphi]}{\partial \nu}\right\|=\left\|\sum_{\xi} \alpha_{\xi} \frac{\partial u(y, \xi)}{\partial \nu}-\frac{\partial v[\varphi](y)}{\partial \nu}\right\|_{C(\partial D)} \leq c_{1} \cdot\left(\epsilon_{1}+\epsilon_{2}\right) \tag{6.4}
\end{equation*}
$$

with some constant $c_{1}$. Thus, the functional (6.1) is bounded by

$$
\begin{equation*}
c \cdot \epsilon_{1} \cdot\left(\epsilon_{1}+\epsilon_{2}\right) \tag{6.5}
\end{equation*}
$$

with some constant $c$. We have proven that the functional $I_{\epsilon_{1}, \epsilon_{2}}(G)$ of the multiwave no response test (defined in (2.14)) is bounded. In the limit $\epsilon_{1}, \epsilon_{2} \rightarrow 0$ we obtain convergence towards zero. This yields

$$
\begin{equation*}
I_{0,0}(G)=0 \tag{6.6}
\end{equation*}
$$

Next, we assume that $D \not \subset G$. Then there is a point $z_{0} \in \partial D \backslash \bar{G}$ located in the component of $\Omega \backslash(D \cup G)$ which is connected to $\partial \Omega$ and which satisfies

$$
\begin{equation*}
\rho:=\inf _{y \in \bar{G}}\left|y-z_{0}\right|>0 . \tag{6.7}
\end{equation*}
$$

In this case for $z \in B_{\rho / 2}\left(z_{0}\right) \cap(\Omega \backslash \bar{D})$ we use the construction worked out in section 5 , parts II and III, but now for some test domain $M[z]$ which satisfies the conditions (1)
to (4) of section 4 and (5) $\overline{D \cup G} \subset M[z]$. This construction generates a sequence of incident fields $v_{n}$ which approximate $\beta \Phi(\cdot, z)$ in $C^{1}(\bar{D} \cup \bar{G})$. The scattered field $w_{n}$ converges towards the function defined in (5.11) and (5.12). Thus, using (5.20) we obtain

$$
\begin{align*}
& \left|\sum_{\xi=1}^{N} \alpha_{\xi, n} \int_{\partial \Omega} J(x, \xi) \varphi_{n}(x) d s(x)\right| \\
& \rightarrow \beta\left|\int_{\partial D}\left\{\Phi(y, z) \frac{\partial w(y, z)}{\partial \nu(y)}-\frac{\partial \Phi(y, z)}{\partial \nu(y)} w(y, z)\right\} d s(y)\right| \\
& =\beta\left|w(z, z)-\int_{\partial \Omega} \Phi(y, z) \frac{\partial w(y, z)}{\partial \nu(y)} d s(y)\right| \tag{6.8}
\end{align*}
$$

We remark that by Theorem $7.1 w(z, z)$ is unbounded for $z \rightarrow z_{0} \in \partial D$, but $\frac{\partial w(\cdot, z)}{\partial \nu}$ is bounded on $\partial \Omega$. We estimate the integral for $z \in B_{\rho / 2}\left(z_{0}\right)$ by some constant $\tilde{c}$. For sufficiently large $n$ this yields

$$
\begin{align*}
& \left|\sum_{\xi=1}^{N} \alpha_{\xi, n} \int_{\partial \Omega} J(x, \xi) \varphi_{n}(x) d s(x)\right| \\
& \geq \frac{\beta}{2}(|w(z, z)|-\tilde{c}) \\
& \rightarrow \infty, \quad z \rightarrow z_{0} \tag{6.9}
\end{align*}
$$

Thus, we have constructed a sequence $\varphi_{n} \in \mathcal{M}\left(\epsilon_{1}\right)$ and $\alpha_{n} \in \mathcal{Q}\left(\epsilon_{2}, \varphi_{n}\right)$ such that $I\left(\varphi_{n}, \alpha_{n}\right)$ defined in (2.13) is unbounded. For the indicator function (2.14) this proves

$$
\begin{equation*}
I_{\epsilon_{1}, \epsilon_{2}}(G)=\infty \tag{6.10}
\end{equation*}
$$

for all $\epsilon_{1}, \epsilon_{2}>0$ and thus $I_{0,0}(G)=\infty$. Hence, the proof is complete.
7. Appendix. Here, our first goal is to analyze the behavior of a solution to the boundary value problem (5.11), (5.12) in the limit $z \rightarrow \partial D$.

THEOREM 7.1. The solution $w(\cdot, z)$ of the Helmholtz equation in $\Omega \backslash \bar{D}$ with boundary values given by (5.11), (5.12) has the behavior

$$
\begin{equation*}
|w(z, z)| \rightarrow \infty, \quad z \rightarrow \partial D \tag{7.1}
\end{equation*}
$$

Let $M$ be a domain with $\bar{M} \subset \Omega \backslash \bar{D}$. Then we have

$$
\begin{equation*}
\left\|\frac{\partial w(\cdot, z)}{\partial \nu}\right\|_{C(\partial \Omega)} \leq C \tag{7.2}
\end{equation*}
$$

uniformly for $z \in M$ with some constant $C$.
Proof. The proof is analogous to the case of obstacle scattering as worked out in detail in [12, Theorem 2.1.15 and Lemma 2.1.10].

Second, for the convenience of the reader we add some material about Taylor's series and analyticity of multidimensional functions.

Lemma 7.2. Consider the directional Taylor expansion

$$
\begin{equation*}
u(x)=\sum_{\mu=0}^{\infty} \frac{1}{\mu!}((x-z) \cdot \nabla)^{\mu} u(z) \tag{7.3}
\end{equation*}
$$

If, for $|x-z|<\rho$, the series (3.3) is absolutely convergent, then the function $u$ is analytic in $B_{\rho}(z)$.

Proof. First, recall the general form of the multidimensional Taylor series of $u$,

$$
\begin{equation*}
u(x)=\sum_{\xi=0}^{\infty} b_{\xi}(x-z)^{\xi} \tag{7.4}
\end{equation*}
$$

with the multi-index $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$, the coefficients

$$
\begin{equation*}
b_{\xi}=\frac{1}{\xi_{1}!\cdots \xi_{n}!} \cdot \frac{\partial^{\xi_{1}+\cdots+\xi_{n}} u(z)}{\partial z_{1}^{\xi_{1}} \cdots \partial z_{n}^{\xi_{n}}} \tag{7.5}
\end{equation*}
$$

and the multipower and multisum

$$
\begin{equation*}
z^{\xi}=z_{1}^{\xi_{1}} \cdot \ldots \cdot z_{n}^{\xi_{n}}, \quad \sum_{\xi=0}^{m} a_{\xi}:=\sum_{\xi_{1}=0}^{m_{1}} \cdots \sum_{\xi_{n}=0}^{m_{n}} a_{\left(\xi_{1}, \ldots, \xi_{n}\right)} \tag{7.6}
\end{equation*}
$$

for $m=\left(m_{1}, \ldots, m_{n}\right)$. The form (7.4) is also the general local representation of an analytic function. We employ the standard formula

$$
\begin{align*}
& \binom{\mu}{k-1}+\binom{\mu}{k}=\frac{\mu!}{(k-1)!(\mu-k+1)!}+\frac{\mu!}{k!(\mu-k)!} \\
& =\frac{\mu!}{k!(\mu-k+1)!}\{k+(\mu-k+1)\}=\frac{\mu!}{k!(\mu-k+1)!}(\mu+1) \\
& =\frac{(\mu+1)!}{k!(\mu+1-k)!}=\binom{\mu+1}{k} . \tag{7.7}
\end{align*}
$$

In the case of absolute convergence we are able to reorder the terms in (7.3) via the binomial formula, which in the two-dimensional case is given by

$$
\begin{equation*}
\left(\left(x_{1}-z_{1}\right) \partial_{1}+\left(x_{2}-z_{2}\right) \partial_{2}\right)^{\mu}=\sum_{k=0}^{\mu}\binom{\mu}{k}\left(x_{1}-z_{1}\right)^{k}\left(x_{2}-z_{2}\right)^{\mu-k} \partial_{1}^{k} \partial_{2}^{\mu-k} \tag{7.8}
\end{equation*}
$$

We obtain

$$
\begin{align*}
& \sum_{\mu=0}^{\infty} \frac{1}{\mu!}((x-z) \cdot \nabla)^{\mu} u(z) \\
& =\sum_{\mu=0}^{\infty} \frac{1}{\mu!} \sum_{k=0}^{\mu}\binom{\mu}{k}\left(x_{1}-z_{1}\right)^{k}\left(x_{2}-z_{2}\right)^{\mu-k} \partial_{1}^{k} \partial_{2}^{\mu-k} u(z) \\
& =\sum_{\xi_{1}=0}^{\infty} \sum_{\xi_{2}=0}^{\infty} \frac{1}{\xi_{1}!\xi_{2}!}\left(x_{1}-z_{1}\right)^{\xi_{1}}\left(x_{2}-z_{2}\right)^{\xi_{2}} \partial_{1}^{\xi_{1}} \partial_{2}^{\xi_{2}} u(z) \\
& =\sum_{\xi=0}^{\infty} b_{\xi}(x-z)^{\xi} \tag{7.9}
\end{align*}
$$

where we replaced $k=\xi_{1}$ and $\mu-k=\xi_{2}$ and observe that when $\mu=0$ to $\infty$ and $k=0$ to $\mu$ the variables $\xi_{1}$ and $\xi_{2}$ run through all numbers between 0 and $\infty$ such that each point $\left(\xi_{1}, \xi_{2}\right) \in \mathbb{N}_{0} \times \mathbb{N}_{0}$ is hit once. This proves analyticity of the function $u$. A proof for higher $n$ is carried out analogously.
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#### Abstract

We study the one-dimensional equations governing compressible flows of $m$ miscible components in a porous medium. The equations are reduced to a quasi-linear parabolic system for the discharge function $P$ and the concentrations $c_{i}$. The equations of this system are strongly coupled since the parabolic equation for $c_{i}$ contains both the second derivative $c_{i x x}$ and the second derivative $P_{x x}$. We prove global weak solvability of an initial boundary-value problem both in the Eulerian and Lagrangian formulations.
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1. Introduction. We address the question of global solvability of the onedimensional equations which govern flows of $m$ miscible components in porous media. For the reader's convenience, we restate the basic three-dimensional model [3], [10], [17].

The seepage velocity $\mathbf{u}(\mathbf{x}, t)$ obeys the Darcy law

$$
\begin{equation*}
\mathbf{u}=-\frac{k}{\mu}(\nabla p-\rho g \nabla z) . \tag{1.1}
\end{equation*}
$$

Here, $p$ is the mixture pressure, $\rho$ is the mixture density, $z$ is the vertical component of the space-point vector $\mathbf{x}$ (we assume that $z$ grows in the direction of the gravitation acceleration vector $\mathbf{g}$ ), $\mu$ is the viscosity, and $k$ is the permeability.

When the fluid is slightly compressible, pressure and density are related by the state equation

$$
\frac{d \rho}{\rho}=\nu d p
$$

where $\nu$ is the compressibility constant. Given some reference conditions, one can write the state equation as

$$
\rho=\rho_{r} \exp \left(\nu\left(p-p_{r}\right)\right), \quad p_{r}=\mathrm{const}, \quad \rho_{r}=\text { const }>0,
$$

or equivalently

$$
\begin{equation*}
p=\frac{1}{\nu} \ln \frac{\rho}{\kappa} \text { with } \kappa=\rho_{r} e^{-\nu p_{r}} \tag{1.2}
\end{equation*}
$$

[^109]The mixture mass conservation law is written as

$$
\begin{equation*}
\frac{\partial \Phi \rho}{\partial t}+\operatorname{div}(\rho \mathbf{u})=0, \quad 0 \leq \Phi \leq 1 \tag{1.3}
\end{equation*}
$$

where $\Phi$ is the porosity, the fraction of volume occupied by the fluid.
If chemical reactions do not occur, the change of volume concentration $c_{i}$ of the $i$ th component of the fluid mixture is described by the equation

$$
\begin{equation*}
\frac{\partial \Phi \rho c_{i}}{\partial t}+\operatorname{div} \mathbf{q}_{i}=0, \quad\left(\mathbf{q}_{i}\right)_{j} \equiv \rho c_{i} u_{j}-\rho D_{j k} \frac{\partial c_{i}}{\partial x_{k}}, \quad i=1, \ldots, m, \quad j=1,2,3 \tag{1.4}
\end{equation*}
$$

The diffusion-dispersion tensor $D$ is given by the formula

$$
D_{i j}=\Phi d_{m} \delta_{i j}+\Phi|\mathbf{u}|\left(d_{e} \frac{u_{i} u_{j}}{|\mathbf{u}|^{2}}+d_{t}\left(1-\frac{u_{i} u_{j}}{|\mathbf{u}|^{2}}\right)\right)
$$

where $d_{m}$ is the diffusion, and $d_{e}$ and $d_{t}$ are the dispersion coefficients.
Equations (1.1)-(1.3) cannot be solved independently of (1.4) because of the constitutive law

$$
\begin{equation*}
\mu=\mu\left(c_{1}, c_{2}, \ldots, c_{m}\right) \tag{1.5}
\end{equation*}
$$

The parameters $k, \nu, \Phi, d_{m}, d_{e}, d_{t}$ are normally assumed to be positive constants.
Due to the definition of $c_{i}$, equations (1.4) are coupled by the restrictions

$$
\begin{equation*}
0 \leq c_{i}, \quad \sum_{1}^{m} c_{j}=1 \tag{1.6}
\end{equation*}
$$

Note that because of equality (1.6), the equation for $c_{m}$ in (1.4) is a consequence of (1.3) and of the first $m-1$ equations in (1.4).

Equations (1.1)-(1.6) have many applications and serve as a basis for the computer modeling of petroleum reservoir flows, underground contamination problems, etc. $[5,6]$. As for the incompressible flows, we refer the reader to the results in [4], [8], [7], [15].

One-dimensional vertical flows equations in the domain $|x|<1$ reduce to the system

$$
\begin{align*}
(\Phi \rho)_{t}+(\rho u)_{x} & =0, \quad u=-\lambda\left(p_{x}-g \rho\right), \quad \lambda \equiv \frac{k}{\mu}, \quad p=\frac{1}{\nu} \ln \frac{\rho}{\kappa}  \tag{1.7}\\
\left(\Phi \rho c_{i}\right)_{t}+\left(\rho c_{i} u\right)_{x} & =\left(\rho D(u) c_{i x}\right)_{x}, \quad D(u) \equiv \Phi\left(d_{m}+d_{p}|u|\right), \quad 1 \leq i \leq m-1 \tag{1.8}
\end{align*}
$$

with the restrictions

$$
\begin{equation*}
0 \leq c_{i}, \quad \sum_{1}^{m-1} c_{j} \leq 1 \tag{1.9}
\end{equation*}
$$

Global existence of this system was studied in [2] under the Douglas-Roberts [5] assumption that the term $\rho_{x} c_{i} u$ in each equation of system (1.8) is negligible and the derivative $\left(\rho c_{i} u\right)_{x}$ can be substituted with the sum $\rho c_{i x} u+\rho c_{i} u_{x}$. Here, we perform the analysis of system (1.7)-(1.9) without any smallness hypothesis. All the mathematical difficulties to overcome stem from the fact that the vector

$$
\mathbf{v}:=\left(P, c_{1}, c_{2}, \ldots, c_{m-1}\right)^{T}
$$

with $P$ standing for the fluid discharge, solves the quasi-linear parabolic system (2.1)(2.2) in the form

$$
\begin{equation*}
\mathbf{v}_{t}=A\left(\mathbf{v}, \mathbf{v}_{x}\right) \mathbf{v}_{x x}+\mathbf{f}\left[x, \mathbf{v}, \mathbf{v}_{x}\right] \tag{1.10}
\end{equation*}
$$

with a triangular $m \times m$-matrix $A$ and with $\mathbf{f}$ being a nonlocal term containing the integral $\int_{-1}^{x} \exp (\nu P(y, t)) d y$. Triangularity means that the parabolic equation for $P$ does not contain the second derivative $\partial_{x x} c_{i}$, but the parabolic equation for $c_{i}$ contains both the second derivatives $\partial_{x x} c_{i}$ and $\partial_{x x} P$. For system (1.10), a global existence theory is not yet developed. The theory of Ladyzhenskaya, Solonnikov, and Ural'ceva [13] can be applied to system (1.10) provided that $A$ is diagonal and $A_{11}=$ $A_{22}=\cdots=A_{m m}$. The results of Amann [1] concern the triangular matrix $A$, but they are valid under the assumption that some a priori estimates hold. Interestingly, triangular parabolic systems

$$
\begin{equation*}
\mathbf{v}_{t}=\left(B(\mathbf{v}) \mathbf{v}_{x}\right)_{x}+(\mathbf{f}(\mathbf{v}))_{x} \tag{1.11}
\end{equation*}
$$

arise also in the theory of three-phase capillary immiscible flows in porous media [9]. But the results obtained for system (1.11) are not applicable here, since the matrix $B$ does not depend on $\mathbf{v}_{x}$.

We study system (1.7)-(1.9) in the domain

$$
Q=\Omega \times(0, T), \quad \Omega=\{x:|x|<1\}
$$

The initial and boundary-value conditions are

$$
\begin{align*}
& \left.p\right|_{t=0}=p_{0},\left.\quad c_{i}\right|_{t=0}=c_{i}^{0}  \tag{1.12}\\
& \left.u\right|_{|x|=1}=0,\left.\quad \partial_{x} c_{i}\right|_{|x|=1}=0, \quad 1 \leq i \leq m-1 \tag{1.13}
\end{align*}
$$

We denote $\rho_{0}=\rho_{r} \exp \left(\nu\left(p_{0}-p_{r}\right)\right)$.
We assume that the mobility function $\lambda(\mathbf{c}), \mathbf{c}:=\left(c_{1}, c_{2}, \ldots, c_{m-1}\right)^{T}$, is defined not only in the domain (1.9) but in the whole space $\mathbb{R}^{m-1}$ and

$$
\begin{equation*}
\lambda \in C^{2}\left(\mathbb{R}^{m-1}\right), \quad 0<\lambda_{0} \leq \lambda(\mathbf{c}) \leq \lambda_{0}^{-1} \tag{1.14}
\end{equation*}
$$

In what follows, we use the Sobolev spaces $W^{k, p}(\Omega), W_{p}^{k, l}(Q)$, the Orlicz and Sobolev-Orlicz spaces $L_{M}(\Omega), W_{M}^{1}(\Omega)$ (associated with an admissible convex function $M$ ), and the Hölder spaces $H^{k+\alpha,(k+\alpha) / 2}(\bar{Q})$ [12], [11], [13]; the corresponding definitions will be restated below.

We define a weak solution $(u, p, \rho, \mathbf{c})$ of problem (1.7)-(1.9), (1.12), (1.13) as follows:
(i) $u \in L^{\infty}\left(0, T ; L_{M}(\Omega)\right) \cap L^{3 / 2}\left(0, T ; W^{1,3 / 2}(\Omega)\right) \cap L^{3}(Q)$;
$p, \rho \in L^{\infty}\left(0, T ; W_{M}^{1}(\Omega)\right) \cap L^{3 / 2}\left(0, T ; W^{2,3 / 2}(\Omega)\right)$ $\cap L^{3}\left(0, T ; W^{1,3}(\Omega)\right) \cap L^{\infty}(Q) ; \quad p_{t}, \rho_{t} \in L^{3 / 2}(Q) ;$
$\mathbf{c} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$
with $M(s)=|s| \ln (1+|s|)-|s|+\ln (1+|s|)$;
(ii) the equations
$(\Phi \rho)_{t}+(\rho u)_{x}=0, \quad u=-\lambda(\mathbf{c})\left(p_{x}-g \rho\right), \quad p=\frac{1}{\nu} \ln \frac{\rho}{\kappa}$,
hold a.e. in $Q$;
(iii) equations (1.8) hold weakly in the following sense:
$\iint_{\bar{Q}} \rho \mathbf{c}\left(\Phi \psi_{t}+u \psi_{x}\right)-\rho D(u) \mathbf{c}_{x} \psi_{x} d x d t=-\int_{\Omega} \Phi \rho_{0}(x) \mathbf{c}_{0}(x) \psi(x, 0) d x$
for any $\psi \in C^{1}(\bar{Q})$ such that $\psi(x, T)=0$.

We formulate the main result.
Theorem 1.1. Assume that $p_{0} \in W^{2,2}(\Omega), \mathbf{c}_{0} \in L^{2}(\Omega)$ and that the function $\lambda(\mathbf{c})$ satisfies restrictions (1.14). Then, problem (1.7)-(1.9), (1.12), (1.13) has a weak solution such that $\inf _{Q} \rho>0$.

Observe that restrictions (1.9) are not included in the above definition. To justify the notion of weak solution we establish the following claim.

THEOREM 1.2. If the weak solution $(u, p, \rho, \mathbf{c})$ is regular enough, it satisfies restrictions (1.9), provided that they are valid for the initial data $\mathbf{c}_{0}$.

We comment on the proofs. The first step is the reduction of the basic equations (1.7)-(1.8) to the parabolic system

$$
\begin{align*}
& \Phi P_{t}-\lambda(\mathbf{c})\left|P_{x}\right|^{2}=\left(\frac{\lambda(\mathbf{c})}{\nu} P_{x}\right) x  \tag{1.15}\\
& \Phi \mathbf{c}_{t}-\lambda(\mathbf{c}) P_{x} \mathbf{c}_{x} \\
& \quad=\Phi\left[\left(d_{m}+d_{p}\left|\lambda(\mathbf{c}) P_{x}\right|\right) \mathbf{c}_{x}\right]_{x}+\Phi\left(d_{m}+d_{p}\left|\lambda(\mathbf{c}) P_{x}\right|\right) \mathbf{c}_{x} \rho_{x} \rho^{-1} \tag{1.16}
\end{align*}
$$

where $P$ is the discharge function, related to the velocity $u$ by the Darcy law $u=$ $-\lambda(\mathbf{c}) P_{x}$; the density $\rho$ is given by the representation formula

$$
\rho(x, t)=\kappa e^{\nu P(x, t)} /\left(1-\nu \kappa g \int_{-1}^{x} e^{\nu P(y, t)} d y\right)
$$

This reduction has a twofold meaning. On the one hand, it enables us to derive a number of a priori estimates like the maximum principles for $P$ and $c_{i}$. Particularly, the claim of Theorem 1.2 follows immediately from (1.16). On the other hand, one can see that the basic equations are as difficult as the strongly coupled parabolic system (1.15)-(1.16), with (1.16) for $\mathbf{c}$ containing both the second derivative $\mathbf{c}_{x x}$ and the second derivative $P_{x x}$. Moreover, it becomes clear that it is impossible to obtain a regular solution without an a priori estimate

$$
\begin{equation*}
\|u\|_{C^{0}(\bar{Q})} \stackrel{?}{\leq} \mathrm{const} \tag{1.17}
\end{equation*}
$$

according to the existing theory of parabolic equations (see, for a example, [13]).
The a priori estimates obtained are those which correspond to item (i) of the definition of weak solution. They do not guarantee the bound (1.17); this is why our results concern only the weak solutions.

Starting from system (1.15)-(1.16), we construct approximate solutions and study their compactness.

As follows from a priori estimates, the last term in (1.16) belongs to only $L^{1}(Q)$. Thus, one cannot substitute this equation by Galerkin approximation equations. In this sense, (1.8) is better. But there is an obstacle in the study of the system

$$
\begin{equation*}
\Phi P_{t}-\lambda(\mathbf{c})\left|P_{x}\right|^{2}=\left(\frac{\lambda(\mathbf{c})}{\nu} P_{x}\right) x, \quad(\Phi \rho \mathbf{c})_{t}+(\rho \mathbf{c} u)_{x}=\left(\rho D(u) \mathbf{c}_{x}\right)_{x} \tag{1.18}
\end{equation*}
$$

Whatever approximation $\left(P_{n}, \mathbf{c}_{n}\right)$, the functions $\mathbf{c}_{n}$ should converge a.e. in $Q$ in order to pass to the limit in the equation $u_{n}=-\lambda\left(\mathbf{c}_{n}\right) P_{n x}$. With the estimate $\left\|\mathbf{c}_{n}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq b$ at hand, one could prove the convergence of $\mathbf{c}_{n}$ a.e. in $Q$ by the Aubin-Lions compactness theorem [14] if there were an estimate of $\mathbf{c}_{n t}$ in some weak norm. From (1.8), one can obtain such an estimate for the time derivative
$\left(\Phi \rho_{n} \mathbf{c}_{n}\right)_{t}$, but not for the time derivative $\mathbf{c}_{n t}$. Moreover, the presence of the density $\rho$ makes (1.8) a degenerate parabolic equation for $\mathbf{c}$, and the problem of existence of Galerkin approximations also becomes more complicated.

To avoid these technical difficulties, we propose another approach. Its main ingredient is the passage to the Lagrangian variables $(x, t) \rightarrow(\xi, t)$ by the formulas (2.6) and (2.7) below. In the new variables, system (1.18) reads

$$
\begin{equation*}
\nu P_{t}=\Phi \rho\left(\lambda(\mathbf{c}) \rho P_{\xi}\right)_{\xi}, \quad \mathbf{c}_{t}=\Phi\left(\rho^{2} D \mathbf{c}_{\xi}\right)_{\xi}, \quad \rho=\kappa e^{\nu P+\nu g(1+\xi) / \Phi} \tag{1.19}
\end{equation*}
$$

We define approximate solutions $\left(P_{n}(\xi, t), \mathbf{c}_{n}(\xi, t)\right)$, by the semi-Galerkin method, in the sense that $P_{n}$ and $\mathbf{c}_{n}$ solve the first equation in (1.19) exactly and solve the second equation approximately (see section 4).

It is an advantage of system (1.19) that $P_{n}$ and $\mathbf{c}_{n}$ enjoy the same a priori estimates (except (1.9)) as the solution $(P(\xi, t), \mathbf{c}(\xi, t))$ itself, including the estimates for the time derivatives of $P_{n}$ and $\mathbf{c}_{n}$. One more advantage is the straightforward estimate $\inf _{Q} \rho>0$.

Thus, we first prove global solvability of system (1.19) (Theorem 5.1), equipped with the corresponding initial and boundary conditions. Then, the same result for system (1.18) (Theorem 5.2) is obtained by the inverse change of variables $(\xi, t) \rightarrow$ $(x, t)$. Theorem 1.1 is an easy consequence of Theorem 5.2.

Though any regular solution of (1.19) satisfies the restrictions (1.9), it is not true for the approximate concentrations $\mathbf{c}_{n}$ since they do not exactly solve the second equation in (1.19). Due to the technique developed in [16], there is a possibility of deriving properties (1.9) for the weak solutions using only the weak formulation (see item (iii) in the definition of weak solution). But to apply this technique one needs estimate (1.17). Thus, the validity of properties (1.9) for the weak solution is an open problem.
2. Different settings of the problem. First, we show that the basic flow equations can be formulated as a quasi-linear parabolic system. We introduce the fluid discharge function $P$ as follows:

$$
P:=p-\frac{g(1+\xi)}{\Phi}, \quad \xi(x, t):=\Phi \int_{-1}^{x} \rho(y, t) d y-1
$$

Here, $\xi$ is the mass Lagrange variable. For simplicity we assume that

$$
\Phi \int_{-1}^{1} \rho_{0}(x) d x=2
$$

Due to the mass conservation law and the boundary condition $\left.u\right|_{|x|=1}=0$, we have

$$
\Phi \int_{-1}^{1} \rho(x, t) d x=2
$$

Hence, $\xi(\cdot, t)$ maps $\Omega$ onto itself, and $\xi( \pm 1, t)= \pm 1$.
By (1.7)-(1.8) and the formulas

$$
u=-\lambda P_{x}, \quad \rho_{x}=\nu \rho p_{x}, \quad p_{x}=P_{x}+g \rho, \quad p_{t}=P_{t}+\Phi^{-1} g \lambda \rho P_{x}
$$

one can verify that $P$ and $\mathbf{c}$ solve the parabolic system

$$
\begin{align*}
& \Phi P_{t}-\lambda(\mathbf{c}) P_{x}^{2}=\left(\frac{\lambda(\mathbf{c})}{\nu} P_{x}\right) x  \tag{2.1}\\
& \Phi \mathbf{c}_{t}+u \mathbf{c}_{x}=\left(D(u) \mathbf{c}_{x}\right)_{x}+D(u) \mathbf{c}_{x} \rho_{x} \rho^{-1} \tag{2.2}
\end{align*}
$$

with $u, \rho$, and $D$ given by the representation formulas

$$
\begin{equation*}
u=-\lambda(\mathbf{c}) P_{x}, \quad \rho(x, t)=\frac{\kappa e^{\nu P(x, t)}}{1-\nu \kappa g \int_{-1}^{x} e^{\nu P(y, t)} d y}, \quad D=\Phi\left(d_{m}+d_{p}|u|\right) \tag{2.3}
\end{equation*}
$$

The boundary and initial conditions are

$$
\begin{align*}
& \left.P_{x}\right|_{|x|=1}=0,\left.\quad \mathbf{c}_{x}\right|_{|x|=1}=0 \\
& \left.P\right|_{t=0}=p_{0}-g \int_{-1}^{x} \rho_{0}(y) d y,\left.\quad \mathbf{c}\right|_{t=0}=\mathbf{c}_{0}(x) \tag{2.4}
\end{align*}
$$

All the formulas (2.1)-(2.4) can be obtained by simple calculations. We comment only on the derivation of the representation formula for the density which is the second one in (2.3). Since $\xi_{x}=\Phi \rho$, one can write the definition of $P$ as

$$
\begin{equation*}
g \kappa \nu e^{\nu P}=\nu g \rho e^{-\nu g(\xi+1) / \Phi}=-e^{-\nu g / \Phi} \frac{\partial}{\partial x} e^{-\nu g \xi / \Phi} . \tag{2.5}
\end{equation*}
$$

Then we integrate (2.5) with respect to the $x$ variable to obtain

$$
1-g \kappa \nu \int_{-1}^{x} e^{\nu P(y, t)} d y=e^{-\nu g(\xi+1) / \Phi}
$$

Now the representation formula for density results from this relation and the first equality in (2.5).

In what follows we use a Lagrange formulation of the problem. The change of variables $(x, t) \rightarrow(\xi, t)$ maps the cylinder $Q=\Omega \times(0, T)$ onto itself and

$$
\begin{equation*}
\xi_{x}=\Phi \rho, \quad \xi_{t}=-\rho u,\left.\quad \xi\right|_{x= \pm 1}= \pm 1 \tag{2.6}
\end{equation*}
$$

Observe that the Jacobian of the transformation is equal to $\Phi \rho$. The inverse transformation $(\xi, t) \rightarrow(x, t)$ satisfies the equalities

$$
\begin{equation*}
\Phi \rho x_{\xi}=1, \quad \Phi x_{t}=u,\left.\quad x\right|_{\xi= \pm 1}= \pm 1 \tag{2.7}
\end{equation*}
$$

Let $\tilde{f}(\xi, t)$ stand for the transformation of a given function $f(x, t)$ :

$$
\tilde{f}(\xi, t)=f(x(\xi, t), t)
$$

By formulas (2.6) and (2.7), we have

$$
\tilde{f}_{t}=f_{t}+u f_{x} / \Phi, \quad \tilde{f}_{\xi}=\frac{f_{x}}{\rho \Phi}, \quad x(\xi, t)=\int_{-1}^{\xi} \frac{1}{\tilde{\rho}(y, t) \Phi} d y-1
$$

Now, omitting "~" one can write the flow equations in the Lagrange variables as

$$
\begin{aligned}
& \left(\rho^{-1}\right)_{t}=u_{\xi}, \quad u=-\Phi \lambda(\mathbf{c}) \rho P_{\xi}, \quad P=p-\frac{g(1+\xi)}{\Phi}, \quad p=\frac{1}{\nu} \ln \frac{\rho}{\kappa} \\
& \mathbf{c}_{t}=\Phi\left(\rho^{2} D \mathbf{c}_{\xi}\right)_{\xi}, \quad D=\Phi\left(d_{m}+d_{p}|u|\right),\left.\quad u\right|_{|\xi|=1}=0 .
\end{aligned}
$$

The parabolic system (2.1), (2.2) is written as

$$
\begin{equation*}
\nu P_{t}=\Phi \rho\left(\lambda(\mathbf{c}) \rho P_{\xi}\right)_{\xi}, \quad \mathbf{c}_{t}=\Phi\left(\rho^{2} D(u) \mathbf{c}_{\xi}\right)_{\xi} \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho=\kappa e^{\nu P+\nu g(1+\xi) / \Phi}, \quad D(u)=\Phi\left(d_{m}+d_{p}|u|\right), \quad u=-\Phi \lambda(\mathbf{c}) \rho P_{\xi} \tag{2.9}
\end{equation*}
$$

The boundary and initial conditions are

$$
\begin{align*}
& \left.P_{\xi}\right|_{|\xi|=1}=0,\left.\quad \mathbf{c}_{\xi}\right|_{|\xi|=1}=0 \\
& \left.P\right|_{t=0}=P_{0}(x(\xi, 0)) \equiv \tilde{P}_{0}(\xi),\left.\quad \mathbf{c}\right|_{t=0}=\mathbf{c}_{0}(x(\xi, 0)) \equiv \tilde{\mathbf{c}}_{0}(\xi) \tag{2.10}
\end{align*}
$$

where the function $x(\xi, 0)$ can be calculated via the equality

$$
\xi=\Phi \int_{-1}^{x(\xi, 0)} \rho_{0}(y) d y-1
$$

Observe that system (2.8) can be written in a conservative form:

$$
\begin{equation*}
v_{t}=\Phi\left(\frac{\lambda(\mathbf{c}) v_{\xi}}{\nu v^{2}}\right) \xi+\left(\frac{g \lambda(\mathbf{c})}{v}\right) \xi, \quad \mathbf{c}_{t}=\Phi\left(\frac{D \mathbf{c}_{\xi}}{v^{2}}\right) \xi \tag{2.11}
\end{equation*}
$$

by passing to the variables $v$ and $\mathbf{c}$, where $v=1 / \rho$ is the specific volume.
Thus, starting from the flow equations, we have obtained three parabolic systems. We claim that each of these systems is equivalent to the basic flow equations. Let us verify that claim for system (2.1), (2.2). The verification for the other systems is similar.

It is enough to show that, given a solution $(P, \mathbf{c})$ of $(2.1),(2.2)$, the functions $\rho$ and $u$, defined by (2.3), solve the equations

$$
\begin{equation*}
\Phi \rho_{t}+(\rho u)_{x}=0, \quad u=-\lambda\left(p_{x}-g \rho\right), \quad p=\frac{1}{\nu} \ln \frac{\rho}{\kappa} \tag{2.12}
\end{equation*}
$$

By definition (2.3) of $u$, it follows from (2.1) that

$$
\begin{equation*}
\Phi P_{t}+u P_{x}+u_{x} / \nu=0 \tag{2.13}
\end{equation*}
$$

Hence,

$$
\Phi\left(e^{\nu P}\right)_{t}+\left(u e^{\nu P}\right)_{x}=0
$$

Denoting $R=\int_{-1}^{x} e^{\nu P(y, t)} d y$, we see that $R$ solves the transport equation

$$
\begin{equation*}
\Phi R_{t}+u R_{x}=0 \tag{2.14}
\end{equation*}
$$

and is linked with $\rho$ by the equality

$$
\rho=-\frac{1}{g \nu} \frac{\partial}{\partial x} \ln (1-\kappa \nu g R)
$$

Integrating the latter equation with respect to the $x$ variable, we obtain that

$$
1-\kappa \nu g R=e^{-\nu g z}, \quad z:=\int_{-1}^{x} \rho(y, t) d y
$$

Thus, we have proved that

$$
P=\frac{1}{\nu} \ln \frac{\rho}{\kappa}-g \int_{-1}^{x} \rho(y, t) d y \quad \text { or } \quad \rho=\kappa e^{\nu P+\nu g z} .
$$

We calculate

$$
e^{\nu g z}\left(\Phi \rho_{t}+(\rho u)_{x}\right)=\kappa \nu e^{\nu g z}\left(\Phi P_{t}+u P_{x}+u_{x} / \nu\right)+\nu g z e^{\nu g z}\left(\Phi z_{t}+u z_{x}\right)
$$

Observe that $z$, being a function of $R$, solves the transport equation (2.14). Hence, the first equation in (2.12) results from (2.13).
3. A priori estimates. In what follows, the norms in $L^{q}(\Omega)$ and $L^{r}\left(0, T ; L^{q}(\Omega)\right)$ are denoted by $\|\cdot\|_{q}$ and $\|\cdot\|_{r, q}$, respectively.

We assume that the solutions to the basic flow equations are regular enough. It permits us to use any of the parabolic systems described above. If the change of variables $(x, t) \rightarrow(\xi, t)$ is regular, the solvability of the problem in the Euler setting (system (2.1)-(2.4)) implies the solvability of the problem in the Lagrange setting (system (2.8)-(2.10)), and vice versa. But it does not mean that the study of one system is as easy as the study of the other. Since the change of variables depends on the solution, systems (2.1)-(2.4) and (2.8)-(2.10) are completely different nonlinear systems. In fact, we do not tackle system (2.1)-(2.4) directly. First, we prove the solvability of system (2.8)-(2.10) and then we do it for system (2.1)-(2.4) via the change of variables. The main reason is that approximate solutions of the Eulerian system do not enjoy as many estimates as those of the Lagrangian system.

First, we consider the problem in the Lagrange setting.
Lemma 3.1. The discharge function satisfies the maximum principle

$$
\begin{equation*}
\underline{P} \equiv \inf _{\Omega} \tilde{P}_{0}(\xi) \leq P(\xi, t) \leq \sup _{\Omega} \tilde{P}_{0}(\xi) \equiv \bar{P} \quad \forall(\xi, t) \in Q \tag{3.1}
\end{equation*}
$$

Proof. Given a function $F(P), F \in C_{l o c}^{2}(\mathbb{R})$, we multiply the first equation in (2.8) by $v F^{\prime}(P), v:=\rho^{-1}$, and integrate the result over the domain $\Omega \times(0, \tau), 0<\tau \leq T$, to arrive at the equality

$$
\begin{equation*}
\int_{\Omega} v(\xi, \tau) F(P(\xi, \tau)) d \xi+\frac{\Phi}{\nu} \int_{0}^{\tau} \int_{\Omega} \lambda \rho P_{\xi}^{2}\left(F^{\prime \prime}-\nu F^{\prime}\right) d \xi d t=\int_{\Omega} v_{0} F\left(P_{0}\right) d \xi \tag{3.2}
\end{equation*}
$$

Here, we have used the equation $v_{t}=u_{\xi}$. The continuous function

$$
F_{1}(P)= \begin{cases}0, & P<\bar{P}+\varepsilon \\ \left(e^{\nu(P-\bar{P}-\varepsilon)}-1\right) / \nu, & P \geq \bar{P}+\varepsilon\end{cases}
$$

solves the equation $F^{\prime \prime}(P)-\nu F^{\prime}(P)=0$ everywhere except at the point $P=\bar{P}+\varepsilon$.
For any $\delta>0$, let $\theta_{\delta}(r)$ be a standard mollifier:

$$
\theta_{\delta}(r)=\theta(r / \delta) / \delta, \quad \theta \in C^{\infty}(\mathbb{R}), \quad \theta \geq 0, \quad \operatorname{supp} \theta \subset[-1,1], \quad \int_{\mathbb{R}} \theta(r) d r=1
$$

Clearly, the function $F_{1 \delta}=F_{1} * \theta_{\delta}$ enjoys the properties

$$
\begin{aligned}
& F_{1 \delta} \in C^{\infty}(\mathbb{R}), \\
& F_{1 \delta} \rightarrow F_{1} \quad \text { in } \quad C_{\mathrm{loc}}(\mathbb{R}), \quad \text { and } \quad F_{1 \delta}^{\prime \prime}(P)-\nu F_{1 \delta}^{\prime}(P) \rightarrow 0 \quad \text { if } \quad P \neq \bar{P}+\varepsilon
\end{aligned}
$$

Let us take $F(P)=F_{1 \delta}(P)$ in (3.2) and send $\delta$ to 0 . Observe that $P_{\xi}(\xi, t)=0$ a.e. at the set where $P(\xi, t)=\bar{P}+\varepsilon$. Hence, by the Lebesgue theorem,

$$
\int_{0}^{\tau} \int_{\Omega} \lambda \rho P_{\xi}^{2}\left(F_{1 \delta}^{\prime \prime}(P)-\nu F_{1 \delta}^{\prime}(P)\right) d \xi d t \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0
$$

On the other hand, by the choice of $F_{1}$,

$$
\int_{\Omega} v(\xi, \tau) F_{1 \delta}(P(\xi, \tau)) d \xi \rightarrow \int_{\Omega} v(\xi, \tau) F_{1}(P(x, \tau)) d \xi, \quad \int_{\Omega} v_{0} F_{1 \delta}\left(P_{0}\right) d \xi \rightarrow 0
$$

as $\delta \rightarrow 0$. Thus, $\int_{\Omega} v(\xi, \tau) F_{1}(P(\xi, \tau)) d \xi=0$ for any $\tau \geq 0$. This implies that $P \leq \bar{P}+\varepsilon$. Since $\varepsilon$ is arbitrary, the estimate $P \leq \bar{P}$ follows.

Next, we take the function $F(P)$ in (3.2) equal to $F_{2}(P)$, with $F_{2}$ such that

$$
F_{2} \in C_{\mathrm{loc}}^{2}(\mathbb{R}), \quad F_{2}^{\prime \prime} \geq 0, \quad F_{2}^{\prime} \leq 0, \quad F_{2}(P)=0 \quad \text { if } \quad P \leq \underline{P}
$$

Due to this choice, we obtain $P \geq \underline{P}$. Estimates (3.1) are established.
Consequence. It follows from the density representation formula (2.9) that

$$
\underline{\rho} \equiv \kappa e^{\nu \underline{P}} \leq \rho \leq \kappa e^{\nu \bar{P}+2 \nu g / \Phi} \equiv \bar{\rho}
$$

Lemma 3.2. The function $P_{\xi}$ satisfies the estimate

$$
\begin{equation*}
\sup _{t \geq 0} \int_{\Omega}\left|P_{\xi}\right| d \xi \leq \int_{\Omega}\left|\tilde{P}_{0 \xi}\right| d \xi \tag{3.3}
\end{equation*}
$$

Proof. Denoting $z=P_{\xi}$, we obtain from (2.8) the following equation for $z$ :

$$
\nu z_{t}=\left(\Phi \rho(\lambda \rho z)_{\xi}\right)_{\xi}
$$

Given $\delta>0$, we multiply this equation by $M_{1}^{\prime}(\lambda \rho z)$, where $M_{1}(s)=\left(s^{2}+\delta^{2}\right)^{1 / 2}$ is a smooth approximation of $|s|$, and integrate the result over $\Omega \times(0, t)$. We obtain

$$
\int_{0}^{t} \int_{\Omega} \frac{\nu z_{t} \lambda \rho z}{\left((\lambda \rho z)^{2}+\delta^{2}\right)^{1 / 2}}+\frac{\delta^{2} \Phi \rho\left|(\lambda \rho z)_{\xi}\right|^{2}}{\left.\left((\lambda \rho z)^{2}+\delta^{2}\right)^{3 / 2}\right)} d \xi d \tau=0
$$

In the limit as $\delta \rightarrow 0$ we have

$$
\int_{0}^{t} \int_{\Omega} z_{t} \operatorname{sign}(\lambda \rho z) d \xi d \tau=\int_{0}^{t} \int_{\Omega} z_{t} \operatorname{sign}(z) d \xi d \tau=\int_{0}^{t} \frac{d}{d \tau} \int_{\Omega}|z| d \xi d \tau \leq 0
$$

from which follows (3.3).
Lemma 3.3. The function $\mathbf{c}$ satisfies the estimate

$$
\sup _{t \geq 0} \int_{\Omega}|\mathbf{c}|^{2} d \xi+\Phi \int_{0}^{t} \int_{\Omega} \rho^{2} D\left|\mathbf{c}_{\xi}\right|^{2} d \xi d \tau \leq \int_{\Omega}\left|\mathbf{c}_{0}\right|^{2} d \xi
$$

Proof. It follows immediately if one multiplies the second equation in (2.8) by c and integrate the result over $\Omega \times(0, t)$.

Let us now introduce the convex function

$$
\begin{equation*}
M(U)=|U| \ln (1+|U|)-|U|+\ln (1+|U|) \tag{3.4}
\end{equation*}
$$

One can easily verify that

$$
M^{\prime}(U)=\ln (1+|U|) \operatorname{sign} U, \quad M^{\prime \prime}(U)=(1+|U|)^{-1}
$$

Below, $b$ (with or without a subscript) indicates a generic constant, depending only on some bounds of the initial data, which will probably take on different values in different occurrences.

We have the following result.
Lemma 3.4. The function

$$
U=-\Phi \rho P_{\xi}
$$

satisfies the estimates

$$
\begin{aligned}
& \|U\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)} \leq b, \quad\|U\|_{3,3} \leq b, \\
& \left\|U_{\xi}\right\|_{3 / 2,3 / 2} \leq b, \quad\|U\|_{2, \infty} \leq b
\end{aligned}
$$

where $L_{M}(\Omega)$ denotes the Orlicz space associated with the function $M$ defined by (3.4), and $b$ is a constant depending only on $\Phi, \nu, g, \underline{\rho}, \bar{\rho}$, and the function $\lambda$.

Proof. By differentiation with respect to $\xi$, it follows from the first equation in (2.8) that the function $U$ solves the equation

$$
\begin{equation*}
U_{t}+\rho U(\lambda U)_{\xi}=\Phi \nu^{-1} \rho\left(\rho(\lambda U)_{\xi}\right)_{\xi} \tag{3.5}
\end{equation*}
$$

We multiply (3.5) by $v M^{\prime}(U)$, where $v=1 / \rho$, and integrate the result over $\Omega$ using the equalities $v_{t}=u_{\xi}$ and $u=\lambda U$. This gives

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} v M(U) d \xi= & \int_{\Omega}(\lambda U)_{\xi}\left(M(U)-U M^{\prime}(U)\right) d \xi \\
& -\Phi \nu^{-1} \int_{\Omega} M^{\prime \prime}(U) U_{\xi} \rho(\lambda U)_{\xi} d \xi
\end{aligned}
$$

The last equality can be written in the form

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} v M(U) d \xi+\int_{\Omega} \Phi \nu^{-1} \rho \lambda U_{\xi}^{2} M^{\prime \prime}(U) d \xi \\
& =-\int_{\Omega} \Phi \nu^{-1} \rho \lambda_{\xi} U U_{\xi} M^{\prime \prime}(U) d \xi+\int_{\Omega} \lambda U^{2} U_{\xi} M^{\prime \prime}(U) d \xi \tag{3.6}
\end{align*}
$$

We denote

$$
\begin{aligned}
J_{1} & =\int_{\Omega} \Phi \nu^{-1} \rho \lambda U_{\xi}^{2} M^{\prime \prime}(U) d \xi, \quad J_{2}=-\int_{\Omega} \Phi \nu^{-1} \rho \lambda_{\xi} U U_{\xi} M^{\prime \prime}(U) d \xi \\
J_{3} & =\int_{\Omega} \lambda U^{2} U_{\xi} M^{\prime \prime}(U) d \xi
\end{aligned}
$$

By the Young inequality, we have

$$
\begin{equation*}
\left|J_{2}\right| \leq J_{1} / 2+b_{1} \int_{\Omega} \frac{U^{2}\left|\mathbf{c}_{\xi}\right|^{2}}{1+|U|} d \xi \leq J_{1} / 2+b_{2} \int_{\Omega} \rho^{2} D\left|\mathbf{c}_{\xi}\right|^{2} d \xi \tag{3.7}
\end{equation*}
$$

To estimate $J_{3}$ we write it in the form

$$
J_{3}=\int_{\Omega} \lambda F(U)_{\xi} d \xi=-\int_{\Omega} \lambda_{\xi} F(U) d \xi
$$

where the function $F$ is chosen in such a way that $F(0)=0, F^{\prime}(U)=M^{\prime \prime}(U) U^{2}$, and $|F(U)| \leq U^{2} / 2$. Then, by the Young inequality,

$$
\begin{aligned}
\left|J_{3}\right| & \leq \delta \int_{\Omega}|U|^{3} d \xi+b_{1 \delta} \int_{\Omega}|U|\left|\lambda_{\xi}\right|^{2} d \xi \\
& \leq \delta \int_{\Omega}|U|^{3} d \xi+b_{2 \delta} \int_{\Omega}|U|\left|c_{\xi}\right|^{2} d \xi \\
& \leq \delta \int_{\Omega}|U|^{3} d \xi+b_{3 \delta} \int_{\Omega} \rho^{2} D\left|\mathbf{c}_{\xi}\right|^{2} d \xi \text { for any } \delta>0
\end{aligned}
$$

On the other hand,

$$
|U(\xi, t)|^{3}=|U(\xi, t)|\left|\int_{-1}^{\xi} U_{\xi}(y, t) d y\right|^{2},
$$

and then

$$
\begin{equation*}
\int_{\Omega}|U(\xi, t)|^{3} d \xi \leq \int_{\Omega} \frac{U_{\xi}^{2}}{1+|U|} d \xi\left(\int_{\Omega}|U(\xi, t)| d \xi\right)\left(\int_{\Omega}(1+|U|) d \xi\right) . \tag{3.8}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left|J_{3}\right| \leq & \delta \int_{\Omega} \frac{U_{\xi}^{2}}{1+|U|} d \xi\left(\int_{\Omega}|U(\xi, t)| d \xi\right)\left(\int_{\Omega}(1+|U|) d \xi\right) \\
& +b_{3 \delta} \int_{\Omega} \rho^{2} D\left|\mathbf{c}_{\xi}\right|^{2} d \xi \text { for any } \delta>0 . \tag{3.9}
\end{align*}
$$

Choosing $\delta$ small enough and applying Lemma 3.2 we infer from (3.6), (3.7), and (3.9) that

$$
\|U\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)} \leq b, \quad \iint_{\mathrm{Q}} \frac{U_{\xi}^{2}}{1+|U|} d \xi d t \leq b .
$$

From (3.8) and Lemma 3.2, we deduce that

$$
\iint_{\mathrm{Q}}|U(\xi, t)|^{3} d \xi d t \leq b
$$

Then, by the Young inequality we have

$$
\begin{aligned}
& \iint_{Q}\left|U_{\xi}\right|^{3 / 2} d \xi d t=\iint_{Q} \frac{\left|U_{\xi}\right|^{3 / 2}(1+|U|)^{3 / 4}}{(1+|U|)^{3 / 4}} d \xi d t \\
& \leq\left(\iint_{Q} \frac{\left|U_{\xi}\right|^{2}}{(1+|U|)} d \xi d t\right)^{3 / 4}\left(\iint_{Q}(1+|U|)^{3} d \xi d t\right)^{1 / 4} \leq b .
\end{aligned}
$$

By the same token,

$$
U(\xi, t)^{2}=2 \int_{-1}^{\xi} \frac{U U_{\xi}(1+|U|)^{1 / 2}}{(1+|U|)^{1 / 2}} d y .
$$

Hence,

$$
\sup _{\xi \in \Omega} \int_{0}^{T} \left\lvert\, U\left(\xi,\left.t\right|^{2} d t \leq \iint_{Q}\left(|U|^{2}+|U|^{3}+\frac{\left|U_{\xi}\right|^{2}}{(1+|U|)}\right) d \xi d t \leq b .\right.\right.
$$

Lemma 3.4 is proved.
Let us summarize the above estimates. From the above lemmas one may conclude that any solution satisfies the estimates

$$
\begin{align*}
& b^{-1} \leq P, \rho, v \leq b, \quad\left\|\left.U\right|^{1 / 2} \mathbf{c}_{\xi}\right\|_{2,2} \leq b, \\
& \|\mathbf{c}\|_{\infty, 2} \leq b, \quad\|\mathbf{c}\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq b,  \tag{3.10}\\
& \|U\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)} \leq b, \quad\|U\|_{3,3} \leq b, \\
& \left\|U_{\xi}\right\|_{3 / 2,3 / 2} \leq b, \quad\|U\|_{2, \infty} \leq b, \tag{3.11}
\end{align*}
$$

where the constant $b$ depends only on $\left\|\mathbf{c}_{0}\right\|_{2}, \underline{\rho}, \bar{\rho}$, and $\left\|\rho_{0 \xi}\right\|_{L_{M}(\Omega)}$.
Finally, we remark that

$$
\begin{equation*}
0 \leq c_{i}, \quad \sum_{1}^{m-1} c_{j} \leq 1 \tag{3.12}
\end{equation*}
$$

if the functions $\mathbf{c}$ is regular and the initial data $\mathbf{c}_{0}$ satisfy the same conditions. Estimates (3.12) are easily derived from the second equation in (2.8) by the maximum principle, and they imply that the functions $c_{i}(1 \leq i \leq m-1)$ stand for volume fractions.

Because of the estimates $b^{-1} \leq \rho \leq b$, one can conclude that estimates (3.10) and (3.11) remain valid in the Euler setting for the solutions $(P(x, t), \mathbf{c}(x, t))$ of problem (2.1)-(2.4) in the following sense:

$$
\begin{aligned}
& b^{-1} \leq P, \rho \leq b, \quad\left\|\left.U\right|^{1 / 2} \mathbf{c}_{x}\right\|_{2,2} \leq b \\
& \|\mathbf{c}\|_{\infty, 2} \leq b, \quad\|\mathbf{c}\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq b \\
& \left.\|U\|_{L^{\infty}\left(0, T ; L_{M}\right.}(\Omega)\right) \leq b, \quad\|U\|_{3,3} \leq b \\
& \left\|U_{x}\right\|_{3 / 2,3 / 2} \leq b, \quad\|U\|_{2, \infty} \leq b
\end{aligned}
$$

where $U=-P_{x}$.
4. Approximate solutions. We study problem (2.8)-(2.10), applying the semiGalerkin method. Given a smooth basis $\left(w_{i}\right)_{i \geq 1}$ in $L^{2}(\Omega)$, we define an approximate solution $\left(P_{n}(\xi, t), \mathbf{c}_{n}(\xi, t)\right)$ by the following scheme. We look for each component $c_{i n}$, $(i=1, \ldots, m-1)$ of the concentration vector $\mathbf{c}_{n}$ in the form

$$
c_{i n}(\xi, t)=\sum_{j=1}^{n} \alpha_{j}^{i n}(t) w_{j}(\xi), \quad \alpha_{i n}=\left(\alpha_{1}^{i n}, \ldots, \alpha_{n}^{i n}\right)
$$

and we find $\mathbf{c}_{n}, P_{n}, \rho_{n}$, and $U_{n}$ from the equations

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} c_{i n} w_{j} d \xi+\int_{\Omega} \rho_{n}^{2} D_{n} c_{i n \xi} w_{j \xi} d \xi=0, \quad j=1,2, \ldots, n  \tag{4.1}\\
& \left.c_{i n}\right|_{t=0}=c_{i n}^{(0)}(\xi) \equiv \sum_{j=1}^{n} \alpha_{0 j}^{i n} w_{j}(\xi)  \tag{4.2}\\
& D_{n}=\Phi\left(d_{m}+d_{p}\left|u_{n}\right|\right), \quad \rho_{n}=\kappa e^{\nu P_{n}+\nu g(1+\xi) / \Phi}, \quad u_{n}=-\Phi \lambda\left(\mathbf{c}_{n}\right) \rho_{n} P_{n \xi}  \tag{4.3}\\
& \nu P_{n t}=\Phi \rho_{n}\left(\lambda\left(\mathbf{c}_{n}\right) \rho_{n} P_{n \xi}\right)_{\xi},\left.\quad P_{n \xi}\right|_{|\xi|=1}=0,\left.\quad P_{n}\right|_{t=0}=\tilde{P}_{0}(\xi) \tag{4.4}
\end{align*}
$$

Here, $\mathbf{c}_{n}^{(0)} \rightarrow \tilde{\mathbf{c}}_{0}$ in $L^{2}(\Omega)$ as $n \rightarrow \infty$.
To simplify notation in this section, we omit the index $n$ and we assume that the function $c$ stands for any component $c_{i}$ of $\mathbf{c}_{n}$ and that the vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ stands for $\left(\alpha_{1}^{i n}, \ldots, \alpha_{n}^{i n}\right)$.

First, we prove that the approximate solution $(P(\xi, t), \mathbf{c}(\xi, t))$ exists locally in time. To this end we consider the ball

$$
B(T)=\left\{\alpha(t) \in C\left([0, T] ; \mathbb{R}^{n}\right): \max _{0<t<T}\left|\alpha(t)-\alpha_{0}\right| \leq 1\right\}
$$

in $C\left([0, T] ; \mathbb{R}^{n}\right)$, and we introduce the operator

$$
\mathcal{A}: B(T) \rightarrow C\left([0, T] ; \mathbb{R}^{n}\right), \quad \mathcal{A} \hat{\alpha}=\alpha
$$

by the following scheme. Given $\hat{\alpha} \in B(T)$, we first solve the parabolic problem (4.4) for $\hat{P}$, with the components $c_{i n}$ of the vector $\mathbf{c}_{n}$ substituted by

$$
\hat{c}=\sum_{j=1}^{n} \hat{\alpha}_{j}(t) w_{j}, \quad \hat{\lambda}:=\lambda(\hat{\mathbf{c}})
$$

and with $\hat{\rho}$ given by the second formula in (4.3). Then we take $\hat{u}=-\Phi \hat{\lambda} \hat{\rho} \hat{P}_{\xi}$ and find $\alpha$ from the ODE which is (4.1) and (4.2) for $c=\sum_{j=1}^{n} \alpha_{j}(t) w_{j}$, with $\rho$ and $u$ substituted by $\hat{\rho}$ and $\hat{u}$.

We denote by $W_{M}^{1}(\Omega)$ the Sobolev-Orlicz space

$$
W_{M}^{1}(\Omega)=\left\{f(x): f \in L_{M}(\Omega), \quad \partial_{x} f \in L_{M}(\Omega)\right\}
$$

associated with an admissible convex function $M: \mathbb{R} \rightarrow \mathbb{R}$.
The Hölder space $H^{2 k+\beta, k+\beta / 2}(\bar{Q})$ consists of continuous functions $f(x, t)$ such that $\partial^{2 l} f(x, t) / \partial x^{2 l}, \partial^{l} f(x, t) / \partial t^{l} \in C(\bar{Q}), 0 \leq l \leq k$, and

$$
\begin{array}{r}
\sup _{\left|x_{i}\right| \leq 1,0 \leq t \leq T} \frac{\left|\partial^{2 k} f / \partial x^{2 k}\left(x_{1}, t\right)-\partial^{2 k} f / \partial x^{2 k}\left(x_{2}, t\right)\right|}{\left|x_{1}-x_{2}\right|^{\beta}}<\infty \\
\sup _{0 \leq t_{i} \leq T,|x| \leq 1} \frac{\left|\partial^{k} f / \partial t^{k}\left(x, t_{1}\right)-\partial^{k} f / \partial t^{k}\left(x, t_{2}\right)\right|}{\left|t_{1}-t_{2}\right|^{\beta / 2}}<\infty .
\end{array}
$$

For more details on the above spaces we refer the reader to [13].
To justify the scheme (4.1)-(4.4), we prove the following.
Lemma 4.1. Assume that

$$
\begin{equation*}
\lambda_{0} \leq \hat{\lambda} \leq \lambda_{0}^{-1}, \quad \hat{\lambda}_{\xi} \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right), \quad \tilde{P}_{0} \in W_{M}^{1}(\Omega) \tag{4.5}
\end{equation*}
$$

where $W_{0}^{1,2}(\Omega)$ is the closure of $\mathcal{D}(\Omega)$ in $W^{1,2}(\Omega)$ and the function $M$ is given by (3.4). Then, the problem

$$
\begin{align*}
& \nu P_{t}=\Phi \rho\left(\hat{\lambda} \rho P_{\xi}\right)_{\xi}, \quad \rho=\kappa e^{\nu P+\nu g(1+\xi) / \Phi} \\
& \left.P_{\xi}\right|_{|\xi|=1}=0,\left.\quad P\right|_{t=0}=\tilde{P}_{0}(\xi) \tag{4.6}
\end{align*}
$$

has a unique solution with the properties

$$
\underline{P} \leq P \leq \bar{P}, \quad P_{\xi} \in L^{\infty}\left(0, T ; L_{M}(\Omega)\right) \cap L^{3}(Q), \quad P_{\xi \xi}, P_{t} \in L^{3 / 2}(Q)
$$

Moreover,

$$
\left\|P_{\xi \xi}, P_{t}\right\|_{3 / 2,3 / 2}+\left\|P_{\xi}\right\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)}+\left\|P_{\xi}\right\|_{3,3} \leq b
$$

where the constant $b$ depends only on $\lambda_{0}, \underline{P}, \bar{P}$ and on the norms $\left\|\tilde{P}_{0}\right\|_{W_{M}^{1}(\Omega)}$ and $\left\|\hat{\lambda}_{\xi}\right\|_{L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right)}$.

Proof. Let $\left(\lambda_{\delta}\right)$ be a sequence of functions from the set

$$
\begin{align*}
& \lambda_{0} \leq \lambda \leq \lambda_{0}^{-1} ; \quad \lambda, \lambda_{\xi}, \lambda_{t}, \lambda_{t \xi} \in C(\bar{Q}) \\
& \lambda_{\xi}| | \xi \mid=1=0, \quad \lambda, \lambda_{\xi} \in H^{1+\beta,(1+\beta) / 2}(\bar{Q}) \quad(0<\beta<1) \tag{4.7}
\end{align*}
$$

and such that

$$
\lambda_{\delta} \rightarrow \hat{\lambda} \text { in } L^{2}\left(0, T ; W^{2,2}(\Omega)\right) \text { as } \delta \rightarrow 0
$$

Let $P_{\delta 0}(\xi)$ be a sequence from $H^{3+\beta}(\Omega)$ such that

$$
P_{\delta 0} \rightarrow \tilde{P}_{0} \text { in } W_{M}^{1}(\Omega) \text { as } \delta \rightarrow 0
$$

We also assume that the compatibility conditions

$$
\begin{equation*}
\left.\frac{\partial}{\partial \xi}\left(\rho_{\delta 0} \frac{\partial}{\partial \xi}\left(\lambda_{\delta 0} \rho_{\delta 0} \frac{\partial}{\partial \xi} P_{\delta 0}\right)\right)\right|_{|\xi|=1}=0 \tag{4.8}
\end{equation*}
$$

are fulfilled.
Let us consider problem $(4.6)_{\delta}$, which is (4.6) with $\lambda$ and $\tilde{P}_{0}$ substituted by $\lambda_{\delta}$ and $P_{\delta 0}$, respectively. By Theorem 7.4 of [13, Chapter V$]$, there is a unique solution $P_{\delta} \in H^{3+\beta,(3+\beta) / 2}(\bar{Q})$ of $(4.6)_{\delta}$. By the arguments applied in Lemmas 3.1 and 3.2, one obtains the estimates

$$
\underline{P} \leq P_{\delta} \leq \bar{P}, \quad \underline{\rho} \leq \rho_{\delta} \leq \bar{\rho}, \quad \sup _{t \geq 0} \int_{\Omega}\left|P_{\delta \xi}\right| d \xi \leq \int_{\Omega}\left|P_{\delta 0 \xi}\right| d \xi
$$

It follows from Lemma 3.4 (see equality (3.6)) that the function $U_{\delta}=-\Phi \rho_{\delta} P_{\delta \xi}$ satisfies the equality

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} v_{\delta} M\left(U_{\delta}\right) d \xi+\int_{\Omega} \Phi \nu^{-1} \rho_{\delta} \lambda_{\delta} U_{\delta \xi}^{2} M^{\prime \prime}\left(U_{\delta}\right) d \xi \\
& =\int_{\Omega} \Phi \nu^{-1} \rho_{\delta} \lambda_{\delta \xi} U_{\delta} U_{\delta \xi} M^{\prime \prime}\left(U_{\delta}\right) d \xi+\int_{\Omega}\left(\lambda_{\delta} U_{\delta}\right)^{2} U_{\delta \xi} M^{\prime \prime}\left(U_{\delta}\right) d \xi \tag{4.9}
\end{align*}
$$

We denote

$$
\begin{aligned}
J_{1}^{\delta} & =\int_{\Omega} \Phi \nu^{-1} \rho_{\delta} \lambda_{\delta} U_{\delta \xi}^{2} M^{\prime \prime}\left(U_{\delta}\right) d \xi, \quad J_{2}^{\delta}=\int_{\Omega} \Phi \nu^{-1} \rho_{\delta} \lambda_{\delta \xi} U_{\delta} U_{\delta \xi} M^{\prime \prime}\left(U_{\delta}\right) d \xi \\
J_{3}^{\delta} & =\int_{\Omega}\left(\lambda_{\delta} U_{\delta}\right)^{2} U_{\delta \xi} M^{\prime \prime}\left(U_{\delta}\right)
\end{aligned}
$$

We have

$$
\begin{gathered}
\left|J_{2}^{\delta}\right| \leq J_{1}^{\delta} / 2+b_{1} \int_{\Omega} \lambda_{\delta \xi}^{2}\left|U_{\delta}\right| d \xi \\
\left|J_{3}^{\delta}\right| \leq \eta \int_{\Omega}\left|U_{\delta}\right|^{3} d \xi+b_{1 \eta} \int_{\Omega}\left|U_{\delta}\right| \mid \lambda_{\delta \xi}^{2} d \xi \text { for any } \eta>0
\end{gathered}
$$

Observe that

$$
\int_{\Omega} \lambda_{\delta \xi}^{2}\left|U_{\delta}\right| d \xi \leq 2 \int_{\Omega} \lambda_{\delta \xi \xi}^{2} d \xi \int_{\Omega}\left|U_{\delta}\right| d \xi
$$

Then, as in the proof of Lemma 3.4, we obtain

$$
\begin{equation*}
\left\|P_{\delta \xi}\right\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)}+\left\|P_{\delta \xi \xi}\right\|_{3 / 2,3 / 2}+\left\|P_{\delta \xi}\right\|_{3,3}+\left\|P_{\delta \xi}\right\|_{2, \infty} \leq b \tag{4.10}
\end{equation*}
$$

uniformly in $\delta$.

Observe also that

$$
\begin{equation*}
\int_{\Omega}\left|\lambda_{\xi}\right|^{3} d \xi \leq 2 \int_{\Omega}\left|\lambda_{\xi}\right| d \xi \int_{\Omega}\left|\lambda_{\xi \xi}\right|^{2} d \xi \tag{4.11}
\end{equation*}
$$

for any function $\lambda(\xi)$ such that $\left.\lambda_{\xi}\right|_{|\xi|=1}=0$. Hence, it follows from (4.6) $)_{\delta}$ that the time derivative $P_{\delta t}$ satisfies the estimate

$$
\left\|P_{\delta t}\right\|_{3 / 2,3 / 2} \leq b
$$

uniformly in $\delta$.
By the compact imbedding of $W^{1,3 / 2}(Q)$ into $L^{3 / 2}(Q)$, there is a subsequence $\left(P_{\delta_{k}}\right)$ and a function $P \in W^{1,3 / 2}(Q)$ such that $P_{\delta_{k}} \rightarrow P$ in $L^{3 / 2}(Q)$. Since $P_{\delta_{k}}$ is bounded in $L^{\infty}(Q), P_{\delta_{k}} \rightarrow P$ in $L^{q}(Q)$ for any $1 \leq q<\infty$, by interpolation. Clearly, $\rho_{\delta_{k}} \rightarrow \rho$ in $L^{q}(Q)$ as well.

Let us consider the function $V_{\delta}:=v_{\delta \xi}$ which solves (see (2.11)) the equation

$$
V_{\delta t}=\Phi \nu^{-1}\left(\rho_{\delta}^{2} \lambda_{\delta} V_{\delta}\right)_{\xi \xi}+\left(\rho_{\delta} g \lambda_{\delta}\right)_{\xi \xi}
$$

From the above estimates it follows that

$$
\left\|V_{\delta}\right\|_{L^{3 / 2}\left(0, T ; W^{1,3 / 2}(\Omega)\right)}+\left\|V_{\delta t}\right\|_{L^{3}\left(0, T ; W^{-2,3}(\Omega)\right)} \leq b
$$

Hence, by the Aubin-Lions compactness theorem [14] one may assume that $P_{\delta_{k} \xi} \rightarrow P_{\xi}$ in $L^{3 / 2}(Q)$. Moreover, by estimates (4.10) and interpolation, $P_{\delta_{k} \xi} \rightarrow P_{\xi}, \rho_{\delta_{k} \xi} \rightarrow \rho_{\xi}$ in $L^{q}(Q)$, for any $1 \leq q<3$.

Let us show that the limit function $P$ solves problem (4.6). Equation (4.6) $)_{\delta}$ is written as

$$
\begin{equation*}
\nu P_{\delta t}=\Phi \rho_{\delta}\left(\lambda_{\delta \xi} \rho_{\delta} P_{\delta \xi}+\lambda_{\delta} \rho_{\delta \xi} P_{\delta \xi}+\lambda_{\delta} \rho_{\delta} P_{\delta \xi \xi}\right) \tag{4.12}
\end{equation*}
$$

We claim that each term converges in $\mathcal{D}^{\prime}(Q)$. Let us consider the last term. Denote for simplicity $P_{\delta}=P_{\delta_{k}}$. We write the decomposition equality

$$
\lambda_{\delta} \rho_{\delta}^{2} P_{\delta \xi \xi}=\lambda \rho^{2} P_{\delta \xi \xi}+\left(\rho_{\delta}-\rho\right)\left(\rho_{\delta}+\rho\right) \lambda_{\delta} P_{\delta \xi \xi}+\rho^{2}\left(\lambda_{\delta}-\lambda\right) P_{\delta \xi \xi} \equiv \sum_{i=1}^{3} J_{i}^{\delta}
$$

By (4.10), $P_{\delta \xi \xi} \rightarrow P_{\xi \xi}$ weakly in $L^{3 / 2}(Q)$. On the other hand, due to (4.11), $\lambda_{\delta \xi} \rightarrow \lambda_{\xi}$ in $L^{3}(Q)$. Hence,

$$
\int_{\mathrm{Q}} J_{1}^{\delta} \varphi d \xi \rightarrow \int_{\mathrm{Q}} \lambda \rho^{2} P_{\xi \xi} \varphi d \xi, \quad \int_{\mathrm{Q}} J_{2}^{\delta} \varphi d \xi \rightarrow 0, \quad \int_{\mathrm{Q}} J_{3}^{\delta} \varphi d \xi \rightarrow 0
$$

for any $\varphi \in \mathcal{D}(Q)$.
One can study the convergence of the other terms of (4.12) similarly. Thus, the limit function $P$ solves problem (4.6). Observe that equality (4.6) is valid also as equality of functions in $L^{3 / 2}(Q)$; hence the function $v(v=1 / \rho)$ calculated via formula $(4.6)_{2}$ solves (2.11) in the same sense.

Let us prove uniqueness. Given two solutions $v_{1}$ and $v_{2}$ of equation (2.11), with the boundary conditions $\left.v_{i \xi}\right|_{|\xi|=1}=0$, we denote $v=v_{1}-v_{2}, \rho=\rho_{1}-\rho_{2}$. The function $v$ solves the parabolic problem

$$
v_{t}=\Phi \nu^{-1}\left(\rho_{1}^{2} \hat{\lambda} v_{\xi}\right)_{\xi}+\Phi \nu^{-1}\left(\hat{\lambda} v_{2 \xi} \rho\left(\rho_{1}+\rho_{2}\right)\right)_{\xi}+(g \hat{\lambda} \rho)_{\xi},\left.v_{\xi}\right|_{|\xi|=1}=0,\left.v\right|_{t=0}=0
$$

We multiply this equation by the function $M_{1}^{\prime}(v)=v /\left(v^{2}+\delta^{2}\right)^{1 / 2}$, a smooth approximation of $\operatorname{sign}(v)$, and integrate the result over $\Omega \times(0, t)$. It follows that

$$
\begin{aligned}
& \int_{\Omega} M_{1}(v(t)) d \xi+\underbrace{\Phi \nu^{-1} \int_{0}^{t} \int_{\Omega} M_{1}^{\prime \prime}(v) \rho_{1}^{2} \hat{\lambda} v_{\xi}^{2} d \xi d \tau} \\
& \quad=-\int_{0}^{t} \int_{\Omega} M_{1}^{\prime \prime}(v) \rho \hat{\lambda} v_{\xi}\left(\Phi \nu^{-1} v_{2 \xi}\left(\rho_{1}+\rho_{2}\right)+g\right) d \xi d \tau \\
& \leq \underbrace{\ldots} / 2+b \int_{0}^{t} \int_{\Omega} M_{1}^{\prime \prime}(v) \rho^{2}\left(1+v_{2 \xi}^{2}\right) d \xi d \tau .
\end{aligned}
$$

Observe that $0 \leq M_{1}^{\prime \prime}(v) v^{2} \leq \delta, v_{2 \xi}^{2} \in L^{3 / 2}(Q), \rho=-\rho_{1} \rho_{2} v$. Hence, in the limit $\delta \rightarrow 0$ we obtain that $\int_{\Omega}|v(t)| d \xi \leq 0$. Lemma 4.1 is proved.

By the previous lemma, the operator $\mathcal{A}$, defined by the right-hand side of the equality

$$
\alpha_{j}=\alpha_{0 j}+\left(M^{-1}\right)_{i j} \int_{0}^{t} \int_{\Omega} \hat{\rho}^{2} \hat{D} \hat{c}_{\xi} w_{i \xi} d \xi d \tau \equiv(\mathcal{A} \hat{\alpha})_{j}, \quad M_{i j}=\int_{\Omega} w_{i} w_{j} d \xi
$$

is well defined. Moreover, it is compact since it maps $B(T)$ on a bounded set of $W^{1}(0, T)$. Observe that all the norms in the $n$-dimensional space spanned by the basis function $w_{j}, j=1, \ldots, n$, are equivalent. Clearly, $\mathcal{A}$ maps $B\left(T_{n}\right)$ into itself provided $T_{n}$ is small enough. Consequently, one can use the Schauder theorem to conclude that there exists at least one fixed point $\alpha$. Thus, problem (4.1)-(4.4) has a local solution.

Now, this procedure can be iterated as many times as necessary to reach $T_{n}=T$ as long as there is a bound on $\alpha$ independent of $T_{n}$. The existence of such a bound follows from the equality

$$
\frac{d}{d t} \int_{\Omega} c_{i n}^{2} d \xi+\int_{\Omega} \rho_{n}^{2} D_{n} c_{i n \xi}^{2} d \xi=0
$$

which is valid for any fixed point $\alpha$. Indeed, by integration we have

$$
\sup _{t \geq 0} \int_{\Omega} c_{i n}^{2}(t) d \xi+\int_{0}^{t} \int_{\Omega} \rho_{n}^{2} D_{n} c_{i n \xi}^{2} d \xi \leq \limsup _{n \rightarrow \infty} \int_{\Omega}\left|c_{i n}^{(0)}(\xi)\right|^{2} d \xi
$$

Hence, an approximate solution defined by (4.1)-(4.4) exists globally.
Let us show that the regularity of $P_{n}(\xi, t)$ can be improved provided that the initial datum $\tilde{P}_{0}(\xi)$ is more regular than in Lemma 4.1.

Lemma 4.2. Assume that $\tilde{P}_{0}(\xi)$ belongs to $W^{2,2}(\Omega)$. Then

$$
P_{n} \in L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{3,2}(\Omega)\right), \quad \frac{\partial^{2} P_{n}}{\partial t \partial \xi} \in L^{2}(Q)
$$

Moreover, the functions $U_{n}=-\Phi \rho_{n} P_{n \xi}$ and $V_{n}=v_{n \xi}$ solve the parabolic problems

$$
\begin{align*}
& U_{n t}+\rho_{n} U_{n}\left(\lambda\left(\mathbf{c}_{n}\right) U_{n}\right)_{\xi}=\Phi \nu^{-1} \rho_{n}\left(\rho_{n}\left(\lambda\left(\mathbf{c}_{n}\right) U_{n}\right)_{\xi}\right)_{\xi} \\
& \left.U_{n}\right|_{|\xi|=1}=0,\left.\quad U_{n}\right|_{t=0}=-\Phi \tilde{\rho}_{0}(\xi) \tilde{P}_{0}(\xi) \tag{4.13}
\end{align*}
$$

and

$$
\begin{align*}
& V_{n t}=\Phi \nu^{-1}\left(\rho_{n}^{2} \lambda\left(\mathbf{c}_{n}\right) V_{n}\right)_{\xi \xi}+\left(\rho_{n} g \lambda\left(\mathbf{c}_{n}\right)\right)_{\xi \xi} . \\
& \left.V_{n}\right|_{|\xi|=1}=0,\left.\quad V_{n}\right|_{t=0}=\tilde{v}_{0 \xi}(\xi) \tag{4.14}
\end{align*}
$$

The differential equations (4.13) and (4.14) hold as equalities of functions from $L^{2}(Q)$.
Proof. Let $\left(\lambda_{\delta}\right)$ be a sequence satisfying conditions (4.7) and such that

$$
\lambda_{\delta} \rightarrow \lambda\left(\mathbf{c}_{n}\right) \text { in } W^{1}\left(0, T ; C^{2}(\bar{\Omega})\right) \text { as } \delta \rightarrow 0
$$

Let $P_{\delta 0}(\xi)$ be a sequence from $H^{3+\beta}(\Omega)$ such that

$$
P_{\delta 0} \rightarrow \tilde{P}_{0} \text { in } W^{2,2}(\Omega) \text { as } \delta \rightarrow 0
$$

Assume that the compatibility conditions (4.8) are fulfilled. We consider the parabolic problem $(4.4)_{\delta}$, which is problem (4.4) with $\lambda\left(\mathbf{c}_{n}\right)$ and $\tilde{P}_{0}$ substituted by $\lambda_{\delta}$ and $P_{\delta 0}$, respectively. By Theorem 7.4 of [13, Chapter V], there is a unique solution $P_{\delta} \in H^{3+\beta,(3+\beta) / 2}(\bar{Q})$ of $(4.4)_{\delta}$.

The function $U_{\delta}=-\Phi \rho_{\delta} P_{\delta \xi}$ solves the parabolic equation

$$
\begin{equation*}
U_{\delta t}+\rho_{\delta} U_{\delta}\left(\lambda_{\delta} U_{\delta}\right)_{\xi}=\Phi \nu^{-1} \rho_{\delta}\left(\rho_{\delta}\left(\lambda_{\delta} U_{\delta}\right)_{\xi}\right)_{\xi} \tag{4.15}
\end{equation*}
$$

Due to the choice of $\lambda_{\delta}$, one can obtain, by the same arguments as in Lemma 4.1, the following estimates:

$$
\begin{gather*}
\underline{\rho} \leq \rho_{\delta} \leq \bar{\rho}, \quad\left\|P_{\delta t}\right\|_{3 / 2,3 / 2} \leq b  \tag{4.16}\\
\left\|U_{\delta}\right\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)}+\left\|U_{\delta \xi}\right\|_{3 / 2,3 / 2}+\left\|U_{\delta}\right\|_{3,3}+\left\|U_{\delta}\right\|_{2, \infty} \leq b \tag{4.17}
\end{gather*}
$$

uniformly in $\delta$.
The function $V_{\delta}:=v_{\delta \xi}$ solves the equation

$$
\begin{equation*}
V_{\delta t}=\Phi \nu^{-1}\left(\rho_{\delta}^{2} \lambda_{\delta} V_{\delta}\right)_{\xi \xi}+\left(\rho_{\delta} g \lambda_{\delta}\right)_{\xi \xi} \tag{4.18}
\end{equation*}
$$

We multiply it by $V_{\delta}^{3}$ and integrate the result over $\Omega$ to obtain

$$
\begin{aligned}
& \frac{1}{4} \frac{d}{d t} \int_{\Omega} V_{\delta}^{4} d \xi+\overbrace{3 \Phi \nu^{-1} \int_{\Omega} \rho_{\delta}^{2} \lambda_{\delta} V_{\delta}^{2} V_{\delta \xi}^{2} d \xi}=6 \Phi \nu^{-1} \int_{\Omega} \rho_{\delta}^{3} \lambda_{\delta} V_{\delta}^{4} V_{\delta \xi} d \xi \\
& +3 \int_{\Omega} \rho_{\delta}^{2} V_{\delta}^{3} V_{\delta \xi}\left(g \lambda_{\delta}-\Phi \nu^{-1} \lambda_{\delta \xi}\right) d \xi-3 g \int_{\Omega} \rho_{\delta} \lambda_{\delta \xi} V_{\delta}^{2} V_{\delta \xi} d \xi \equiv \sum_{i=1}^{3} J_{i}
\end{aligned}
$$

We estimate

$$
J_{1}+J_{2} \leq \overbrace{\cdots} / 4+b_{1}\left(\left\|U_{\delta}\right\|_{\infty}^{2}+1\right) \int_{\Omega} V_{\delta}^{4} d \xi, \quad J_{3} \leq \overbrace{\cdots} / 4+b_{2}\left\|U_{\delta}\right\|_{2}^{2}
$$

Due to estimates (4.17), one concludes that

$$
\frac{d}{d t} \int_{\Omega} V_{\delta}^{4} d \xi \leq f_{1}(t) \int_{\Omega} V_{\delta}^{4} d \xi+f_{2}(t)
$$

with the functions $f_{i}$ bounded in $L^{1}(0, T)$ uniformly in $\delta$. By Gronwall's lemma it follows that

$$
\begin{equation*}
\left\|V_{\delta}, U_{\delta}\right\|_{\infty, 4} \leq b, \quad\left\|V_{\delta} V_{\delta \xi}, U_{\delta} U_{\delta \xi}\right\|_{2,2} \leq b \tag{4.19}
\end{equation*}
$$

uniformly in $\delta$. Observe that some constants $b$ in this proof may depend on $n$.

With such estimates at hand, we multiply (4.15) by $U_{\delta \xi \xi}$ and integrate the result over $\Omega$ to obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega} U_{\delta \xi}^{2} d \xi+\underbrace{\Phi \nu^{-1} \int_{\Omega} \rho_{\delta}^{2} \lambda_{\delta} U_{\delta \xi \xi}^{2} d \xi} \\
&=-\int_{\Omega} \rho_{\delta} U_{\delta \xi} U_{\delta \xi \xi}\left(\left[\Phi \nu^{-1}\left(\rho_{\delta} \lambda_{\delta}\right)_{\xi}+\lambda_{\delta} U_{\delta}\right]+\left[\Phi \nu^{-1}\left(\rho_{\delta \xi} \lambda_{\delta \xi}+\rho_{\delta} \lambda_{\delta \xi \xi}\right)+\lambda_{\delta \xi} U_{\delta}\right]\right) d \xi \\
& \leq \underbrace{\cdots} / 2+b \int_{\Omega}\left(1+U_{\delta}^{4}+U_{\delta \xi}^{2} U_{\delta}^{2}\right) d \xi .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\|U_{\delta \xi}, V_{\delta \xi}\right\|_{\infty, 2} \leq b, \quad\left\|U_{\delta \xi \xi}, V_{\delta \xi \xi}, U_{\delta t}, V_{\delta t}\right\|_{2,2} \leq b \tag{4.20}
\end{equation*}
$$

uniformly in $\delta$.
Due to estimates (4.16), (4.17), (4.19), and (4.20), and the uniqueness of solutions of problem (4.4), one can prove by the arguments of Lemma 4.1 that $P_{\delta} \rightarrow P_{n}$ in the same sense as in Lemma 4.1. Moreover,

$$
U_{\delta \xi} \rightarrow U_{n \xi}, \quad U_{\delta \xi \xi} \rightarrow U_{n \xi \xi}, \quad U_{\delta t} \rightarrow U_{n t} \text { weakly in } L^{2}(Q),
$$

and

$$
U_{\delta} \rightarrow U_{n} \text { strongly in } L^{q}(Q) \text { for any } 1 \leq q<4 .
$$

The similar convergences are valid for the sequence $V_{\delta}$ :

$$
V_{\delta \xi} \rightarrow V_{n \xi}, \quad V_{\delta \xi \xi} \rightarrow V_{n \xi \xi}, \quad V_{\delta t} \rightarrow V_{n t} \text { weakly in } L^{2}(Q),
$$

and

$$
V_{\delta} \rightarrow V_{n} \text { strongly in } L^{q}(Q) \text { for any } 1 \leq q<4 .
$$

The above claims of convergence enable us to pass to the limit, as $\delta \rightarrow 0$, in (4.15) and (4.18). Lemma 4.2 is proved.

Consequence. It follows easily from the above lemma that the function $z_{n}=P_{n \xi}$ solves the equation

$$
\begin{equation*}
\nu z_{n t}=\left(\Phi \rho_{n}\left(\lambda\left(\mathbf{c}_{n}\right) \rho_{n} z_{n}\right)_{\xi}\right)_{\xi} \tag{4.21}
\end{equation*}
$$

in $L^{2}(Q)$.
5. Global solvability. We argue by a compactness method. To this end we use estimates independent of $n$ for the approximate solutions ( $P_{n}, \mathbf{c}_{n}$ ), defined by (4.1)(4.4). It is an advantage of the semi-Galerkin method that all the a priori estimates obtained in section 3 are also valid for $\left(P_{n}, \mathbf{c}_{n}\right)$ :

$$
\begin{align*}
& b^{-1} \leq P_{n}, \rho_{n} \leq b, \quad\left\|\left.u_{n}\right|^{1 / 2} \mathbf{c}_{n \xi}\right\|_{2,2} \leq b, \\
& \left\|\mathbf{c}_{n}\right\|_{\infty, 2} \leq b, \quad\left\|\mathbf{c}_{n}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq b,  \tag{5.1}\\
& \left\|P_{n \xi}\right\|_{L^{\infty}\left(0, T ; L_{M}(\Omega)\right)} \leq b, \quad\left\|P_{n \xi}\right\|_{3,3} \leq b, \\
& \left\|P_{n \xi}\right\|_{2, \infty} \leq b, \quad\left\|P_{n \xi \xi}, P_{n t}\right\|_{3 / 2,3 / 2} \leq b, \tag{5.2}
\end{align*}
$$

uniformly in $n$. By the Young inequality, one can derive from (5.1), (5.2) that

$$
\left\|D_{n} \mathbf{c}_{n \xi}\right\|_{3 / 2,3 / 2} \leq b
$$

uniformly in $n$. It follows from (4.21) that

$$
\begin{equation*}
\left\|\frac{\partial}{\partial t} P_{n \xi}\right\|_{L^{3 / 2}\left(0, T ; W^{-1,3 / 2}(\Omega)\right)} \leq b, \tag{5.3}
\end{equation*}
$$

uniformly in $n$.
To derive the estimate

$$
\begin{equation*}
\left\|\mathbf{c}_{n t}\right\|_{L^{3 / 2}\left(0, T ;\left(W^{2,2}(\Omega)\right)^{*}\right)} \leq b \tag{5.4}
\end{equation*}
$$

we choose the basis $\left(w_{j}\right)_{j \geq 1}$, defined as

$$
w_{j \xi \xi}=-\lambda_{j} w_{j},\left.\quad w_{j \xi}\right|_{|\xi|=1}=0
$$

Clearly, $w_{j}=\cos (\pi(j-1) \xi)$ and $\lambda_{j}=\pi^{2}(j-1)^{2}$.
Denote by $\mathcal{P}_{n}$ the projection of $L^{2}(\Omega)$ onto $X_{n}$, the subspace of $L^{2}(\Omega)$, spanned by $w_{1}, \ldots, w_{n}$. Observe that

$$
\left\|\left(\mathcal{P}_{n} w\right)_{\xi \xi}\right\|_{2}^{2}=\sum_{j=1}^{n} \lambda_{j}^{2} \beta_{j}^{2} \leq \sum_{j=1}^{\infty} \lambda_{j}^{2} \beta_{j}^{2}=\left\|w_{\xi \xi}\right\|_{2}^{2}, \quad w=\sum_{j=1}^{\infty} \beta_{j} w_{j}
$$

and the norm of $w$ in $W^{2,2}(\Omega)$ is equivalent to $\left(\|w\|_{2}^{2}+\left\|w_{\xi \xi}\right\|_{2}^{2}\right)^{1 / 2}$.
One can write equality (4.1) as

$$
\frac{d}{d t} \int_{\Omega} c_{i n}\left(\mathcal{P}_{n} w\right) d \xi+\int_{\Omega} \rho_{n}^{2} D_{n} c_{i n \xi}\left(\mathcal{P}_{n} w\right)_{\xi} d \xi=0 \quad \forall w \in W^{2,2}(\Omega)
$$

Now it follows that

$$
\left|\left\langle\mathbf{c}_{n t}, w\right\rangle\right| \leq \bar{\rho}^{2}\left\|D_{n} \mathbf{c}_{n \xi}\right\|_{3 / 2}\left\|\left(\mathcal{P}_{n} w\right)_{\xi}\right\|_{3} .
$$

Observe that

$$
\begin{gathered}
\left\|\left(\mathcal{P}_{n} w\right)_{\xi}\right\|_{3} \leq b_{1}\left\|\left(\mathcal{P}_{n} w\right)_{\xi}\right\|_{W^{1,2}(\Omega)} \leq b_{2}\left\|\mathcal{P}_{n} w\right\|_{W^{2,2}(\Omega)} \leq b_{3}\left(\left\|\mathcal{P}_{n} w\right\|_{2}^{2}+\left\|\left(\mathcal{P}_{n} w\right)_{\xi \xi}\right\|_{2}^{2}\right)^{1 / 2} \\
\leq b_{3}\left(\|w\|_{2}^{2}+\left\|w_{\xi \xi}\right\|_{2}^{2}\right)^{1 / 2} \leq b_{4}\|w\|_{W^{2,2}(\Omega)}
\end{gathered}
$$

Hence,

$$
\left\|\mathbf{c}_{n t}(t)\right\|_{\left(W^{2,2}(\Omega)\right)^{*}} \leq b\left\|D_{n}(t) \mathbf{c}_{n \xi}(t)\right\|_{3 / 2}
$$

Thus, estimate (5.4) is established.
THEOREM 5.1. Assume that $\tilde{P}_{0} \in W^{2,2}(\Omega), \tilde{\mathbf{c}}_{0} \in L^{2}(\Omega)$, and function $\lambda(\mathbf{c})$ satisfies restrictions (1.14). Then, problem (2.8)-(2.10) has a solution $(P(\xi, t), \mathbf{c}(\xi, \mathbf{t}))$ with the properties

$$
\begin{aligned}
& \underline{\rho} \leq \rho \leq \bar{\rho}, P_{t} \in L^{3 / 2}(Q) \\
& P \in L^{\infty}\left(0, T ; W_{M}^{1}(\Omega)\right) \cap L^{3 / 2}\left(0, T ; W^{2,3 / 2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1, \infty}(\Omega)\right) \\
& \quad \cap L^{3}\left(0, T ; W^{1,3}(\Omega)\right) \cap L^{\infty}(Q), \quad \mathbf{c} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right),
\end{aligned}
$$

where the function $M$ is given by (3.4). The first equation in (2.8) holds as an equality of functions in $L^{3 / 2}(Q)$. The second equation in (2.8) holds weakly:

$$
\begin{equation*}
\iint_{\mathrm{Q}}\left(\mathbf{c} \Psi_{t}-\Phi \rho^{2} D \mathbf{c}_{\xi} \Psi_{\xi}\right) d \xi d t=-\int_{\Omega} \tilde{\mathbf{c}}_{0} \Psi(\xi, 0) d \xi \tag{5.5}
\end{equation*}
$$

for any $\Psi \in C^{1}(\bar{Q})$ such that $\Psi(\xi, T)=0$.
Proof. The uniform bounds $(5.1)_{4}$ and (5.4) imply by the Aubin-Lions theorem that there are a subsequence, still denoted $(\mathbf{c})_{n}$, and a function $\mathbf{c}$, such that $\mathbf{c}_{n} \rightarrow \mathbf{c}$ a.e. in $Q$, and $\mathbf{c}_{n} \rightarrow \mathbf{c}$ strongly in $L^{2}(Q)$ and weakly in $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$. Hence $\lambda\left(\mathbf{c}_{n}\right) \rightarrow \lambda(\mathbf{c})$ a.e. in $Q$ and strongly in $L^{q}(Q)$ for any $q \in[1, \infty)$.

The uniform bound $\left\|P_{n}\right\|_{W^{1,3 / 2}(Q)} \leq b$ and the compact imbedding of $W^{1,3 / 2}(Q)$ into $L^{3 / 2}(Q)$ imply that, up to a subsequence, there is a function $P \in W^{1,3 / 2}(Q)$ such that $P_{n} \rightarrow P, \rho_{n} \rightarrow \rho$ strongly in $L^{q}(Q)$, for any $q \in[1,3 / 2)$. Since $\underline{P} \leq P \leq \bar{P}$, one can also obtain by an interpolation argument that $P_{n} \rightarrow P, \rho_{n} \rightarrow \rho$ strongly in $L^{q}(Q)$ for any $q \in[1, \infty)$.

It follows from (5.2) that

$$
P_{n \xi \xi} \rightarrow P_{\xi \xi}, \quad P_{n t} \rightarrow P_{t}, \text { weakly in } L^{3 / 2}(Q)
$$

Due to estimates (5.3) and (5.2) $)_{4}$, one concludes that $P_{n \xi} \rightarrow P_{\xi}$ in $L^{3 / 2}(Q)$. Since $\left\|P_{n \xi}\right\|_{3,3} \leq b$, one has by interpolation that $P_{n \xi} \rightarrow P_{\xi}$ in $L^{q}(Q)$, for any $q \in[1,3)$.

As for the function $u_{n}=-\Phi \rho_{n} \lambda\left(\mathbf{c}_{n}\right) P_{n \xi}$, one has by the above token that $u_{n} \rightarrow u$ in $L^{q}(Q)$, for any $q \in[1,3)$. Hence, $\left|u_{n}\right| \mathbf{c}_{n \xi} \rightarrow|u| \mathbf{c}_{\xi}$ in $\mathcal{D}^{\prime}(Q)$.

The convergences described above enable us to pass to the limit, as $n \rightarrow \infty$, in (4.1)-(4.4). The proof of Theorem 5.1 is complete.

The next result concerns the problem in the Euler setting.
THEOREM 5.2. Assume that $P_{0} \in W^{2,2}(\Omega), \mathbf{c}_{0} \in L^{2}(\Omega)$, and the function $\lambda(\mathbf{c})$ satisfies restrictions (1.14). Then, problem (2.1)-(2.4) has a solution $(P(x, t), \mathbf{c}(x, t))$ with the properties

$$
\begin{aligned}
& \underline{\rho} \leq \rho \leq \bar{\rho}, P_{t} \in L^{3 / 2}(Q) \\
& P \in L^{\infty}\left(0, T ; W_{M}^{1}(\Omega)\right) \cap L^{3 / 2}\left(0, T ; W^{2,3 / 2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1, \infty}(\Omega)\right) \\
& \quad \cap L^{3}\left(0, T ; W^{1,3}(\Omega)\right) \cap L^{\infty}(Q), \quad \mathbf{c} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right),
\end{aligned}
$$

where the function $M$ is given by (3.4). Equation (2.1) holds as an equality of functions from $L^{3 / 2}(Q)$. Equation (2.2) holds weakly:

$$
\begin{equation*}
\iint_{\mathrm{Q}} \rho \mathbf{c}\left(\Phi \psi_{t}+u \psi_{x}\right)-\rho D \mathbf{c}_{x} \psi_{x} d x d t=-\int_{\Omega} \Phi \rho_{0}(x) \mathbf{c}_{0}(x) \psi(x, 0) d x \tag{5.6}
\end{equation*}
$$

for any $\psi \in C^{1}(\bar{Q})$ such that $\psi(x, T)=0$.
Proof. Let $(P(\xi, t), \tilde{\mathbf{c}}(\xi, t))$ be a solution in the Lagrange setting given by Theorem 5.1. The function $\tilde{\rho}(\xi, t)$ enables us to define the Euler variables by the formulae

$$
x(\xi, t)=\Phi^{-1} \int_{-1}^{\xi} \tilde{v}(y, t) d y-1, \quad x_{\xi}=\Phi^{-1} \tilde{v}, \quad x_{t}=\Phi^{-1} \tilde{u}
$$

Clearly,

$$
x \in C(\bar{Q}) \cap L^{2}\left(0, T ; W^{2,3 / 2}(\Omega)\right), \quad x_{t} \in L^{3}(Q) \cap L^{3 / 2}\left(0, T ; W^{1,3 / 2}(\Omega)\right)
$$

The inverse function $\xi(x, t)$ enjoys the same regularity as a function of the variables $x$ and $t$.

One can verify that the functions

$$
P(x, t)=\left.\tilde{P}(\xi, t)\right|_{\xi=\xi(x, t)}, \quad \mathbf{c}(x, t)=\left.\tilde{\mathbf{c}}(\xi, t)\right|_{\xi=\xi(x, t)}
$$

solve the equations

$$
\Phi P_{t}+u P_{x}=\left(\frac{\lambda(\mathbf{c})}{\nu} P_{x}\right) x, \quad u=-\lambda(\mathbf{c}) P_{x}
$$

a.e. in $Q$.

Let us verify that the functions $P(x, t)$ and $\mathbf{c}(x, t)$ solve (5.6). First, we observe that, by a continuity argument, the functions $\tilde{P}(\xi, t)$ and $\tilde{\mathbf{c}}(\xi, t)$ satisfy (5.5) for all $\Psi \in L^{2}(Q)$ such that $\Psi_{t} \in L^{2}(Q), \Psi_{\xi} \in L^{3}(Q)$, and $\Psi(\xi, T)=0$. Observe that because of the inclusion $\Psi_{t} \in L^{2}(Q)$, the function $\Psi$ belongs to $C\left([0, T] ; L^{2}(\Omega)\right)$ and $\Psi$ has traces at $t=$ const.

Given an arbitrary function $\psi(x, t)$ such that $\psi \in C^{1}(\bar{Q}), \psi(x, T)=0$, let us consider the sum of integrals

$$
J=\iint_{Q}\left(\rho \mathbf{c}\left(\Phi \psi_{t}+u \psi_{x}\right)-\rho D \mathbf{c}_{x} \psi_{x}\right) d x d t+\int_{\Omega} \mathbf{c}_{0}(x) \psi(x, 0) d x
$$

Denoting $\Psi(\xi, t)=\left.\psi(x, t)\right|_{x=x(\xi, t)}$, and making the change of variables $(x, t) \rightarrow(\xi, t)$, we have

$$
J=\iint_{\mathrm{Q}}\left(\tilde{\mathbf{c}} \Psi_{t}-\Phi \tilde{\rho}^{2} \tilde{D}^{\tilde{\mathbf{c}}_{\xi}} \Psi_{\xi}\right) d \xi d t+\int_{\Omega} \tilde{\mathbf{c}}_{0} \Psi(\xi, 0) d \xi
$$

where

$$
\begin{gathered}
\Psi_{t}=\Phi^{-1} \psi_{x}(x(\xi, t), t) \tilde{u}(\xi, t)+\psi_{t}(x(\xi, t), t) \in L^{2}(Q) \\
\Psi_{\xi}=\Phi^{-1} \psi_{x}(x(\xi, t), t) \tilde{v}(\xi, t) \in L^{3}(Q)
\end{gathered}
$$

and $\Psi(\xi, 0)=\psi(x(\xi, 0), 0) \in L^{2}(\Omega)$. Clearly, $\Psi$ belongs to $C\left([0, T] ; L^{2}(\Omega)\right)$. Thus, $J=0$ and the theorem is proved.
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#### Abstract

In this paper we study the blow-up criterion of smooth solution to the ideal MHD equations in $\mathbb{R}^{n}$. By means of the Fourier frequency localization and Bony paraproduct decomposition, we show a losing estimate for the ideal MHD equations and apply it to establish an improved blow-up criterion of smooth solutions. As a special case, we recover a previous result of Planchon for the incompressible Euler equations.
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1. Introduction. We are concerned with the blow-up phenomena of smooth solutions to the ideal MHD equations in $\mathbb{R}^{n}$ :
(IMHD)

$$
\left\{\begin{array}{l}
u_{t}+u \cdot \nabla u=-\nabla p-\frac{1}{2} \nabla b^{2}+b \cdot \nabla b,  \tag{1.1}\\
b_{t}+u \cdot \nabla b=b \cdot \nabla u, \\
\nabla \cdot u=\nabla \cdot b=0, \\
u(0, x)=u_{0}(x), \quad b(0, x)=b_{0}(x),
\end{array}\right.
$$

where $x \in \mathbb{R}^{n}, t \geq 0, u, b$ describes the flow velocity vector and the magnetic field vector, respectively, $p$ is a scalar pressure, while $u_{0}$ and $b_{0}$ are the given initial velocity and initial magnetic field with $\nabla \cdot u_{0}=\nabla \cdot b_{0}=0, b^{2}=|b|^{2}$.

By the standard energy method [12], it is known that for $\left(u_{0}, b_{0}\right) \in H^{s}\left(\mathbb{R}^{3}\right), s \geq 3$, there exists $T>0$ such that the Cauchy problem (1.1) has a unique smooth solution $(u(t, x), b(t, x))$ on $[0, T)$ satisfying

$$
(u, b) \in C\left([0, T) ; H^{s}\right) \cap C^{1}\left([0, T) ; H^{s-1}\right)
$$

However, in contrast to the Euler equation (when $b=0$ ), the global existence of smooth solutions to the inviscid MHD equations is not known even in two dimensions. Later on, Caflisch, Klapper and Steele [3] extended the well-known result of Beale-Kato-Majda [2] for the incompressible Euler equations to the three dimensional IMHD equations. They showed precisely that if the smooth solution $(u, b)$ satisfies the condition

$$
\begin{equation*}
\int_{0}^{T}\|\nabla \times u\|_{L^{\infty}}+\|\nabla \times b\|_{L^{\infty}} d t<\infty \tag{1.2}
\end{equation*}
$$

[^110]then the solution $(u, b)$ can be extended beyond $t=T$, namely, for some $T<$ $\tilde{T},(u, b) \in C\left([0, \tilde{T}) ; H^{s}\right) \cap C^{1}\left([0, \tilde{T}) ; H^{s-1}\right)$. In other words, let $[0, T)$ be the maximal time interval to the smooth solution $(u, b)$ for (IMHD); then $(u, b)$ blows up at $T$ iff
\[

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon_{0}}^{T-\varepsilon}\|\nabla \times u\|_{L^{\infty}}+\|\nabla \times b\|_{L^{\infty}} d t=\infty \quad \forall 0 \leq \varepsilon_{0}<T \tag{1.3}
\end{equation*}
$$

\]

Recently, Zhang and Liu [17] refined the blow-up condition (1.3) to

$$
\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon_{0}}^{T-\varepsilon}\|\nabla \times u\|_{\dot{B}_{\infty, \infty}^{0}}+\|\nabla \times b\|_{\dot{B}_{\infty, \infty}^{0}} d t=\infty \quad \forall 0 \leq \varepsilon_{0}<T .
$$

Here and thereafter, $\dot{B}_{p, q}^{s}$ denotes the homogenous Besov space, whose definition will be given in section 2 .

Recently, for the incompressible Euler equations,

$$
\text { (IE) } \quad\left\{\begin{array}{l}
u_{t}+u \cdot \nabla u+\nabla p=0,  \tag{1.4}\\
\nabla \cdot u=0, \\
u(0, x)=u_{0}(x),
\end{array}\right.
$$

Planchon [14] was able to relax previous blow-up conditions such as

$$
\begin{array}{lcc}
\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon_{0}}^{T-\varepsilon}\|\omega(t)\|_{\infty} d t=\infty & \forall 0 \leq \varepsilon_{0}<T & \text { (see, e.g., [2]), } \\
\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon_{0}}^{T-\varepsilon}\|\omega(t)\|_{B M O} d t=\infty & \forall 0 \leq \varepsilon_{0}<T & \text { (see, e.g., [10]), } \\
\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon_{0}}^{T-\varepsilon}\|\omega(t)\|_{\dot{B}_{\infty, \infty}^{0}} d t=\infty & \forall 0 \leq \varepsilon_{0}<T & \text { (see, e.g., [11]), }
\end{array}
$$

and he established an improved blow-up criterion in the framework of mixed timespace Besov spaces. His result is the following: there exists a positive constant $M_{0}$ such that if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j \in \mathbb{Z}} \int_{T-\varepsilon}^{T}\left\|\Delta_{j} \omega(t)\right\|_{\infty} d t \geq M_{0} \tag{1.5}
\end{equation*}
$$

then $u$ cannot be continued beyond $t=T$. Here $\omega=\nabla \times u$ is the vorticity and $\Delta_{j}$ denotes a frequency localization operator at $|\xi| \approx 2^{j}$; see section 2 for the definition.

Inspired by [14], we want to obtain the corresponding result for the IMHD equations. Unfortunately, the method of $[16,14]$ does not apply directly, since there is not enough evidence to show if the solution $u$ remains smooth past time $T$ from the deduced inequality (see the last inequality in [14]). More precisely, we cannot infer that $f(T)$ can be dominated by $f(T-\varepsilon)$ from the following inequality:

$$
f(T) \leq f(T-\varepsilon)+\delta(\varepsilon) f(T) \log (1+f(T))
$$

where $\delta(\varepsilon)$ is a function such that $\delta(\varepsilon) \rightarrow 0$ when $\varepsilon$ tends to zero.
To overcome this difficulty, we first obtain a losing estimate for the IMHD equations (1.1), which is motivated by [7, 8], and further establishes a blow-up criterion of smooth solution for the IMHD equations (1.1). Let us point out that losing estimates
might be of independent interest, as they can be used to establish improved blow-up criteria of smooth solutions for the incompressible Navier-Stokes equations

$$
\text { (NS) }\left\{\begin{array}{l}
u_{t}-\nu \Delta u+u \cdot \nabla u+\nabla p=0,  \tag{1.6}\\
\nabla \cdot u=0, \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

and MHD equations with dissipation and resistance

$$
(\mathrm{MHD})\left\{\begin{array}{l}
u_{t}-\nu \Delta u+u \cdot \nabla u=-\nabla p-\frac{1}{2} \nabla b^{2}+b \cdot \nabla b,  \tag{1.7}\\
b_{t}-\eta \Delta u+u \cdot \nabla b=b \cdot \nabla u, \\
\nabla \cdot u=\nabla \cdot b=0, \\
u(0, x)=u_{0}(x), \quad b(0, x)=b_{0}(x)
\end{array}\right.
$$

We will prove the losing estimate for the IMHD equation (1.1) is the following theorem.
Theorem 1.1. Let $(u, b)$ be a smooth solution to (1.1) with $\left(u_{0}, b_{0}\right) \in B_{p, q}^{s}$, $s>\frac{n}{p}+1,1 \leq p, q<\infty$. Then there exists a positive constant $C_{0}>0$ such that for $\lambda \geq C_{0}$,

$$
\begin{equation*}
\mathcal{M}(u)+\mathcal{M}(b) \lesssim\left\|u_{0}\right\|_{\dot{B}_{p, q}^{s}}+\left\|b_{0}\right\|_{\dot{B}_{p, q}^{s}} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{M}(f) \triangleq\left\|\sup _{t \in[0, T)} 2^{j s-\Psi_{\lambda}(t)}\right\| \Delta_{j} f(t)\left\|_{p}\right\|_{\ell^{q}(\mathbb{Z})} \text { with } \\
& \Psi_{\lambda}\left(t^{\prime}, t\right) \triangleq \lambda \int_{t^{\prime}}^{t}\left\|\nabla u\left(t^{\prime \prime}\right)\right\|_{\infty}+\left\|\nabla b\left(t^{\prime \prime}\right)\right\|_{\infty} d t^{\prime \prime} \quad \text { and } \quad \Psi_{\lambda}(t)=\Psi_{\lambda}(0, t) .
\end{aligned}
$$

As an application to Theorem 1.1, and inspired by [14], we obtain a similar blowup criterion for the IMHD equations (1.1).

Theorem 1.2. Let $\left(u_{0}, b_{0}\right) \in B_{p, q}^{s}, s>\frac{n}{p}+1,1 \leq p, q<\infty$. Suppose that $(u, b) \in C\left([0, T) ; B_{p, q}^{s}\right) \cap C^{1}\left([0, T) ; B_{p, q}^{s-1}\right)$ is the smooth solution to (1.1). There exists an absolute constant $M>0$ such that
(i) If

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j \in \mathbb{Z}} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j}(\nabla \times u)\right\|_{\infty}+\left\|\Delta_{j}(\nabla \times b)\right\|_{\infty}\right) d t=\delta<M \tag{1.9}
\end{equation*}
$$

then $\delta=0$, and the solution $(u, b)$ can be extended past time $t=T$.
(ii) If

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j \in \mathbb{Z}} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j}(\nabla \times u)\right\|_{\infty}+\left\|\Delta_{j}(\nabla \times b)\right\|_{\infty}\right) d t \geq M \tag{1.10}
\end{equation*}
$$

then the solution blows up at $t=T$.
Remark 1.1. In Theorem 1.2, $M$ can be viewed as a threshold of blow-up. Planchon gave an exact explanation for the appearance of $M$; see [14] for details.

Remark 1.2. Note that $B_{p, q}^{s-1}$ is a Banach algebra for $s>\frac{n}{p}+1$. One can easily prove that there exists a unique smooth solution $(u, b) \in C\left([0, T) ; B_{p, q}^{s}\right) \cap$ $C^{1}\left([0, T) ; B_{p, q}^{s-1}\right)$ to (1.1) by standard method; see [16] for details.

Remark 1.3. (i) In the case of $b=0$, (IMHD) can be read as the incompressible Euler equations (IE), and what is proved in [14] is a straightforward consequence of Theorem 1.2.
(ii) Making use of losing estimate techniques, we can establish an improved blowup criterion of smooth solution in the framework of mixed time-space Besov space for the incompressible Navier-Stokes equations (NS) and MHD equations (MHD).

Notation. Throughout the paper, $C$ stands for a "harmless" constant, and we will use the notation $A \lesssim B$ as an equivalent to $A \leq C B, A \approx B$ as $A \lesssim B$ and $B \lesssim A$.
2. Preliminaries. Let us recall the Littlewood-Paley decomposition (see also $[1,15])$ and then establish a certain kind of logarithmic Sobolev inequalities in the framework of mixed time-space Besov space. Let $\mathcal{S}\left(\mathbb{R}^{3}\right)$ be the Schwartz class of rapidly decreasing functions. Given $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, its Fourier transform $\mathcal{F} f=\hat{f}$ is defined by

$$
\hat{f}(\xi)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} f(x) d x
$$

Choose two nonnegative radial functions $\chi, \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, supported in $B=\{\xi \in$ $\left.\mathbb{R}^{n},|\xi| \leq \frac{4}{3}\right\}$ and $\mathcal{C}=\left\{\xi \in \mathbb{R}^{n}, \frac{3}{4} \leq|\xi| \leq \frac{8}{3}\right\}$, respectively, such that

$$
\begin{array}{r}
\chi(\xi)+\sum_{j \geq 0} \varphi\left(2^{-j} \xi\right)=1, \quad \xi \in \mathbb{R}^{n}, \\
\sum_{j \in \mathbb{Z}} \varphi\left(2^{-j} \xi\right)=1, \quad \xi \in \mathbb{R}^{n} \backslash\{0\} .
\end{array}
$$

Setting $\varphi_{j}(\xi)=\varphi\left(2^{-j} \xi\right)$, one easily verifies that $\operatorname{supp} \varphi_{j} \cap \operatorname{supp} \varphi_{j^{\prime}}=\emptyset$ if $\left|j-j^{\prime}\right| \geq 2$ and $\operatorname{supp} \chi \cap \operatorname{supp} \varphi_{j}=\emptyset$ if $j \geq 1$. Let $h=\mathcal{F}^{-1} \varphi$ and $\tilde{h}=\mathcal{F}^{-1} \chi$; we define the dyadic blocks as follows:

$$
\begin{aligned}
& \Delta_{j} f=\varphi\left(2^{-j} D\right) f=2^{j n} \int_{\mathbb{R}^{n}} h\left(2^{j} y\right) f(x-y) d y, \\
& S_{j} f=\sum_{k \leq j-1} \Delta_{k} f=\chi\left(2^{-j} D\right) f=2^{j n} \int_{\mathbb{R}^{n}} \tilde{h}\left(2^{j} y\right) f(x-y) d y .
\end{aligned}
$$

Informally, $\Delta_{j}=S_{j}-S_{j-1}$ is a frequency projection to the annulus $\left\{|\xi| \approx 2^{j}\right\}$, while $S_{j}$ is a frequency projection to the ball $\left\{|\xi| \lesssim 2^{j}\right\}$.

Making use of Littlewood-Paley's decomposition, we give the definition of the homogenous Besov space. Let $s \in \mathbb{R}, 1 \leq p, q \leq \infty$; the homogenous Besov space $\dot{B}_{p, q}^{s}$ is defined by

$$
\dot{B}_{p, q}^{s}=\left\{f \in \mathcal{Z}^{\prime}\left(\mathbb{R}^{n}\right) ;\|f\|_{\dot{B}_{p, q}^{s}}<\infty\right\}
$$

where

$$
\|f\|_{\dot{B}_{p, q}^{s}}=\left\{\begin{array}{l}
\left(\sum_{j=-\infty}^{\infty} 2^{j s q}\left\|\Delta_{j} f\right\|_{p}^{q}\right)^{\frac{1}{q}} \quad \text { for } \quad q<\infty, \\
\sup _{j \in \mathbb{Z}} 2^{j s}\left\|\Delta_{j} f\right\|_{p} \quad \text { for } \quad q=\infty
\end{array}\right.
$$

and $\mathcal{Z}^{\prime}\left(\mathbb{R}^{n}\right)$ denotes the dual space of $\mathcal{Z}\left(\mathbb{R}^{n}\right)=\left\{f \in \mathcal{S}\left(\mathbb{R}^{n}\right) ; \partial^{\alpha} \hat{f}(0)=0 ; \forall \alpha \in\right.$ $\mathbb{N}^{n}$ multi-index $\}$ and can be identified by the quotient space of $\mathcal{S}^{\prime} / \mathcal{P}$ with the polynomials space $\mathcal{P}$.

For $s>0$, we define the inhomogeneous Besov space as

$$
B_{p, q}^{s}=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) ;\|f\|_{B_{p, q}^{s}}<\infty\right\}
$$

where

$$
\|f\|_{B_{p, q}^{s}}=\|f\|_{p}+\|f\|_{\dot{B}_{p, q}^{s}} .
$$

For details, we refer to $[1,15]$.
In addition to normal time-space Besov space such as $L^{r}\left(I ; B_{p, q}^{s}\right)$ or $L^{r}\left(I ; \dot{B}_{p, q}^{s}\right)$, we also use another kind of mixed time-space Besov space, used previously in [6]; see also [4]. Let $s \in \mathbb{R}, 1 \leq r, p, q \leq \infty, 0<T \leq+\infty$; the space $\widetilde{L}_{T}^{r}\left(\dot{B}_{p, q}^{s}\right)$ is defined by

$$
\widetilde{L}_{T}^{r}\left(\dot{B}_{p, q}^{s}\right)=\left\{f \in \mathcal{D}^{\prime}\left((0, T) ; \mathcal{Z}^{\prime}\left(\mathbb{R}^{n}\right)\right) ;\|f\|_{\tilde{L}_{T}^{r}\left(\dot{B}_{p, q}^{s}\right)}<\infty\right\}
$$

where

$$
\|f\|_{\tilde{L}_{T}^{r}\left(\dot{B}_{p, q}^{s}\right)}=\left\|2^{j s}\left(\int_{0}^{T}\left\|\Delta_{j} f(t)\right\|_{p}^{r} d t\right)^{\frac{1}{r}}\right\|_{\ell^{q}}
$$

Before establishing logarithmic Sobolev inequality in the framework of mixed time-space Besov space, we introduce two well-known lemmas which will be used repeatedly in this paper.

Lemma 2.1 (Bernstein's estimates). Let $1 \leq p \leq q \leq \infty$. Assume that $f \in L^{p}$; then there exist constants $C$ independent of $f, j$ such that

$$
\begin{align*}
& \operatorname{supp} \hat{f} \subset\left\{|\xi| \lesssim 2^{j}\right\} \Rightarrow\left\|\partial^{\alpha} f\right\|_{q} \leq C 2^{j|\alpha|+j n\left(\frac{1}{p}-\frac{1}{q}\right)}\|f\|_{p},  \tag{2.1}\\
& \operatorname{supp} \hat{f} \subset\left\{|\xi| \approx 2^{j}\right\} \Rightarrow\|f\|_{p} \leq C 2^{-j|\alpha|} \sup _{|\beta|=|\alpha|}\left\|\partial^{\beta} f\right\|_{p} \tag{2.2}
\end{align*}
$$

This lemma is classic and for a proof, see [13].
Lemma 2.2 (commutator estimate). Let $j \in \mathbb{Z}, 1 \leq p \leq \infty$. Assume that $f \in L^{p}$, $\nabla g \in L^{\infty}$; then there exists a positive constant $C$ independent of $f, g$, and $j$ such that

$$
\begin{equation*}
\left\|\left[\Delta_{j}, g\right] f\right\|_{p} \leq C 2^{-j}\|\nabla g\|_{\infty}\|f\|_{p} \tag{2.3}
\end{equation*}
$$

The proof is rather standard and can be found in [5, 7, 14].
Now we are in the position to prove a certain kind of logarithmic Sobolev inequalities initiated in [14] in terms of mixed time-space Besov space, which will play an important role in the proof of Theorem 1.1 as well.

Proposition 2.1. Let $1 \leq p<\infty, 1 \leq q \leq \infty$, and $s>\frac{n}{p}+1$. Assume that $f \in \widetilde{L}_{T}^{1}\left(\dot{B}_{\infty, \infty}^{0}\right) \cap L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)$. Then the following inequality holds:

$$
\begin{equation*}
\int_{0}^{T}\|f(t)\|_{\infty} d t \leq C\left(1+\sup _{j} \int_{0}^{T}\left\|\Delta_{j} f\right\|_{\infty} d t\left(1+\log ^{+}\left(T\|f\|_{L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)}\right)\right)\right) \tag{2.4}
\end{equation*}
$$

where $\log ^{+} x=\log x$, for $x>1$; $\log ^{+} x=0$, for $x \leq 1$; and $C$ is an absolute constant independent of $f, T$.

Proof. Using the Littlewood-Paley decomposition, we decompose $f$ as follows:

$$
f=S_{-N} f+\sum_{j=-N}^{N} \Delta_{j} f+\sum_{j>N} \Delta_{j} f \triangleq f_{1}+f_{2}+f_{3}
$$

where $N$ is a positive integer to be chosen later. We first estimate $f_{1}$. It follows from (2.1) that

$$
\begin{equation*}
\int_{0}^{T}\left\|f_{1}\right\|_{\infty} d t \leq \int_{0}^{T} 2^{-N \frac{n}{p}}\left\|S_{-N} f\right\|_{p} d t \leq C T 2^{-N \frac{n}{p}}\|f\|_{p} \tag{2.5}
\end{equation*}
$$

Second, it is obvious that

$$
\begin{equation*}
\int_{0}^{T}\left\|f_{2}\right\|_{\infty} d t \leq(2 N+1) \sup _{j} \int_{0}^{T}\left\|\Delta_{j} f\right\|_{\infty} d t \tag{2.6}
\end{equation*}
$$

Finally, we turn to $f_{3}$. In view of (2.1) together with the definition of Besov space, it follows that

$$
\begin{align*}
\int_{0}^{T}\left\|f_{3}\right\|_{\infty} d t & \leq \int_{0}^{T} \sum_{j>N} 2^{j\left(\frac{n}{p}-s+1\right)} 2^{j(s-1)}\left\|\Delta_{j} f\right\|_{p} d t \\
& \leq C T 2^{-N\left(s-\frac{n}{p}-1\right)}\|f\|_{L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)} \tag{2.7}
\end{align*}
$$

where we have used the Hölder inequality in the last inequality of (2.7).
Combining (2.5)-(2.7) and setting $\alpha=\min \left(\frac{n}{p}, s-\frac{n}{p}-1\right)$, one easily verifies that

$$
\begin{equation*}
\int_{0}^{T}\|f\|_{\infty} d t \leq C\left(T 2^{-\alpha N}\|f\|_{L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)}+N \sup _{j} \int_{0}^{T}\left\|\Delta_{j} f\right\|_{\infty} d t\right) \tag{2.8}
\end{equation*}
$$

Now we choose $N$ such that $T 2^{-\alpha N}\|f\|_{L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)} \leq 1$, i.e.,

$$
N \geq \frac{\log \left(T\|f\|_{L_{T}^{\infty}\left(B_{p, q}^{s-1}\right)}\right)}{\alpha \log 2} .
$$

Then our desired estimate (2.4) follows from the above inequality and (2.8).
3. A losing a priori estimate. Let us begin with the proof of Theorem 1.1.

Proof of Theorem 1.1. We first consider the symmetrized IMHD equations rewritten in terms of the classical Elsasser variables [9]. Denote

$$
\left\{\begin{array}{l}
z^{+}=u+b, \\
z^{-}=u-b .
\end{array}\right.
$$

Then (IMHD) can be reduced to

$$
(\mathrm{IMHD})_{*}\left\{\begin{array}{l}
\partial_{t} z^{+}+\left(z^{-} \cdot \nabla\right) z^{+}=-\nabla \pi  \tag{3.1}\\
\partial_{t} z^{-}+\left(z^{+} \cdot \nabla\right) z^{-}=-\nabla \pi \\
\operatorname{div} z^{+}=\operatorname{div} z^{-}=0 \\
z^{+}(0)=z_{0}^{+}=u_{0}+b_{0}, \quad z^{-}(0)=z_{0}^{-}=u_{0}-b_{0}
\end{array}\right.
$$

where $\pi=p+\frac{1}{2} b^{2}$.
Let $\left(z^{+}, z^{-}\right)$be a smooth solution to (IMHD) $)_{*}$ with $\left(z_{0}^{+}, z_{0}^{-}\right) \in \dot{B}_{p, q}^{s}, s>\frac{n}{p}+1$, $1 \leq p, q<\infty$. Then the proof of Theorem 1.1 can be reduced to establish the following estimate: for $\lambda$ sufficient large, such as $\lambda>C_{0}$, there holds

$$
\begin{equation*}
\alpha_{T}^{q}+\beta_{T}^{q} \lesssim\left\|z_{0}^{+}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\left\|z_{0}^{-}\right\|_{\dot{B}_{p, q}^{s}}^{q}, \tag{3.2}
\end{equation*}
$$

where $\alpha_{T}=\left\|\alpha_{j, T}\right\|_{\ell q}, \beta_{T}=\left\|\beta_{j, T}\right\|_{\ell q}$ and

$$
\begin{aligned}
& \alpha_{j, T}=\sup _{t \in[0, T)} 2^{j s-\Phi_{\lambda}(t)}\left\|\Delta_{j} z^{+}(t)\right\|_{p} \\
& \beta_{j, T}=\sup _{t \in[0, T)} 2^{j s-\Phi_{\lambda}(t)}\left\|\Delta_{j} z^{-}(t)\right\|_{p} \quad \text { with } \\
& \Phi_{\lambda}\left(t^{\prime}, t\right) \triangleq \lambda \int_{t^{\prime}}^{t}\left\|\nabla z^{+}\left(t^{\prime \prime}\right)\right\|_{\infty}+\left\|\nabla z^{-}\left(t^{\prime \prime}\right)\right\|_{\infty} d t^{\prime \prime} \quad \text { and } \quad \Phi_{\lambda}(t)=\Phi_{\lambda}(0, t)
\end{aligned}
$$

Denote $\mathbb{P}$ the matrix operator with entries $\left(\delta_{i j}-R_{i} R_{j}\right)$; here $\delta_{i j}$ is the Kronecker symbol and $R_{i}, R_{j}$ are Riesz transforms. As such $\mathbb{P}$ is the well-known projection onto divergence-free vector fields. Applying $\mathbb{P}$ to two sides of (3.1) and taking the operation $\Delta_{j}$ on both sides of the resulting equations, we get

$$
\left\{\begin{array}{l}
\partial_{t} z_{j}^{+}+\mathbb{P} \Delta_{j}\left(\left(z^{-} \cdot \nabla\right) z^{+}\right)=0  \tag{3.3}\\
\partial_{t} z_{j}^{-}+\mathbb{P} \Delta_{j}\left(\left(z^{+} \cdot \nabla\right) z^{-}\right)=0
\end{array}\right.
$$

where

$$
z_{j}=\Delta_{j} z
$$

Multiplying the first equation of (3.3) by $\left|z_{j}^{+}\right|^{p-2} z_{j}^{+}$and the second one by $\left|z_{j}^{-}\right|^{p-2} z_{j}^{-}$, integrating the resulting equations in $\mathbb{R}^{n}$ with respect to the space variable gives

$$
\left\{\begin{array}{l}
\frac{1}{p} \frac{d}{d t}\left\|z_{j}^{+}\right\|_{p}^{p}=-\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(\left(z^{-} \cdot \nabla\right) z^{+}\right)\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \\
\frac{1}{p} \frac{d}{d t}\left\|z_{j}^{-}\right\|_{p}^{p}=-\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(\left(z^{+} \cdot \nabla\right) z^{-}\right)\left|z_{j}^{-}\right|^{p-2} z_{j}^{-} d x
\end{array}\right.
$$

In what follows, we need to estimate the convection terms

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(\left(z^{-} \cdot \nabla\right) z^{+}\right)\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \quad \text { and } \int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(\left(z^{+} \cdot \nabla\right) z^{-}\right)\left|z_{j}^{-}\right|^{p-2} z_{j}^{-} d x \tag{3.4}
\end{equation*}
$$

We only deal with the first term appearing in (3.4), as the second one can be treated in the same way. Now we decompose $\left(\left(z^{-} \cdot \nabla\right) z^{+}\right)$as a paraproduct

$$
\begin{align*}
\left(z^{-} \cdot \nabla\right) z^{+} & =\sum_{k}\left(S_{k-1} z^{-} \cdot \nabla\right) z_{k}^{+}+\sum_{k}\left(z_{k}^{-} \cdot \nabla\right) S_{k-1} z^{+}+\sum_{\left|k-k^{\prime}\right| \leq 1}\left(z_{k^{\prime}}^{-} \cdot \nabla\right) z_{k}^{+} \\
& \triangleq I_{1}+I_{2}+I_{3} \tag{3.5}
\end{align*}
$$

It is easy to see that we only need to preserve the vector structure for $I_{1}$. For the remaining two terms one can forget about vectors and think of them as scalar.

- $I_{2}$ estimates. Applying the Hölder inequality in conjunction with the boundedness of $\mathbb{P}$ on $L^{p}(1<p<\infty)$, we get

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(I_{2}\right)\right| z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \mid \lesssim \sum_{k \sim j}\left\|\nabla S_{k-1} z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1} \tag{3.6}
\end{equation*}
$$

where $k \sim j$ stands for $|k-j| \leq 1$ owing to the support conditions.

- $I_{3}$ estimates. Noting that $\nabla \cdot z_{j}^{ \pm}=0$, one easily shows that
$\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(I_{3}\right)\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x=\sum_{1 \leq \ell \leq n} \int_{\mathbb{R}^{n}} \Delta_{j}\left(\sum_{j \lesssim k \sim k^{\prime}} \mathbb{P} \nabla \cdot\left(z_{k^{\prime}}^{-} \otimes z_{k}^{+}\right)\right)^{(\ell)}\left|z_{j}^{+(\ell)}\right|^{p-2} z_{j}^{+(\ell)} d x$.
If $p \geq 2$, integrating by parts together with the Hölder inequality yields

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(I_{3}\right)\right| z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \mid \lesssim(p-1) \sum_{j \lesssim k \sim k^{\prime}}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|z_{k}^{+}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-2}\left\|\nabla z_{j}^{+}\right\|_{\infty} \tag{3.7}
\end{equation*}
$$

If $p<2$, it follows by the Hölder inequality

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{n}} \mathbb{P} \Delta_{j}\left(I_{3}\right)\right| z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \mid \lesssim \sum_{j \lesssim k \sim k^{\prime}}\left\|\nabla z_{k}^{+}\right\|_{\infty}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1} . \tag{3.8}
\end{equation*}
$$

- $I_{1}$ estimates. Observe that

$$
\begin{aligned}
\mathbb{P} \Delta_{j} \sum_{k}\left(S_{k-1} z^{-} \cdot \nabla\right) z_{k}^{+} & =\mathbb{P} \Delta_{j}\left(S_{j-1} z^{-} \cdot \nabla\right) \sum_{k \sim j} z_{k}^{+}+\mathbb{P} \Delta_{j} \sum_{k \sim k^{\prime} \sim j}\left(z_{k^{\prime}}^{-} \cdot \nabla\right) z_{k}^{+} \\
& \triangleq I I_{1}+I I_{2}
\end{aligned}
$$

We have by the Hölder inequality

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{n}} I I_{2}\right| z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \mid \lesssim \sum_{k \sim k^{\prime} \sim j}\left\|\nabla z_{k}^{+}\right\|_{\infty}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1} \tag{3.9}
\end{equation*}
$$

Furthermore, we can rewrite $I I_{1}$ as

$$
I I_{1}=\sum_{1 \leq \ell \leq n} C_{\ell} \partial_{\ell} \sum_{k \sim j} z_{k}^{+}+\left(S_{j-1} z^{-} \cdot \nabla\right) \mathbb{P} \Delta_{j} \sum_{k \sim j} z_{k}^{+} \triangleq I I I_{1}+I I I_{2},
$$

where $C_{\ell}$ is the commutator denoted by

$$
C_{\ell}=\left[\mathbb{P} \Delta_{j}, S_{j-1} z^{-(\ell)} I d\right] .
$$

It is easy to see $\sum_{k \sim j} \mathbb{P} \Delta_{j} z_{k}^{+}=z_{j}^{+}$. Making use of $\operatorname{div} z_{j}^{+}=0$ and integrating by parts, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} I I I_{2}\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x & =\sum_{1 \leq \ell \leq n} \int_{\mathbb{R}^{n}} S_{j-1} z^{-(\ell)} \partial_{\ell} z_{j}^{+}\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \\
& =\sum_{1 \leq \ell \leq n} \int_{\mathbb{R}^{n}} \partial_{\ell}\left(S_{j-1} z^{-(\ell)} z_{j}^{+}\right)\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \\
& =-(p-1) \sum_{1 \leq \ell \leq n} \int_{\mathbb{R}^{n}} S_{j-1} z^{-(\ell)} z_{j}^{+} \partial_{\ell} z_{j}^{+}\left|z_{j}^{+}\right|^{p-2} d x
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} I I I_{2}\left|z_{j}^{+}\right|^{p-2} z_{j}^{+} d x=0 \tag{3.10}
\end{equation*}
$$

On the other hand, from the commutator estimate (2.3), we obtain

$$
\begin{equation*}
\left.\left|\int_{\mathbb{R}^{n}} I I I_{1}\right| z_{j}^{+}\right|^{p-2} z_{j}^{+} d x \mid \lesssim\left\|\nabla S_{j-1} z^{-}\right\|_{\infty}\left\|z_{j}^{+}\right\|_{p}^{p} \tag{3.11}
\end{equation*}
$$

Combining (3.6)-(3.7) and (3.9)-(3.11), we infer that

$$
\begin{aligned}
\frac{1}{p} \frac{d}{d t}\left\|z_{j}^{+}\right\|_{p}^{p} \lesssim & \sum_{k \sim j}\left(\left\|\nabla S_{j-1} z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1}+\left\|\nabla S_{j-1} z^{-}\right\|_{\infty}\left\|z_{k}^{+}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1}\right) \\
& +\sum_{j \lesssim k^{\prime} \sim k}\left\|z_{k}^{+}\right\|_{p}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-2}\left\|\nabla z_{j}^{+}\right\|_{\infty} \\
\lesssim & \sum_{k \sim j}\left(\left\|\nabla z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1}+\left\|\nabla z^{-}\right\|_{\infty}\left\|z_{k}^{+}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-1}\right) \\
& +\sum_{j \lesssim k^{\prime} \sim k}\left\|z_{k}^{+}\right\|_{p}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|z_{j}^{+}\right\|_{p}^{p-2}\left\|\nabla z^{+}\right\|_{\infty}
\end{aligned}
$$

where use has been made of the inequalities $\left\|\nabla S_{j-1} z^{+}\right\|_{\infty} \leq\left\|\nabla z^{+}\right\|_{\infty}$ and $\left\|\nabla z_{k}^{+}\right\|_{\infty} \leq$ $\left\|\nabla z^{+}\right\|_{\infty}$ to derive the second estimate. Thus we deduce

$$
\begin{aligned}
\frac{d}{d t}\left\|z_{j}^{+}\right\|_{p}^{2} \lesssim & \sum_{k \sim j}\left(\left\|\nabla z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}+\left\|\nabla z^{-}\right\|_{\infty}\left\|z_{k}^{+}\right\|_{p}\right)\left\|z_{j}^{+}\right\|_{p} \\
& +\sum_{j \lesssim k^{\prime} \sim k}\left\|z_{k}^{+}\right\|_{p}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|\nabla z^{+}\right\|_{\infty}
\end{aligned}
$$

which implies

$$
\begin{align*}
\frac{d}{d t}\left\|z_{j}^{+}\right\|_{p}^{q} \lesssim & \frac{q}{2} \sum_{k \sim j}\left(\left\|\nabla z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}+\left\|\nabla z^{-}\right\|_{\infty}\left\|z_{k}^{+}\right\|_{p}\right)\left\|z_{j}^{+}\right\|_{p}^{q-1} \\
& +\frac{q}{2} \sum_{j \lesssim k^{\prime} \sim k}\left\|z_{k}^{+}\right\|_{p}\left\|z_{k^{\prime}}^{-}\right\|_{p}\left\|\nabla z^{+}\right\|_{\infty}\left\|z_{j}^{+}\right\|_{p}^{q-2} \tag{3.12}
\end{align*}
$$

In the same way as leading to (3.12), we have for $z_{j}^{-}$

$$
\begin{align*}
\frac{d}{d t}\left\|z_{j}^{-}\right\|_{p}^{q} \lesssim & \frac{q}{2} \sum_{k \sim j}\left(\left\|\nabla z^{-}\right\|_{\infty}\left\|z_{k}^{+}\right\|_{p}+\left\|\nabla z^{+}\right\|_{\infty}\left\|z_{k}^{-}\right\|_{p}\right)\left\|z_{j}^{-}\right\|_{p}^{q-1} \\
& +\frac{q}{2} \sum_{j \lesssim k^{\prime} \sim k}\left\|z_{k}^{-}\right\|_{p}\left\|z_{k^{\prime}}^{+}\right\|_{p}\left\|\nabla z^{-}\right\|_{\infty}\left\|z_{j}^{-}\right\|_{p}^{q-2} \tag{3.13}
\end{align*}
$$

Integrating (3.13) over [0, t) with respect to time variable $\tau$, and then multiplying by $2^{q\left(j s-\Phi_{\lambda}(t)\right)}$ both sides of the resulting inequality, we get

$$
\begin{aligned}
& 2^{q\left(j s-\Phi_{\lambda}(t)\right)}\left\|z_{j}^{+}\right\|_{p}^{q}(t) \lesssim 2^{j q s}\left\|z_{j}^{+}\right\|_{p}^{q}(0)+\int_{0}^{t} 2^{-q \Phi_{\lambda}(\tau, t)}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) \\
& \times\left(\sum_{k \sim j} 2^{q\left(j s-\Phi_{\lambda}(\tau)\right)}\left\|z_{j}^{+}(\tau)\right\|_{p}^{q-1}\left(\left\|z_{k}^{-}\right\|_{p}+\left\|z_{k}^{+}\right\|_{p}\right)(\tau)+\sum_{j \lesssim k^{\prime} \sim k} 2^{2(j-k) s}\right. \\
& \left.\quad \times 2^{k s-\Phi_{\lambda}(\tau)}\left\|z_{k}^{+}\right\|_{p} 2^{k^{\prime} s-\Phi_{\lambda}(\tau)}\left\|z_{k^{\prime}}^{-}\right\|_{p} 2^{(q-2)\left(j s-\Phi_{\lambda}(\tau)\right)}\left\|z_{j}^{+}\right\|_{p}^{q-2}\right) d \tau
\end{aligned}
$$

Taking the supremum over $[0, T)$ on both sides of the above inequality, we deduce that
$\alpha_{j, T}^{q} \lesssim \alpha_{j, 0}^{q}+\sup _{t \in[0, T)} \int_{0}^{t} 2^{-q \Phi_{\lambda}(\tau, t)}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) d \tau\left(\alpha_{j, T}^{q-1} \sum_{k \sim j}\left(\beta_{k, T}+\alpha_{k, T}\right)\right.$

$$
\begin{equation*}
\left.+\alpha_{j, T}^{q-2} \sum_{j \lesssim k^{\prime} \sim k} 2^{2(j-k) s} \alpha_{k, T} \beta_{k^{\prime}, T}\right) . \tag{3.14}
\end{equation*}
$$

Moreover, integrating by parts yields

$$
\begin{equation*}
\int_{0}^{t} 2^{-q \Phi_{\lambda}(\tau, t)}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) d \tau \leq \frac{1}{q \lambda \log 2} \tag{3.15}
\end{equation*}
$$

- When $q \geq 2$. Taking the sum over $j$ of (3.14); then using the above estimate and Hölder inequality leads to

$$
\begin{equation*}
\alpha_{T}^{q} \lesssim\left\|z_{0}^{+}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\frac{1}{q \lambda \log 2}\left(\alpha_{T}^{q-1} \beta_{T}+\alpha_{T}^{q}\right) \tag{3.16}
\end{equation*}
$$

where use has been made of the $\ell^{1} \rightarrow \ell^{\frac{q}{2}}$ convolution to the second sum of the right side of (3.14). Let us go back to (3.13); arguing similarly as in deriving (3.16), we obtain

$$
\begin{equation*}
\beta_{T}^{q} \lesssim\left\|z_{0}^{-}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\frac{1}{q \lambda \log 2}\left(\beta_{T}^{q-1} \alpha_{T}+\beta_{T}^{q}\right) \tag{3.17}
\end{equation*}
$$

Summing up (3.16) and (3.17), together with the Hölder inequality, yields

$$
\begin{equation*}
\alpha_{T}^{q}+\beta_{T}^{q} \lesssim\left\|z_{0}^{+}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\left\|z_{0}^{-}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\frac{1}{q \lambda \log 2}\left(\alpha_{T}^{q}+\beta_{T}^{q}\right) \tag{3.18}
\end{equation*}
$$

Now if we choose $\lambda$ large enough such that

$$
\begin{equation*}
\lambda \gtrsim \frac{2}{q \log 2}, \tag{3.19}
\end{equation*}
$$

then

$$
\begin{equation*}
\alpha_{T}^{q}+\beta_{T}^{q} \lesssim\left\|z_{0}^{+}\right\|_{\dot{B}_{p, q}^{s}}^{q}+\left\|z_{0}^{-}\right\|_{\dot{B}_{p, q}^{s}}^{q} \tag{3.20}
\end{equation*}
$$

- When $q<2$. One may substitute (3.7) by (3.8) in the estimate of $I_{3}$. It is not hard to verify that

$$
\begin{aligned}
\alpha_{j, T}^{q} \lesssim & \alpha_{j, 0}^{q}+\sup _{t \in[0, T)} \int_{0}^{t} 2^{-q \Phi_{\lambda}(\tau, t)}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) d \tau\left(\alpha_{j, T}^{q-1} \sum_{k \sim j}\left(\beta_{k, T}+\alpha_{k, T}\right)\right. \\
& \left.+\alpha_{j, T}^{q-1} \sum_{j \lesssim k^{\prime} \sim k} 2^{(j-k) s} \beta_{k^{\prime}, T}\right)
\end{aligned}
$$

By exactly the same procedure as the case of $q \geq 2$, we can get the required estimate (3.2). This completes the proof of Theorem 1.1.
4. The blow-up criterion. In this section, we want to prove Theorem 1.2. Proof of Theorem 1.2. Assume that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j} \omega\right\|_{\infty}+\left\|\Delta_{j} J\right\|_{\infty}\right) d t=\delta<M \tag{4.1}
\end{equation*}
$$

Then the solution $(u, b)$ of (IMHD) can be extended past time $t=T$, where $\omega=\nabla \times u$ and $J=\nabla \times b$ are the vorticity with respect to $u$ and $b$, respectively. This fact is equivalent to the blow-up criterion (1.9) in Theorem 1.2.

Let $(u, b) \in C_{T}\left(B_{p, q}^{s}\right), s>\frac{n}{p}+1,1 \leq p, q<\infty$ be the smooth solution to (IMHD); then $\left(z^{+}, z^{-}\right)$is the smooth solution to (IMHD) $)_{*}$ and (4.1) can be read as

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j}\left(\nabla \times z^{+}\right)\right\|_{\infty}+\left\|\Delta_{j}\left(\nabla \times z^{-}\right)\right\|_{\infty}\right) d t=\delta<2 M \tag{4.2}
\end{equation*}
$$

Thanks to the Biot-Savard law,

$$
\nabla u=(-\Delta)^{-1} \nabla \nabla \times \omega, \quad \nabla b=(-\Delta)^{-1} \nabla \nabla \times J
$$

and $\left\|R_{k} \Delta_{j} f\right\|_{p} \leq C_{0}\left\|\Delta_{j} f\right\|_{p},(1 \leq p \leq \infty)$; it follows that (4.2) is equivalent to

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d t=\delta_{0}<2 C_{0} M \tag{4.3}
\end{equation*}
$$

where $C_{0}$ is a constant from the boundedness of Riesz transform $R_{k}, 1 \leq k \leq n$.
We are now in position to set the blow-up criterion. In order to do this, let us estimate

$$
\left\|z^{+}(t)\right\|_{p} \leq\left\|z_{0}^{+}\right\|_{p}+\int_{0}^{t}\left\|\nabla z^{+}(\tau)\right\|_{\infty}\left\|z^{-}(\tau)\right\|_{p} d \tau
$$

Multiplying by $2^{-\Phi_{\lambda}(t)}$, both sides of the above inequality yield

$$
2^{-\Phi_{\lambda}(t)}\left\|z^{+}(t)\right\|_{p} \lesssim\left\|z_{0}^{+}\right\|_{p}+\int_{0}^{t} 2^{-\Phi_{\lambda}(\tau, t)}\left\|\nabla z^{+}(\tau)\right\|_{\infty} 2^{-\Phi_{\lambda}(\tau)}\left\|z^{-}(\tau)\right\|_{p} d \tau
$$

This along with (3.15) implies that

$$
\sup _{t \in[0, T)} 2^{-\Phi_{\lambda}(t)}\left\|z^{+}(t)\right\|_{p} \lesssim\left\|z_{0}^{+}\right\|_{p}+\frac{1}{\lambda \log 2} \sup _{[0, T)} 2^{-\Phi_{\lambda}(t)}\left\|z^{-}(t)\right\|_{p}
$$

An analogous argument leading to the above estimate allows us to get

$$
\sup _{t \in[0, T)} 2^{-\Phi_{\lambda}(t)}\left\|z^{-}(t)\right\|_{p} \lesssim\left\|z_{0}^{-}\right\|_{p}+\frac{1}{\lambda \log 2} \sup _{[0, T)} 2^{-\Phi_{\lambda}(t)}\left\|z^{+}(t)\right\|_{p}
$$

If $\lambda \gtrsim \frac{2}{\log 2}$, then

$$
\begin{equation*}
\sup _{t \in[0, T)} 2^{-\Phi_{\lambda}(t)}\left(\left\|z^{+}(t)\right\|_{p}+\left\|z^{-}(t)\right\|_{p}\right) \lesssim\left\|z_{0}^{+}\right\|_{p}+\left\|z_{0}^{-}\right\|_{p} \tag{4.4}
\end{equation*}
$$

Let us define

$$
\gamma_{T} \triangleq \sup \left(\left(\alpha_{T}^{q}+\beta_{T}^{q}\right)^{\frac{1}{q}}, \sup _{[0, T)} 2^{-\Phi_{\lambda}(t)}\left(\left\|z^{+}(t)\right\|_{p}+\left\|z^{-}(t)\right\|_{p}\right)\right)
$$

This together with (3.2) and (4.4) implies that

$$
\gamma_{T} \lesssim\left\|z_{0}^{+}\right\|_{B_{p, q}^{s}}+\left\|z_{0}^{-}\right\|_{B_{p, q}^{s}}
$$

In particular, we have

$$
\begin{equation*}
\left\|z^{+}(t)\right\|_{B_{p, q}^{s}}+\left\|z^{-}(t)\right\|_{B_{p, q}^{s}} \lesssim 2^{\Phi_{\lambda}(t)}\left(\left\|z_{0}^{+}\right\|_{B_{p, q}^{s}}+\left\|z_{0}^{-}\right\|_{B_{p, q}^{s}}\right) \quad \forall t \in[0, T) \tag{4.5}
\end{equation*}
$$

where

$$
\Phi_{\lambda}(t)=\lambda \int_{0}^{t}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) d \tau
$$

Applying Proposition 2.1 with $f(t)=\nabla z^{+}$and $f(t)=\nabla z^{-}$, respectively, and collecting the resulting inequalities, we have

$$
\begin{align*}
\int_{0}^{t}\left(\left\|\nabla z^{+}\right\|_{\infty}+\left\|\nabla z^{-}\right\|_{\infty}\right)(\tau) & d \tau \lesssim 1+\sup _{j} \int_{0}^{t}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d \tau \\
& \times\left(1+\log ^{+}\left(t\left\|z^{+}\right\|_{L_{t}^{\infty}\left(B_{p, q}^{s}\right)}+t\left\|z^{-}\right\|_{L_{t}^{\infty}\left(B_{p, q}^{s}\right)}\right)\right) \tag{4.6}
\end{align*}
$$

For the sake of convenience, we denote that

$$
\zeta(T) \triangleq \sup _{[0, T)}\left\|z^{+}(t)\right\|_{B_{p, q}^{s}}+\sup _{[0, T)}\left\|z^{-}(t)\right\|_{B_{p, q}^{s}} .
$$

Putting (4.6) into (4.5), then taking supremum over $[0, T)$ with respect to $t$, we have

$$
\zeta(T) \lesssim 22^{\lambda\left(1+\sup _{j} \int_{0}^{T}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d \tau\left(1+\log ^{+}(T \zeta(T))\right)\right)_{\zeta(0)} . . . ~}
$$

We should point out that the above inequality still holds if the time interval $[0, T)$ is replaced by $[T-\varepsilon, T)$. Thanks to condition (4.3), we deduce that

$$
\zeta(T) \lesssim 2 \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d \tau \log ^{+}(\varepsilon \zeta(T)) \quad \zeta(T-\varepsilon)
$$

Setting $Z(T) \triangleq \log (e+\zeta(T))$, we finally have

$$
\begin{equation*}
Z(T) \leq C \lambda \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d \tau Z(T)+Z(T-\varepsilon) \tag{4.7}
\end{equation*}
$$

If we choose $M=\frac{1}{2 C C_{0} \lambda}$, the condition (4.3) ensures the term $\lambda \sup _{j} \int_{T-\varepsilon}^{T}\left(\left\|\Delta_{j} \nabla z^{+}\right\|_{\infty}+\right.$ $\left.\left\|\Delta_{j} \nabla z^{-}\right\|_{\infty}\right) d \tau<\frac{1}{C \lambda}$ when $\varepsilon \rightarrow 0$, which implies that

$$
Z(T) \lesssim Z(T-\varepsilon)
$$

Hence we have the $B_{p, q}^{s}$ regularity for the solution at $t=T$ and the solution can be continued after $t=T$. This completes the proof of Theorem 1.2.
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#### Abstract

This paper deals with a chemostat model with an inhibitor in the context of competition between plasmid-bearing and plasmid-free organisms. First, sufficient conditions for coexistence of the steady-state are determined. Second, the effects of the inhibitor are considered. It turns out that the parameter $\mu$, which represents the effect of the inhibitor, plays a very important role in deciding the number of the coexistence solutions. The results show that if $\mu$ is sufficiently large this model has at least two coexistence solutions provided that the maximal growth rate $a$ of $u$ lies in a certain range and has only one unique asymptotically stable coexistence solution when $a$ belongs to another range. Finally, extensive simulations are done to complement the analytic results. The main tools used here include degree theory in cones, bifurcation theory, and perturbation technique.
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1. Introduction. The chemostat is a common model in microbial ecology. It is used as an ecological model of a simple lake, as a model of waste treatment, and as a model for commercial production of fermentation processes. It is important in ecology because the parameters are readily measurable and, thus, the mathematical results are readily testable. For a general discussion of competitive systems see [29], while a detailed mathematical description of competition in the chemostat can be found in [30].

Our study focuses on a chemostat model in the context of competition between plasmid-bearing and plasmid-free organisms. This issue has recently received considerable attention. The theoretical literature on this model includes Ryder and DiBiaso [25], Stephanopoulos and Lapidus [28], Hsu, Waltman, and Wolkowicz [17], Lu and Hadeler [22], Levin [20], Luo and Hsu [18], and Macken, Levin, and Waldstätter [23]. In industry, genetically altered organisms are frequently used to manufacture a desired product, for instance, a pharmaceutical. The alteration is accomplished by introducing a piece of DNA into the cell in the form of a plasmid. The burden imposed on the cell by the task of production can result in the genetically altered (the plasmid-bearing) organism being a less able competitor than the plasmid-free organism. Unfortunately, the plasmid can be lost in the reproductive process. Thus, it is possible for the plasmid-free organism to take over the culture. To avoid "capture" of the process by the plasmid-free organism, the obvious choice is to alter the medium in such a way as to favor the plasmid-bearing organism. An example of this would be to introduce an antibiotic into the feed bottle. See [10, 15, 16] for a detailed biological and chemical background. Models in this direction have been studied in Lenski and Hattingh [21], Hsu and Waltman [13, 15, 16], Hsu, Luo, and Waltman [12], Nie and Wu [24], and the references therein.

[^111]This paper is concerned with the competition model between plasmid-bearing and plasmid-free organisms in the unstirred chemostat in the presence of an inhibitor. Here the plasmid-bearing organism devotes a partition of its resource to produce an inhibitor, which diminishes the growth rate of the plasmid-free organism but does not reduce that of the plasmid-bearing organism. The pioneering work on this model is that of Hsu and Waltman in [15]. They proposed an ODE model (see [15]) based on the study of Chao and Levin [1] and Levin [20]. Moreover, they obtained some results on the global asymptotic behavior. In our current paper, we allow a heterogeneous environment and so we remove the well-stirred hypothesis and consider the corresponding PDE system. Let $s(x, t)$ be the nutrient concentration at time $t$; let $u(x, t)$ and $v(x, t)$ be the concentrations of the plasmid-bearing and plasmid-free organisms in the culture vessel, respectively, and let $p(x, t)$ be the concentration of the inhibitor. Then using similar arguments as in $[6,14,34,32,24]$ the model in the unstirred case takes the form

$$
\begin{array}{ll}
s_{t}=d s_{x x}-\frac{1}{r} a u f_{1}(s)-\frac{1}{r} b v f_{2}(s) e^{-\mu p}, & x \in(0,1), t>0 \\
u_{t}=d u_{x x}+a(1-q-k) u f_{1}(s), & x \in(0,1), t>0 \\
v_{t}=d v_{x x}+b v f_{2}(s) e^{-\mu p}+a q u f_{1}(s), & x \in(0,1), t>0 \\
p_{t}=d p_{x x}+a k u f_{1}(s), & x \in(0,1), t>0
\end{array}
$$

with boundary conditions and initial conditions

$$
\begin{array}{cl}
s_{x}(0, t)=-s^{0}, s_{x}(1, t)+\gamma s(1, t)=0, & t>0, \\
u_{x}(0, t)=u_{x}(1, t)+\gamma u(1, t)=0, & t>0, \\
v_{x}(0, t)=v_{x}(1, t)+\gamma v(1, t)=0, & t>0, \\
p_{x}(0, t)=p_{x}(1, t)+\gamma p(1, t)=0, & t>0 \\
s(x, 0)=s_{0}(x) \geq 0, & p(x, 0)=p_{0}(x) \geq 0, \not \equiv 0, \\
u(x, 0)=u_{0}(x) \geq 0, \not \equiv 0, & v(x, 0)=v_{0}(x) \geq 0, \not \equiv 0,
\end{array}
$$

where $s^{0}>0$ is the input concentration of the nutrient, which is assumed to be constant; $d$ is the diffusion rate of the chemostat; $r$ is the growth yield constant and $a, b$ are the maximal growth rates of the plasmid-bearing and plasmid-free organisms (without an inhibitor), respectively. The response functions are denoted by $f_{i}(s)=s /\left(k_{i}+s\right), i=1,2$, where $k_{i}$ are the Michaelis-Menten constants. The term $e^{-\mu p}$ used by Lenski and Hattingh in [21] represents the degree of inhibition of $p$ on the growth rate of $v$, where $\mu>0$ is a constant and represents the effect of the inhibitor on $v$. The constant $q$ is the fraction of plasmid lost, and $k$ is the fraction of consumption devoted to the production of the inhibitor. Hence, $0<q, k<1$, and $1-q-k>0 . \gamma$ is a positive constant. In this model, the corresponding yield constants are assumed to be equal, just as in [17, 15, 20].

For the sake of convenience, by nondimensionalizing the parameters, which are indicated below with bars, $\bar{s}=s / s^{0}, \bar{u}=u / r s^{0}, \bar{v}=v / r s^{0}, \bar{p}=p / r s^{0}, \bar{k}_{i}=k_{i} / s^{0}, \bar{\mu}=$ $r s^{0} \mu, f_{i}(\bar{s})=f_{i}\left(s^{0} \bar{s}\right)$, we can rewrite this model in the form

$$
\begin{array}{ll}
s_{t}=d s_{x x}-a u f_{1}(s)-b v f_{2}(s) e^{-\mu p}, & x \in(0,1), t>0 \\
u_{t}=d u_{x x}+a(1-q-k) u f_{1}(s), & x \in(0,1), t>0 \\
v_{t}=d v_{x x}+b v f_{2}(s) e^{-\mu p}+a q u f_{1}(s), & x \in(0,1), t>0 \\
p_{t}=d p_{x x}+a k u f_{1}(s), & x \in(0,1), t>0 \\
s_{x}(0, t)=-1, s_{x}(1, t)+\gamma s(1, t)=0, & t>0, \\
u_{x}(0, t)=u_{x}(1, t)+\gamma u(1, t)=0, & t>0 \\
v_{x}(0, t)=v_{x}(1, t)+\gamma v(1, t)=0, & t>0, \\
p_{x}(0, t)=p_{x}(1, t)+\gamma p(1, t)=0, & t>0, \\
s(x, 0)=s_{0}(x) \geq 0, & p(x, 0)=p_{0}(x) \geq 0, \not \equiv 0 \\
u(x, 0)=u_{0}(x) \geq 0, \not \equiv 0, & v(x, 0)=v_{0}(x) \geq 0, \not \equiv 0
\end{array}
$$

For simplicity, we drop the bars over the nondimensional quantities.

Introduce the new variables $\Phi(x, t)=s+u+v+p$ and $\Psi(x, t)=p-c u$ into (1.1), where $c=k /(1-q-k)$. Then one can argue in exactly the same way as in $[24,33,34,36]$ to conclude that the limiting system of (1.1) may be written as

$$
\begin{array}{ll}
u_{t}=d u_{x x}+a(1-q-k) u f_{1}(z-(1+c) u-v), & \\
v_{t}=d v_{x x}+b v f_{2}(z-(1+c) u-v) e^{-\mu c u} & \\
\quad+a q u f_{1}(z-(1+c) u-v), & x \in(0,1), t>0,  \tag{PP}\\
u_{x}(0, t)=u_{x}(1, t)+\gamma u(1, t)=0, & t>0, \\
v_{x}(0, t)=v_{x}(1, t)+\gamma v(1, t)=0, & t>0, \\
u(x, 0)=u_{0}(x) \geq 0, \not \equiv 0, v(x, 0)=v_{0}(x) \geq 0, \not \equiv 0, & x \in[0,1],
\end{array}
$$

where $z(x)=(1+\gamma) / \gamma-x,(1+c) u_{0}(x)+v_{0}(x) \leq z(x), \not \equiv z(x)$.
The purpose of the present paper is to investigate nonnegative steady-state solutions of system (1.1) and the effect of the inhibitor on coexistence states of this system. Thus we will concentrate on the simplified elliptic system:

$$
\begin{align*}
& d u^{\prime \prime}+a(1-q-k) u f_{1}(z-(1+c) u-v)=0, \quad x \in(0,1) \\
& d v^{\prime \prime}+b v f_{2}(z-(1+c) u-v) e^{-\mu c u}+a q u f_{1}(z-(1+c) u-v)=0,  \tag{EP}\\
& u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0,
\end{align*}
$$

which is obtained from the steady-state system of (1.1) by introducing the variables $\Phi(x)=s+u+v+p$ and $\Psi(x)=p-c u$. Since the proof is standard, we omit it here. Interested readers can refer to [14, 24, 32, 33, 34] for details.

We are mainly interested in coexistence states of (EP), that is, the positive solutions of (EP). Hence, we redefine the response functions as follows:

$$
\bar{f}_{i}(s)= \begin{cases}f_{i}(s), & s \geq 0 \\ \tan ^{-1}\left(2 s / k_{i}+1\right)-\pi / 4, & s<0\end{cases}
$$

It is easily seen that $\bar{f}_{i} \in C^{1}(-\infty,+\infty)$. We will denote $\bar{f}_{i}(s)$ by $f_{i}(s)$ for the sake of simplicity.

This work is motivated by numerical simulations that seem to indicate that, when the parameters sit in a certain range, there exists a coexistence solution of (EP). More interestingly, it is possible that (EP) has exactly two coexistence solutions if $v$ is a better competitor than $u$ and the parameter $\mu$ is suitably large. From the biological standpoint, the numerical results mean that the inhibitor plays an important role in determining the number of coexistence solutions of (EP). As mentioned before, the main purpose of this paper is to determine when the numerical results hold and confirm them rigorously.

Turning now to a description of the main results, we start by introducing some notation and recalling some well-known facts. Let $\lambda_{1}, \sigma_{1}$ be, respectively, the principal eigenvalues of the problems

$$
\begin{aligned}
d \varphi_{1}^{\prime \prime}+\lambda_{1} f_{1}(z) \varphi_{1}=0 \quad \text { in }(0,1), \quad \varphi_{1}^{\prime}(0)=\varphi_{1}^{\prime}(1)+\gamma \varphi_{1}(1)=0 \\
d \psi_{1}^{\prime \prime}+\sigma_{1} f_{2}(z) \psi_{1}=0 \quad \text { in }(0,1), \quad \psi_{1}^{\prime}(0)=\psi_{1}^{\prime}(1)+\gamma \psi_{1}(1)=0
\end{aligned}
$$

with the corresponding positive eigenfunctions uniquely determined by the normalization $\max _{[0,1]} \varphi_{1}=\max _{[0,1]} \psi_{1}=1$. It is well known (see [14, 33]) that, if $a \leq$ $\lambda_{1} /(1-q-k)$, the boundary value problem

$$
\begin{equation*}
d u^{\prime \prime}+a(1-q-k) u f_{1}(z-u)=0, \quad x \in(0,1), \quad u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0 \tag{1.2}
\end{equation*}
$$

has zero as its unique nonnegative solution, and if $a>\lambda_{1} /(1-q-k)$, then it has a unique positive solution, which is denoted by $\vartheta$ and satisfies the following properties.
(A) $0<\vartheta<z$.
(B) $\vartheta$ is continuously differentiable for $a \in\left(\lambda_{1} /(1-q-k),+\infty\right)$ and is pointwise increasing when $a$ increases.
(C) $\lim _{a \rightarrow \lambda_{1} /(1-q-k)} \vartheta=0$ uniformly for $x \in(0,1)$, and $\lim _{a \rightarrow \infty} \vartheta=z(x)$ for almost every $x \in(0,1)$.
(D) Let $L_{a}=d \frac{d^{2}}{d x^{2}}+a(1-q-k)\left(f_{1}(z-\vartheta)-\vartheta f_{1}^{\prime}(z-\vartheta)\right)$ be the linear operator of the above equation at $\vartheta$. Then $L_{a}$ is a differential operator in $C_{B}^{2}([0,1])=\{u \in$ $\left.C^{2}([0,1]): u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0\right\}$, and all eigenvalues of $L_{a}$ are strictly negative.

Remark 1. For the other steady-state one-species problem

$$
d v^{\prime \prime}+b v f_{2}(z-v)=0, \quad x \in(0,1), \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0
$$

we have the same outcomes. Since we will need this later, we denote the unique positive solution by $\theta$ and the linear operator by $L_{b}=d \frac{d^{2}}{d x^{2}}+b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right)$.

Next, we introduce $\hat{\lambda}_{1}$ as the principal eigenvalue of

$$
d \hat{\varphi}_{1}^{\prime \prime}+\hat{\lambda}_{1} f_{1}(z-\theta) \hat{\varphi}_{1}=0 \quad \text { in }(0,1), \quad \hat{\varphi}_{1}^{\prime}(0)=\hat{\varphi}_{1}^{\prime}(1)+\gamma \hat{\varphi}_{1}(1)=0
$$

with the corresponding eigenfunction $\hat{\varphi}_{1}$ normalized by $\max _{[0,1]} \hat{\varphi}_{1}=1$.
Now we are ready to state the main results of this paper, which give analytic confirmation of some of the numerical results.

THEOREM 1.1. (EP) has a coexistence solution if either (i) $a>\lambda_{1} /(1-q-k), b<$ $\sigma_{1}$ or (ii) $a>\hat{\lambda}_{1} /(1-q-k), b>\sigma_{1}$.

THEOREM 1.2. Suppose $b>\sigma_{1}$. Then for any $\epsilon>0$ small and any $A \geq \frac{\hat{\lambda}_{1}}{1-q-k}$, there exists $M=M(\epsilon, A)$ large such that for $\mu \geq M$,
(i) if $a \in\left[\lambda_{1} /(1-q-k)+\epsilon, \hat{\lambda}_{1} /(1-q-k)\right)$, there exist at least two coexistence solutions of (EP);
(ii) if $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$, there exists a unique coexistence solution of (EP), and it is asymptotically stable.

THEOREM 1.3. Suppose $b>\sigma_{1}$. Then there exist $\epsilon_{0}>0$ small and $M_{0}>0$ large, both independent of $a$, such that if $a \in\left[\hat{\lambda}_{1} /(1-q-k)-\epsilon_{0}, \hat{\lambda}_{1} /(1-q-k)\right)$ and $\mu \geq M_{0}$, then (EP) has exactly two coexistence solutions, one asymptotically stable and the other unstable.

The main tools in proving Theorems 1.1-1.3 include degree theory and bifurcation theory. A crucial point of the proof for Theorems 1.2 and 1.3 is to make use of the limiting equations of (EP) which are obtained by letting $\mu \rightarrow \infty$ formally in (EP). It turns out that one of the limiting problems can be understood fully. For the other limiting problem, we can also attain some properties. Finally, perturbation theory leads to the main results of this paper.

The contents of the present paper are as follows: In section 2, some preliminary results are given which are needed in the later sections. In section 3, we consider the general case and prove Theorem 1.1. For the case $\mu$ large, the uniqueness and nonuniqueness of the coexistence solutions to (EP) are obtained in section 4. The stability is also obtained for some cases. Finally, in section 5, some numerical simulations are given complementing the analytical results.
2. Preliminaries. We begin by providing the following well-known lemmas as preliminaries without proofs. They are useful for obtaining the results in this paper.

Lemma 2.1 (see $[9,19]$ ). Suppose $q(x) \in C(\bar{\Omega})$ and $q(x)>0$ on $\bar{\Omega}$ in the eigenvalue problem

$$
\begin{equation*}
\triangle \phi+\lambda q(x) \phi=0, \quad x \in \Omega, \quad \frac{\partial \phi}{\partial n}+\gamma(x) \phi=0, \quad x \in \partial \Omega \tag{2.1}
\end{equation*}
$$

where $\gamma(x) \in C(\partial \Omega)$ and $\gamma(x) \geq 0$. Then all eigenvalues of (2.1) can be listed in order

$$
0<\lambda_{1}(q(x))<\lambda_{2}(q(x)) \leq \cdots \rightarrow \infty
$$

with the corresponding eigenfunctions $\phi_{1}, \phi_{2}, \ldots$, where $\phi_{1}>0$ on $\bar{\Omega}$, and the principal eigenvalue

$$
\lambda_{1}(q)=\inf _{\phi} \frac{\int_{\Omega}|\nabla \phi|^{2} d x+\int_{\partial \Omega} \gamma(x) \phi^{2} d s}{\int_{\Omega} q(x) \phi^{2} d x}
$$

is simple. Moreover, the comparison principle holds: $\lambda_{j}\left(q_{1}\right) \leq \lambda_{j}\left(q_{2}\right)$ for $j \geq 1$ if $q_{1} \geq q_{2}$ on $\bar{\Omega}$, and strict inequality holds if $q_{1}(x) \not \equiv q_{2}(x)$.

Lemma 2.2 (see [27]). Suppose $q \in C(\bar{\Omega}), \gamma(x) \in C(\partial \Omega)$, and $\gamma(x) \geq 0$. Let $\sigma_{1}(q)$ be the first eigenvalue of the problem $-\Delta \omega+q \omega=\lambda \omega, x \in \Omega, \frac{\partial \omega}{\partial n}+\gamma(x) \omega=0, x \in \partial \Omega$. Then $\sigma_{1}(q)$ depends continuously on $q$, and $q_{1} \leq q_{2}, q_{1} \not \equiv q_{2}$ imply $\sigma_{1}\left(q_{1}\right)<\sigma_{1}\left(q_{2}\right)$.

Lemma 2.3 (see [31]). Let $q(x) \in C(\bar{\Omega})$ and $q(x)+p>0$ on $\bar{\Omega}$ with $p>0$, and let $\eta_{1}$ be the first eigenvalue of the eigenvalue problem

$$
-\triangle \varphi-q(x) \varphi=\eta \varphi, \quad x \in \Omega, \quad \frac{\partial \varphi}{\partial n}+\gamma(x) \varphi=0, \quad x \in \partial \Omega
$$

where $\gamma(x) \in C(\partial \Omega)$ and $\gamma(x) \geq 0$. If $\eta_{1}>0$ (or $\eta_{1}<0$ ), then the eigenvalue problem

$$
-\triangle \varphi+p \varphi=t(q(x)+p) \varphi, \quad x \in \Omega, \quad \frac{\partial \varphi}{\partial n}+\gamma(x) \varphi=0, \quad x \in \partial \Omega
$$

has no eigenvalue less than or equal to 1 (or has eigenvalues less than 1).
Now, we introduce some more notation that will be used throughout this paper. Let $X$ be a real Banach space, and let $W \subset X$ be a closed convex set. $W$ is called a wedge provided that $\alpha W \subset W$ for all $\alpha \geq 0$. A wedge $W$ is said to be a cone if $W \cap\{-W\}=0$. Let $y \in W$, and define a wedge

$$
W_{y}:=\operatorname{cl}\{x \in X \mid y+\nu x \in W \text { for some } \nu>0\}
$$

where "cl" means the closure of the set. Let $S_{y}$ be the maximal linear subspace of $X$ contained in $W_{y}$. Assume that $T$ is a compact and Fréchet differentiable operator on $X$ such that $y \in W$ is a fixed point of $T$ and $T(W) \subseteq W$. Then the Fréchet derivative $T^{\prime}(y)$ of $T$ at $y$ leaves $W_{y}$ and $S_{y}$ invariant (see [4, 26]). If there exists a closed linear subspace $X_{y}$ of $X$ such that $X=S_{y} \oplus X_{y}$ and $W_{y}$ is generating, then the index of $T$ at $y$ can be found by analyzing certain eigenvalue problems in $X_{y}$ and $S_{y}$ as follows. Let $Q: X \rightarrow X_{y}$ be the projection operator of $X_{y}$ along $S_{y}$. In view of Theorems 2.1 and 2.2 of [26], $\operatorname{index}_{W}(T, y)$ exists if the Fréchet derivative $T^{\prime}(y)$ of $T$ at $y$ has no nonzero fixed point in $W_{y}$. Furthermore,
(1) $\operatorname{index}_{W}(T, y)=0$ if $Q \circ T^{\prime}(y)$ has an eigenvalue $\lambda>1$;
(2) $\operatorname{index}_{W}(T, y)=\operatorname{index}_{S_{y}}\left(T^{\prime}(y), 0\right)$ if $Q \circ T^{\prime}(y)$ has no such eigenvalues.

Here index ${ }_{S_{y}}\left(T^{\prime}(y), 0\right)$ is the index of the linear operator $T^{\prime}(y)$ at 0 in the space $S_{y}$.

Next, we derive some a priori estimates for positive solutions of (EP). For an accurate estimate for positive solutions of (EP), we first consider the boundary value problem

$$
\begin{align*}
& d v^{\prime \prime}+b v f_{2}(z-v)+\frac{a q \vartheta}{1+c} f_{1}(z-v)=0, x \in(0,1)  \tag{2.2}\\
& v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0
\end{align*}
$$

Lemma 2.4. There exists a unique positive solution of (2.2), denoted by $\bar{v}(x)$, which satisfies $0<\bar{v}(x)<z$. In particular, $\theta<\bar{v}(x)<z$ if $b>\sigma_{1}$.

Proof. First, we claim that if $v(x)$ is a positive solution of (2.2), then $0<v(x)<z$ and that, in addition, if $b>\sigma_{1}$, then $\theta<v(x)<z$. Indeed, let $\omega=z-v$. Then
$d \omega^{\prime \prime}-b v f_{2}(\omega)-\frac{a q \vartheta}{1+c} f_{1}(\omega)=0, \quad x \in(0,1), \quad \omega^{\prime}(0)=-1, \quad \omega^{\prime}(1)+\gamma \omega(1)=0$.
Suppose $\inf _{x \in[0,1]} \omega(x)=\omega\left(x_{0}\right)<0$. Then $x_{0} \notin(0,1)$. Otherwise, $\omega^{\prime \prime}\left(x_{0}\right) \geq 0$. By the previous equation for $\omega$, we have $d \omega^{\prime \prime}\left(x_{0}\right)=b v\left(x_{0}\right) f_{2}\left(\omega\left(x_{0}\right)\right)+\frac{a q \vartheta\left(x_{0}\right)}{1+c} f_{1}\left(\omega\left(x_{0}\right)\right)<0$, a contradiction. If $x_{0}=0$, then $\omega^{\prime}\left(x_{0}\right) \geq 0$, contradicting the boundary condition $\omega^{\prime}(0)=-1$. Similarly, we can see that $x_{0}=1$ is also impossible. Hence, one must have $\omega \geq 0, \not \equiv 0$ on $[0,1]$.

Assume $\omega\left(x_{0}\right)=0$ for some point $x_{0} \in[0,1]$. Then $x_{0}=0$ or 1 by the strong maximum principle. On the other hand, from the Hopf boundary lemma, it is easy to see that both $x=0$ and 1 are impossible, which implies $\omega>0$ on $[0,1]$. That is, $v<z$ on $[0,1]$. Moreover, since

$$
d v^{\prime \prime}+b v f_{2}(z-v)+\frac{a q \vartheta}{1+c} f_{1}(z-v)>d v^{\prime \prime}+b v f_{2}(z-v)
$$

it is easy to see that $v>\theta$ if $b>\sigma_{1}$. Hence, our assertion holds.
On the other hand, for sufficiently small $\delta>0, \delta \varphi_{1}, z$ are the sub- and supersolutions of (2.2), respectively. It follows from the existence-comparison theorem for elliptic systems that the minimal and maximal solutions $v_{1}, v_{2}$ to (2.2) exist and satisfy the relation $\delta \varphi_{1}<v_{1} \leq v_{2}<z$. Next, we show that $v_{1} \equiv v_{2}$, to obtain the uniqueness. Since $v_{1}, v_{2}$ are the solutions of (2.2),

$$
\begin{aligned}
& d v_{1}^{\prime \prime}+b v_{1} f_{2}\left(z-v_{1}\right)+\frac{a q \vartheta}{1+c} f_{1}\left(z-v_{1}\right)=0 \\
& d v_{2}^{\prime \prime}+b v_{2} f_{2}\left(z-v_{2}\right)+\frac{a q \vartheta}{1+c} f_{1}\left(z-v_{2}\right)=0
\end{aligned}
$$

Multiplying the first equation by $v_{2}$ and the second equation by $v_{1}$ and considering the integral $I=\int_{0}^{1} d\left(v_{1}^{\prime \prime} v_{2}-v_{2}^{\prime \prime} v_{1}\right) d x$, we have
$\int_{0}^{1} b v_{1} v_{2}\left(f_{2}\left(z-v_{1}\right)-f_{2}\left(z-v_{2}\right)\right) d x+\frac{a q}{1+c} \int_{0}^{1} \vartheta\left[v_{2} f_{1}\left(z-v_{1}\right)-v_{1} f_{1}\left(z-v_{2}\right)\right] d x=0$.
By the monotonity of $f_{i}(i=1,2)$ and since $v_{1} \leq v_{2}$, we have $v_{1} \equiv v_{2}$.
The next lemma gives a priori estimates for positive solutions of (EP).
LEmma 2.5. Assume $(u, v)$ is a nonnegative solution of (EP) with $u \not \equiv 0$ and $v \not \equiv 0$. Then

1) $0<u<\frac{\vartheta}{1+c}<\frac{z}{1+c}, 0<v \leq \bar{v}<z$ on $[0,1]$, where $\bar{v}$ defined by Lemma 2.4;
2) $(1+c) u+v<z$ on $[0,1]$;
3) $a>\frac{\lambda_{1}}{1-q-k}$.

Proof. Clearly, $u>0$ on [ $[0,1]$ by the strong maximum principle and Hopf boundary lemma. Since $0=d u^{\prime \prime}+a(1-q-k) u f_{1}(z-(1+c) u-v) \leq d u^{\prime \prime}+a(1-$ $q-k) u f_{1}(z-(1+c) u)$, it is easy to check that $u \leq \frac{\vartheta}{1+c}$ and $a>\frac{\lambda_{1}}{1-q-k}$. Moreover, one can find that $u<\frac{\vartheta}{1+c}$ because $v \not \equiv 0$.

For $v$, we have

$$
\begin{aligned}
0 & =d v^{\prime \prime}+b v f_{2}(z-(1+c) u-v) e^{-\mu c u}+a q u f_{1}(z-(1+c) u-v) \\
& \leq d v^{\prime \prime}+b v f_{2}(z-v)+\frac{a q \vartheta}{1+c} f_{1}(z-v) .
\end{aligned}
$$

By Lemma 2.4 and the strong maximum principle, it follows that $0<v \leq \bar{v}<z$. It remains to show that $(1+c) u+v<z$ on $[0,1]$. This proof is similar to the proof of Lemma 4.2 in [33] and so is omitted here.
3. Existence of coexistence solutions. The goal of this section is to discuss the existence of coexistence solutions of (EP) in the general case and to establish Theorem 1.1.

In order to use the functional analytic framework of degree theory we introduce the spaces

$$
\begin{aligned}
& X=C([0,1]) \times C([0,1]), \\
& D=\left\{(u, v) \in X \left\lvert\, u \leq \frac{\vartheta}{1+c}\right., v \leq \max _{[0,1]} \bar{v}+1\right\}, \\
& W=\{(u, v) \in X \mid u \geq 0, v \geq 0 \text { for } x \in[0,1]\}, \\
& D^{\prime}=(\operatorname{int} D) \cap W .
\end{aligned}
$$

Then $W$ is a cone of $X$ and $D^{\prime}$ is a bounded open set in $W$.
We consider the system

$$
\begin{align*}
& d u^{\prime \prime}+\tau a(1-q-k) u f_{1}(z-(1+c) u-v)=0, \\
& d v^{\prime \prime}+\tau b v f_{2}(z-(1+c) u-v) e^{-\mu c u}+\tau a q u f_{1}(z-(1+c) u-v)=0,  \tag{3.1}\\
& u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0,
\end{align*}
$$

where $\tau \in[0,1]$. Assume $\left(u_{\tau}, v_{\tau}\right)$ is a nonnegative solution of (3.1). Then it is not hard to show that $u_{\tau}<\frac{\vartheta}{1+c}, v_{\tau} \leq \bar{v}$ for all $\tau \in[0,1]$.

Since $f_{1}(z-(1+c) u-v) \geq f_{1}(z-(1+c) u)-K_{1} v$ for some positive constant $K_{1}>0$, we can define $\mathcal{A}_{\tau}: X \rightarrow X, \tau \in[0,1]$ as

$$
\begin{aligned}
\mathcal{A}_{\tau}(u, v)= & \left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}\left(\tau a(1-q-k) u g_{1}(u, v)+M u,\right. \\
& \left.\tau b v g_{2}(u, v)+\operatorname{\tau aqug}_{1}(u, v)+M v\right)
\end{aligned}
$$

where $\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}$ is the inverse operator of $-d \frac{d^{2}}{d x^{2}}+M$ subject to the boundary conditions $u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0, \quad g_{1}(u, v)=f_{1}(z-(1+c) u-v), g_{2}(u, v)=$ $f_{2}(z-(1+c) u-v) e^{-\mu c u}$, and $M$ is large enough such that $M+\tau a(1-q-k) g_{1}(u, v)>0$ and $M+\tau b g_{2}(u, v)-\tau a q u K_{1}>0$ for all $(u, v) \in D^{\prime}$ and $\tau \in[0,1]$. Clearly, $\mathcal{A}_{\tau}$ is compact. Let $\mathcal{A}=\mathcal{A}_{1}$. Then $\mathcal{A}: D^{\prime} \rightarrow W$ is continuously differentiable. It follows from Lemma 2.5 that (EP) has nonnegative solutions if and only if the operator $\mathcal{A}$ has a fixed point in $D^{\prime}$. Moreover, $\mathcal{A}_{\tau}$ has no fixed point on $\partial D^{\prime}$. By the homotopic invariance of the degree, we obtain

$$
\operatorname{index}\left(\mathcal{A}, D^{\prime}, W\right)=\operatorname{index}\left(\mathcal{A}_{\tau}, D^{\prime}, W\right)=\operatorname{index}\left(\mathcal{A}_{0}, D^{\prime}, W\right)=\operatorname{index}_{W}\left(\mathcal{A}_{0},(0,0)\right) .
$$

By some standard calculations, we can obtain $\operatorname{index}_{W}\left(\mathcal{A}_{0},(0,0)\right)=1$. Hence, we have the following.

Lemma 3.1. $\operatorname{index}\left(\mathcal{A}, D^{\prime}, W\right)=1$.
Lemma 3.2. (i) Suppose $a \neq \frac{\lambda_{1}}{1-q-k}$ and $b \neq \sigma_{1}$. Then $\operatorname{index}_{W}(\mathcal{A},(0,0))=1$ if $a<\frac{\lambda_{1}}{1-q-k}$ and $b<\sigma_{1}$, and $\operatorname{index}_{W}(\mathcal{A},(0,0))=0$ if $a>\frac{\lambda_{1}}{1-q-k}$ or $b>\sigma_{1}$.
(ii) $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=1$ if $a<\frac{\hat{\lambda}_{1}}{1-q-k}$, and $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=0$ if $a>\frac{\hat{\lambda}_{1}}{1-q-k}$.

Since the proof of this Lemma is very lengthy and quite standard, we include the proof in Appendix A. Now, we turn to prove Theorem 1.1.

Proof of Theorem 1.1. (i) If $a>\lambda_{1} /(1-q-k)$ and $b<\sigma_{1}$, then (EP) has no semitrivial nonnegative solution. In view of Lemmas 3.1 and 3.2 , $\operatorname{index}_{W}\left(\mathcal{A}, D^{\prime}\right)=1$ and $\operatorname{index}_{W}(\mathcal{A},(0,0))=0$, which implies that $\mathcal{A}$ must have a positive fixed point in $D^{\prime}$. That is, (EP) has a positive solution in $D^{\prime}$.
(ii) If $a>\hat{\lambda}_{1} /(1-q-k), b>\sigma_{1}$, then (EP) has a semitrivial nonnegative solution $(0, \theta)$. Suppose $\mathcal{A}$ has no positive fixed point in $D^{\prime}$. Then by Lemma 3.1 and the additivity of index,

$$
\operatorname{index}_{W}(\mathcal{A},(0,0))+\operatorname{index}_{W}(\mathcal{A},(0, \theta))=\operatorname{index}_{W}\left(\mathcal{A}, D^{\prime}\right)=1
$$

However, by Lemma 3.2, $\operatorname{index}_{W}(\mathcal{A},(0,0))=0$, and $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=0$ in this case, a contradiction. Hence there must exist a positive solution of (EP) in $D^{\prime}$. This completes the proof.
4. The effect of inhibitor. The purpose of this section is to examine the effect of the inhibitor on the multiple coexistence states. In view of the model, the effect of the inhibitor increases as the parameter $\mu$ increases. Motivated by the numerical simulations, we consider only the case of $b>\sigma_{1}$ and $\mu$ large enough. Using a perturbation technique, we show that the system has two positive solutions if $\mu$ is sufficiently large and the other parameters sit in some suitable range.

First of all, we observe that if $a$ is bounded away from $\lambda_{1} /(1-q-k)$ and $\mu$ is large, positive solutions to (EP) are of two types. More precisely, let $(u, v)$ be any positive solution of (EP); then either $(u, v)$ is close to a positive solution of the problem

$$
\begin{align*}
& d u^{\prime \prime}+a(1-q-k) u f_{1}(z-(1+c) u-v)=0, \quad x \in(0,1), \\
& d v^{\prime \prime}+a q u f_{1}(z-(1+c) u-v)=0, \quad x \in(0,1)  \tag{4.1}\\
& u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0,
\end{align*}
$$

or $(\mu u, v)$ is close to a positive solution of the problem

$$
\begin{align*}
& d \omega^{\prime \prime}+a(1-q-k) \omega f_{1}(z-v)=0, \quad x \in(0,1) \\
& d v^{\prime \prime}+b v f_{2}(z-v) e^{-c \omega}=0, \quad x \in(0,1)  \tag{4.2}\\
& \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 .
\end{align*}
$$

Since the above two equations play an important role in determining the coexistence solutions of (EP), we first study positive solutions of (4.1) and (4.2).

Lemma 4.1. Assume $a>\lambda_{1} /(1-q-k)$. Then there exists a unique positive solution $((1-q-k) \vartheta, q \vartheta)$ of (4.1), and it is linearly asymptotically stable.

Proof. Suppose that $(u, v)>0$ solves (4.1). Let $\omega=q u-(1-q-k) v$. Then we have

$$
d \omega^{\prime \prime}=0, \quad \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

which implies $\omega \equiv 0$. That is, $v=\frac{q}{1-q-k} u$. Substituting $v=\frac{q}{1-q-k} u$ into the first
equation of (4.1), we obtain that

$$
\begin{aligned}
& d u^{\prime \prime}+a(1-q-k) u f_{1}\left(z-\frac{u}{1-q-k}\right)=0, \quad x \in(0,1) \\
& u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0
\end{aligned}
$$

Then $u=(1-q-k) \vartheta$ due to $a>\lambda_{1} /(1-q-k)$, and $v=q \vartheta$. That is, (4.1) has a unique positive solution $((1-q-k) \vartheta, q \vartheta)$. It remains to establish the stability. For this purpose, noting that $c=k /(1-q-k)$, we consider the linearized eigenvalue problem

$$
\begin{align*}
& d \phi^{\prime \prime}+a(1-q-k)\left[f_{1}(z-\vartheta)-(1-q) \vartheta f_{1}^{\prime}(z-\vartheta)\right] \phi \\
& \quad-a(1-q-k)^{2} \vartheta f_{1}^{\prime}(z-\vartheta) \psi=-\eta \phi, \\
& d \psi^{\prime \prime}+a q\left[f_{1}(z-\vartheta)-(1-q) \vartheta f_{1}^{\prime}(z-\vartheta)\right] \phi-a q(1-q-k) \vartheta f_{1}^{\prime}(z-\vartheta) \psi=-\eta \psi,  \tag{4.3}\\
& \phi^{\prime}(0)=\phi^{\prime}(1)+\gamma \phi(1)=0, \quad \psi^{\prime}(0)=\psi^{\prime}(1)+\gamma \psi(1)=0 .
\end{align*}
$$

Let $\omega=q \phi-(1-q-k) \psi$. Then

$$
d \omega^{\prime \prime}=-\eta \omega, \quad \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

If $\omega \not \equiv 0$, then $\eta>0$. If $\omega \equiv 0$, then $\psi=\frac{q \phi}{1-q-k}$, which leads to

$$
\begin{aligned}
& d \phi^{\prime \prime}+a(1-q-k)\left(f_{1}(z-\vartheta)-\vartheta f_{1}^{\prime}(z-\vartheta)\right) \phi=-\eta \phi \\
& \phi^{\prime}(0)=\phi^{\prime}(1)+\gamma \phi(1)=0
\end{aligned}
$$

From Lemma 2.2, $\sigma_{1}\left(a(1-q-k)\left(f_{1}(z-\vartheta)-\vartheta f_{1}^{\prime}(z-\vartheta)\right)\right)<\sigma_{1}\left(a(1-q-k) f_{1}(z-\vartheta)\right)=0$. Hence, we can claim that $\eta>0$. Therefore, (4.3) has no eigenvalue $\eta$ with Re $\eta \leq 0$ and so the stability follows.

Lemma 4.2. Suppose $b>\sigma_{1}$ fixed. Then (4.2) has a positive solution if and only if $\frac{\lambda_{1}}{1-q-k}<a<\frac{\hat{\lambda}_{1}}{1-q-k}$. Moreover, all positive solutions of (4.2) are unstable.

Proof. Suppose $(\omega, v)$ is a positive solution of (4.2). Then $a(1-q-k)=\lambda_{1}\left(f_{1}(z-\right.$ $v))>\lambda_{1}(f(z))=\lambda_{1}$. On the other hand,

$$
0=d v^{\prime \prime}+b v f_{2}(z-v) e^{-c \omega}<d v^{\prime \prime}+b v f_{2}(z-v)
$$

which means $v<\theta$. Thus, $a(1-q-k)=\lambda_{1}\left(f_{1}(z-v)\right)<\lambda_{1}\left(f_{1}(z-\theta)\right)=\hat{\lambda}_{1}$. Hence, if (4.2) has a positive solution, then $\frac{\lambda_{1}}{1-q-k}<a<\frac{\hat{\lambda}_{1}}{1-q-k}$.

Next, we show that (4.2) has a positive solution if $\lambda_{1} /(1-q-k)<a<\hat{\lambda}_{1} /(1-$ $q-k)$. To this end, we first prove that for any given $A>\hat{\lambda}_{1} /(1-q-k)$, there exists a constant $C>0$ such that $\|\omega\|_{\infty}<C$ for any nonnegative solution of (4.2) with $a \in$ $\left(\lambda_{1} /(1-q-k), A\right]$. At first, one can find that (4.2) has only two nonnegative solutions $(0,0)$ and $(0, \theta)$ if $a \geq \hat{\lambda}_{1} /(1-q-k)$. It remains to show that any positive solution $(\omega, v)$ of (4.2) with $\frac{\lambda_{1}}{1-q-k}<a<\frac{\hat{\lambda}_{1}}{1-q-k}$ satisfies $\|\omega\|_{\infty}<C$. Suppose this is not true. Then we may assume that there exists $a_{i} \rightarrow a \in\left[\lambda_{1} /(1-q-k), \hat{\lambda}_{1} /(1-q-k)\right],\left(\omega_{i}, v_{i}\right)$ positive solutions of (4.2) with $a=a_{i}$ and $\left\|\omega_{i}\right\|_{\infty} \rightarrow \infty$. Set $\tilde{v}_{i}=v_{i} /\left\|v_{i}\right\|_{\infty}, \tilde{\omega}_{i}=\omega_{i} /\left\|\omega_{i}\right\|_{\infty}$. Then

$$
\begin{aligned}
& d \tilde{\omega}_{i}^{\prime \prime}+a_{i}(1-q-k) \tilde{\omega}_{i} f_{1}\left(z-\left\|v_{i}\right\|_{\infty} \tilde{v}_{i}\right)=0 \\
& d \tilde{v}_{i}^{\prime \prime}+b \tilde{v}_{i} f_{2}\left(z-v_{i}\right) e^{-c\left\|\omega_{i}\right\|_{\infty} \tilde{\omega}_{i}}=0, \\
& \tilde{\omega}_{i}^{\prime}(0)=\tilde{\omega}_{i}^{\prime}(1)+\gamma \tilde{\omega}_{i}(1)=0, \quad \tilde{v}_{i}^{\prime}(0)=\tilde{v}_{i}^{\prime}(1)+\gamma \tilde{v}_{i}(1)=0
\end{aligned}
$$

By $L^{p}$ estimates and the Sobolev embedding theorem, we may assume $\tilde{\omega}_{i} \rightarrow \tilde{\omega} \geq 0, \not \equiv$ $0, \tilde{v}_{i} \rightarrow \tilde{v} \geq 0, \not \equiv 0$ in $C^{1}([0,1])$, and $\tilde{\omega}$ satisfies

$$
d \tilde{\omega}^{\prime \prime}+a(1-q-k) \tilde{\omega} f_{1}(z-B \tilde{v})=0, \quad \tilde{\omega}^{\prime}(0)=\tilde{\omega}^{\prime}(1)+\gamma \tilde{\omega}(1)=0,
$$

where $B=\lim _{i \rightarrow \infty}\left\|v_{i}\right\|_{\infty}<\infty$. (In view of the equation for $v_{i}$ and $0<v_{i}<\theta$, this limit exists by passing to a subsequence.) Thus $\tilde{\omega}>0$ on $[0,1]$ by the strong maximum principle and Hopf boundary lemma. Hence $e^{-c \omega_{i}}=e^{-c \mid \omega_{i}\| \|_{\infty}} \rightarrow 0$ as $i \rightarrow \infty$, which implies $v_{i} \rightarrow 0$, and $\tilde{v}$ satisfies

$$
d \tilde{v}^{\prime \prime}=0, \quad \tilde{v}^{\prime}(0)=\tilde{v}^{\prime}(1)+\gamma \tilde{v}(1)=0 .
$$

Thus $\tilde{v} \equiv 0$. This is a contradiction to $\tilde{v} \not \equiv 0$ and $\|\tilde{v}\|_{\infty}=1$.
Let $\tilde{D}=\left\{(\omega, v) \in W:\|\omega\|_{\infty} \leq C+1,\|v\|_{\infty} \leq \sup _{[0,1]} z+1\right\}$,
$B_{\tau}(\omega, v)=\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}\left(\tau(1-q-k) \omega f_{1}(z-v)+M \omega, b v f_{2}(z-v) e^{-c \omega}+M v\right)$,
where $W$ defined in section 3 is the positive cone of $X$ and $M$ is sufficiently large such that $M+\tau(1-q-k) f_{1}(z-v)>0$ and $M+b f_{2}(z-v) e^{-c \omega}>0$ for all $(\omega, v) \in \tilde{D}$ and $\tau \in\left(\lambda_{1} /(1-q-k), A\right]$.

By virtue of our a priori estimates and the homotopic invariance property of the fixed point index, we obtain index ${ }_{W}\left(B_{\tau}, \tilde{D}\right) \equiv$ const for $\tau>\lambda_{1} /(1-q-k)$. On the other hand, if $a>\hat{\lambda}_{1} /(1-q-k)$, then (4.2) has only two nonnegative solutions $(0,0)$ and $(0, \theta)$. Hence for $\tau \in\left(\hat{\lambda}_{1} /(1-q-k), A\right], \operatorname{index}_{W}\left(B_{\tau}, \tilde{D}\right)=\operatorname{index}_{W}\left(B_{\tau},(0,0)\right)+$ $\operatorname{index}_{W}\left(B_{\tau},(0, \theta)\right)$. Next, we calculate the index of the two nonnegative solutions.

Let $B_{\tau}^{\prime}(0,0)$ be the Fréchet derivative of $B_{\tau}$ at $(0,0)$. Then

$$
B_{\tau}^{\prime}(0,0)(\omega, v)=\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}\left(\tau(1-q-k) \omega f_{1}(z)+M \omega, b v f_{2}(z)+M v\right)
$$

for each $(\omega, v) \in X$. Therefore, an eigenvector $(\omega, v)$ of $B_{\tau}^{\prime}(0,0)$ satisfies

$$
\begin{aligned}
& -d \omega^{\prime \prime}+M \omega=\frac{1}{\lambda}\left(\tau(1-q-k) f_{1}(z)+M\right) \omega, \\
& -d v^{\prime \prime}+M v=\frac{1}{\lambda}\left(b f_{2}(z)+M\right) v, \\
& \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 .
\end{aligned}
$$

Since $b>\sigma_{1}, \tau>\lambda_{1} /(1-q-k)$, it is easy to check that $I-B_{\tau}^{\prime}(0,0)$ is invertible in $W_{(0,0)}=\{(\omega, v) \in X: \omega \geq 0, v \geq 0\}$. Moreover, a similar argument as in the proof of Lemma 3.2 (see Appendix A) shows that $B_{\tau}^{\prime}(0,0)$ has eigenvalues larger than 1 . It follows from Theorem 2.2 of [26] that index ${ }_{W}\left(B_{\tau},(0,0)\right)=0$ for $\tau>\lambda_{1} /(1-q-k)$.

Let $B_{\tau}^{\prime}(0, \theta)$ denote the Fréchet derivative of $B_{\tau}$ at $(0, \theta)$. Then $B_{\tau}^{\prime}(0, \theta)(\omega, v)=$ $\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}\left(\tau(1-q-k) \omega f_{1}(z-\theta)+M \omega, b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right) v-b c \theta f_{2}(z-\right.$ $\theta) \omega+M v)$ for each $(\omega, v) \in X$. In order to apply Theorem 2.2 of [26], we introduce the notation $y=(0, \theta), W_{y}=\{(\omega, v) \in X: \omega \geq 0\}, S_{y}=\left\{(0, v): v \in C_{B}([0,1])\right\}$, and $X_{y}=\left\{(\omega, 0) \in X: \omega \in C_{B}([0,1])\right\}$. Then $X=S_{y} \oplus X_{y}$ with projection $Q$ given by $(\omega, v) \rightarrow(\omega, 0)$.

Suppose $(\omega, v) \in W_{y}$ is a fixed point of $B_{\tau}^{\prime}(0, \theta)$. Then $(\omega, v)$ satisfies

$$
\begin{aligned}
& d \omega^{\prime \prime}+\tau(1-q-k) \omega f_{1}(z-\theta)=0, \\
& d v^{\prime \prime}+b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right) v-b c \theta f_{2}(z-\theta) \omega=0, \\
& \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 .
\end{aligned}
$$

It is easy to check that $I-B_{\tau}^{\prime}(0, \theta)$ is invertible in $W_{y}$ as long as $\tau \neq \hat{\lambda}_{1} /(1-q-k)$. Hence, $\operatorname{index}_{W}\left(B_{\tau},(0, \theta)\right)$ is well defined if $\tau \neq \hat{\lambda}_{1} /(1-q-k)$. Next, we determine the index of $B_{\tau}$ at $(0, \theta)$. In view of the definition $Q(\omega, v)=(\omega, 0)$, every eigenfunction of $Q \circ B_{\tau}^{\prime}(0, \theta)$ has the form $(\omega, 0)$, where $\omega$ is a nonzero solution of the equation

$$
-d \omega^{\prime \prime}+M \omega=\frac{1}{\lambda}\left(\tau(1-q-k) f_{1}(z-\theta)+M\right) \omega, \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

We can proceed further as in the proof of Lemma 3.2 (see Appendix A) to show that $\operatorname{index}_{W}\left(B_{\tau},(0, \theta)\right)=0$ if $\tau>\hat{\lambda}_{1} /(1-q-k)$ and index ${ }_{W}\left(B_{\tau},(0, \theta)\right)=1$ if $\tau<\hat{\lambda}_{1} /(1-q-k)$. Hence, for any $\tau \in\left(\hat{\lambda}_{1} /(1-q-k), A\right], \operatorname{index}_{W}\left(B_{\tau}, \tilde{D}\right)=\operatorname{index}_{W}\left(B_{\tau},(0,0)\right)+$ $\operatorname{index}_{W}\left(B_{\tau},(0, \theta)\right)=0$. Meanwhile, by the homotopic invariance property of the fixed point index, we can claim that $\operatorname{index}_{W}\left(B_{\tau}, \tilde{D}\right) \equiv 0$ for any $\tau \in\left(\lambda_{1} /(1-q-\right.$ $k), A]$. However, for $\lambda_{1} /(1-q-k)<\tau<\hat{\lambda}_{1} /(1-q-k)$, index ${ }_{W}\left(B_{\tau},(0,0)\right)+$ $\operatorname{index}_{W}\left(B_{\tau},(0, \theta)\right)=1 \neq \operatorname{index}_{W}\left(B_{\tau}, \tilde{D}\right)$, which implies $B_{\tau}$ has at least a positive fixed point in $\tilde{D}$ for $\lambda_{1} /(1-q-k)<\tau<\hat{\lambda}_{1} /(1-q-k)$. Namely, (4.2) has a positive solution when $a \in\left(\lambda_{1} /(1-q-k), \hat{\lambda}_{1} /(1-q-k)\right)$.

It remains to prove the instability of any positive solution $\left(\omega_{0}, v_{0}\right)$ of (4.2). To this end, let us consider the eigenvalue problem

$$
\begin{align*}
& d \varphi^{\prime \prime}+a(1-q-k) f_{1}\left(z-v_{0}\right) \varphi-a(1-q-k) \omega_{0} f_{1}^{\prime}\left(z-v_{0}\right) \psi+\eta \varphi=0 \\
& d \psi^{\prime \prime}+b\left[f_{2}\left(z-v_{0}\right)-v_{0} f_{2}^{\prime}\left(z-v_{0}\right)\right] e^{-c \omega_{0}} \psi-c b v_{0} f_{2}\left(z-v_{0}\right) e^{-c \omega_{0}} \varphi+\eta \psi=0,  \tag{4.4}\\
& \varphi^{\prime}(0)=\varphi^{\prime}(1)+\gamma \varphi(1)=0, \quad \psi^{\prime}(0)=\psi^{\prime}(1)+\gamma \psi(1)=0
\end{align*}
$$

It is well known (see, e.g., [11]) that one can put this eigenvalue problem in the context of spectral theory of compact strongly positive operators with respect to the order cone $P=\{(\varphi, \psi) \in X: \varphi \geq 0, \psi \leq 0\}$. In particular, by the Krein-Rutman theorem [ 5,11 ], one can show (4.4) has an eigenvalue $\eta_{1}$, which has the following properties: it is real, algebraically simple, and all other eigenvalues have their real part greater than $\eta_{1}$. Moreover, $\eta_{1}$ corresponds to an eigenfunction $(\varphi, \psi)$ in the interior of $P$, and it is the only eigenvalue with an eigenfunction in $P$. Thus it is called the principal eigenvalue of (4.4). The linearized stability criterion for $\left(\omega_{0}, v_{0}\right)$ can be expressed in terms of the principal eigenvalue: $\left(\omega_{0}, v_{0}\right)$ is asymptotically stable if $\eta_{1}>0$; it is unstable if $\eta_{1}<0$. On the other hand, multiplying the first equation of (4.4) by $\omega_{0}$ and integrating, we obtain

$$
\eta_{1} \int_{0}^{1} \varphi \omega_{0} d x=a(1-q-k) \int_{0}^{1} \omega_{0}^{2} f_{1}^{\prime}\left(z-v_{0}\right) \psi d x
$$

Noting that $(\varphi, \psi)$ belongs to the interior of $P$, we must have $\eta_{1}<0$, which implies the instability.

The rest of this section is devoted to the proof of Theorems 1.2 and 1.3, which are important in understanding the effect of the inhibitor on the number of the coexistence solutions. In order to establish Theorem 1.2, we need the following technical results.

Lemma 4.3. For any $\epsilon>0$ small, there exists $M=M(\epsilon)$ large such that if $a \geq \lambda_{1} /(1-q-k)+\epsilon, \mu \geq M$, (EP) has a positive solution ( $\left.\tilde{u}, \tilde{v}\right)$ which satisfies

$$
\begin{equation*}
(1-\delta)(1-q-k) \vartheta \leq \tilde{u} \leq(1-q-k) \vartheta, \quad(1-\delta) q \vartheta \leq \tilde{v} \leq(q+\delta) \vartheta \tag{4.5}
\end{equation*}
$$

where $\vartheta$ are the unique positive solutions of (1.2), and $0<\delta \leq \delta_{0}$, where $\delta_{0}>0$ is small such that $\left(1+\delta_{0}\right) \vartheta<z$ on $[0,1]$.

Proof. Suppose that $(u, v)$ solves (EP). Let $\chi=(1-q-k) v-q u$. Then $(u, \chi)$ satisfies

$$
\begin{align*}
& d u^{\prime \prime}+a(1-q-k) u f_{1}\left(z-\frac{u+\chi}{1-q-k}\right)=0  \tag{4.6}\\
& d \chi^{\prime \prime}+b(\chi+q u) f_{2}\left(z-\frac{u+\chi}{1-q-k}\right) e^{-\mu c u}=0
\end{align*}
$$

with the usual boundary conditions. Since $0<\vartheta<z$ on $[0,1]$, we can claim that there exists $\delta_{0}>0$ small such that $\left(1+\delta_{0}\right) \vartheta<z$ on $[0,1]$. Set

$$
\Sigma=\left\{(u, \chi) \in X:\left(1-\delta_{0}\right)(1-q-k) \vartheta \leq u \leq(1-q-k) \vartheta, 0 \leq \chi \leq \delta_{0}(1-q-k) \vartheta\right\}
$$

Next, we show (4.6) is quasi-monotone decreasing [35] on $\Sigma$ provided that $\mu$ is large enough. Clearly, $h_{1}(u, \chi)=a(1-q-k) u f_{1}\left(z-\frac{u+\chi}{1-q-k}\right)$ is quasi-monotone decreasing on $\Sigma$. On the other hand, let $h_{2}(u, \chi)=b(\chi+q u) f_{2}\left(z-\frac{u+\chi}{1-q-k}\right) e^{-\mu c u}$. Then

$$
\frac{\partial h_{2}(u, \chi)}{\partial u}=b e^{-\mu c u}\left[q f_{2}\left(z-\frac{u+\chi}{1-q-k}\right)-\frac{\chi+q u}{1-q-k} f_{2}^{\prime}\left(z-\frac{u+\chi}{1-q-k}\right)-\mu c(\chi+q u) f_{2}\left(z-\frac{u+\chi}{1-q-k}\right)\right]
$$

Recalling that $\left(1+\delta_{0}\right) \vartheta<z$ on $[0,1]$, it is easy to see that $\frac{\partial h_{2}(u, \chi)}{\partial u}<0$ on $\Sigma$ provided that $\mu$ is large enough. That is, $h_{2}(u, \chi)$ is quasi-monotone decreasing on $\Sigma$ provided that $\mu$ is large enough.

Let $(\bar{u}, \underline{\chi})=((1-q-k) \vartheta(a), 0)$ and $(\underline{u}, \bar{\chi})=((1-\delta)(1-q-k) \vartheta, \delta(1-q-k) \vartheta)$. By the super- and subsolution method, it suffices to show that ( $\bar{u}, \underline{\chi}$ ) and $(\underline{u}, \bar{\chi})$ are pairs of super-sub solutions of (4.6) for large $\mu$. That is, we need to show that the inequalities

$$
\begin{aligned}
& d \bar{u}^{\prime \prime}+a(1-q-k) \bar{u} f_{1}\left(z-\frac{\bar{u}+\underline{\chi}}{1-q-k}\right) \leq 0, \\
& d \underline{\chi}^{\prime \prime}+b(\underline{\chi}+q \bar{u}) f_{2}\left(z-\frac{\bar{u}+\underline{\chi}}{1-q-k}\right) e^{-\mu c \bar{u}} \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
& d \underline{u}^{\prime \prime}+a(1-q-k) \underline{u} f_{1}\left(z-\frac{u+\bar{\chi}}{1-q-k}\right) \geq 0 \\
& d \bar{\chi}^{\prime \prime}+b(\bar{\chi}+q \underline{u}) f_{2}\left(z-\frac{u}{1-q-k}\right) e^{-\mu c \underline{u}} \leq 0
\end{aligned}
$$

hold. It is trivial to check the inequalities for $\bar{u}, \underline{\chi}$, and $\underline{u}$. For $\bar{\chi}$ to satisfy the above inequality, it suffices to have

$$
e^{-\mu c(1-\delta)(1-q-k) \vartheta} \leq \frac{\delta a(1-q-k)\left(k_{2}+z-\theta\right)}{b((1-q) \delta+q)\left(k_{1}+z-\theta\right)}
$$

It is well known that there exists $B>1$ large enough such that $B k_{1}>k_{2}$. Hence, $\frac{k_{2}+z-\theta}{k_{1}+z-\theta}>\frac{k_{2}}{B k_{1}}$. Since $a \geq \lambda_{1} /(1-q-k)+\epsilon$ and $\vartheta=\vartheta(a) \geq \vartheta\left(\frac{\lambda_{1}}{1-q-k}+\epsilon\right)$, we need to have only

$$
e^{-\mu c(1-\delta)(1-q-k) \vartheta\left(\frac{\lambda_{1}}{1-q-k}+\epsilon\right)} \leq \frac{\delta\left[\lambda_{1}+\epsilon(1-q-k)\right] k_{2}}{b((1-q) \delta+q) B k_{1}}
$$

where $\vartheta\left(\frac{\lambda_{1}}{1-q-k}+\epsilon\right)$ is the unique positive solution of (1.2) with $a=\frac{\lambda_{1}}{1-q-k}+\epsilon$. Clearly, this inequality holds as long as $\mu$ is sufficiently large. Namely, as long as $\mu$ is large enough, we have

$$
d \bar{\chi}^{\prime \prime}+b(\bar{\chi}+q \underline{u}) f_{2}\left(z-\frac{\underline{u}+\bar{\chi}}{1-q-k}\right) e^{-\mu c \underline{u}} \leq 0
$$

Thus $(\bar{u}, \underline{\chi})$ and $(\underline{u}, \bar{\chi})$ are the order upper and lower solutions of (4.6). It follows the existence-comparison theorem for elliptic systems that (4.6) has a solution $(\tilde{u}, \tilde{\chi})$, which satisfies

$$
(1-\delta)(1-q-k) \vartheta \leq \tilde{u} \leq(1-q-k) \vartheta, \quad 0 \leq \tilde{\chi} \leq \delta(1-q-k) \vartheta
$$

Noting that $v=\frac{\chi+q u}{1-q-k}$, we know that (EP) has a positive solution $(\tilde{u}, \tilde{v})$, which satisfies (4.5).

LEMMA 4.4. For any $\epsilon>0$ small and any $A>\lambda_{1} /(1-q-k)$, there exists $M=M(\epsilon, A)>0$ large such that if $a \in\left(\lambda_{1} /(1-q-k)+\epsilon, A\right]$ and $\mu \geq M$, then any positive solution of (EP) that satisfies (4.5) is nondegenerate and linearly stable.

Proof. If $a \in\left(\lambda_{1} /(1-q-k)+\epsilon, A\right]$ and $(u, v)$ satisfies (4.5), then it is easy to see that (EP) is a regular perturbation of (4.1) when $\mu$ is large. Since (4.1) has a unique positive solution $((1-q-k) \vartheta, q \vartheta)$ which is linearly stable, this lemma follows from a standard regular perturbation argument.

As noted before, the next lemma shows rigorously that the positive solutions to (EP) are of two types.

LEMmA 4.5. Suppose $a_{i} \rightarrow a \in\left(\frac{\lambda_{1}}{1-q-k},+\infty\right), \mu_{i} \rightarrow \infty$, and $\left(u_{i}, v_{i}\right)$ is a positive solution of $(\mathrm{EP})$ with $(a, \mu)=\left(a_{i}, \mu_{i}\right)$. Then for large $i$, either $\left(u_{i}, v_{i}\right)$ is close to $((1-q-k) \vartheta, q \vartheta)$ or $\left(\mu_{i} u_{i}, v_{i}\right)$ is close to $(\omega, v)$ in $C^{1}([0,1]) \times C^{1}([0,1])$, where $(\omega, v)$ is a positive solution of (4.2). Moreover, if $a_{i} \geq \frac{\hat{\lambda}_{1}}{1-q-k}$ for all large $i$ and $a_{i} \rightarrow a$, then $\left(u_{i}, v_{i}\right)$ converges to $((1-q-k) \vartheta, q \vartheta)$ in the $C^{1}$ norm.

Proof. We argue by contradiction. Suppose we can find $a_{i} \rightarrow a \in\left(\frac{\lambda_{1}}{1-q-k},+\infty\right)$, $\mu_{i} \rightarrow \infty$, and positive solution $\left(u_{i}, v_{i}\right)$ bounded away from $((1-q-k) \vartheta, q \vartheta)$ and any positive solution of (4.2). First, by Lemma $2.5,0 \leq(1+c) u_{i}+v_{i}<z(x)$. Hence, by elliptic regularity and the Sobolev embedding theorems, we may assume the existence of a subsequence (if necessary), such that $u_{i} \rightarrow u$ and $v_{i} \rightarrow v$ in $C^{1}([0,1])$ for some $u, v \in C_{B}^{1}([0,1])$. Set $\omega_{i}=\mu_{i} u_{i}$ and $\chi_{i}=(1-q-k) v_{i}-q u_{i}$. Then $\left(\omega_{i}, \chi_{i}\right)$ satisfies

$$
\begin{align*}
& d \omega_{i}^{\prime \prime}+a_{i}(1-q-k) \omega_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right)=0  \tag{4.7}\\
& d \chi_{i}^{\prime \prime}+b(1-q-k) v_{i} f_{2}\left(z-(1+c) u_{i}-v_{i}\right) e^{-c \omega_{i}}=0
\end{align*}
$$

with the usual boundary conditions. By passing to a subsequence, we have two possibilities.

Case a: $\mu_{i}\left\|u_{i}\right\|_{\infty} \rightarrow \infty$. In this case, one must have $\chi_{i} \rightarrow 0$. Indeed, it suffices to show $e^{-c \omega_{i}} \rightarrow 0$ almost everywhere in $(0,1)$ as $i \rightarrow \infty$. Let $\tilde{\omega}_{i}=\omega_{i} /\left\|\omega_{i}\right\|_{\infty}$. Then $\tilde{\omega}_{i}$ satisfies

$$
-d \tilde{\omega}_{i}^{\prime \prime}=a_{i}(1-q-k) \tilde{\omega}_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right), \quad \tilde{\omega}_{i}^{\prime}(0)=\tilde{\omega}_{i}^{\prime}(1)+\gamma \tilde{\omega}_{i}(1)=0
$$

By $L^{p}$ estimates and the Sobolev embedding theorem, we may assume $\tilde{\omega}_{i} \rightarrow \tilde{\omega} \geq 0, \not \equiv 0$ in $C^{1}([0,1])$, and $\tilde{\omega}$ satisfies

$$
-d \tilde{\omega}^{\prime \prime}=a(1-q-k) \tilde{\omega} f_{1}(z-(1+c) u-v), \quad \tilde{\omega}^{\prime}(0)=\tilde{\omega}^{\prime}(1)+\gamma \tilde{\omega}(1)=0
$$

Here $0 \leq(1+c) u+v \leq z$ because $0<(1+c) u_{i}+v_{i}<z$. Therefore, $\tilde{\omega}>0$ on $[0,1]$ by the strong maximum principle and Hopf boundary lemma. Thus $e^{-c \omega_{i}}=$ $e^{-c\left\|\omega_{i}\right\|_{\infty} \tilde{\omega}_{i}} \rightarrow 0$ as $i \rightarrow \infty$, which implies $\chi_{i} \rightarrow 0$. Hence, $(1-q-k) v=q u$, and

$$
d u^{\prime \prime}+a(1-q-k) u f_{1}\left(z-\frac{u}{1-q-k}\right)=0, \quad u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0
$$

This implies $u \equiv 0$ or $u=(1-q-k) \vartheta$. If $u \equiv 0$, then $v=\frac{q}{1-q-k} u \equiv 0$. That is, $\left(u_{i}, v_{i}\right) \rightarrow(0,0)$ as $i \rightarrow \infty$. Hence, $\tilde{u}_{i}=u_{i} /\left\|u_{i}\right\|_{\infty}$ satisfies

$$
d \tilde{u}_{i}^{\prime \prime}+a_{i}(1-q-k) \tilde{u}_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right)=0, \quad \tilde{u}_{i}^{\prime}(0)=\tilde{u}_{i}^{\prime}(1)+\gamma \tilde{u}_{i}(1)=0
$$

Similarly, by $L^{p}$ estimates and the Sobolev embedding theorem, we may assume that $\tilde{u}_{i} \rightarrow \tilde{u} \geq 0, \not \equiv 0$ in $C^{1}$, and in view of the strong maximum principle, $\tilde{u}>0$ and satisfies

$$
d \tilde{u}^{\prime \prime}+a(1-q-k) \tilde{u} f_{1}(z)=0, \quad \tilde{u}^{\prime}(0)=\tilde{u}^{\prime}(1)+\gamma \tilde{u}(1)=0
$$

which means $a=\lambda_{1} /(1-q-k)$, a contradiction. Hence $u=(1-q-k) \vartheta$ and $v=q \vartheta$, which contradicts our assumption.

Case b: $\mu_{i}\left\|u_{i}\right\|_{\infty}$ is uniformly bounded, which implies $u_{i} \rightarrow 0$ as $i \rightarrow \infty$. Hence, $\chi_{i}=(1-q-k) v_{i}-q u_{i} \rightarrow(1-q-k) v$. Since $\omega_{i}$ is uniformly bounded, by the equation for $\omega_{i}$, we may assume that $\omega_{i} \rightarrow \omega$ in $C^{1}([0,1])$. It follows from (4.7) that $(\omega, v)$ satisfies (4.2). If $\omega \geq 0, \not \equiv 0$, then the strong maximum principle tells us that $\omega>0$. On the other hand, we claim that $v>0$ on $[0,1]$. Otherwise,

$$
d \omega^{\prime \prime}+a(1-q-k) \omega f_{1}(z)=0, \quad x \in(0,1), \quad \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

which implies $a=\lambda_{1} /(1-q-k)$, a contradiction. Hence, $(a, \omega, v)$ is a positive solution of (4.2), which contradicts our assumption that $\left(a_{i}, \omega_{i}, v_{i}\right)$ is bounded away from any positive solution of (4.2). Therefore, we must have $\omega \equiv 0$. It follows that $v \equiv 0$ or $v=\theta$. Suppose $v \equiv 0$. Then $v_{i} \rightarrow 0$ and $\tilde{\omega}_{i}=\omega_{i} /\left\|\omega_{i}\right\|_{\infty}$ satisfies

$$
d \tilde{\omega}_{i}^{\prime \prime}+a_{i}(1-q-k) \tilde{\omega}_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right)=0, \quad \tilde{\omega}_{i}^{\prime}(0)=\tilde{\omega}_{i}^{\prime}(1)+\gamma \tilde{\omega}_{i}(1)=0
$$

By $L^{p}$ estimates and the Sobolev embedding theorem, we may assume $\tilde{\omega}_{i} \rightarrow \tilde{\omega} \geq 0, \not \equiv 0$ in $C^{1}([0,1])$, and by virtue of the strong maximum principle, $\tilde{\omega}>0$ satisfies

$$
d \tilde{\omega}^{\prime \prime}+a(1-q-k) \tilde{\omega} f_{1}(z)=0, \quad \tilde{\omega}^{\prime}(0)=\tilde{\omega}^{\prime}(1)+\gamma \tilde{\omega}(1)=0
$$

which means $a=\lambda_{1} /(1-q-k)$, a contradiction. Thus $\left(\omega_{i}, v_{i}\right) \rightarrow(0, \theta)$, and hence $a_{i}(1-q-k)=\lambda_{1}\left(f_{1}\left(z-(1+c) u_{i}-v_{i}\right)\right) \rightarrow \lambda_{1}\left(f_{1}(z-\theta)\right)=\hat{\lambda}_{1}$. That is, $a_{i} \rightarrow$ $\hat{\lambda}_{1} /(1-q-k)$. On the other hand, we can show that (4.2) has a positive solution branch bifurcating from $(a, \omega, v)=\left(\hat{\lambda}_{1} /(1-q-k), 0, \theta\right)$ (see Lemma 4.7). Hence, we can find $a=\tilde{a}_{i} \rightarrow \hat{\lambda}_{1} /(1-q-k)$ such that (4.2) with $a=\tilde{a}_{i}$ has a positive solution $\left(\tilde{\omega}_{i}, \tilde{v}_{i}\right)$ converging in $L^{\infty}$ to $(0, \theta)$. Thus $\left(a_{i}, \mu_{i} u_{i}, v_{i}\right)$ is close to $\left(\tilde{a}_{i}, \tilde{\omega}_{i}, \tilde{v}_{i}\right)$ for $i$ large. This again contradicts our assumption. This finishes the proof of the first part of this lemma.

Now, we prove that if $a_{i} \geq \hat{\lambda}_{1} /(1-q-k)$ for all large $i$ and $a_{i} \rightarrow a$ as $i \rightarrow \infty$, then $\left(u_{i}, v_{i}\right) \rightarrow((1-q-k) \vartheta, q \vartheta)$. Again we use an indirect argument. We suppose that this is not true. Then by the first part of this lemma and by choosing a subsequence if necessary, we may assume that $\left(\mu_{i} u_{i}, v_{i}\right)$ is close to a positive solution of (4.2). This implies $u_{i} \rightarrow 0$ as $i \rightarrow \infty$. We divide the arguments into two cases: (i) $a>\hat{\lambda}_{1} /(1-q-k)$ and (ii) $a=\hat{\lambda}_{1} /(1-q-k)$.

In case (i), suppose for any $\epsilon>0$, there exists $a_{i} \rightarrow a \geq \hat{\lambda}_{1} /(1-q-k)+\epsilon$ such that $u_{i} \rightarrow 0$ as $\mu_{i} \rightarrow \infty$. Then $\omega_{i}=\mu_{i} u_{i}, \chi_{i}=(1-q-k) v_{i}-q u_{i}$ satisfy (4.7). Passing to a subsequence, we have two possibilities.

Case a: $\left\|\omega_{i}\right\|_{\infty}=\mu_{i}\left\|u_{i}\right\|_{\infty} \rightarrow \infty$. Noting Lemma 2.5, we claim that $\chi_{i} \rightarrow 0$ as before, which means $v_{i}=\frac{\chi_{i}+q u_{i}}{1-q-k} \rightarrow 0$. Let $\tilde{u}_{i}=u_{i} /\left\|u_{i}\right\|_{\infty}$. Then by $L^{p}$ estimates and the Sobolev embedding theorem, we may assume $\tilde{u}_{i} \rightarrow \tilde{u}$ in $C^{1}([0,1])$, and by the strong maximum principle, $\tilde{u}>0$. Moreover, $\tilde{u}$ satisfies

$$
d \tilde{u}^{\prime \prime}+a(1-q-k) \tilde{u} f_{1}(z)=0, \quad \tilde{u}^{\prime}(0)=\tilde{u}^{\prime}(1)+\gamma \tilde{u}(1)=0,
$$

which implies $a=\lambda_{1} /(1-q-k)$, a contradiction.
Case b: $\left\|\omega_{i}\right\|_{\infty}=\mu_{i}\left\|u_{i}\right\|_{\infty} \leq C$. Then by using a priori estimates for $v_{i}$ (see Lemma 2.5), we may assume that $\left(\omega_{i}, v_{i}\right) \rightarrow(\omega, v)$ in $C^{1}([0,1])$, where $\omega, v \geq 0$ on $[0$, 1]. Noting that $\chi_{i}=(1-q-k) v_{i}-q u_{i}$ and $u_{i} \rightarrow 0$, one has $\chi_{i} \rightarrow(1-q-k) v$. It follows from the equations in (4.7) that $(\omega, v)$ satisfies (4.2). Namely, $(\omega, v)$ is exactly the nonnegative solution of (4.2). If $\omega \geq 0, \not \equiv 0$, then by the strong maximum principle, $\omega>0$. Hence, $\left(\hat{\lambda}_{1}<\right) a(1-q-k)=\lambda_{1}\left(f_{1}(z-v)\right)$, which implies $v \not \equiv 0$. It follows from the strong maximum principle that $v>0$. This contradicts Lemma 4.2; that is, (4.2) has no positive solution provided that $a>\hat{\lambda}_{1} /(1-q-k)$. Therefore, $\omega \equiv 0$ and $v=\theta$ (the possibility $v \equiv 0$ can be ruled out by similar arguments as in the proof of the first part of this lemma). Set $\tilde{u}_{i}=u_{i} /\left\|u_{i}\right\|_{\infty}$. A similar argument shows that $a=\hat{\lambda}_{1} /(1-q-k)$, a contradiction. Therefore, our assertion holds.

In case (ii), since $a_{i} \rightarrow \hat{\lambda}_{1} /(1-q-k)$ and $u_{i} \rightarrow 0$, one can assert that $v_{i} \rightarrow \theta$ and $\mu_{i} u_{i} \rightarrow 0$ in $C^{1}$ norm. Indeed, let $\tilde{u}_{i}=u_{i} /\left\|u_{i}\right\|_{\infty}$. Then $\tilde{u}_{i}$ satisfies

$$
d \tilde{u}_{i}^{\prime \prime}+a_{i}(1-q-k) \tilde{u}_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right)=0, \quad \tilde{u}_{i}^{\prime}(0)=\tilde{u}_{i}^{\prime}(1)+\gamma \tilde{u}_{i}(1)=0 .
$$

Similarly, we may suppose $\tilde{u}_{i} \rightarrow \tilde{u}$ in $C^{1}([0,1])$ and $\tilde{u}>0$ satisfies

$$
\begin{equation*}
d \tilde{u}^{\prime \prime}+\hat{\lambda}_{1} \tilde{u} f_{1}(z-v)=0, \quad \tilde{u}^{\prime}(0)=\tilde{u}^{\prime}(1)+\gamma \tilde{u}(1)=0, \tag{4.8}
\end{equation*}
$$

which implies $v \not \equiv 0$; otherwise, $\hat{\lambda}_{1}=\lambda_{1}$, a contradiction. Noting that $a_{i} \rightarrow \hat{\lambda}_{1} /(1-$ $q-k), u_{i} \rightarrow 0, v_{i} \rightarrow v \not \equiv 0$, and

$$
d v_{i}^{\prime \prime}+b v_{i} f_{2}\left(z-(1+c) u_{i}-v_{i}\right) e^{-c \mu_{i}\left\|u_{i}\right\|_{\infty} \tilde{u}_{i}}+a_{i} q u_{i} f_{1}\left(z-(1+c) u_{i}-v_{i}\right)=0,
$$

we can show that $\mu_{i}\left\|u_{i}\right\|_{\infty}$ is uniformly bounded. Hence we may assume that $\mu_{i} u_{i} \rightarrow \omega$ in $C^{1}([0,1])$ for some $\omega \geq 0$. Letting $i \rightarrow \infty$, we must have $d v^{\prime \prime}+b v f_{2}(z-v) \geq 0$, which means $v \leq \theta$. Multiplying (4.8) by $\hat{\varphi}_{1}$, integrating over [ 0,1$]$, and applying Green's formula, we obtain

$$
\hat{\lambda}_{1} \int_{0}^{1} \tilde{u} \hat{\varphi}_{1}\left(f_{1}(z-v)-f_{1}(z-\theta)\right) d x=0,
$$

which implies $v=\theta$ since $v \leq \theta$. Moreover, $\tilde{u}=\hat{\varphi}_{1}$. That is, $v_{i} \rightarrow \theta$. Next, we show $\omega \equiv 0$. If $\omega \geq 0, \not \equiv 0$, then $\omega>0$ by the strong maximum principle. Noting that $a_{i} \rightarrow \hat{\lambda}_{1} /(1-q-k), u_{i} \rightarrow 0, v_{i} \rightarrow \theta, \mu_{i} u_{i} \rightarrow \omega$, we have

$$
d \theta^{\prime \prime}+b \theta f_{2}(z-\theta) e^{-c \omega}=0, \quad \theta^{\prime}(0)=\theta^{\prime}(1)+\gamma \theta(1)=0 .
$$

This means $b=\lambda_{1}\left(f_{2}(z-\theta) e^{-c \omega}\right)>\lambda_{1}\left(f_{2}(z-\theta)\right)=b$, a contradiction. Hence our assertion holds. Next, we show $(1+c) u_{i}+v_{i}<\theta$ for large $i$. Let $Q_{i}=(1+c) u_{i}+v_{i}$.

Clearly, $Q_{i} \rightarrow \theta$, and

$$
d Q_{i}^{\prime \prime}+a_{i} u_{i} f_{1}\left(z-Q_{i}\right)+b v_{i} f_{2}\left(z-Q_{i}\right) e^{-c \mu_{i} u_{i}}=0, \quad Q_{i}^{\prime}(0)=Q_{i}^{\prime}(1)+\gamma Q_{i}(1)=0
$$

Hence

$$
\begin{aligned}
& d Q_{i}^{\prime \prime}+b Q_{i} f_{2}\left(z-Q_{i}\right) \\
& =u_{i}\left[b(1+c) f_{2}\left(z-Q_{i}\right)-a_{i} f_{1}\left(z-Q_{i}\right)\right]+b v_{i} f_{2}\left(z-Q_{i}\right)\left[1-e^{-c \mu_{i} u_{i}}\right] \\
& =u_{i}\left[b(1+c) f_{2}\left(z-Q_{i}\right)-a_{i} f_{1}\left(z-Q_{i}\right)+b v_{i} f_{2}\left(z-Q_{i}\right) c \mu_{i}+O\left(\mu_{i}^{2} u_{i}\right)\right] \\
& =u_{i}\left[b(1+c) f_{2}\left(z-Q_{i}\right)-a_{i} f_{1}\left(z-Q_{i}\right)+\left(b c v_{i} f_{2}\left(z-Q_{i}\right)+O\left(\mu_{i} u_{i}\right)\right) \mu_{i}\right]
\end{aligned}
$$

Since $\mu_{i} u_{i} \rightarrow 0$ and $\mu_{i} \rightarrow \infty$, we have $d Q_{i}^{\prime \prime}+b Q_{i} f_{2}\left(z-Q_{i}\right)>0$ for large $i$, which implies $Q_{i}<\theta$ for large $i$.

Now multiplying the equation for $u_{i}$ by $\hat{\varphi}_{1}$ and integrating over $[0,1]$, we obtain

$$
\int_{0}^{1}\left[a_{i}(1-q-k) f_{1}\left(z-Q_{i}\right)-\hat{\lambda}_{1} f_{1}(z-\theta)\right] \hat{\varphi}_{1} u_{i} d x=0
$$

Since $a_{i}(1-q-k) \geq \hat{\lambda}_{1}$ and $f_{1}\left(z-Q_{i}\right)>f_{1}(z-\theta)$ for large $i, \int_{0}^{1}\left[a_{i}(1-q-\right.$ $\left.k) f_{1}\left(z-Q_{i}\right)-\hat{\lambda}_{1} f_{1}(z-\theta)\right] \hat{\varphi}_{1} u_{i} d x>0$ for all large $i$, a contradiction. Hence $\left(u_{i}, v_{i}\right) \rightarrow$ $((1-q-k) \vartheta, q \vartheta)$ in the $C^{1}$ norm when $a_{i} \geq \frac{\hat{\lambda}_{1}}{1-q-k}$ for all large $i, a_{i} \rightarrow a$, and $\mu_{i} \rightarrow \infty$.

Lemma 4.6. (i) For any $A \geq \frac{\hat{\lambda}_{1}}{1-q-k}$, there exists $M>0$ large such that if $\mu>M$ and $a \in\left[\frac{\hat{\lambda}_{1}}{1-q-k}, A\right]$, then any positive solution $(u, v)$ of (EP) is nondegenerate and linearly asymptotically stable, and $\operatorname{index}_{W}(\mathcal{A},(u, v))=1$.
(ii) For any $\epsilon, \delta>0$ small, there exists $M_{\epsilon, \delta}>0$ large such that if $a \in\left[\frac{\lambda_{1}}{1-q-k}+\right.$ $\left.\epsilon, \frac{\hat{\lambda}_{1}}{1-q-k}\right)$ and $\mu \geq M_{\epsilon, \delta}$ and if $(u, v)$ is a positive solution of (EP), then either (a) $\|u-(1-q-k) \vartheta\|_{C^{1}}+\|v-q \vartheta\|_{C^{1}}<\delta$ or $(\mathrm{b})\|\mu u-\tilde{\omega}\|_{C^{1}}+\|v-\tilde{v}\|_{C^{1}}+\|a-\tilde{a}\|_{C^{1}}<\delta$, where $(\tilde{\omega}, \tilde{v})$ is a positive solution of (4.2) with $a=\tilde{a}$. Moreover, if (a) occurs, then $(u, v)$ is nondegenerate linearly asymptotically stable and $\operatorname{index}_{W}(\mathcal{A},(u, v))=1$.

Proof. (i) We prove the nondegeneracy and linear stability first. For this purpose, we consider the linearized eigenvalue problem

$$
\begin{aligned}
& d \phi^{\prime \prime}+a(1-q-k)\left[f_{1}(z-(1+c) u-v)-(1+c) u f_{1}^{\prime}(z-(1+c) u-v)\right] \phi \\
& \quad-a(1-q-k) u f_{1}^{\prime}(z-(1+c) u-v) \psi=-\eta \phi, \\
& d \psi^{\prime \prime}+\left[b\left(f_{2}(z-(1+c) u-v)-v f_{2}^{\prime}(z-(1+c) u-v)\right) e^{-\mu c u}\right. \\
& \left.\quad-a q u f_{1}^{\prime}(z-(1+c) u-v)\right] \psi \\
& \quad-b v\left[f_{2}^{\prime}(z-(1+c) u-v)(1+c)+\mu c f_{2}(z-(1+c) u-v)\right] e^{-\mu c u} \phi \\
& \quad+a q\left[f_{1}(z-(1+c) u-v)-(1+c) u f_{1}^{\prime}(z-(1+c) u-v)\right] \phi=-\eta \psi, \\
& \phi^{\prime}(0)=\phi^{\prime}(1)+\gamma \phi(1)=0, \quad \psi^{\prime}(0)=\psi^{\prime}(1)+\gamma \psi(1)=0 .
\end{aligned}
$$

By Lemma 4.5, (EP) has no positive solution with a small $u$ component when $a \in$ $\left[\frac{\hat{\lambda}_{1}}{1-q-k}, A\right]$ and $\mu$ is large. Therefore, we can establish this assertion by a simple variant of the proof of Lemma 4.4.

Next, we prove the statement concerning the fixed point index. Since any positive solution $(u, v)$ to (EP) is nondegenerate, we have

$$
\operatorname{index}_{W}(\mathcal{A},(u, v))=\operatorname{index}_{X}(\mathcal{A},(u, v))=\operatorname{index}_{X}\left(\mathcal{A}^{\prime}(u, v),(0,0)\right)
$$

Let $Q_{t}(\phi, \psi)=\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}(f, g)$, where $0 \leq t \leq 1$ and

$$
\begin{aligned}
f= & a(1-q-k)\left[f_{1}(z-(1+c) u-v)-(1+c) u f_{1}^{\prime}(z-(1+c) u-v)\right] \phi+M \phi \\
& -t a(1-q-k) u f_{1}^{\prime}(z-(1+c) u-v) \psi, \\
g= & {\left[b\left(f_{2}(z-(1+c) u-v)-v f_{2}^{\prime}(z-(1+c) u-v)\right) e^{-\mu c u}\right.} \\
& \left.-t a q u f_{1}^{\prime}(z-(1+c) u-v)\right] \psi+M \psi \\
& -b v\left[(1+c) f_{2}^{\prime}(z-(1+c) u-v)+\mu c f_{2}(z-(1+c) u-v)\right] e^{-\mu c u} \phi \\
& +a q\left[f_{1}(z-(1+c) u-v)-(1+c) u f_{1}^{\prime}(z-(1+c) u-v)\right] \phi .
\end{aligned}
$$

Then there exists a neighborhood $U_{\delta} \subset X$ of $(0,0)$ such that $Q_{t}$ has no fixed point on $\partial U_{\delta}$ provided $\mu$ is large enough. Moreover, we can choose $U_{\delta}$ such that $\mathcal{A}^{\prime}(u, v)(\phi, \psi)=$ $(\phi, \psi)$ has only the solution $(\phi, \psi)=(0,0)$ in $U_{\delta}$. By similar arguments as in Lemma 2.5 in [7] and Theorem 3.1 in [8], we can show $\operatorname{index}_{X}\left(\mathcal{A}^{\prime}(u, v),(0,0)\right)=$ $\operatorname{index}_{X}\left(\mathcal{A}^{\prime}(u, v), U_{\delta}\right)=\operatorname{index}_{X}\left(Q_{1}, U_{\delta}\right)=\operatorname{index}_{X}\left(Q_{0}, U_{\delta}\right)=\operatorname{index}_{X}\left(Q_{0},(0,0)\right)=1$. Hence $\operatorname{index}_{W}(\mathcal{A},(u, v))=1$.
(ii) The statement on the location of the positive solutions follows directly from Lemma 4.5. The other statements are proved in the same way as in (i) above.

Proof of Theorem 1.2. (i) For any $\epsilon>0$ small, let $M=\max \left\{M(\epsilon), M\left(\epsilon, \hat{\lambda}_{1} /(1-\right.\right.$ $q-k))\}$, where $M(\epsilon), M\left(\epsilon, \hat{\lambda}_{1} /(1-q-k)\right)$ are given by Lemmas 4.3 and 4.4, respectively. Assume that for $\mu \geq M$ and $a \in\left[\lambda_{1} /(1-q-k)+\epsilon, \hat{\lambda}_{1} /(1-q-k)\right)$, (EP) has only a unique positive solution $(\tilde{u}, \tilde{v})$ as shown in Lemma 4.3. In view of Lemma 4.4, $I-\mathcal{A}^{\prime}(\tilde{u}, \tilde{v})$ is invertible in $X$ and $\mathcal{A}^{\prime}(\tilde{u}, \tilde{v})$ has no real eigenvalue greater than one, where $\mathcal{A}^{\prime}(\tilde{u}, \tilde{v})$ is the Fréchet derivative of $\mathcal{A}$ at $(\tilde{u}, \tilde{v})$. We can argue in the same way as in the proof of Theorem 3.1 in [8] to draw a conclusion that $\operatorname{index}_{W}(\mathcal{A},(\tilde{u}, \tilde{v}))=1$. By virtue of Lemmas 3.1 and 3.2, it follows that
$1=\operatorname{index}_{W}\left(\mathcal{A}, D^{\prime}\right)=\operatorname{index}_{W}(\mathcal{A},(0,0))+\operatorname{index}_{W}(\mathcal{A},(0, \theta))+\operatorname{index}_{W}(\mathcal{A},(\tilde{u}, \tilde{v}))=2$.
This contradiction completes the proof.
(ii) It follows from Lemma 4.6 that for any $A \geq \frac{\hat{\lambda}_{1}}{1-q-k}$, there exists $M>0$ large such that any positive solution $(u, v)$ of (EP) is nondegenerate and linearly asymptotically stable for $a \in\left[\frac{\hat{\lambda}_{1}}{1-q-k}, A\right]$ and $\mu \geq M$. Hence, it suffices to show the uniqueness. Set $D_{1}=\left\{(u, v) \in X: \frac{(1-q-k)}{2} \vartheta<u<\frac{\vartheta}{1+c}, \frac{q}{2} \vartheta<v<\max _{[0,1]} \bar{v}+1\right\}$, and define $F_{\tau}: D_{1} \rightarrow W$ by
$F_{\tau}(u, v)=\left(-d \frac{d^{2}}{d x^{2}}+K\right)^{-1}\left(a(1-q-k) u g_{1}(u, v)+K u, \tau b v g_{2}(u, v)+a q u g_{1}(u, v)+K v\right)$,
where $\tau \in[0,1], g_{1}(u, v)=f_{1}(z-(1+c) u-v), g_{2}(u, v)=f_{2}(z-(1+c) u-v) e^{-\mu c u}$, and $K$ is large enough such that $K+a(1-q-k) g_{1}(u, v)>0$ and $K+\tau b g_{2}(u, v)-a q u K_{1}>0$ ( $K_{1}$ is given in section 3) for all $(u, v) \in D_{1}$ and $\tau \in[0,1]$. Clearly, $F_{\tau}$ is a compact and continuously differentiable operator. Moreover, it follows from Lemma 4.5 that there exists $M>0$ large such that if $\mu \geq M$ and $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$, then any positive solution $(u, v)$ of (EP) is close to $((1-q-k) \vartheta, q \vartheta)$. Hence, $(u, v) \in D_{1}$ for $a \in$ $\left[\hat{\lambda}_{1} /(1-q-k), A\right]$ and $\mu \geq M$. Namely, if $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$ and $\mu \geq M$, then $(u, v)$ is a positive solution of (EP) if and only if it is a fixed point of $F_{1}$ in $D_{1}$. Again by Lemma 4.5, $F_{\tau}$ has no fixed point on $\partial D_{1}$ for $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$ and $\mu \geq M$. Therefore, $\operatorname{index}_{W}\left(F_{\tau}, D_{1}\right) \equiv$ const. In particular, $\operatorname{index}_{W}\left(F_{1}, D_{1}\right)=\operatorname{index}_{W}\left(F_{0}, D_{1}\right)$. It is easy to show that $F_{0}$ has a unique fixed point $((1-q-k) \vartheta, q \vartheta)$ in $D_{1}$ and index ${ }_{W}\left(F_{0}, D_{1}\right)=$ $\operatorname{index}_{W}\left(F_{0},((1-q-k) \vartheta, q \vartheta)\right)=1$. Hence, $\operatorname{index}_{W}\left(F_{1}, D_{1}\right)=1$.

As mentioned before, from Lemma 4.6, we know that, for $\mu>M$ and $a \in$ [ $\left.\hat{\lambda}_{1} /(1-q-k), A\right]$, all fixed points of $F_{1}$ in $D_{1}$ are nondegenerate and linearly stable. Hence by a compactness argument it is easy to show that there are at most finitely many fixed points of $F_{1}$, which are denoted by $\left\{\left(u_{i}, v_{i}\right)\right\}_{i=1}^{n}$. By Lemma 4.6 again, $\operatorname{index}_{W}\left(\mathcal{A},\left(u_{i}, v_{i}\right)\right)=1$. In view of the additivity property of the fixed point index, we have for $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$

$$
n=\sum_{i=1}^{n} \operatorname{index}_{W}\left(F_{1},\left(u_{i}, v_{i}\right)\right)=\operatorname{index}_{W}\left(F_{1}, D_{1}\right)=1 .
$$

Hence for $\mu \geq M$ and $a \in\left[\hat{\lambda}_{1} /(1-q-k), A\right]$, (EP) has only a unique positive solution and it is stable. The proof of Theorem 1.2 is completed.

Next we wish to establish Theorem 1.3, but first we give the following lemma, which is crucial in proving Theorem 1.3.

Lemma 4.7. There exists $\epsilon>0$ small such that if $\hat{\lambda}_{1} /(1-q-k)-\epsilon \leq a<$ $\hat{\lambda}_{1} /(1-q-k)$, then (4.2) has a unique positive solution.

Proof. Here, we prove this lemma by the local bifurcation theorem of Crandall and Rabinowitz [3]. We regard $a$ as the bifurcation parameter and try to construct a positive solution branch from the semitrivial nonnegative solution branch $\{(a, 0, \theta)$ : $\left.a \in R^{+}\right\}$.

After some standard calculations, we obtain that $\left(\hat{\lambda}_{1} /(1-q-k), 0, \theta\right)$ is a bifurcation point. Close to this bifurcation point, (4.2) has a positive solution $\left(a(s), s\left(\hat{\varphi}_{1}+\right.\right.$ $\left.\Phi(s)), \theta+s\left(\chi_{1}+\Psi(s)\right)\right)(0<s \ll 1)$, where $a(0)=\hat{\lambda}_{1} /(1-q-k), \chi_{1}=b c L_{b}^{-1}\left(\theta f_{2}(z-\right.$ $\left.\theta) \hat{\varphi}_{1}\right)<0, \Phi(0)=\Psi(0)=0$. Putting this positive solution into the first equation of (4.2), dividing by $s$, and differentiating with respect to $s$, it follows that the derivative of $a(s)$ with respect to $s$ at $s=0$ is less than 0 . That is, $a^{\prime}(0)<0$, which implies the positive solution bifurcation branch is to the left. Namely, there exists $\epsilon>0$ sufficiently small such that if $\hat{\lambda}_{1} /(1-q-k)-\epsilon \leq a<\hat{\lambda}_{1} /(1-q-k)$, then (4.2) has a positive solution with the form of $\left(a(s), s\left(\hat{\varphi}_{1}+\Phi(s)\right), \theta+s\left(\chi_{1}+\Psi(s)\right)\right)(0<s \ll 1)$. Furthermore, it is unique as long as $\epsilon$ is sufficiently small. In fact, it is also unstable. We leave the proof of this assertion to the reader.

Proof of Theorem 1.3. First we show that for large $\mu$ (EP) has a unique asymptotically stable positive solution which is close to $((1-q-k) \vartheta, q \vartheta)$. In fact, if we choose $\delta>0$ small enough in Lemma 4.6, then by Lemma 4.6 any positive solution of (EP) close to $((1-q-k) \vartheta, q \vartheta)$ is nondegenerate and linearly stable. Next, by a simple variant of the proof of part (ii) of Theorem 1.2, we can find that (EP) has only one positive solution of type (a), and it is asymptotically stable.

On the other hand, we can show that (EP) has a unique unstable positive solution of type (b). If this assertion holds, then by Lemma 4.6 our proof is completed. Hence, our main task is to establish this assertion.

Suppose ( $u, v$ ) is a positive solution of type (b) of (EP). It follows from Lemmas 4.6 and $4.7 ;(\mu u, v)$ is close to $(\omega, v)$, where $(\omega, v)$ is the unique positive solution of (4.2). Hence to prove the uniqueness, it suffices to show that, for $a \in\left[\hat{\lambda}_{1} /(1-q-\right.$ $\left.k)-\epsilon_{0}, \hat{\lambda}_{1} /(1-q-k)\right)$ and $\mu \geq M_{0}$, there is a unique pair $(\mu u, v)$ close to $(\omega, v)$ for certain $\epsilon_{0}$ and $M_{0}$.

Set $\hat{u}=\mu u, \epsilon=\frac{1}{\mu}$, and consider the following problem with the usual boundary conditions

$$
\begin{align*}
& d \hat{u}^{\prime \prime}+a(1-q-k) \hat{u} f_{1}(z-(1+c) \epsilon \hat{u}-v)=0, \quad x \in(0,1), \\
& d v^{\prime \prime}+b v f_{2}(z-(1+c) \epsilon \hat{u}-v) e^{-c \hat{u}}+a q \epsilon \hat{u} f_{1}(z-(1+c) \epsilon \hat{u}-v)=0 . \tag{4.9}
\end{align*}
$$

Clearly, $(u, v)$ is a solution of (EP) if and only if $(\mu u, v)$ is a solution of (4.9) with $\epsilon=1 / \mu$. Thus it suffices to prove the uniqueness of (4.9). For fixed $\epsilon \geq 0$, regarding $a$ as a bifurcation parameter, we see that $\left(\hat{\lambda}_{1} /(1-q-k), 0, \theta\right)$ is a simple bifurcation point of (4.9). By virtue of a variant of Theorem 1 in Crandall and Rabinowitz [2], there exists $\delta_{1}>0$ and $C^{1}$ curves

$$
\Gamma_{\epsilon}=\left\{(a(\epsilon, s), \hat{u}(\epsilon, s), v(\epsilon, s)): 0<s<\delta_{1}\right\}, \quad 0 \leq \epsilon \leq \delta_{1}
$$

such that if $0 \leq \epsilon \leq \delta_{1}$, then all positive solutions of (4.9) close to $\left(\hat{\lambda}_{1} /(1-q-k), 0, \theta\right)=$ $(a(0,0), \hat{u}(0,0), v(0,0))$ lie on the curve $\Gamma_{\epsilon}$. Hence, we need show only that for fixed $\epsilon, \Gamma_{\epsilon}$ uniformly cover an $a$-range: $a \in\left[\hat{\lambda}_{1} /(1-q-k)-\epsilon_{0}, \hat{\lambda}_{1} /(1-q-k)\right)$ only once for suitably chosen $\epsilon_{0}$. It is easy to obtain

$$
\frac{\partial a}{\partial s}(0,0)=\frac{\hat{\lambda}_{1} \int_{0}^{1} \hat{\varphi}_{1} f_{1}^{\prime}(z-\theta) \chi_{1}}{(1-q-k) \int_{0}^{1} \hat{\varphi}_{1}^{2} f_{1}(z-\theta)}<0
$$

based on $\chi_{1}=L_{b}^{-1}\left(b c \theta f_{2}(z-\theta) \hat{\varphi}_{1}\right)<0$. By taking $\delta_{1}$ small, we may assume that $\frac{\partial a}{\partial s}(\epsilon, s)<0$ for $0 \leq \epsilon, s \leq \delta_{1}$. Hence $\hat{\lambda}_{1} /(1-q-k)-a\left(0, \delta_{1}\right)=a(0,0)-a\left(0, \delta_{1}\right)>0$. Since $a(\epsilon, s)$ is continuous, there exists $\delta \in\left(0, \delta_{1}\right]$ such that $\epsilon_{0}=\min _{0 \leq \epsilon \leq \delta}\left(\hat{\lambda}_{1} /(1-\right.$ $\left.q-k)-a\left(\epsilon, \delta_{1}\right)\right)>0$. Therefore, if $a \geq \hat{\lambda}_{1} /(1-q-k)-\epsilon_{0}$, then $a\left(\epsilon, \delta_{1}\right) \leq a$ for any $\epsilon \in[0, \delta]$. This shows that for each $\epsilon \in[0, \delta], \Gamma_{\epsilon}$ covers the $a$-range $\left[\hat{\lambda}_{1} /(1-\right.$ $\left.q-k)-\epsilon_{0}, \hat{\lambda}_{1} /(1-q-k)\right)$. Moreover, since $\frac{\partial a}{\partial s}(\epsilon, s)<0$ for $0 \leq \epsilon, s \leq \delta_{1}$, each curve covers the range only once. By taking $M_{0}=1 / \delta$, we see that, for $\mu \geq M_{0}$ and $\hat{\lambda}_{1} /(1-q-k)-\epsilon_{0} \leq a<\hat{\lambda}_{1} /(1-q-k)$, (EP) has exactly one positive solution of type (b).

It remains to show the instability. A simple computation shows that $\eta$ is an eigenvalue of the linearization of (EP) at $(u, v)$ with eigenfunction $(\phi, \psi)$ if and only if it is an eigenvalue of that of (4.9) with $\epsilon=1 / \mu$ at $(\mu u, v)$ with eigenfunction $(\mu \phi, \psi)$. Hence it suffices to show that the linearization of (4.9) has a negative eigenvalue at any point on the bifurcation curves $\Gamma_{\epsilon}$. This follows from a simple application of a variant of Theorem 1.16 in Crandall and Rabinowitz [3]. More precisely, by Lemma 1.3 in [3], we can obtain a variant of Corollary 1.13 there. That is, there exist $\tau>0$ and $C^{1}$ functions $\gamma:\left(\hat{\lambda}_{1} /(1-q-k)-\tau, \hat{\lambda}_{1} /(1-q-k)+\tau\right) \times(-\tau, \tau) \rightarrow R^{1}$ and $\beta:(-\tau, \tau) \times(-\tau, \tau) \rightarrow R^{1}$ such that $\gamma(a, \epsilon)$ is a simple eigenvalue of the linearization of (4.9) at $(a, 0, \theta)$ and $\beta(s, \epsilon)$ is a simple eigenvalue of the linearization of (4.9) at $(a, u, v)=(a(\epsilon, s), \hat{u}(\epsilon, s), v(\epsilon, s))$ with $0 \leq \epsilon, s \leq \tau$. Moreover, $\gamma\left(\hat{\lambda}_{1} /(1-q-k), \epsilon\right)=$ $\beta(0, \epsilon)=0$. It is easy to check that, in fact, $\gamma(a, \epsilon)$ is a simple eigenvalue of

$$
d \phi^{\prime \prime}+a(1-q-k) \phi f_{1}(z-\theta)=-\gamma(a, \epsilon) \phi
$$

with the usual boundary conditions. Hence, $\frac{\partial \gamma}{\partial a}\left(\hat{\lambda}_{1} /(1-q-k), \epsilon\right)<0$ because of the monotone property. Then it follows from Theorem 1.16 in [3] that $\beta(s, 0) \sim$ $-s \frac{\partial a}{\partial s}(0, s) \frac{\partial \gamma}{\partial a}\left(\hat{\lambda}_{1} /(1-q-k), 0\right)$ for $0<s \ll 1$, which implies $\beta(s, 0)<0$ and the positive solution of type (b) of (EP) is unstable. This completes the proof of Theorem 1.3.
5. Numerical simulation. In this section, we present some results of our numerical simulations that complement the analytic results of the previous sections. All computations in this section are performed with Matlab.


Fig. 1. Effect of $\mu$ : (a) and (b) are the bifurcation diagrams of $u$ and $v$, respectively, with respect to $\mu$ with the parameters $a=4, b=1.5$. Here the two solid lines in (a) and (b) represent the $L^{1}$ norm of components $u$ and $v$ of the stable coexistence solution $(u, v)$, respectively. The two dashed lines in (a) and (b) represent the $L^{1}$ norm of components 0 and $\theta$ of the unstable semitrivial nonnegative solution $(0, \theta)$, respectively. Similarly, the pair of (c) and (d) and the pair of (e) and (f) are the bifurcation diagrams of $u$ and $v$, respectively, with respect to $\mu$ all with $a=2.5, b=5$. Here solid lines denote the stable solutions and dashed lines represent the unstable solutions. Note that $\mu \in[10,15]$ in (c) and (d) and that $\mu \in[100,500]$ in (e) and (f). The aim of plotting in the above domain is to explicitly show the change tendency of $u$ and $v$.

Several parameters are common for all simulations: the diffusion rate $d=1.0$ and parameters $k_{1}=1, k_{2}=1.1, \gamma=1, q=0.1$, and $k=0.2$. The other parameters are varied in order to illustrate different outcomes. In Figures 1 and 2, the vertical axis is the $L_{1}$ norm of $u$ or $v$. In Figures 3 and 4 , the coexistence solutions to ( PP ) are plotted.


Fig. 2. Bifurcation diagrams with respect to $a$ : (a) and (b) with $\mu=50, b=5$ and (c) and (d) with $\mu=100, b=5$ also represent the bifurcation graphs of $u$ and $v$ with respect to a, respectively. Here solid lines denote the stable solutions and dashed lines represent the unstable solutions.


Fig. 3. Two coexistence solutions of (PP) with $\mu=1, a=6.4, b=5$. This indicates (PP) also has two coexistence solutions when $\mu$ is not large.

The simulations presented below illustrate the following major outcomes of the plasmid-bearing and plasmid-free competition in the unstirred chemostat with an internal inhibitor.
(1) If $u$ is a better competitor than $v$, there exists only a unique globally stable coexistence state of (PP) for any $\mu>0$ (see Figures $1(\mathrm{a})$ and $1(\mathrm{~b})$ ). That is, if $u$ is a better competitor, then it cannot eliminate its competitor but forces the existence of a coexistence state. This reflects the difference between the plasmid model and the standard competition model in the chemostat.


Fig. 4. The difference between the plasmid model and the standard chemostat competition model in the presence of inhibitor: (a) and (b) with $q=0$, (c) and (d) with $q=0.01$, (e) and (f) with $q=0.1$, and (g) and (h) with $q=0.2$. Here $a=2.5, b=5, \mu=50$. The simulations suggest that for large $\mu$ the plasmid model $(q>0)$ has two coexistence solutions; one asymptotically stable, (c), (e), and (g) with $q=0.01,0.1,0.2$, respectively, and the others unstable, (d), (f) and (h) with $q=0.01,0.1,0.2$, respectively. However, the basic chemostat model $(q=0)$ seems to have only one unstable coexistence solution, (b). Moreover, when $q \rightarrow 0+$, the stable coexistence solution of (PP) goes to the semitrivial nonnegative solution $(\vartheta, 0)$, (a).
(2) If $u$ is a weaker competitor than $v$, then there exists a unique number $\mu^{*}>0$ such that if $\mu<\mu^{*}$ there is no coexistence state of (PP) and the semitrivial nonnegative solution $(0, \theta)$ is globally stable; if $\mu>\mu^{*}$ there are exactly two coexistence states of (PP) (see Figures 1(c)-(f)). One is asymptotically stable, and the theoretical results and plenty of numerical analysis strongly suggest the other coexistence state is the most possibly unstable. Namely, if $v$ is the better competitor, then it will eliminate $u$ unless the effect of the inhibitor is sufficiently large, reflected by the condition $\mu>\mu^{*}$. This result exactly indicates that the inhibitor can help the genetically altered (plasmid-bearing) organism to avoid capture of the process by the plasmid-free organism.
(3) If $\mu$ is sufficiently large and $b$ suitably large, then there exists a unique constant $a_{\mu}>\frac{\lambda_{1}}{1-q-k}$ such that (PP) has exactly two coexistence states for $a_{\mu}<a<\frac{\hat{\lambda}_{1}}{(1-q-k)}$ : one asymptotically stable and the other (most possibly) unstable. Meanwhile, the semitrivial nonnegative solution $(0, \theta)$ is stable as well. But for $a \geq \frac{\hat{\lambda}_{1}}{(1-q-k)}$, (PP) has only a unique coexistence state, and it is asymptotically stable (see Figure 2). The simulations indicate that it is also globally stable, but we cannot give a rigorous proof. Furthermore, $a_{\mu}$ goes to $\frac{\lambda_{1}}{1-q-k}$ when $\mu \rightarrow \infty$, which is just consistent with our analytic outcomes.
(4) In fact, (PP) may also have two coexistence states in the case that $\mu$ is not large enough. For example, taking the parameters $\mu=1, a=6.4$, and $b=5$ and the same parameters as above, (PP) has two positive solutions; see Figure 3. Moreover, the simulations also suggest that the coexistence solution in Figure 3(a) is asymptotically stable and the coexistence solution in Figure 3(b) is (most possibly) unstable.
(5) We discuss the difference between the plasmid model and the standard chemostat competition model in the presence of inhibitor. In (1), we mention the difference between the above two kinds of chemostat models when the plasmid-bearing organism is a better competitor. Here, we mainly concentrate on the case that the plasmidbearing organism is a weaker competitor than the plasmid-free organism. It is easy to see that the introduction of the plasmid-free organism destroys the competitive property of the system. However, it is this property of the plasmid model that leads to the complex dynamical behavior. Now, numerical simulations help us understand this; see Figure 4. Take the parameters $a=2.5, b=5$, and $\mu=50$ and the same parameters as before except that $q=0,0.01,0.1,0.2$ for Figures $4(\mathrm{a})-(\mathrm{h})$. Simulations convince us that when the effect of the inhibitor is very large, represented by large $\mu$, if $q=0$, that is, for the standard chemostat model with inhibitor, there is only one positive coexistence solution (see Figure 4(b)). Moreover, both the analytic results and many numerical simulations convince us that it is unstable. But once $q>0$, the plasmid model has one asymptotically stable coexistence solution (see Figures 4(c), 4(e), 4(g)) and one (most likely) unstable coexistence solution (see Figures 4(d), 4(f), 4(h)).

Appendix A. In this section, we give the proof of Lemma 3.2.
Proof. (i) Let $y=(0,0)$. By computation $W_{y}=\{(u, v) \in X: u \geq 0, v \geq 0\}$, $S_{y}=(0,0)$. Hence $X_{y}=X$, and $Q=I(I$ is the identity operator in $X)$. We first examine the eigenvalues of $\mathcal{A}^{\prime}(0,0)$, where $\mathcal{A}^{\prime}(0,0)$ is the Fréchet derivative of $\mathcal{A}$ with respect to $(u, v)$ at $(0,0)$. By direct computation,

$$
\begin{aligned}
\mathcal{A}^{\prime}(0,0)(u, v)= & \left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1} \\
& \times\left(a(1-q-k) u f_{1}(z)+M u, b v f_{2}(z)+M v+a q u f_{1}(z)\right)
\end{aligned}
$$

for each $(u, v) \in X$. Hence an eigenvector $(u, v)$ of $\mathcal{A}^{\prime}(0,0)$ satisfies

$$
\begin{aligned}
& -d u^{\prime \prime}+M u=\frac{1}{\lambda}\left(a(1-q-k) f_{1}(z)+M\right) u \\
& -d v^{\prime \prime}+M v=\frac{1}{\lambda}\left(\left(b f_{2}(z)+M\right) v+a q u f_{1}(z)\right), \\
& u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 .
\end{aligned}
$$

It is easy to see that $I-\mathcal{A}^{\prime}(0,0)$ is invertible in $W_{y}$ since $a \neq \lambda_{1} /(1-q-k)$ and $b \neq \sigma_{1}$.

If $u \equiv 0$, then $\lambda$ is an eigenvalue of

$$
\begin{equation*}
-d v^{\prime \prime}+M v=\frac{1}{\lambda}\left(b f_{2}(z)+M\right) v, v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 \tag{A.1}
\end{equation*}
$$

Let $\eta_{1}$ be the principal eigenvalue of

$$
-d \omega^{\prime \prime}-b f_{2}(z) \omega=\eta_{1} \omega, \quad \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

Then $\eta_{1}>0$ if $b<\sigma_{1}$, and $\eta_{1}<0$ if $b>\sigma_{1}$. It follows from Lemma 2.3 that if $b<\sigma_{1}$, then (A.1) has no eigenvalue larger than or equal to 1 ; if $b>\sigma_{1}$, then (A.1) has eigenvalues larger than 1 . Namely, $\mathcal{A}^{\prime}(0,0)$ has no eigenvalue larger than or equal to 1 with the corresponding eigenvector of the form $(0, v)$ if $b<\sigma_{1} ; \mathcal{A}^{\prime}(0,0)$ has eigenvalues larger than 1 with the corresponding eigenvector of the form $(0, v)$ if $b>\sigma_{1}$.

If $u \not \equiv 0$, then $\lambda$ is an eigenvalue of

$$
-d u^{\prime \prime}+M u=\frac{1}{\lambda}\left(a(1-q-k) f_{1}(z)+M\right) u, \quad u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0 .
$$

By Lemma 2.3, we know that if $a<\lambda_{1} /(1-q-k)$, then $\mathcal{A}^{\prime}(0,0)$ has no eigenvalue larger than or equal to 1 with the associated eigenfunction $(u, v)$, where $u \not \equiv 0$; if $a>\lambda_{1} /(1-q-k)$, then $\mathcal{A}^{\prime}(0,0)$ has eigenvalues larger than 1 with the associated eigenfunction $(u, v)(u \not \equiv 0)$. Hence, by Theorem 2.2 in $[26]$, $\operatorname{index}_{W}(\mathcal{A},(0,0))=1$ if $a<\lambda_{1} /(1-q-k)$ and $b<\sigma_{1}$, and $\operatorname{index}_{W}(\mathcal{A},(0,0))=0$ if $a>\lambda_{1} /(1-q-k)$ or $b>\sigma_{1}$.
(ii) Let $y=(0, \theta)$. By computation,

$$
W_{y}=\{(u, v) \in X: u \geq 0\}, S_{y}=\left\{(0, v): v \in C_{B}([0,1])\right\}
$$

Define $X_{y}=\left\{(u, 0): u \in C_{B}([0,1])\right\}$. Then $X=S_{y} \oplus X_{y}$ with projection $Q$ given by $(u, v) \rightarrow(u, 0)$. We first determine the existence of $\operatorname{index}_{W}(\mathcal{A},(0, \theta))$. Let $\mathcal{A}^{\prime}(0, \theta)$ denote the Fréchet derivative of $\mathcal{A}$ with respect to $(u, v)$ at $(0, \theta)$. Then
$\mathcal{A}^{\prime}(0, \theta)(u, v)=\left(\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1} g(u, v),\left(-d \frac{d^{2}}{d x^{2}}+M\right)^{-1}\left(h_{1}(u, v)+h_{2}(u, v)\right)\right)$
for $(u, v) \in X$, where

$$
\begin{aligned}
& g(u, v)=\left(a(1-q-k) f_{1}(z-\theta)+M\right) u \\
& h_{1}(u, v)=\left(-b(1+c) \theta f_{2}^{\prime}(z-\theta)-b \mu c \theta f_{2}(z-\theta)+a q f_{1}(z-\theta)\right) u \\
& h_{2}(u, v)=\left(b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right)+M\right) v
\end{aligned}
$$

Let $(u, v) \in W_{y}$ be a fixed point of $\mathcal{A}^{\prime}(0, \theta)$. Then $(u, v)$ satisfies

$$
\begin{aligned}
d u^{\prime \prime} & +a(1-q-k) u f_{1}(z-\theta)=0 \\
d v^{\prime \prime} & +b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right) v \\
& =\left(b(1+c) \theta f_{2}^{\prime}(z-\theta)+b \mu c \theta f_{2}(z-\theta)-a q f_{1}(z-\theta)\right) u
\end{aligned}
$$

Clearly, if $a \neq \hat{\lambda}_{1} /(1-q-k)$, then $u \equiv v \equiv 0$. That is, $I-\mathcal{A}^{\prime}(0, \theta)$ is invertible in $W_{y}$, and $\operatorname{index}_{W}(\mathcal{A},(0, \theta))$ is well defined. Next, we consider the eigenvalues of $Q \circ \mathcal{A}^{\prime}(0, \theta)$. By virtue of definition $Q(u, v)=(u, 0)$, every eigenvector of $Q \circ \mathcal{A}^{\prime}(0, \theta)$ has the form $(u, 0)$, where $u$ is a nonzero solution of the equation

$$
-d u^{\prime \prime}+M u=\frac{1}{\lambda}\left(a(1-q-k) f_{1}(z-\theta)+M\right) u, \quad u^{\prime}(0)=u^{\prime}(1)+\gamma u(1)=0 .
$$

Let $\eta_{1}$ be the first eigenvalue of

$$
-d \omega^{\prime \prime}-a(1-q-k) \omega f_{1}(z-\theta)=\eta_{1} \omega, \quad \omega^{\prime}(0)=\omega^{\prime}(1)+\gamma \omega(1)=0
$$

Then $\eta_{1}>0$ if $a<\hat{\lambda}_{1} /(1-q-k) ; \eta_{1}<0$ if $a>\hat{\lambda}_{1} /(1-q-k)$. It follows from Lemma 2.3 that $Q \circ \mathcal{A}^{\prime}(0, \theta)$ has no eigenvalue larger than or equal to 1 if $a<$ $\hat{\lambda}_{1} /(1-q-k) ; Q \circ \mathcal{A}^{\prime}(0, \theta)$ has an eigenvalue larger than 1 if $a>\hat{\lambda}_{1} /(1-q-$ $k)$. In view of Theorem 2.2 in [26], $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=0$ if $a>\hat{\lambda}_{1} /(1-q-k)$; $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=\operatorname{index}_{S_{y}}\left(\mathcal{A}^{\prime}(0, \theta),(0,0)\right)=(-1)^{\sigma}$ if $a<\hat{\lambda}_{1} /(1-q-k)$. Here $\sigma$ is the sum of multiplicities of the eigenvalues $\lambda$ of $\mathcal{A}^{\prime}(0, \theta)$ restricted in $S_{y}$ such that $\lambda>1$.

It remains to prove that $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=1$ for $a<\hat{\lambda}_{1} /(1-q-k)$. It suffices to show $\sigma=0$. Suppose $\lambda$ is an eigenvalue of $\mathcal{A}^{\prime}(0, \theta)$ in $S_{y}$ with the corresponding eigenvector $(u, v)$. Then $u=0$ and $v$ is a nonzero solution of the equation

$$
\begin{equation*}
-d v^{\prime \prime}+M v=\frac{1}{\lambda}\left(b\left(f_{2}(z-\theta)-\theta f_{2}^{\prime}(z-\theta)\right)+M\right) v, \quad v^{\prime}(0)=v^{\prime}(1)+\gamma v(1)=0 \tag{A.2}
\end{equation*}
$$

It follows from Lemma 2.3 that (A.2) has no eigenvalue larger than or equal to 1 , which implies $\sigma=0$ and $\operatorname{index}_{W}(\mathcal{A},(0, \theta))=\operatorname{index}_{S_{y}}\left(\mathcal{A}^{\prime}(0, \theta),(0,0)\right)=1$. The proof of this lemma is completed.

Acknowledgments. The authors would like to give their thanks to Professor Sze-Bi Hsu who gave us some important references on this model. And the authors also would like to give their sincere thanks to the anonymous referees for their valuable suggestions leading to an improvement of the paper.

## REFERENCES

[1] L. Chao and B. R. Levin, Structured habitats and the evolution of anti-competitor toxins in bacteria, Proc. Nat. Acad. Sci. USA, 75 (1981), pp. 6324-6328.
[2] M. G. Crandall and P. H. Rabinowitz, Bifurcation from simple eigenvalues, J. Funct. Anal., 8 (1971), pp. 321-340.
[3] M. G. Crandall and P. H. Rabinowitz, Bifurcation, perturbation of simple eigenvalues and linearized stability, Arch. Ration. Mech. Anal., 52 (1973), pp. 161-180.
[4] E. N. Dancer, On the indices of fixed points of mappings in cones and applications, J. Math. Anal. Appl., 91 (1983), pp. 131-151.
[5] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1985.
[6] L. Dung and H. L. Smith, A parabolic system modelling microbial competition in an unmixed bio-reactor, J. Differential Equations, 130 (1996), pp. 59-91.
[7] Y. Du, Uniqueness, multiplicity and stability for positive solutions of a pair of reactiondiffusion equations, Proc. Roy. Soc. Edinburgh Sect. A, 126A (1996), pp. 777-809.
[8] Y. Du and Y. Lou, Some uniqueness and exact mulitiplicity results for a predator-prey model, Trans. Amer. Math. Soc., 349 (1997), pp. 2443-2475.
[9] D. G. Figueiredo and J. P. Gossez, Strict monotonicity of eigenvalues and unique continuation, Comm. Partial Differential Equations, 17 (1992), pp. 339-346.
[10] A. G. Fredrickson and G. Stephanopoulos, Microbial competition, Science, 213 (1981), pp. 972-979.
[11] P. Hess, Periodic Parabolic Boundary Value Problems and Positivity, Longman Scientific and Technical, Harlow, UK, 1991.
[12] S. B. Hsu, T. K. Luo, and P. Waltman, Competition between plasmid-bearing and plasmidfree organisms in a chemostat with an inhibitor, J. Math. Biol., 34 (1995), pp. 225-238.
[13] S. B. Hsu and P. Waltman, Analysis of a model of two competitors in a chemostat with an external inhibitor, SIAM J. Appl. Math., 52 (1992), pp. 528-540.
[14] S. B. Hsu and P. Waltman, On a system of reaction-diffusion equations arising from competition in an un-stirred chemostat, SIAM J. Appl. Math., 53 (1993), pp. 1026-1044.
[15] S. B. Hsu and P. Waltman, Competition between plasmid-bearing and plasmid-free organisms in selective media, Chem. Eng. Sci., 52 (1997), pp. 23-35.
[16] S. B. Hsu and P. Waltman, A survey of mathematical models of competition with an inhibitor, Math. Biosci., 187 (2004), pp. 53-97.
[17] S. B. Hsu, P. Waltman, and G. S. K. Wolkowicz, Global analysis of a model of plasmidbearing, plasmid-free competition in the chemostat, J. Math. Biol., 32 (1994), pp. 731-742.
[18] T. K. Luo and S. B. Hsu, Global analysis of a model of plasmid-bearing and plasmid-free competition in a chemostat with inhibition, J. Math. Biol., 34 (1995), pp. 41-76.
[19] J. Keener, Principles of Applied Mathematics, Addison-Wesley, Reading, MA, 1987.
[20] B. R. Levin, Frequency-dependent selection in bacterial population, Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 319 (1988), pp. 459-472.
[21] R. E. Lenski and S. Hattingh, Coexistence of two competitors on one resource and one inhibitor: A chemostat model based on bacteria and antibiotics, J. Theoret. Biol., 122 (1986), pp. 83-93.
[22] Z. Lu and K. P. Hadeler, Model of plasmid-bearing, plasmid-free competition in the chemostat with nutrient recycling and an inhibitor, Math. Biosci., 148 (1998), pp. 147-159.
[23] C. A. Macken, S. A. Levin, and R. Waldstätter, The dynamics of bacteria-plasmid system, J. Math. Biol., 32 (1994), pp. 123-145.
[24] H. Nie and J. Wu, A system of reaction-diffusion equations in the unstirred chemostat with an inhibitor, Internat. J. Bifur. Chaos, 16 (2006), pp. 989-1009.
[25] D. F. Ryder and D. DiBiAsio, An operational strategy for unstable recombinant DNA cultures, Biotechnology and Bioengineering, 26 (1984), pp. 947-952.
[26] W. Ruan and W. Feng, On the fixed point index and multiple steady-state solutions of reaction-diffusion systems, Differential Integral Equations, 8 (1995), pp. 371-392.
[27] H. H. Schaefer, Topological Vector Spaces, Macmillan, New York, 1966.
[28] G. Stephanopoulos and G. Lapidus, Chemostat dynamics of plasmid-bearing plasmid-free mixed recombinant cultures, Chem. Eng. Sci., 43 (1988), pp. 49-57.
[29] H. L. Smith, Monotone Dynamical Systems: An Introduction to The Theory of Competitive and Cooperative Systems, Math. Surveys Monogr. 41, American Mathematical Society, Providence, RI, 1995.
[30] H. L. Smith and P. Waltman, The Theory of the Chemostat, Cambridge University Press, Cambridge, UK, 1995.
[31] M. X. Wang, Nonlinear Parabolic Equation, Science Press, Beijing, 1993 (in Chinese).
[32] J. Wu, H. Nie, and G. S. K. Wolkowicz, A mathematical model of competition for two essential resources in the unstirred chemostat, SIAM J. Appl. Math., 65 (2004), pp. 209229.
[33] J. WU, Global bifurcation of coexistence state for the competition model in the chemostat, Nonlinear Anal., 39 (2000), pp. 817-835.
[34] J. Wu and G. S. K. Wolkowicz, A system of resource-based growth models with two resources in the un-stirred chemostat, J. Differential Equations, 172 (2001), pp. 300-332.
[35] Q. Ye and Z. Li, Introduction to Reaction-Diffusion Equations, Science Press, Beijing, 1990.
[36] S. Zheng and J. LiU, Coexistence solutions for a reaction-diffusion system of un-stirred chemostat model, Appl. Math. Comput., 145 (2003), pp. 579-590.

# SINGULAR LIMIT PROBLEM FOR SOME ELLIPTIC SYSTEMS* 

## YOSHIHITO OSHITA ${ }^{\dagger}$


#### Abstract

For the sharp interface problem arising in the singular limit of some elliptic systems, we prove the existence and the nondegeneracy of solutions whose interface is a distorted circle in a two-dimensional bounded domain without any assumption on the symmetry of the domain.
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1. Introduction. We consider

$$
\begin{cases}-\Delta v=\mathbf{1}_{\Omega^{+}}-m & \text { in } \Omega  \tag{1.1}\\ \frac{\partial v}{\partial n}=0 & \text { on } \partial \Omega \\ \beta v+\kappa=0 & \text { on } \Gamma\end{cases}
$$

where $\Omega \subset \mathbb{R}^{2}$ is a bounded domain with the smooth boundary $\partial \Omega, \partial / \partial n$ is the normal derivative on $\partial \Omega, \Omega^{+}$is an open set in $\Omega, \Gamma=\partial \Omega^{+} \subset \Omega$ is a $C^{2}$-curve embedded in $\Omega, \kappa$ is the curvature of $\Gamma, \beta>0$ is a parameter, $m \in(0,1)$ is a constant, and $\mathbf{1}_{\Omega^{+}}$ denotes the characteristic function of $\Omega^{+}$.

This problem comes from the following reaction-diffusion systems:

$$
\begin{equation*}
u_{\tau}=\epsilon^{2} \Delta u+f(u)-\mu v, \quad v_{\tau}=\Delta v+g(u, v) \tag{1.2}
\end{equation*}
$$

where $u=u(y, \tau)$ and $v=v(y, \tau)$ are real-valued functions on $(y, \tau) \in \mathbb{R}^{2} \times \mathbb{R}^{+}$; $\epsilon, \mu>0$ are positive constants; $f \in C^{1}(\mathbb{R})$ is a function satisfying $f(i)=0, f^{\prime}(i)<0$ $(i=0,1), f(a)=0, f^{\prime}(a)>0$ with $a \in(0,1)$, and $f(s)=-W^{\prime}(s)$ with $W \in C^{2}(\mathbb{R})$ being a double-equal-well potential satisfying

$$
\begin{gathered}
W(0)=W(1)=0<W(s) \quad \forall s \in \mathbb{R} \backslash\{0,1\} \\
W^{\prime \prime}(0) W^{\prime \prime}(1)>0
\end{gathered}
$$

and $g \in C^{1}\left(\mathbb{R}^{2}\right)$ is a function such that $g(1,0)=1-m>0, g(-1,0)=-m<0$. It follows $\int_{0}^{1} f(s) d s=0$.

A typical example of $(f, g)$ is the FitzHugh-Nagumo type: $f(s)=s(s-a)(1-s)$, $g(u, v)=u-\gamma v-m(\gamma \geq 0$ is a nonnegative constant $)$. The general case is referred to as the activator-inhibitor system.

The system (1.2) describes the reaction and the diffusion phenomena of substances. When the ratio of the diffusion constants, $\epsilon^{2}$, is extremely small, very interesting stationary patterns, such as stripes or spots, often appear. As a mathematical approach to understanding this pattern formation, we consider the limit $\epsilon \rightarrow 0$. Then

[^112]usually the domain is divided into two regions, and the remaining part becomes a thin layer. In some cases, the width of the internal transition layer approaches 0 in the limit, and the discontinuity surface inside the domain, which is called the sharp interface, appears. Recently very fine layered patterns of (1.2) have attracted a great deal of attention. See $[4,13,14]$. We consider this fine pattern which has the space scale of $\epsilon^{1 / 3}$ order. This is the unique scale that the order of the two driving forces of the sharp interface, the inhibitor $v$ and the curvature of the sharp interface, balances. See [11]. This scale also appeared in [4]. After rescaling
$$
x=\frac{y}{\epsilon^{1 / 3}}, \quad t=\epsilon^{4 / 3} \tau, \quad \varepsilon=\epsilon^{2 / 3},
$$
we obtain
\[

\left\{$$
\begin{array}{l}
u_{t}=\Delta u+\frac{1}{\varepsilon^{2}}(f(u)-\mu v)  \tag{1.3}\\
\varepsilon^{3} v_{t}=\Delta v+\varepsilon g(u, v)
\end{array}
$$\right.
\]

We consider the stationary solutions of (1.3) subject to the homogeneous Neumann boundary condition:

$$
\begin{cases}-\varepsilon^{2} \Delta u=f(u)-\mu v & \text { in } \Omega  \tag{1.4}\\ -\Delta v=\varepsilon g(u, v) & \text { in } \Omega \\ \frac{\partial u}{\partial n}=\frac{\partial v}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{2}$ is a bounded domain with the smooth boundary $\partial \Omega$.
The reduced equation in the singular limit $\varepsilon \rightarrow 0$ becomes

$$
\begin{cases}-\Delta v_{1}=\mathbf{1}_{\Omega^{+}}-m & \text { in } \Omega  \tag{RP}\\ \frac{\partial v_{1}}{\partial n}=0 & \text { on } \partial \Omega \\ \frac{\mu}{\sigma} v_{1}+\kappa=0 & \text { on } \Gamma\end{cases}
$$

where $\Omega^{+}$is an open set in $\Omega$ such that $\Gamma=\partial \Omega^{+}$is a curve embedded in $\Omega$ and $\mathbf{1}_{\Omega^{+}}$ denotes the characteristic function of $\Omega^{+}$. Here $u \rightarrow \mathbf{1}_{\Omega^{+}}, v / \varepsilon \rightarrow v_{1}$ as $\varepsilon \rightarrow 0$. See Appendix A of this paper or [12].

The associated functional becomes

$$
J[\Gamma]=\sigma|\Gamma|+\frac{\mu}{2} \int_{\Omega}\left|\nabla v_{1}\right|^{2} d x
$$

where $|\Gamma|$ is the length of $\Gamma$ and $v_{1}$ is a solution to

$$
\begin{cases}-\Delta v_{1}=\mathbf{1}_{\Omega^{+}}-m & \text { in } \Omega \\ \frac{\partial v_{1}}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

See Lemma 3.4 in section 3.
Essentially the same equation as (RP) was obtained in [12] by using the matched expansion method. Once you have a "nondegenerate" solution of (RP) in some sense, you can find a layered solution for the singular perturbation problem (1.4) with $g(u, v)=u-m$ and $\mu=1$. See Appendix B.

For the reduction from the parabolic system to the sharp interface model, see [17]. In the case of the FitzHugh-Nagumo type, the functional $J[\Gamma]$ can also be obtained mathematically by using the notion of the Gamma convergence. See [14].

The direct method of calculus of variations implies the existence of global minimizers of $J[\Gamma]$. This gives a solution of (RP). However, it is usually difficult to know the profile and the nondegeneracy of the global minimizers. Here we consider the problem of finding a solution of (RP) that does not necessarily correspond to the global minimizers. The radially symmetric case for related problems is studied in $[5,6,12,15,16,18]$. We do not assume any symmetry of the domain.

In order to state the result, we define the Green's function and its harmonic part.
Definition 1.1. For each $y \in \Omega$, let $G(x, y)$ be the solution to

$$
\begin{cases}-\Delta_{x} G(x, y)=\delta(x-y)-\frac{1}{|\Omega|}, & x \in \Omega \\ \frac{\partial G}{\partial n_{x}}(x, y)=0, & x \in \partial \Omega \\ \int_{\Omega} G(x, y) d x=0 & \end{cases}
$$

Set

$$
G(x, y)=-\frac{1}{2 \pi} \log |x-y|+\frac{|x-y|^{2}}{4|\Omega|}+H(x, y), \quad x, y \in \Omega
$$

Then it is known that $H(x, y)$ is symmetric and harmonic in both $x$ and $y$. Let $\mathcal{H}(x)=H(x, x)$.

We define the following two conditions.
(A1) $0 \in \Omega$ is a strict local minimum point of $\mathcal{H}$. More precisely, there exists a neighborhood $U$ of 0 in $\Omega$ such that $\mathcal{H}(0)<\mathcal{H}(x)$ for all $x \in U \backslash\{0\}$.
(A2) $0 \in \Omega$ is a nondegenerate critical point of $\mathcal{H}$.
Remark. When $\Omega=\left\{x \in \mathbb{R}^{2} ;|x|<1\right\}, x=0$ is a unique minimum point of $\mathcal{H}$, and both (A1) and (A2) are satisfied. Indeed, we have $\mathcal{H}(x)=-\frac{1}{2 \pi} \log \left(1-|x|^{2}\right)+$ $\frac{|x|^{2}}{2 \pi}+\mathcal{H}(0)$, and hence $\frac{\partial^{2} \mathcal{H}}{\partial x_{i} \partial x_{j}}(0)=\frac{2}{\pi} \delta_{i j}$.

The regular part of Green's function subject to the homogeneous Dirichlet boundary condition has a unique nondegenerate minimum point when $\Omega \subset \mathbb{R}^{2}$ is convex (see [2]). The regular part of Green's function subject to the homogeneous Neumann boundary condition is considered in [7].

We denote by $d_{\mathrm{H}}$ the Hausdorff metric

$$
d_{\mathrm{H}}\left(K_{1}, K_{2}\right)=\max \left[\sup \left\{\operatorname{dist}\left(x, K_{2}\right) ; x \in K_{1}\right\}, \sup \left\{\operatorname{dist}\left(y, K_{1}\right) ; y \in K_{2}\right\}\right],
$$

$S_{r}(0)=\{x \in \mathbb{R} ;|x|=r\}$, and $B_{r}(0)=\{x \in \mathbb{R} ;|x|<r\}$.
Theorem 1.1. Assume that (A1) or (A2) holds. If

$$
r_{0}:=\sqrt{\frac{m|\Omega|}{\pi}}<\operatorname{dist}(0, \partial \Omega)
$$

then there exists a constant $\beta_{0}>0$ such that (1.1) has a solution

$$
\left\{\begin{array}{l}
\Gamma=\Gamma_{\beta}, \\
v=v_{\beta}, \\
\Omega^{+}=\Omega_{\beta}^{+}
\end{array}\right.
$$

for all $\beta<\beta_{0}$ satisfying $d_{\mathrm{H}}\left(\Gamma_{\beta}, S_{r_{0}}(0)\right) \rightarrow 0$ as $\beta \rightarrow 0$.

This paper is organized as follows. In section 2, we prepare some preliminaries and notations. In section 3, we prove Theorem 1.1, and in section 4, we consider the linearized nondegeneracy of the problem.
2. Notation. We identify $2 \pi$-periodic functions on $\mathbb{R}$ with the functions on $S^{1}=$ $\left\{x \in \mathbb{R}^{2} ;|x|=1\right\} \cong \mathbb{R} / 2 \pi \mathbb{Z}$. For $q \in C^{2}\left(S^{1}\right)$, we use the following notation:

$$
\dot{q}(\omega)=\frac{d q}{d \omega}(\omega)=\frac{d}{d \theta} q(\cos \theta, \sin \theta), \quad \omega=(\cos \theta, \sin \theta) \in S^{1}
$$

and

$$
\ddot{q}(\omega)=\frac{d^{2} q}{d \omega^{2}}(\omega)=\frac{d^{2}}{d \theta^{2}} q(\cos \theta, \sin \theta), \quad \omega=(\cos \theta, \sin \theta) \in S^{1}
$$

We set $X=C^{2}\left(S^{1}\right)$,

$$
\|q\|_{X}=\max _{\omega \in S^{1}}|q(\omega)|+\max _{\omega \in S^{1}}|\dot{q}(\omega)|+\max _{\omega \in S^{1}}|\ddot{q}(\omega)|
$$

$Y=C\left(S^{1}\right)$, and

$$
\|q\|_{Y}=\max _{\omega \in S^{1}}|q(\omega)| .
$$

For $q_{1}, q_{2} \in L^{2}\left(S^{1}\right)$, denote

$$
\left\langle q_{1}, q_{2}\right\rangle=\int_{S^{1}} q_{1}(\omega) q_{2}(\omega) d \omega=\int_{0}^{2 \pi} q_{1}(\cos \theta, \sin \theta) q_{2}(\cos \theta, \sin \theta) d \theta
$$

and $\left\|q_{1}\right\|^{2}=\left\langle q_{1}, q_{1}\right\rangle$.
Let $\Pi_{n^{2}}: L^{2}\left(S^{1}\right) \rightarrow L^{2}\left(S^{1}\right)$ denote the projections with respect to $\langle\cdot, \cdot\rangle$ onto $\operatorname{span}\{\cos i \theta, \sin i \theta ; i=0,1, \ldots, n\}$ for $n=0,1, \ldots$ Let $\Pi_{n^{2}}^{\perp}=\mathbf{I d}-\Pi_{n^{2}}$.

Define $\Phi_{0}(\omega)=1 / \sqrt{2 \pi}, \Phi_{1}(\omega)=\omega_{1} / \sqrt{\pi}$, and $\Phi_{2}(\omega)=\omega_{2} / \sqrt{\pi}$ for $\omega=\left(\omega_{1}, \omega_{2}\right) \in$ $S^{1}$. Then $\Pi_{0}^{\perp}, \Pi_{1}^{\perp}$ are the projections onto the orthogonal complements of $\operatorname{span}\left\{\Phi_{0}\right\}$ and $\operatorname{span}\left\{\Phi_{i} ; i=0,1,2\right\}$, respectively.
3. Proof of Theorem 1.1. For brevity's sake, we assume that $r_{0}=1<$ $\operatorname{dist}(0, \partial \Omega)$.

For $\ell>0$, define

$$
X_{\ell}=\left\{q \in X ;\|q\|_{X} \leq \ell\right\}
$$

We can choose a constant $\delta \in(0,1 / 2)$ such that $B_{1+\delta}(0) \subset \Omega$ by the assumption. For $q \in X_{\delta / 2}$, define

$$
\begin{gathered}
\Gamma(q)=\left\{\sqrt{1+q(\omega)} \omega ; \omega \in S^{1}\right\} \\
\Omega^{+}(q)=\left\{r \omega ; 0 \leq r \leq \sqrt{1+q(\omega)}, \omega \in S^{1}\right\}
\end{gathered}
$$

Let $q \in X_{\delta / 2} \cap \Pi_{0}^{\perp} X$. Then $\Gamma(q) \subset \Omega$, and $\left|\Omega^{+}(q)\right|=\pi$. Indeed since $\sqrt{1+q} \leq$ $1+\frac{1}{2} q \leq 1+\frac{\delta}{4}$, we have $\Gamma(q) \subset B_{1+\delta / 2}(0) \subset \Omega$. In addition, since $\langle q, 1\rangle=0$, we have

$$
\left|\Omega^{+}(q)\right|=\int_{S^{1}} \int_{0}^{\sqrt{1+q(\omega)}} r d r d \omega=\int_{S^{1}} \frac{1+q(\omega)}{2} d \omega=\pi
$$

Let $M_{\beta}$ be the map from $X_{\delta / 2}$ to $Y$ defined by

$$
M_{\beta}(q)(\omega)=K(q)(\omega)+\beta \int_{\Omega^{+}(q)} G(\sqrt{1+q(\omega)} \omega, y) d y, \quad \omega \in S^{1}
$$

for $q \in X_{\delta / 2}$, where

$$
K(q)=\frac{1+q+\frac{3 \dot{q}^{2}}{4(1+q)}-\frac{1}{2} \ddot{q}}{\left[1+q+\frac{\dot{q}^{2}}{4(1+q)}\right]^{3 / 2}}
$$

is the curvature of $\Gamma(q)$. Indeed, set $x_{1}(\theta)=r(\theta) \cos \theta, x_{2}(\theta)=r(\theta) \sin \theta$ with

$$
r(\theta)=\sqrt{1+q(\cos \theta, \sin \theta)}
$$

Then the curvature of $\Gamma(q)$ can be computed as follows.

$$
\frac{\dot{x}_{1} \ddot{x}_{2}-\ddot{x}_{2} \dot{x}_{1}}{\left(\dot{x}_{1}^{2}+\dot{x}_{2}^{2}\right)^{3 / 2}}=\frac{r^{2}+2 \dot{r}^{2}-r \ddot{r}}{\left(r^{2}+\dot{r}^{2}\right)^{3 / 2}}=\frac{1+q+\frac{3 \dot{q}^{2}}{4(1+q)}-\frac{1}{2} \ddot{q}}{\left[1+q+\frac{\dot{q}^{2}}{4(1+q)}\right]^{3 / 2}}
$$

In order to solve (1.1), we need prove only the following.
Proposition 3.1. Suppose either (A1) or (A2) holds. If $1=\sqrt{m|\Omega| / \pi}<$ $\operatorname{dist}(0, \partial \Omega)$, then there exists a constant $\beta_{0}>0$ such that $\Pi_{0}^{\perp} M_{\beta}(q)=0$ has a solution $q=q_{\beta} \in X_{\delta / 2} \cap \Pi_{0}^{\perp} X$ for all $\beta \in\left(0, \beta_{0}\right)$ satisfying $q_{\beta} \rightarrow 0$ in $X$ as $\beta \rightarrow 0$.

Indeed, if $q \in X_{\delta / 2} \cap \Pi_{0}^{\perp} X$ is a solution of $\Pi_{0}^{\perp} M_{\beta}(q)=0$, then there exists a constant $C_{1}$ such that

$$
M_{\beta}(q) \equiv C_{1}
$$

Now set

$$
v(x)=\int_{\Omega^{+}(q)} G(x, y) d y-\frac{1}{\beta} C_{1}, \quad x \in \Omega
$$

Then $v$ satisfies

$$
\begin{cases}-\Delta v=\mathbf{1}_{\Omega^{+}(q)}-m & \text { in } \Omega \\ \frac{\partial v}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

Hence we see that

$$
\Gamma=\Gamma(q), \quad v(x)=\int_{\Omega^{+}(q)} G(x, y) d y-\frac{1}{\beta} C_{1}, \quad \Omega^{+}=\Omega^{+}(q)
$$

solves our (1.1) and completes the proof of Theorem 1.1.
3.1. Proof of Proposition 3.1. First we construct approximate solutions and prepare some lemmas. Next we find a solution by decomposing the equation $\Pi_{0}^{\perp} M_{\beta}(q)$ $=0$ into the system of equations:

1. $\Pi_{1}^{\perp} M_{\beta}(q)=0$,
2. $\left(\Pi_{1}-\Pi_{0}\right) M_{\beta}(q)=0$.

Approximate solutions. We shall construct approximate solutions. Fix $\eta=\left(\eta_{1}, \eta_{2}\right)$ $\in \mathbb{R}^{2}(|\eta|<1)$. For $\omega \in S^{1}, r=\eta \cdot \omega+\sqrt{1+(\eta \cdot \omega)^{2}-|\eta|^{2}}$ is the solution of $|r \omega-\eta|=1, r>0$. Now set

$$
q(\omega ; \eta):=2(\eta \cdot \omega)^{2}-|\eta|^{2}+2(\eta \cdot \omega) \sqrt{1+(\eta \cdot \omega)^{2}-|\eta|^{2}} \quad \text { for } \omega \in S^{1}
$$

Then $\Gamma(q(\cdot ; \eta))$ is a circle of radius 1 with center at $\eta$. Also it is easy to see that $\left\langle q(\cdot ; \eta), \Phi_{0}\right\rangle=0$. Set

$$
\begin{equation*}
\xi_{i}=\left\langle q(\cdot ; \eta), \Phi_{i}\right\rangle, \quad i=1,2 \tag{3.1}
\end{equation*}
$$

Noting that $q(\omega ; \eta)+|\eta|^{2}-2(\eta \cdot \omega) \sqrt{1+q(\omega ; \eta)}=0$, it follows that

$$
\xi_{i}=2 \sqrt{\pi} \sum_{j=1}^{2} \eta_{j}\left\langle\sqrt{1+q(\omega ; \eta)} \Phi_{j}, \Phi_{i}\right\rangle, \quad i=1,2
$$

Then we have $\left\langle q(\cdot ; 0), \Phi_{i}\right\rangle=0, i=1,2$, and $\partial \xi_{i} / \partial \eta_{j}(0)=2 \sqrt{\pi}\left\langle\Phi_{j}, \Phi_{i}\right\rangle=2 \sqrt{\pi} \delta_{i j}$. From the inverse mapping theorem, we conclude that there exists a neighborhood $U_{1} \subset \mathbb{R}^{2}$ of 0 and a smooth map $P=\left(P_{1}, P_{2}\right)$ on $U_{1}$ such that $\xi_{i}=\left\langle q(\cdot ; P(\xi)), \Phi_{i}\right\rangle$ for $\xi=\left(\xi_{1}, \xi_{2}\right) \in U_{1}$. Set $\psi_{\xi}=q(\cdot ; P(\xi))$ for $\xi \in U_{1}$. Taking a smaller $U_{1}$ if necessary, we may assume the following.

Lemma 3.1. For any $\xi=\left(\xi_{1}, \xi_{2}\right) \in U_{1}$, there holds $\psi_{\xi} \in X_{\delta / 4} \cap \Pi_{0}^{\perp} X$,

$$
\Pi_{1} \psi_{\xi}=\xi_{1} \Phi_{1}+\xi_{2} \Phi_{2}
$$

and $\Gamma\left(\psi_{\xi}\right)=\left\{\omega \sqrt{1+\psi_{\xi}(\omega)} ; \omega \in S^{1}\right\}$ is a circle of radius 1 with center at $P(\xi) \in \mathbb{R}^{2}$. Moreover $P$ is smooth, $P(0)=0$, and $\partial P_{i} / \partial \xi_{j}(0)=(2 \sqrt{\pi})^{-1} \delta_{i j}$.

Since $K\left(\psi_{\xi}\right) \equiv 1$, we have $M_{\beta}\left(\psi_{\xi}\right)=1+O(\beta)$, and hence $\Pi_{0} M_{\beta}\left(\psi_{\xi}\right)=\langle 1+$ $\left.O(\beta), \Phi_{0}\right\rangle \Phi_{0}=1+O(\beta)$. Thus we have the following.

Proposition 3.2. $\Pi_{0}^{\perp} M_{\beta}\left(\psi_{\xi}\right)=O(\beta)$ as $\beta \rightarrow 0$ uniformly in $\xi \in U_{1}$.
Linearization. For $t>-1, p \in \mathbb{R}$, and $s \in \mathbb{R}$, set

$$
\begin{equation*}
L(t, p, s)=\frac{1+t+\frac{3 p^{2}}{4(1+t)}-\frac{1}{2} s}{\left[1+t+\frac{p^{2}}{4(1+t)}\right]^{3 / 2}} \tag{3.2}
\end{equation*}
$$

Then $K$ is $C^{1}$ on $X_{\delta / 2}$, and there hold

$$
\begin{equation*}
K^{\prime}(q) \zeta=L_{s}(q, \dot{q}, \ddot{q}) \ddot{\zeta}+L_{p}(q, \dot{q}, \ddot{q}) \dot{\zeta}+L_{t}(q, \dot{q}, \ddot{q}) \zeta \quad \text { for } \zeta \in X \tag{3.3}
\end{equation*}
$$

Moreover since

$$
M_{\beta}(q)(\omega)=K(q)(\omega)+\beta \int_{S^{1}} \int_{-1}^{q(\hat{\omega})} G(\sqrt{1+q(\omega)} \omega, \sqrt{1+\hat{q}} \hat{\omega}) \frac{d \hat{q}}{2} d \hat{\omega}, \quad \omega \in S^{1}
$$

for $q \in X_{\delta / 2}$, we see that $M_{\beta}$ is also $C^{1}$ and

$$
\begin{align*}
{\left[M_{\beta}^{\prime}(q) \zeta\right](\omega)=} & {\left[K^{\prime}(q) \zeta\right](\omega)+\frac{\beta}{2} \int_{S^{1}} G(\sqrt{1+q(\omega)} \omega, \sqrt{1+q(\hat{\omega})} \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega} } \\
& +\beta \zeta(\omega) \int_{S^{1}} \int_{-1}^{q(\hat{\omega})} \frac{\nabla_{x} G(\sqrt{1+q(\omega)} \omega, \sqrt{1+\hat{q}} \hat{\omega}) \cdot \omega}{2 \sqrt{1+q(\omega)}} \frac{d \hat{q}}{2} d \hat{\omega} \\
= & \frac{d}{d \omega}\left[L_{s}(q, \dot{q}, \ddot{q}) \dot{\zeta}\right]+L_{t}(q, \dot{q}, \ddot{q}) \zeta \\
& +\frac{\beta}{2} \int_{S^{1}} G(\sqrt{1+q(\omega)} \omega, \sqrt{1+q(\hat{\omega})} \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega}  \tag{3.4}\\
& +\frac{\beta \zeta(\omega)}{2 \sqrt{1+q(\omega)}} \int_{\Omega^{+}(q)} \omega \cdot \nabla_{x} G(\sqrt{1+q(\omega)} \omega, y) d y, \quad \omega \in S^{1}
\end{align*}
$$

for $q \in X_{\delta / 2}$ and $\zeta \in X$.
Lemma 3.2. $\left\langle K^{\prime}(q) \zeta_{1}, \zeta_{2}\right\rangle=\left\langle\zeta_{1}, K^{\prime}(q) \zeta_{2}\right\rangle$, and $\left\langle M_{\beta}^{\prime}(q) \zeta_{1}, \zeta_{2}\right\rangle=\left\langle\zeta_{1}, M_{\beta}^{\prime}(q) \zeta_{2}\right\rangle$ for all $\zeta_{1}, \zeta_{2} \in X$.

Proof. Since

$$
\begin{aligned}
& L_{s}(q, \dot{q}, \ddot{q})=-\frac{1}{2}\left[1+q+\frac{\dot{q}^{2}}{4(1+q)}\right]^{-3 / 2} \\
& L_{p}(q, \dot{q}, \ddot{q})=\frac{3 \dot{q}}{16}\left\{4-\frac{\dot{q}^{2}}{(1+q)^{2}}+\frac{2 \ddot{q}}{1+q}\right\}\left[1+q+\frac{\dot{q}^{2}}{4(1+q)}\right]^{-5 / 2}
\end{aligned}
$$

we have $\frac{d}{d \omega} L_{s}(q, \dot{q}, \ddot{q})=L_{p}(q, \dot{q}, \ddot{q})$. Hence it follows that for $\zeta \in X$

$$
\begin{align*}
K^{\prime}(q) \zeta & =L_{s}(q, \dot{q}, \ddot{q}) \ddot{\zeta}+L_{p}(q, \dot{q}, \ddot{q}) \dot{\zeta}+L_{t}(q, \dot{q}, \ddot{q}) \zeta \\
& =\frac{d}{d \omega}\left[L_{s}(q, \dot{q}, \ddot{q}) \dot{\zeta}\right]+L_{t}(q, \dot{q}, \ddot{q}) \zeta \tag{3.5}
\end{align*}
$$

The assertion of the Lemma follows from (3.5) and (3.4).
Proposition 3.3. There exists a constant $C>0$, independent of small $\beta$, such that

$$
\left\|M_{\beta}^{\prime}(q)-M_{\beta}^{\prime}\left(\psi_{\xi}\right)\right\|_{\mathcal{L}(X, Y)} \leq C a^{1 / 3}
$$

for any $q$ in $\left\{q \in X_{\delta / 2} ;\left\|q-\psi_{\xi}\right\|_{X} \leq a\right\}, a \leq \delta / 4$, and $\xi \in U_{1}$.
Proof. We shall show that there exists a constant $C>0$, independent of small $\beta$, such that

$$
\left\|M_{\beta}^{\prime}(q) \zeta-M_{\beta}^{\prime}\left(\psi_{\xi}\right) \zeta\right\|_{Y} \leq C a^{1 / 3}\|\zeta\|_{X}
$$

for any $q$ in $\left\{q \in X_{\delta / 2} ;\left\|q-\psi_{\xi}\right\|_{X} \leq a\right\}, a \leq \delta / 4, \xi \in U_{1}$, and $\zeta \in X$.
Let $q \in X_{\delta / 2},\left\|q-\psi_{\xi}\right\|_{X} \leq a, a \leq \delta / 4, \xi \in U_{1}$, and $\zeta \in X$. In this proof, for the sake of notational simplicity, we will use the same letters $C$ to denote some positive constants, independent of $q, \xi, a, \zeta$, whose values may vary from line to line.

From the expression (3.3) and the fact that $L$ is smooth in $(-1, \infty) \times \mathbb{R} \times \mathbb{R}$, we easily see that

$$
\begin{equation*}
\left\|K^{\prime}(q) \zeta-K^{\prime}\left(\psi_{\xi}\right) \zeta\right\|_{X} \leq C a\|\zeta\|_{Y} \tag{3.6}
\end{equation*}
$$

Next let

$$
\begin{aligned}
v(x) & =\int_{\Omega^{+}(q)} G(x, y) d y \\
v_{\xi}(x) & =\int_{\Omega^{+}\left(\psi_{\xi}\right)} G(x, y) d y
\end{aligned}
$$

Then since $\left\|\mathbf{1}_{\Omega^{+}(q)}-\mathbf{1}_{\Omega^{+}\left(\psi_{\xi}\right)}\right\|_{L^{3}(\Omega)} \leq C\left\|q-\psi_{\xi}\right\|_{L^{\infty}\left(S^{1}\right)}^{1 / 3} \leq C a^{1 / 3}$, it follows from elliptic estimates and the Sobolev embedding theorem that $v, v_{\xi} \in W^{2,3}(\Omega) \subset C^{1,1 / 3}(\bar{\Omega})$, $\left\|v-v_{\xi}\right\|_{C^{1}(\bar{\Omega})} \leq C a^{1 / 3}$, and $\|v\|_{C^{1,1 / 3}(\bar{\Omega})}<\infty$. Then since

$$
\begin{aligned}
& \frac{\omega \cdot \nabla v(\sqrt{1+q(\omega)} \omega)}{\sqrt{1+q(\omega)}}-\frac{\omega \cdot \nabla v_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\sqrt{1+\psi_{\xi}(\omega)}} \\
& =\frac{\omega \cdot \nabla v\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)-\omega \cdot \nabla v_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\sqrt{1+\psi_{\xi}(\omega)}} \\
& \quad+\frac{\omega \cdot \nabla v\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\sqrt{1+q(\omega)}}-\frac{\omega \cdot \nabla v\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\sqrt{1+\psi_{\xi}}} \\
& \quad+\frac{\omega \cdot \nabla v(\sqrt{1+q(\omega)} \omega)-\omega \cdot \nabla v\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\mid \sqrt{\mid 1+q(\omega)}-\sqrt{1+\left.\psi_{\xi}(\omega)\right|^{1 / 3}}} \frac{\sqrt{\mid 1+q(\omega)}-\left.\sqrt{1+\psi_{\xi}(\omega)}\right|^{1 / 3}}{\sqrt{1+q(\omega)}}
\end{aligned}
$$

we have

$$
\begin{equation*}
\sup _{\omega \in S^{1}}\left|\frac{\omega \cdot \nabla v(\sqrt{1+q(\omega)} \omega)}{\sqrt{1+q(\omega)}}-\frac{\omega \cdot \nabla v_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega)} \omega\right)}{\sqrt{1+\psi_{\xi}(\omega)}}\right| \leq C a^{1 / 3} . \tag{3.7}
\end{equation*}
$$

On the other hand let

$$
w_{\xi}(x)=\int_{S^{1}} G\left(x, \sqrt{1+\psi_{\xi}(\hat{\omega})} \hat{\omega}\right) \zeta(\hat{\omega}) d \hat{\omega} .
$$

Then $w_{\xi}$ is the solution to

$$
\int_{\Omega} \nabla w_{\xi} \cdot \nabla \varphi d x=A_{\psi_{\xi}} \varphi:=\int_{S^{1}} \zeta(\hat{\omega}) \varphi\left(\sqrt{1+\psi_{\xi}(\hat{\omega})} \hat{\omega}\right) d \hat{\omega}-\frac{1}{|\Omega|} \int_{S^{1}} \zeta \int_{\Omega} \varphi
$$

for all $\varphi \in W^{1,3 / 2}(\Omega)$. Here

$$
A_{\psi_{\xi}}: \varphi \mapsto \int_{S^{1}} \zeta(\hat{\omega}) \varphi\left(\sqrt{1+\psi_{\xi}(\hat{\omega})} \hat{\omega}\right) d \hat{\omega}-\frac{1}{|\Omega|} \int_{S^{1}} \zeta \int_{\Omega} \varphi
$$

is a bounded linear functional on $W^{1,3 / 2}(\Omega)$. Indeed for $\varphi \in W^{1,3 / 2}(\Omega)$, we have

$$
\begin{aligned}
\mid \int_{S^{1}} \zeta(\hat{\omega}) \varphi & \left(\sqrt{1+\psi_{\xi}(\hat{\omega}) \hat{\omega}}\right) d \hat{\omega} \mid \\
& \leq\left(\int_{S^{1}}\left|\varphi\left(\sqrt{1+\psi_{\xi}(\hat{\omega})} \hat{\omega}\right)\right|^{3 / 2} d \hat{\omega}\right)^{2 / 3}\left(\int_{S^{1}}|\zeta(\hat{\omega})|^{3} d \hat{\omega}\right)^{1 / 3} \\
\leq & (2 \pi)^{1 / 3}\|\zeta\|_{Y}\|\tilde{\varphi}\|_{L^{3 / 2}\left(S^{1}\right)} \\
& \leq C\|\zeta\|_{Y}\|\tilde{\varphi}\|_{W^{1,3 / 2}\left(B_{1}(0)\right)} \leq C\|\zeta\|_{Y}\|\varphi\|_{W^{1,3 / 2}(\Omega)},
\end{aligned}
$$

where $\tilde{\varphi}(x)=\varphi\left(\sqrt{1+\psi_{\xi}(x /|x|)} x\right)$ and hence $A_{\psi_{\xi}} \in W^{-1,3}(\Omega)$ and $\left\|A_{\psi_{\xi}}\right\|_{W^{-1,3}(\Omega)} \leq$ $C\|\zeta\|_{Y}$. Then by elliptic estimates, we see that $w_{\xi} \in W^{1,3}(\Omega)$, and there exists a positive constant $C$, independent of $\xi \in U_{1}$, such that $\left\|w_{\xi}\right\|_{W^{1,3}(\Omega)} \leq C\|\zeta\|_{Y}$.

Let

$$
\begin{aligned}
& w(x)=\int_{S^{1}} G(x, \sqrt{1+q(\hat{\omega})} \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega} \\
& A_{q}: \varphi \mapsto \int_{S^{1}} \zeta(\hat{\omega}) \varphi(\sqrt{1+q(\hat{\omega})} \hat{\omega}) d \hat{\omega}
\end{aligned}
$$

Then similarly we have $w \in W^{1,3}(\Omega)$ and $A_{q} \in W^{-1,3}(\Omega)$.
In addition, we estimate for $\varphi \in W^{1,3 / 2}(\Omega)$,

$$
\begin{aligned}
\mid A_{q} \varphi-A_{\psi_{\xi}} \varphi & =\left|\int_{S^{1}} \zeta(\hat{\omega}) \varphi(\sqrt{1+q(\hat{\omega})} \hat{\omega})-\zeta(\hat{\omega}) \varphi\left(\sqrt{1+\psi_{\xi}(\hat{\omega}) \hat{\omega}}\right) d \hat{\omega}\right| \\
& =\left|\int_{S^{1}} \int_{\sqrt{1+\psi_{\xi}(\hat{\omega})}}^{\sqrt{1+q(\hat{\omega})}} \varphi_{r}(r \hat{\omega}) \zeta(\hat{\omega}) d r d \hat{\omega}\right| \\
& \leq \frac{\|\zeta\|_{Y}}{\sqrt{1-\delta / 2}} \int_{D}\left|\varphi_{r}\right| d x \\
& \leq \frac{\|\zeta\|_{Y}}{\sqrt{1-\delta / 2}}\left(\int_{D}\left|\varphi_{r}\right|^{3 / 2} d x\right)^{2 / 3}\left(\int_{D} d x\right)^{1 / 3} \\
& \leq \frac{(\pi a)^{1 / 3}}{\sqrt{1-\delta / 2}}\|\zeta\|_{Y}\|\varphi\|_{W^{1,3 / 2}(\Omega)}
\end{aligned}
$$

where

$$
\begin{aligned}
& D=\{r \omega \in \Omega \\
& \left.\min \left(\sqrt{1+\psi_{\xi}(\omega)}, \sqrt{1+q(\omega)}\right) \leq r \leq \max \left(\sqrt{1+\psi_{\xi}(\omega)}, \sqrt{1+q(\omega)}\right), \omega \in S^{1}\right\}
\end{aligned}
$$

and $\varphi_{r}(r \omega)=\omega \cdot \nabla \varphi(r \omega)$. We then have $\left\|A_{q}-A_{\psi_{\xi}}\right\|_{W^{-1,3}(\Omega)} \leq C a^{1 / 3}\|\zeta\|_{Y}$, and thus by elliptic estimates, $\left\|w-w_{\xi}\right\|_{L^{\infty}(\Omega)} \leq C a^{1 / 3}\|\zeta\|_{Y}$.

Therefore we have

$$
\begin{aligned}
& \left|w(\sqrt{1+q(\omega)} \omega)-w_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega) \omega}\right)\right| \\
& \leq\left|w_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega) \omega}\right)-w_{\xi}(\sqrt{1+q(\omega)} \omega)\right| \\
& \quad+\left|w_{\xi}(\sqrt{1+q(\omega)} \omega)-w(\sqrt{1+q(\omega)} \omega)\right| \\
& \leq C a^{1 / 3}\|\zeta\|_{Y}
\end{aligned}
$$

and hence

$$
\begin{equation*}
\sup _{\omega \in S^{1}}\left|w(\sqrt{1+q(\omega)} \omega)-w_{\xi}\left(\sqrt{1+\psi_{\xi}(\omega) \omega}\right)\right| \leq C a^{1 / 3}\|\zeta\|_{Y} \tag{3.8}
\end{equation*}
$$

Our assertion follows from (3.4), (3.6), (3.7), and (3.8).

Lemma 3.3. For $\zeta \in X$,

$$
K^{\prime}(0) \zeta=-\frac{1}{2}\{\ddot{\zeta}+\zeta\}
$$

Proof. From a simple computation, we have $L_{t}(0,0,0)=L_{s}(0,0,0)=-\frac{1}{2}$, $L_{p}(0,0,0)=0$, and thus

$$
K^{\prime}(0) \zeta=L_{s}(0,0,0) \ddot{\zeta}+L_{p}(0,0,0) \dot{\zeta}+L_{t}(0,0,0) \zeta=-\frac{1}{2}\{\ddot{\zeta}+\zeta\}
$$

for $\zeta \in X$.
Note that (i) $\left\{\frac{1}{2}\left(n^{2}-1\right)\right\}_{n=0,1,2, \ldots}$ are the set of all the eigenvalues of $K^{\prime}(0)$, (ii) the eigenspace associated with the eigenvalue $\frac{1}{2}\left(n^{2}-1\right)$ is $\operatorname{span}\{\cos n \theta, \sin n \theta\}$, and (iii) $K^{\prime}(0)$ maps $\Pi_{1}^{\perp} X$ onto $\Pi_{1}^{\perp} Y$.

Proposition 3.4. There exists a constant $C$ and a neighborhood $U_{2} \subset U_{1}$ of 0 , independent of small $\beta$, such that for all $\zeta \in \Pi_{1}^{\perp} X$ and $\xi \in U_{2}$,

$$
\left\|\Pi_{1}^{\perp} M_{\beta}^{\prime}\left(\psi_{\xi}\right) \zeta\right\|_{Y} \geq C\|\zeta\|_{X}
$$

Proof. Assume by contrary that there exist $\beta_{n}>0, \zeta_{n} \in \Pi_{1}^{\perp} X$, and $\xi_{n} \in U_{1}$ such that $\left\|\zeta_{n}\right\|_{X}=1, \lim _{n \rightarrow \infty} \beta_{n}=0, \lim _{n \rightarrow \infty} \xi_{n}=0$, and

$$
\lim _{n \rightarrow \infty}\left\|\Pi_{1}^{\perp} M_{\beta_{n}}^{\prime}\left(\psi_{\xi_{n}}\right) \zeta_{n}\right\|_{Y}=0
$$

We write $\psi_{n}$ instead of $\psi_{\xi_{n}}$ for simplicity. Taking a subsequence if necessary, we may assume that $\zeta_{n} \rightarrow \zeta$ in $C^{1}$ and $\psi_{n} \rightarrow 0$ in $X$. By Proposition 3.3,

$$
\left\|M_{\beta_{n}}^{\prime}\left(\psi_{n}\right)-M_{\beta_{n}}^{\prime}(0)\right\| \leq C\left\|\psi_{n}\right\|_{X}^{1 / 3}
$$

for $n$ large. Hence

$$
\left\|M_{\beta_{n}}^{\prime}\left(\psi_{n}\right) \zeta_{n}-M_{\beta_{n}}^{\prime}(0) \zeta_{n}\right\|_{Y} \leq C\left\|\psi_{n}\right\|_{X}^{1 / 3}
$$

Since

$$
\Pi_{1}^{\perp} M_{\beta_{n}}^{\prime}(0) \zeta_{n}=\Pi_{1}^{\perp} M_{\beta_{n}}^{\prime}\left(\psi_{n}\right) \zeta_{n}-\Pi_{1}^{\perp}\left(M_{\beta_{n}}^{\prime}\left(\psi_{n}\right) \zeta_{n}-M_{\beta_{n}}^{\prime}(0) \zeta_{n}\right)
$$

and

$$
M_{\beta}^{\prime}(0) \zeta=K^{\prime}(0) \zeta+O(\beta) \zeta
$$

we have

$$
\lim _{n \rightarrow \infty}\left\|\Pi_{1}^{\perp} K^{\prime}(0) \zeta_{n}\right\|_{Y}=\lim _{n \rightarrow \infty}\left\|\Pi_{1}^{\perp} M_{\beta_{n}}^{\prime}\left(\psi_{\xi_{n}}\right) \zeta_{n}\right\|_{Y}=0
$$

Then we have, for any $\varphi \in \Pi_{1}^{\perp} X$,

$$
0=\lim _{n \rightarrow \infty} \int_{S^{1}} \varphi \Pi_{1}^{\perp} K^{\prime}(0) \zeta_{n}=\lim _{n \rightarrow \infty} \int_{S^{1}} \zeta_{n} \Pi_{1}^{\perp} K^{\prime}(0) \varphi=\int_{S^{1}} \zeta \Pi_{1}^{\perp} K^{\prime}(0) \varphi
$$

since $\zeta_{n} \rightarrow \zeta$ in $C^{1}$. Since $K^{\prime}(0) \varphi \in \Pi_{1}^{\perp} Y$ and $K^{\prime}(0) \Pi_{1}^{\perp} X=\Pi_{1}^{\perp} Y$, we then have $\zeta=0$. Thus we conclude that $\zeta_{n} \rightarrow 0$ in $C^{1}$, and it follows from $\left\|\zeta_{n}\right\|_{X} \leq \| \ddot{\zeta}_{n}+$ $\zeta_{n}\left\|_{Y}+\right\| \dot{\zeta}_{n}\left\|_{Y}+2\right\| \zeta_{n} \|_{Y}$ that

$$
\frac{1}{2}=\frac{1}{2} \lim _{n \rightarrow \infty}\left\|\zeta_{n}\right\|_{X} \leq \lim _{n \rightarrow \infty}\left\|K^{\prime}(0) \zeta_{n}\right\|_{Y}=\lim _{n \rightarrow \infty}\left\|\Pi_{1}^{\perp} K^{\prime}(0) \zeta_{n}\right\|_{Y}=0
$$

This is a contradiction and completes the proof.

Energy functional.
Definition 3.1. For $q \in X_{\delta / 2}$, define

$$
E_{\beta}[q]:=\frac{1}{\beta}|\Gamma(q)|+\frac{1}{2} \int_{\Omega}|\nabla v|^{2} d x
$$

where

$$
v(x)=\int_{\Omega^{+}(q)} G(x, y) d y, \quad x \in \Omega
$$

Note that

$$
\begin{align*}
\int_{\Omega}|\nabla v|^{2} d x & =-\int_{\Omega} v \Delta v d x=\int_{\Omega} v\left(\mathbf{1}_{\Omega^{+}(q)}-m\right) d x \\
& =\int_{\Omega^{+}(q)} \int_{\Omega^{+}(q)} G(x, y) d x d y \tag{3.9}
\end{align*}
$$

Lemma 3.4. Let $T: \mathbb{I} \rightarrow X_{\delta / 2}$ be a $C^{1}$-map from an open interval $\mathbb{I} \subset \mathbb{R}$ to $X_{\delta / 2}$. Then

$$
\begin{align*}
\frac{d}{d t} E_{\beta}[T(t)] & =\frac{1}{2 \beta}\left\langle M_{\beta}(q), T^{\prime}(t)\right\rangle  \tag{3.10}\\
\frac{d}{d t}|\Gamma(T(t))| & =\frac{1}{2}\left\langle K(T(t)), T^{\prime}(t)\right\rangle \tag{3.11}
\end{align*}
$$

Proof. We write $q=T(t), \zeta=T^{\prime}(t), R=\sqrt{1+T(t)}$, and $\partial R / \partial t=\zeta /(2 R)$. Then

$$
|\Gamma(q)|=\int_{S^{1}} \sqrt{R^{2}+\dot{R}^{2}} d \omega .
$$

Since

$$
\frac{R}{\sqrt{R^{2}+\dot{R}^{2}}}-\frac{d}{d \omega} \frac{\dot{R}}{\sqrt{R^{2}+\dot{R}^{2}}}=R \frac{R^{2}+2 \dot{R}^{2}-R \ddot{R}}{\left[R^{2}+\dot{R}^{2}\right]^{3 / 2}}=R K(q)
$$

we have

$$
\begin{align*}
\frac{d}{d t}|\Gamma(q)| & =\int_{S^{1}} R K(q) \frac{\partial R}{\partial t} d \omega \\
& =\frac{1}{2}\langle K(q), \zeta\rangle \tag{3.12}
\end{align*}
$$

Next let

$$
v(x)=\int_{\Omega^{+}(q)} G(x, y) d y, \quad x \in \Omega
$$

Then from (3.9), we have

$$
\int_{\Omega}|\nabla v|^{2} d x=\int_{S^{1}} \int_{S^{1}} \int_{0}^{R(\varphi)} \int_{0}^{R(\omega)} G(r \omega, s \varphi) r s d r d s d \omega d \varphi
$$

and thus

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}|\nabla v|^{2} d x= & \int_{S^{1}} \int_{S^{1}}\left\{R(\varphi) \frac{\partial R}{\partial t}(\varphi) \int_{0}^{R(\omega)} G(r \omega, \varphi R(\varphi)) r d r\right. \\
& \left.\quad+R(\omega) \frac{\partial R}{\partial t}(\omega) \int_{0}^{R(\varphi)} G(\omega R(\omega), s \varphi) s d s\right\} d \omega d \varphi \\
= & \int_{S^{1}} v(R(\omega) \omega) \zeta d \omega \tag{3.13}
\end{align*}
$$

Here we used the identities $G(x, y)=G(y, x)$ and

$$
\frac{d}{d t} \int_{0}^{a(t)} \int_{0}^{b(t)} f(r, s) d r d s=a^{\prime}(t) \int_{0}^{b(t)} f(r, a(t)) d r+b^{\prime}(t) \int_{0}^{a(t)} f(b(t), s) d s
$$

Hence (3.10) follows from (3.12) and (3.13). $\quad$ )
We apply the following Lemma used in $[1,8,9,10]$.
Lemma 3.5. Let $X, Y$ be Banach spaces, $a>0, B_{a}=B_{a}(z)=\left\{z \in X ;\left\|z-z_{0}\right\| \leq\right.$ $a\}$. Suppose that $F$ is a $C^{1}$-map of $B_{a}$ into $Y$ with $F^{\prime}\left(z_{0}\right)$ invertible and satisfying, for some $0<\vartheta<1$,

$$
\begin{gathered}
\left\|F^{\prime}\left(z_{0}\right)^{-1} F\left(z_{0}\right)\right\| \leq(1-\vartheta) a \\
\left\|F^{\prime}\left(z_{0}\right)^{-1}\right\|\left\|F^{\prime}(z)-F^{\prime}\left(z_{0}\right)\right\| \leq \vartheta \quad \forall z \in B_{a}
\end{gathered}
$$

Then there is a unique solution in $B_{a}$ of $F(z)=0$.
Completion of the proof. Define a map $F_{\beta}(\cdot)=\Pi_{1}^{\perp} M_{\beta}\left(\psi_{\xi}+\cdot\right)$ from $X_{\delta / 4} \cap \Pi_{1}^{\perp} X$ to $\Pi_{1}^{\perp} Y$. Then we can take $a(\beta)>0$ such that $a(\beta)=O(\beta)$ as $\beta \rightarrow 0$ and $\left\|F_{\beta}^{\prime}\left(\psi_{\xi}\right)^{-1} F_{\beta}\left(\psi_{\xi}\right)\right\| \leq \frac{a(\beta)}{2}$. Then we see that for sufficiently small $\beta$,

$$
\left\|F_{\beta}^{\prime}\left(\psi_{\xi}\right)^{-1}\right\|\left\|F_{\beta}^{\prime}\left(\psi_{\xi}+v\right)-F_{\beta}^{\prime}\left(\psi_{\xi}\right)\right\| \leq \frac{1}{2}
$$

for all $v \in X_{a(\beta)} \cap \Pi_{1}^{\perp} X$. Then applying Lemma 3.5, we deduce that there exists a function $q_{\beta, \xi}^{\perp} \in X_{a(\beta)} \cap \Pi_{1}^{\perp} X$ solving

$$
\begin{equation*}
0=F\left(q_{\beta, \xi}^{\perp}\right)=\Pi_{1}^{\perp} M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right) \tag{3.14}
\end{equation*}
$$

Now $\Pi_{0}^{\perp} M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right)=0$ if and only if $\left\langle M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right), \Phi_{i}\right\rangle=0$ for $i=1,2$. It follows from Lemma 3.4 and (3.14) that

$$
\begin{equation*}
\frac{\partial}{\partial \xi_{i}} E_{\beta}\left[\psi_{\xi}+q_{\beta, \xi}^{\perp}\right]=\frac{1}{2 \beta}\left\langle M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right), \Phi_{i}\right\rangle, \quad i=1,2 . \tag{3.15}
\end{equation*}
$$

We have the following.
Lemma 3.6. There hold

$$
\begin{equation*}
E_{\beta}\left[\psi_{\xi}+q_{\beta, \xi}^{\perp}\right]-\frac{2 \pi}{\beta}=\frac{\pi}{16}+\frac{\pi^{2}}{8|\Omega|}+\frac{\pi^{2}}{2} \mathcal{H}(P(\xi))+o(1) \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \xi_{i}} E_{\beta}\left[\psi_{\xi}+q_{\beta, \xi}^{\perp}\right]=\frac{\pi^{2}}{2} \sum_{j=1}^{2} \frac{\partial \mathcal{H}}{\partial x_{j}}(P(\xi)) \frac{\partial P_{j}}{\partial \xi_{i}}(\xi)+o(1), \quad i=1,2 \tag{3.17}
\end{equation*}
$$

as $\beta \rightarrow 0$ uniformly in $\xi \in U_{2}$.

Proof. First we prove (3.16). It follows from (3.12) that

$$
\begin{equation*}
\left|\Gamma\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right)\right|=\left|\Gamma\left(\psi_{\xi}\right)\right|+\frac{1}{2}\left\langle 1, q_{\beta, \xi}^{\perp}\right\rangle+o\left(\left\|q_{\beta, \xi}^{\perp}\right\|_{X}\right)=2 \pi+o(\beta) \tag{3.18}
\end{equation*}
$$

as $\beta \rightarrow 0$. In addition, we see that

$$
\int_{\Omega^{+}\left(\psi_{\xi}+q_{\beta}, \xi\right)} \int_{\Omega^{+}\left(\psi_{\xi}+q_{\beta}, \xi\right)} G(x, y) d x d y=\int_{\Omega^{+}\left(\psi_{\xi}\right)} \int_{\Omega^{+}\left(\psi_{\xi}\right)} G(x, y) d x d y+o(1)
$$

as $\beta \rightarrow 0$. Hence we need prove only

$$
\begin{equation*}
E_{\beta}\left[\psi_{\xi}\right]=\frac{2 \pi}{\beta}+\frac{\pi}{16}+\frac{\pi^{2}}{8|\Omega|}+\frac{\pi^{2}}{2} \mathcal{H}(P(\xi)), \quad \xi \in U_{2} \tag{3.19}
\end{equation*}
$$

By the translation invariance, we have

$$
\int_{\Omega^{+}\left(\psi_{\xi}\right)} \int_{\Omega^{+}\left(\psi_{\xi}\right)} \log |x-y| d x d y=\int_{\Omega^{+}(0)} \int_{\Omega^{+}(0)} \log |x-y| d x d y=-\frac{1}{4} \pi^{2}
$$

Similarly using the translation invariance and the fact that there holds

$$
\int_{\Omega^{+}(0)} x \cdot y d x=0
$$

for any $y \in \mathbb{R}^{2}$, we have

$$
\begin{aligned}
\int_{\Omega^{+}\left(\psi_{\xi}\right)} \int_{\Omega^{+}\left(\psi_{\xi}\right)}|x-y|^{2} d x d y & =\int_{\Omega^{+}(0)} \int_{\Omega^{+}(0)}|x-y|^{2} d x d y \\
& =\int_{\Omega^{+}(0)} \int_{\Omega^{+}(0)}\left(|x|^{2}+|y|^{2}\right) d x d y=\pi^{2}
\end{aligned}
$$

In addition, by the mean value theorem for harmonic functions, we have

$$
\int_{\Omega^{+}\left(\psi_{\xi}\right)} \int_{\Omega^{+}\left(\psi_{\xi}\right)} H(x, y) d x d y=\pi^{2} \mathcal{H}(P(\xi))
$$

Hence (3.19) follows and so does (3.16).
Next we prove (3.17). By Lemma 3.4 and (3.14), we see that

$$
\begin{align*}
\frac{1}{\beta}\left\langle M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right), \Phi_{i}\right\rangle & =\frac{1}{\beta}\left\langle M_{\beta}\left(\psi_{\xi}+q_{\beta, \xi}^{\perp}\right), \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle \\
0) & =\frac{1}{\beta}\left\langle M_{\beta}\left(\psi_{\xi}\right), \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle+\frac{1}{\beta}\left\langle M_{\beta}^{\prime}\left(\psi_{\xi}\right) q_{\beta, \xi}^{\perp}, \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle+o(1) \tag{3.20}
\end{align*}
$$

as $\beta \rightarrow 0$. By Lemma 3.4, we have

$$
\begin{equation*}
\frac{1}{\beta}\left\langle M_{\beta}\left(\psi_{\xi}\right), \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle=2 \frac{\partial}{\partial \xi_{i}} E_{\beta}\left[\psi_{\xi}\right] \tag{3.21}
\end{equation*}
$$

Noting that $K^{\prime}\left(\psi_{\xi}\right) \frac{\partial \psi_{\xi}}{\partial \xi_{i}} \equiv 0$ since $K\left(\psi_{\xi}\right) \equiv 1$, it follows from Lemma 3.2 that

$$
\begin{align*}
\frac{1}{\beta}\left\langle M_{\beta}^{\prime}\left(\psi_{\xi}\right) q_{\beta, \xi}^{\perp}, \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle & =\frac{1}{\beta}\left\langle K^{\prime}\left(\psi_{\xi}\right) q_{\beta, \xi}^{\perp}, \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle+O(\beta) \\
& =\frac{1}{\beta}\left\langle q_{\beta, \xi}^{\perp}, K^{\prime}\left(\psi_{\xi}\right) \frac{\partial \psi_{\xi}}{\partial \xi_{i}}\right\rangle+O(\beta) \\
& =O(\beta) \tag{3.22}
\end{align*}
$$

as $\beta \rightarrow 0$. Thus (3.17) follows from (3.15), (3.19), (3.20), (3.21), and (3.22).

Since

$$
\begin{aligned}
\frac{\partial}{\partial \xi_{k}} \sum_{j=1}^{2} \frac{\partial \mathcal{H}}{\partial x_{j}} & \left.(P(\xi)) \frac{\partial P_{j}}{\partial \xi_{i}}(\xi)\right|_{\xi=0} \\
& =\sum_{j, n=1}^{2} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{n}}(0) \frac{\partial P_{n}}{\partial \xi_{k}}(0) \frac{\partial P_{j}}{\partial \xi_{i}}(0)+\sum_{j=1}^{2} \frac{\partial \mathcal{H}}{\partial x_{j}}(0) \frac{\partial P_{j}}{\partial \xi_{i} \partial \xi_{k}}(0) \\
& =\frac{1}{4 \pi} \frac{\partial^{2} \mathcal{H}}{\partial x_{i} \partial x_{k}}(0)
\end{aligned}
$$

it follows from (3.15) and (3.17) that if $\frac{\partial^{2} \mathcal{H}}{\partial x_{i} \partial x_{k}}(0)$ is nondegenerate, then there exists a $\xi_{\beta} \in U_{2}$ such that $\left\langle M_{\beta}\left(\psi_{\xi_{\beta}}+q \stackrel{\perp}{\beta, \xi_{\beta}}\right), \Phi_{i}\right\rangle=0(i=1,2)$ and $\lim _{\beta \rightarrow 0} \xi_{\beta}=0$. Thus $\psi_{\xi_{\beta}}+q_{\beta, \xi_{\beta}}^{\perp}$ is a solution of $\Pi_{0}^{\perp} M_{\beta}(\cdot)=0$.

If 0 is a strict local minimum point of $\mathcal{H}$, it follows from (3.15) and (3.16) that there exists a $\xi_{\beta} \in U_{2}$ such that $\left\langle M_{\beta}\left(\psi_{\xi_{\beta}}+q_{\beta, \xi_{\beta}}^{\perp}\right), \Phi_{i}\right\rangle=0(i=1,2)$ and $\lim _{\beta \rightarrow 0} \xi_{\beta}=0$. The proof is complete.
4. Linearized nondegeneracy. In this section, we continue to use the notation defined in section 3. Throughout this section, we assume that there exists a compact subset $\mathcal{N} \subset \Omega$ satisfying $\operatorname{dist}(\mathcal{N}, \partial \Omega)>1$. We linearize the equation around $\boldsymbol{P}+$ $\Gamma(q)=\left\{\boldsymbol{P}+\sqrt{1+q(\omega)} \omega ; \omega \in S^{1}\right\}$ for $\boldsymbol{P} \in \mathcal{N}$. Set

$$
M_{\beta}(q ; \boldsymbol{P})(\omega):=K(q)(\omega)+\beta \int_{\boldsymbol{P}_{+} \Omega^{+}(q)} G(\boldsymbol{P}+\sqrt{1+q(\omega)} \omega, y) d y, \quad \omega \in S^{1}
$$

for $q \in X_{\delta / 2}$, where $\boldsymbol{P}+\Omega^{+}(q)$ is the region surrounded by $\boldsymbol{P}+\Gamma(q)$.
Theorem 4.1. Suppose that
(B1) for every small $\beta>0$, there exist $\tilde{q}_{\beta} \in X$ and $\boldsymbol{P} \in \mathcal{N}$ such that

$$
\left(\Pi_{4}-\Pi_{1}\right) M_{\beta}\left(\tilde{q}_{\beta} ; \boldsymbol{P}\right)=0
$$

(B2) $\left\|\tilde{q}_{\beta}\right\|_{X}=O(\beta)$ as $\beta \rightarrow 0$, and
(B3) the Hessian matrix $\left(\frac{\partial^{2} \mathcal{H}}{\partial x_{i} \partial x_{j}}(\boldsymbol{P})\right)_{1 \leq i, j \leq 2}$ of $\mathcal{H}$ is nondegenerate for any $\boldsymbol{P} \in \mathcal{N}$. Then for sufficiently small $\beta, \mathcal{L}=\Pi_{0}^{\perp} M_{\beta}^{\prime}\left(\tilde{q}_{\beta} ; \boldsymbol{P}\right)$ is nondegenerate in the sense that $\mathcal{L} \zeta=0, \int_{S^{1}} \zeta d \omega=0$ implies that $\zeta=0$.

Let $q_{\beta}=\psi_{\xi_{\beta}}+q_{\beta, \xi_{\beta}}^{\perp}$ be a solution obtained in Proposition 3.1. If you define $\tilde{q}_{\beta}$ such as $\Gamma\left(\psi_{\xi_{\beta}}+q_{\beta, \xi_{\beta}}^{\perp}\right)=P\left(\xi_{\beta}\right)+\Gamma\left(\tilde{q}_{\beta}\right)$, then (B1) with $\boldsymbol{P}=P\left(\xi_{\beta}\right)$ and (B2) hold. Thus we have the following.

Corollary 4.1. Suppose (A2). Then the solution obtained in Theorem 1.1 is nondegenerate in the sense of Theorem 4.1.

Proof of Theorem 4.1. For brevity's sake, we write $q=\tilde{q}_{\beta}$. Set

$$
\begin{align*}
B(\zeta, \zeta)= & \int_{S^{1}}\left[-L_{s}(q, \dot{q}, \ddot{q}) \dot{\zeta}^{2}+L_{t}(q, \dot{q}, \ddot{q}) \zeta^{2}\right] d \omega \\
& +\frac{\beta}{2} \int_{S^{1}} \int_{S^{1}} \zeta(\omega) G(\boldsymbol{P}+\sqrt{1+q(\omega)} \omega, \boldsymbol{P}+\sqrt{1+q(\hat{\omega})} \hat{\omega}) \zeta(\hat{\omega}) d \omega d \hat{\omega} \\
& +\frac{\beta}{2} \int_{S^{1}} d \omega \frac{\zeta(\omega)^{2}}{\sqrt{1+q(\omega)}} \int_{\boldsymbol{P}+\Omega^{+}(q)} \omega \cdot \nabla_{x} G(\boldsymbol{P}+\sqrt{1+q(\omega)} \omega, y) d y \tag{4.1}
\end{align*}
$$

for $\zeta \in H^{1}\left(S^{1}\right)$. We regard $\mathcal{L}$ as the operator on $\Pi_{0}^{\perp} H^{2}\left(S^{1}\right)$ satisfying $B(\zeta, \zeta)=$ $\langle\mathcal{L} \zeta, \zeta\rangle$ for all $\zeta \in \Pi_{0}^{\perp} H^{2}\left(S^{1}\right)$.

Lemma 4.1. Suppose (B2). Let $\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots$ be the eigenvalues of $\mathcal{L}: \Pi_{0}^{\perp} H^{2}\left(S^{1}\right) \rightarrow \Pi_{0}^{\perp} L^{2}\left(S^{1}\right)$ and $\zeta_{i} \in \Pi_{0}^{\perp} \bar{H}^{2}\left(S^{1}\right)$ be the normalized eigenfunctions associated with $\lambda_{i}$. Then

$$
\begin{align*}
& \begin{array}{c}
\lambda_{1}=\inf _{\zeta \in \Pi_{0}^{\perp} H^{1}\left(S^{1}\right),\|\zeta\|=1} B(\zeta, \zeta)=B\left(\zeta_{1}, \zeta_{1}\right)=O(\beta), \\
\lambda_{2}=\inf _{\zeta \in \Pi_{0}^{\perp} H^{1}\left(S^{1}\right),\|\zeta\|=1} B(\zeta, \zeta)=B\left(\zeta_{2}, \zeta_{2}\right)=O(\beta),
\end{array} \tag{4.2}
\end{align*}
$$

Proof. The characterization of eigenvalues of $\mathcal{L}$ comes from the min-max principle of eigenvalues:

$$
\begin{equation*}
\lambda_{i}=\inf _{V_{i} \in \mathcal{S}_{i}} \max _{\substack{\zeta \in V_{i} \\\|\zeta\|=1}} B(\zeta, \zeta), \quad i=1,2, \ldots \tag{4.5}
\end{equation*}
$$

where $\mathcal{S}_{i}$ is the set of all $i$-dimensional subspace in $\Pi_{0}^{\perp} H^{1}\left(S^{1}\right)$. We need show only that $\lambda_{i}=\frac{1}{2}\left(\left[\frac{i+1}{2}\right]^{2}-1\right)+O(\beta)$ for $i=1,2, \ldots$, where $\left[\frac{i+1}{2}\right]$ denotes the largest integer which is less than or equal to $\frac{i+1}{2}$.

We see that there exists a constant $C$ such that $B(\zeta, \zeta) \geq\left\langle K^{\prime}(0) \zeta, \zeta\right\rangle-C \beta\|\zeta\|^{2}-$ $C \beta\|\dot{\zeta}\|^{2} \geq \frac{1}{2}\left(\|\dot{\zeta}\|^{2}-\|\zeta\|^{2}\right)-C \beta\|\zeta\|^{2}-C \beta\|\dot{\zeta}\|^{2}$ for all $\zeta \in H^{1}\left(S^{1}\right)$ and all small $\beta$.

For any $V_{i} \in \mathcal{S}_{i}$, let $V_{i+1}=V_{i} \oplus \operatorname{span}\{1\} \in \mathcal{T}_{i+1}$. Note that there holds

$$
\left[\frac{i+1}{2}\right]^{2}=\inf _{W_{i+1} \in \mathcal{T}_{i+1}} \max _{\substack{\zeta \in W_{i+1} \\\|\zeta\|=1}}\|\dot{\zeta}\|^{2},
$$

where $\mathcal{T}_{i+1}$ is the set of all $(i+1)$-dimensional subspace in $H^{1}\left(S^{1}\right)$. It follows that $\max _{\zeta \in V_{i+1}}\|\dot{\zeta}\|^{2} /\|\zeta\|^{2} \geq\left[\frac{i+1}{2}\right]^{2}$. This means that there exists a $\zeta^{*} \in V_{i+1}$ such that $\left\|\dot{\zeta}^{*}\right\|^{2} \geq\left[\frac{i+1}{2}\right]^{2}$ and $\left\|\zeta^{*}\right\|=1$. Setting $\zeta^{*}=\Pi_{0} \zeta^{*}+\zeta^{\perp}$, we have $0<\left\|\zeta^{\perp}\right\| \leq 1$ since $\left\|\dot{\zeta^{\perp}}\right\|^{2}=\left\|\dot{\zeta^{*}}\right\|^{2}$ and $\left\|\zeta^{*}\right\|^{2}=\left(\Pi_{0} \zeta^{*}\right)^{2}+\left\|\zeta^{\perp}\right\|^{2}$. Then $\zeta^{* *}=\frac{\zeta^{\perp}}{\left\|\zeta^{\perp}\right\|}$ satisfies $\zeta^{* *} \in V_{i},\left\|\zeta^{* *}\right\|=1$, and $\left\|\zeta^{* *}\right\|^{2} \geq\left[\frac{i+1}{2}\right]^{2}$. Hence $\max \underset{\substack{\zeta \in V_{i} \\\|\zeta\|=1}}{ } B(\zeta, \zeta) \geq B\left(\zeta^{* *}, \zeta^{* *}\right) \geq$ $\left(\frac{1}{2}-C \beta\right)\left\|\dot{\zeta}^{* *}\right\|^{2}-\left(\frac{1}{2}+C \beta\right)\left\|\zeta^{* *}\right\|^{2} \geq\left(\left[\frac{i+1}{2}\right]^{2}-1\right) / 2-C\left(\left[\frac{i+1}{2}\right]^{2}+1\right) \beta$. Hence we conclude that $\lambda_{i} \geq \frac{1}{2}\left(\left[\frac{i+1}{2}\right]^{2}-1\right)+O(\beta)$.

On the other hand, let $V_{1}=\operatorname{span}\{\cos \theta\}$ and

$$
V_{i}= \begin{cases}\operatorname{span}\{\cos j \theta, \sin j \theta ; j=1, \ldots, n\} & \text { if } i=2 n \\ \operatorname{span}\{\cos j \theta, \sin j \theta, \cos (n+1) \theta ; j=1, \ldots, n\} & \text { if } i=2 n+1\end{cases}
$$

Then we see that $V_{i} \in \mathcal{S}_{i}$ and

$$
\max _{\substack{\zeta \in V_{i} \\\|\zeta\|=1}}\|\dot{\zeta}\|^{2}=\left[\frac{i+1}{2}\right]^{2}
$$

Therefore we have

$$
\begin{aligned}
\lambda_{i} \leq \max _{\substack{\zeta \in V_{i} \\
\|\zeta\|=1}} B(\zeta, \zeta) & \leq \max _{\substack{\zeta V_{i} \\
\|\zeta\|=1}}\left\{\frac{1}{2}\left(\|\dot{\zeta}\|^{2}-\|\zeta\|^{2}\right)+C \beta\|\zeta\|^{2}\right\} \\
& \leq \frac{1}{2}\left(\left[\frac{i+1}{2}\right]^{2}-1\right)+O(\beta)
\end{aligned}
$$

The proof is complete.

## Lemma 4.2 .

1. There hold $L_{t s}(0,0,0)=L_{t t}(0,0,0)=L_{p p}(0,0,0)=\frac{3}{4}$ and $L_{s s}(0,0,0)=$ $L_{p s}(0,0,0)=L_{t p}(0,0,0)=0$ (the definition of $L(t, p, s)$ is (3.2)).
2. There hold

$$
\begin{equation*}
\int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) \omega \cdot \nabla_{x} H(\boldsymbol{P}+\omega, \boldsymbol{P})=\left.\frac{1}{2} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(x, y)\right|_{x=y=\boldsymbol{P}} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{S^{1}} \int_{S^{1}} \Phi_{j}(\omega) H(\boldsymbol{P}+\omega, \boldsymbol{P}+\hat{\omega}) \Phi_{k}(\hat{\omega}) d \omega d \hat{\omega}=\left.\pi \frac{\partial^{2} H}{\partial x_{j} \partial y_{k}}(x, y)\right|_{x=y=\boldsymbol{P}} \tag{4.7}
\end{equation*}
$$

for each $j, k=1,2$.
3. Suppose (B1) and (B2) hold. Then

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left\langle\dot{q} \Phi_{k}, \dot{\Phi}_{j}\right\rangle=-\left.\frac{\pi}{3} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(x, y)\right|_{x=y=\boldsymbol{P}} \tag{4.8}
\end{equation*}
$$

for each $j, k=1,2$.
Proof. Part 1 follows from a simple computation.
By Green's theorem and the mean value theorem for harmonic functions,

$$
\begin{align*}
\int_{S_{r}} d s_{x} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{k} & =r \int_{S_{r}} d s_{x} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) \frac{x_{k}}{r} \\
& =r \int_{B_{r}} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}+x, \boldsymbol{P}) d x \\
& =\pi r^{3} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \tag{4.9}
\end{align*}
$$

and hence

$$
\begin{align*}
\int_{B_{1}} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{k} d x & =\int_{0}^{1} d r \int_{S_{r}} d s_{x} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{k} \\
& =\int_{0}^{1} \pi r^{3} d r \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \\
& =\frac{\pi}{4} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \tag{4.10}
\end{align*}
$$

It then follows from Green's theorem that

$$
\begin{align*}
\pi \int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) \omega & \cdot \nabla_{x} H(\boldsymbol{P}+\omega, \boldsymbol{P}) \\
& =\sum_{i=1}^{2} \int_{S^{1}} \omega_{i} \omega_{j} \omega_{k} \frac{\partial H}{\partial x_{i}}(\boldsymbol{P}+\omega, \boldsymbol{P}) d \omega \\
& =\int_{B_{1}} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{k}+\frac{\partial H}{\partial x_{k}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{j} d x \\
& =\frac{\pi}{2} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \tag{4.11}
\end{align*}
$$

and thus (4.6) follows.

By Green's theorem and the mean value theorem, we have

$$
\begin{aligned}
\pi \int_{S^{1}} \int_{S^{1}} \Phi_{j}(\omega) & H(\boldsymbol{P}+\omega, \boldsymbol{P}+\hat{\omega}) \Phi_{k}(\hat{\omega}) d \omega d \hat{\omega} \\
& =\int_{S^{1}} \int_{S^{1}} H(\boldsymbol{P}+x, \boldsymbol{P}+\hat{x}) x_{j} \hat{x}_{k} d s_{x} d s_{\hat{x}} \\
& =\int_{S^{1}} \int_{B_{1}} \frac{\partial H(\boldsymbol{P}+x, \boldsymbol{P}+\hat{x})}{\partial \hat{x}_{k}} x_{j} d s_{x} d \hat{x} \\
& =\pi \int_{S^{1}} x_{j} \frac{\partial H}{\partial \hat{x}_{k}}(\boldsymbol{P}+x, \boldsymbol{P}) d s_{x} \\
& =\pi \int_{B_{1}} \frac{\partial^{2} H}{\partial x_{j} \partial \hat{x}_{k}}(\boldsymbol{P}+x, \boldsymbol{P}) d x \\
& =\pi^{2} \frac{\partial^{2} H}{\partial x_{j} \partial \hat{x}_{k}}(\boldsymbol{P}, \boldsymbol{P}) .
\end{aligned}
$$

Thus (4.7) follows.
On the other hand,

$$
\begin{align*}
\left\langle\dot{q} \Phi_{k}, \dot{\Phi}_{j}\right\rangle & =-\left\langle q, \dot{\Phi}_{k} \dot{\Phi}_{j}\right\rangle-\left\langle q, \Phi_{k} \ddot{\Phi}_{j}\right\rangle \\
& =-\left\langle q, \dot{\Phi}_{j} \dot{\Phi}_{k}\right\rangle+\left\langle q, \Phi_{j} \Phi_{k}\right\rangle \\
& =\left\langle q, 2 \Phi_{j} \Phi_{k}-\frac{\delta_{j k}}{\pi}\right\rangle \tag{4.13}
\end{align*}
$$

Set $\Phi_{j k}=2 \Phi_{j} \Phi_{k}-\frac{\delta_{j k}}{\pi}$. From Lemmas 3.3 and 3.2 we have

$$
\begin{equation*}
\left\langle q, \Phi_{j k}\right\rangle=\frac{2}{3}\left\langle q, K^{\prime}(0) \Phi_{j k}\right\rangle=\frac{2}{3}\left\langle K^{\prime}(0) q, \Phi_{j k}\right\rangle \tag{4.14}
\end{equation*}
$$

Since $\left\langle M_{\beta}(q ; \boldsymbol{P}), \Phi_{j k}\right\rangle=0$ by $(\mathrm{B} 1)$, we have $\left\langle M_{\beta}(0 ; \boldsymbol{P}), \Phi_{j k}\right\rangle+\left\langle M_{\beta}^{\prime}(0 ; \boldsymbol{P}) q, \Phi_{j k}\right\rangle=$ $o(\beta)$. Noting (B2), we see that

$$
\begin{align*}
\lim _{\beta \rightarrow 0}\left\langle\frac{K^{\prime}(0) q}{\beta}, \Phi_{j k}\right\rangle & =-\int_{S^{1}} \int_{B_{1}} G(\boldsymbol{P}+\omega, \boldsymbol{P}+y) d y \Phi_{j k}(\omega) d \omega \\
& =-\pi \int_{S^{1}} G(\boldsymbol{P}+\omega, \boldsymbol{P}) \Phi_{j k}(\omega) d \omega \\
& =-\pi \int_{S^{1}} H(\boldsymbol{P}+\omega, \boldsymbol{P}) \Phi_{j k}(\omega) d \omega \tag{4.15}
\end{align*}
$$

On the other hand, it follows from (4.10) and Green's theorem that

$$
\begin{aligned}
\pi \int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) H(\boldsymbol{P}+\omega, \boldsymbol{P}) & =\int_{S^{1}} d \omega \omega_{j} \omega_{k} H(\boldsymbol{P}+\omega, \boldsymbol{P}) \\
& =\int_{B_{1}} \frac{\partial H}{\partial x_{j}}(\boldsymbol{P}+x, \boldsymbol{P}) x_{k}+\delta_{j k} H(\boldsymbol{P}+x, \boldsymbol{P}) d x \\
& =\frac{\pi}{4} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P})+\delta_{j k} \pi H(\boldsymbol{P}, \boldsymbol{P}) .
\end{aligned}
$$

Thus by (4.13), (4.15), (4.14), and (4.16), we conclude that

$$
\begin{align*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left\langle\dot{q} \Phi_{j}, \dot{\Phi}_{k}\right\rangle & =-\frac{2}{3} \pi \int_{S^{1}} H(\boldsymbol{P}+\omega, \boldsymbol{P})\left(2 \Phi_{j} \Phi_{k}-\frac{\delta_{j k}}{\pi}\right) d \omega \\
& =-\frac{\pi}{3} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \tag{4.17}
\end{align*}
$$

The proof of (4.8) is complete.
Lemma 4.3. Suppose (B1) and (B2) hold. Then there exists an orthogonal matrix $\left(c_{i j}\right)_{1 \leq i, j \leq 2}$ such that for $i=1,2, \zeta_{i}^{R}=\zeta_{i}-\left(c_{1 i} \Phi_{1}+c_{2 i} \Phi_{2}\right)$ satisfies $\left\|\zeta_{i}^{R}\right\|^{2}=O(\beta)$ as $\beta \rightarrow 0$. In addition, there holds

$$
\begin{equation*}
\sum_{k=1}^{2} \frac{\pi}{4} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}) c_{k i}=o(1)+\frac{\lambda_{i}}{\beta} c_{j i} \tag{4.18}
\end{equation*}
$$

for each $i, j=1,2$.
Proof. Set

$$
\begin{align*}
& \Phi_{1}=d_{11} \zeta_{1}+d_{12} \zeta_{2}+\zeta_{1}^{\perp}  \tag{4.19}\\
& \Phi_{2}=d_{21} \zeta_{1}+d_{22} \zeta_{2}+\zeta_{2}^{\perp} \tag{4.20}
\end{align*}
$$

where $\zeta_{i}^{\perp} \in \Pi_{0}^{\perp} H^{2}\left(S^{1}\right)$ and $\zeta_{i}^{\perp} \perp \operatorname{span}\left\{\zeta_{1}, \zeta_{2}\right\}$ for $i=1,2$. Then we have, for $i=1,2$,

$$
\begin{align*}
O(\beta) & =B\left(\Phi_{i}, \Phi_{i}\right) \\
& =\left\langle\mathcal{L} \Phi_{i}, \Phi_{i}\right\rangle \\
& =d_{i 1}^{2} \lambda_{1}+d_{i 2}^{2} \lambda_{2}+\left\langle\mathcal{L} \zeta_{i}^{\perp}, \zeta_{i}^{\perp}\right\rangle \\
& \geq O(\beta)+\left\|\zeta_{i}^{\perp}\right\|^{2} \tag{4.21}
\end{align*}
$$

and thus $\left\|\zeta_{i}^{\perp}\right\|^{2}=O(\beta)$. On the other hand, we have $1=d_{i 1}^{2}+d_{i 2}^{2}+\left\|\zeta_{i}^{\perp}\right\|^{2}$ and $0=d_{11} d_{21}+d_{12} d_{22}+\left\langle\zeta_{1}^{\perp}, \zeta_{2}^{\perp}\right\rangle$. Hence we see that there exists an orthogonal matrix $\left(c_{i j}\right)$ such that $d_{i j}=c_{i j}+O(\sqrt{\beta})$. Then since

$$
\begin{align*}
\binom{\zeta_{1}}{\zeta_{2}}-\left(\begin{array}{ll}
c_{11} & c_{21} \\
c_{12} & c_{22}
\end{array}\right)\binom{\Phi_{1}}{\Phi_{2}}=\left(\begin{array}{ll}
c_{11} & c_{21} \\
c_{12} & c_{22}
\end{array}\right) & \left(\begin{array}{ll}
c_{11}-d_{11} & c_{12}-d_{12} \\
c_{21}-d_{21} & c_{22}-d_{22}
\end{array}\right)\binom{\zeta_{1}}{\zeta_{2}} \\
& -\left(\begin{array}{ll}
c_{11} & c_{21} \\
c_{12} & c_{22}
\end{array}\right)\binom{d_{10} \zeta_{0}+\zeta_{1}^{\perp}}{d_{20} \zeta_{0}+\zeta_{2}^{\perp}} \tag{4.22}
\end{align*}
$$

$\zeta_{i}^{R}=\zeta_{i}-\sum_{k=1}^{2} c_{k i} \Phi_{k}$ satisfies the desired estimate. This completes the proof of the first part of Lemma 4.3.

Multiplying $\Phi_{j}$ to $\lambda_{i} \zeta_{i}=\mathcal{L} \zeta_{i}$ and integrating over $S^{1}$, we have $\lambda_{i}\left\langle\zeta_{i}, \Phi_{j}\right\rangle=$ $\left\langle\mathcal{L} \zeta_{i}, \Phi_{j}\right\rangle$. Substituting $\zeta_{i}=\sum_{k=1}^{2} c_{k i} \Phi_{k}+\zeta_{i}^{R}$, we then have

$$
\begin{align*}
\lambda_{i} c_{j i}+\lambda_{i}\left\langle\zeta_{i}^{R}, \Phi_{j}\right\rangle & =\sum_{k=1}^{2} c_{k i}\left\langle\mathcal{L} \Phi_{k}, \Phi_{j}\right\rangle+\left\langle\mathcal{L} \zeta_{i}^{R}, \Phi_{j}\right\rangle \\
& =\sum_{k=1}^{2} c_{k i}\left\langle\mathcal{L} \Phi_{k}, \Phi_{j}\right\rangle+\left\langle\zeta_{i}^{R}, \mathcal{L} \Phi_{j}\right\rangle \tag{4.23}
\end{align*}
$$

and hence $\sum_{k=1}^{2} c_{k i}\left\langle\mathcal{L} \Phi_{k}, \Phi_{j}\right\rangle=\lambda_{i} c_{j i}+o(\beta)$ by $\lambda_{i}=O(\beta), \mathcal{L} \Phi_{j}=K^{\prime}(0) \Phi_{j}+O(\beta)=$ $O(\beta)$, and $\zeta_{i}^{R}=O(\sqrt{\beta})$. We need prove only that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left\langle\mathcal{L} \Phi_{k}, \Phi_{j}\right\rangle=\frac{\pi}{4} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}) \tag{4.24}
\end{equation*}
$$

Since $K^{\prime \prime}(0)\left(q_{1}, q_{2}\right)=\frac{3}{4}\left(\ddot{q}_{1} q_{2}+\dot{q}_{1} \dot{q}_{2}+q_{1} q_{2}+q_{1} \ddot{q}_{2}\right)$ by Lemma 4.2 part 1 and $K^{\prime}(0) \Phi_{k}=-\frac{1}{2}\left\{\ddot{\Phi}_{k}+\Phi_{k}\right\}=0$, integrating by parts yields

$$
\begin{align*}
\left\langle K^{\prime}(q) \Phi_{k}, \Phi_{j}\right\rangle & =\left\langle K^{\prime}(0) \Phi_{k}, \Phi_{j}\right\rangle+\left\langle K^{\prime \prime}(0)\left(q, \Phi_{k}\right), \Phi_{j}\right\rangle+o(\beta) \\
& =\frac{3}{4}\left\langle\ddot{q} \Phi_{k}+\dot{q} \dot{\Phi}_{k}+q \Phi_{k}+q \ddot{\Phi}_{k}, \Phi_{j}\right\rangle+o(\beta) \\
& =-\frac{3}{4}\left\langle\dot{q} \Phi_{k}, \dot{\Phi}_{j}\right\rangle+o(\beta) \tag{4.25}
\end{align*}
$$

Hence by (4.8), we have

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left\langle K^{\prime}(q) \Phi_{k}, \Phi_{j}\right\rangle=\frac{\pi}{4} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) . \tag{4.26}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\lim _{\beta \rightarrow 0} \int_{S^{1}} \int_{S^{1}} \Phi_{j}(\omega) & G(\boldsymbol{P}+\sqrt{1+q(\omega)} \omega, \boldsymbol{P}+\sqrt{1+q(\hat{\omega})} \hat{\omega}) \Phi_{k}(\hat{\omega}) d \omega d \hat{\omega} \\
& =\int_{S^{1}} \int_{S^{1}} \Phi_{j}(\omega) G(\boldsymbol{P}+\omega, \boldsymbol{P}+\hat{\omega}) \Phi_{k}(\hat{\omega}) d \omega d \hat{\omega} \\
& =\frac{1}{2} \delta_{j k}-\frac{\pi}{2|\Omega|} \delta_{j k}+\pi \frac{\partial^{2} H}{\partial x_{j} \partial y_{k}}(\boldsymbol{P}, \boldsymbol{P}) . \tag{4.27}
\end{align*}
$$

Here we used (4.7),

$$
\begin{equation*}
-\frac{1}{2 \pi} \int_{S^{1}} \log |\omega-\hat{\omega}| \Phi_{j}(\hat{\omega}) d \hat{\omega}=\frac{1}{2} \Phi_{j}(\omega), \tag{4.28}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{S^{1}} \frac{|\omega-\hat{\omega}|^{2}}{4} \Phi_{j}(\hat{\omega}) d \hat{\omega} & =\int_{B_{1}} \frac{y_{j}-\omega_{j}}{2 \sqrt{\pi}} d y \\
& =-\frac{\pi}{2} \Phi_{j}(\omega) \tag{4.29}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\lim _{\beta \rightarrow 0} \int_{S^{1}} \Phi_{j}(\omega) & \frac{\Phi_{k}(\omega)}{\sqrt{1+q(\omega)}} \int_{\Omega^{+}(q)} \omega \cdot \nabla_{x} G(\boldsymbol{P}+\sqrt{1+q(\omega)} \omega, \boldsymbol{P}+y) d y \\
& =\int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) \int_{B_{1}} \omega \cdot \nabla_{x} G(\boldsymbol{P}+\omega, \boldsymbol{P}+y) d y \\
& =-\frac{1}{2} \delta_{j k}+\frac{\pi}{2|\Omega|} \delta_{j k}+\frac{\pi}{2} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) . \tag{4.30}
\end{align*}
$$

Here we used

$$
\begin{aligned}
\int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) & \int_{B_{1}} \omega \cdot \nabla_{x} H(\boldsymbol{P}+\omega, \boldsymbol{P}+y) d y \\
& =\pi \int_{S^{1}} d \omega \Phi_{j}(\omega) \Phi_{k}(\omega) \omega \cdot \nabla_{x} H(\boldsymbol{P}+\omega, \boldsymbol{P}) \\
& =\frac{\pi}{2} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P}) \quad \text { by }(4.6) \\
-\frac{1}{2 \pi} & \nabla_{x} \int_{B_{1}} \log |x-y| d y=-\frac{x}{2}
\end{aligned}
$$

and

$$
\nabla_{x} \int_{B_{1}} \frac{|x-y|^{2}}{4} d y=\frac{\pi}{2} x
$$

Consequently by (4.26), (4.27), and (4.30), we have

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left\langle\mathcal{L} \Phi_{k}, \Phi_{j}\right\rangle=\frac{\pi}{2} \frac{\partial^{2} H}{\partial x_{j} \partial y_{k}}(\boldsymbol{P}, \boldsymbol{P})+\frac{\pi}{2} \frac{\partial^{2} H}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}, \boldsymbol{P})=\frac{\pi}{4} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}) \tag{4.31}
\end{equation*}
$$

and the proof is complete.
Completion of the proof of Theorem 4.1. Assume by contrary that there exists a sequence $\zeta_{\beta}$ such that $\mathcal{L} \zeta_{\beta}=0,\left\|\zeta_{\beta}\right\|=1$, and $\int_{S^{1}} \zeta_{\beta} d \omega=0$. This means that $\zeta_{\beta}$ is an eigenfunction of $\mathcal{L}$ associated with the eigenvalue 0 . We see that for sufficiently small $\beta$, either $\lambda_{1}$ or $\lambda_{2}$ is equal to 0 . Then by Lemma 4.3, we have $\zeta_{\beta}=c_{1} \Phi_{1}+c_{2} \Phi_{2}+\zeta^{R}$ such that $\left(c_{1}, c_{2}\right) \in S^{1}$ and $\left\|\zeta^{R}\right\|^{2}=O(\beta)$, and

$$
\sum_{k=1}^{2} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}) c_{k}=o(1) \quad \text { for } j=1,2
$$

as $\beta \rightarrow 0$. Taking a subsequence if necessary, we may assume that $\left(c_{1}, c_{2}\right) \rightarrow\left(\hat{c}_{1}, \hat{c}_{2}\right) \in$ $S^{1}$ and

$$
\sum_{k=1}^{2} \frac{\partial^{2} \mathcal{H}}{\partial x_{j} \partial x_{k}}(\boldsymbol{P}) \hat{c}_{k}=0 \quad \text { for } j=1,2
$$

It follows from (B3) that $\hat{c}_{1}=\hat{c}_{2}=0$. This is a contradiction and completes the proof.

Appendix A. Formal derivation of reduced problem. We shall formally deduce the reduced problem. If we assume $u \rightarrow u_{0}$ and $v \rightarrow v_{0}$ in the limit $\varepsilon \rightarrow 0$, we have

$$
\begin{gathered}
f\left(u_{0}\right)=\mu v_{0}, \quad \Delta v_{0}=0 \quad \text { in } \Omega \\
\frac{\partial v_{0}}{\partial n}=0 \quad \text { on } \partial \Omega
\end{gathered}
$$

Hence $v_{0}$ is a constant. Now assume that $v_{0}$ is close to 0 and

$$
u_{0}=f_{1}^{-1}\left(\mu v_{0}\right) \mathbf{1}_{\Omega^{+}}+f_{0}^{-1}\left(\mu v_{0}\right) \mathbf{1}_{\Omega^{-}}
$$



FIG. 1. Sharp interface $\Gamma$ and the domain $\Omega$.
where $\Omega^{+}, \Omega^{-}$are mutually disjoint open sets in $\Omega$ such that $\Gamma=\Omega \backslash\left(\Omega^{+} \cup \Omega^{-}\right)$is a curve embedded in $\Omega, \mathbf{1}_{\Omega^{ \pm}}$denote the characteristic functions of $\Omega^{ \pm}$, and $u=f_{i}^{-1}(v)$ are the inverse functions of $v=f(u)$ near $u=i(i=0,1)$, respectively. We call $\Gamma$ the sharp interface (see Figure 1). We shall identify the profile of $u$ near $\Gamma$.

It is known that there exists a constant $\tau>0$, depending on $f$, such that for any $v \in(-\tau, \tau)$, the equation for $u, u_{t}=u_{x x}+f(u)-v$, has a traveling wave solution $u(x, t)=Q(x-c t ; v)$ with the speed $c=c(v)$ and the profile $Q=Q(\xi ; v)$. More precisely, $c(v)$ and $Q(\xi ; v)$ for $v \in(-\tau, \tau), \xi \in \mathbb{R}$ satisfy

$$
\left\{\begin{array}{l}
\ddot{Q}+c(v) \dot{Q}+f(Q)-v=0 \quad \text { in } \mathbb{R} \\
\lim _{\xi \rightarrow-\infty} Q(\xi ; v)=f_{1}^{-1}(v) \\
\lim _{\xi \rightarrow+\infty} Q(\xi ; v)=f_{0}^{-1}(v) \\
c(0)=0
\end{array}\right.
$$

Here 'means $d / d \xi$. See, for example, [3]. Near the sharp interface $\Gamma$, consider the function

$$
u(x)=Q\left(\frac{d(x)}{\varepsilon} ; v\right)
$$

where $d=d(x)$ is the signed distance function from $\Gamma$ such that $d(x)>0$ if $x \in \Omega^{-}$ and $d(x)<0$ if $x \in \Omega^{+}$. If the above function satisfies the first equation of (1.4) for each prescribed $v$, noting that $|\nabla d|=1$, there holds

$$
\ddot{Q}+\varepsilon(\Delta d) \dot{Q}+f(Q)-\mu v=0
$$

Since $\Delta d$ is equal to the curvature $\kappa$ of $\Gamma$ on the interface $\Gamma$ (here we choose the sign such that $\kappa>0$ when $\Omega^{+}$is a disk), it follows that

$$
c(\mu v)=\varepsilon \kappa \quad \text { on } \Gamma
$$

Since $c(0)=0$ by the assumption, we may assume that $v_{0}=0$ and $u_{0}=\mathbf{1}_{\Omega^{+}}$.
Next we consider the higher order term. Assume

$$
v=\varepsilon v_{1}+O\left(\varepsilon^{2}\right)
$$

Then we obtain the reduced problem

$$
\begin{cases}-\Delta v_{1}=g\left(u_{0}, 0\right)=\mathbf{1}_{\Omega^{+}}-m & \text { in } \Omega  \tag{A.1}\\ \frac{\partial v_{1}}{\partial n}=0 & \text { on } \partial \Omega \\ \mu c^{\prime}(0) v_{1}=\kappa & \text { on } \Gamma\end{cases}
$$

Since it is easily seen that $c^{\prime}(0)=-\frac{1}{\sigma}<0$ with

$$
\sigma=\int_{0}^{1} \sqrt{2 W(s)} d s=\int_{-\infty}^{\infty}[\dot{Q}(\xi ; 0)]^{2} d \xi
$$

(A.1) becomes (RP) with $\beta=\mu / \sigma$.

Appendix B. Layered solutions for elliptic systems. In this section, we will show that (1.4) with $g(u, v)=u-m, \mu=1$ has a layered solution from Theorem 1.2 of [12].

The equation $v=f(u)$ has three solutions $f_{0}^{-1}(v)<f_{a}^{-1}(v)<f_{1}^{-1}(v)$ for small $|v|$, where $u=f_{i}^{-1}(v)$ is the inverse function of $v=f(u)$ near $u=i(i=0, a, 1)$. We then have $f_{u}\left(f_{i}^{-1}(v)\right)<0(i=0,1)$, and $J(0)=0, J^{\prime}(0)=-1$, where $J(v):=$ $\int_{f_{0}^{-1}(v)}^{f_{1}^{-1}(v)}[f(s)-v] d s$. Thus the assumptions (A1)-(A3) of [12] are satisfied.

We use the notation in sections 2 and 3 . Under the assumption (A2), we consider the solution $q \in X_{\delta / 2}$ of $\Pi_{0}^{\perp} M_{\beta}(q)=0$ obtained in Proposition 3.1. For brevity's sake, we assume that (B1) holds with $\boldsymbol{P}=0$. Then, $\Pi_{0}^{\perp} M_{\beta}^{\prime}(q) \zeta=0$ and $\zeta \in \Pi_{0}^{\perp} X$ implies that $\zeta=0$.

Let $\left(\Gamma(q), v, \Omega^{+}(q)\right)$ be a corresponding solution of (1.1). We write $\Gamma^{*}=\Gamma(q)$, $\Omega^{+}=\Omega^{+}(q)$, and $\Omega^{-}=\Omega \backslash\left(\Omega^{+} \cup \Gamma^{*}\right)$.

Set $r=r(\theta)=\sqrt{1+q(\theta)}$. Let

$$
\mathbf{e}_{1}=\left(\frac{\dot{r} \cos \theta-r \sin \theta}{\sqrt{r^{2}+\dot{r}^{2}}}, \frac{\dot{r} \sin \theta+r \cos \theta}{\sqrt{r^{2}+\dot{r}^{2}}}\right)
$$

be a unit tangent vector on $\Gamma^{*}$ and

$$
\mathbf{e}_{2}=\left(-\frac{\dot{r} \sin \theta+r \cos \theta}{\sqrt{r^{2}+\dot{r}^{2}}}, \frac{\dot{r} \cos \theta-r \sin \theta}{\sqrt{r^{2}+\dot{r}^{2}}}\right)
$$

be the unit normal vector on $\Gamma^{*}$ which points the interior of $\Omega^{+}$.
Set $V^{+}=\left.v\right|_{\Omega^{+}}$and $V^{-}=\left.v\right|_{\Omega^{-}}$. Then $-\Delta V^{+}=1-m$ in $\Omega^{+}, \beta V^{+}+\kappa=0$ on $\Gamma^{*},-\Delta V^{-}=-m$ in $\Omega^{-}, \beta V^{-}+\kappa=0$ on $\Gamma^{*}$, and $\partial V^{-} / \partial n=0$ on $\partial \Omega$. Moreover $\partial V^{+} / \partial \mathbf{e}_{2}=\partial V^{-} / \partial \mathbf{e}_{2}$ on $\Gamma^{*}$ since $v \in W^{2, \infty}(\Omega) \subset C^{1}(\Omega)$. Thus (A4) of [12] is satisfied.

By a bootstrap argument, $q$ is smooth and so is $\Gamma^{*}$. Fix $\alpha \in(0,1)$. For any $I \in C^{2, \alpha}\left(\Gamma^{*}\right)$, let $w^{ \pm}$be the unique solution to

$$
\begin{cases}\Delta w^{+}=0 & \text { in } \Omega^{+} \\ w^{+}=I & \text { on } \Gamma^{*}\end{cases}
$$

and

$$
\begin{cases}\Delta w^{-}=0 & \text { in } \Omega^{-}, \\ \frac{\partial w^{-}}{\partial n}=0 & \text { on } \partial \Omega, \\ w^{-}=I & \text { on } \Gamma^{*},\end{cases}
$$

respectively.

Let $Z(x)=\frac{\partial w^{-}}{\partial \mathbf{e}_{2}}(x)-\frac{\partial w^{+}}{\partial \mathbf{e}_{2}}(x)$ for $x \in \Gamma^{*}$. Then it follows from Green's theorem that $w^{+}(x)=\int_{\Gamma^{*}} G(x, y) Z(y) d s_{y}+\frac{1}{|\Omega|}\left(\int_{\Omega^{+}} w^{+} d x+\int_{\Omega^{-}} w^{-} d x\right)$ for $x \in \Omega^{+}$, $w^{-}(x)=\int_{\Gamma^{*}} G(x, y) Z(y) d s_{y}+\frac{1}{|\Omega|}\left(\int_{\Omega^{+}} w^{+} d x+\int_{\Omega^{-}} w^{-} d x\right)$ for $x \in \Omega^{-}$, and $I(x)=$ $\int_{\Gamma^{*}} G(x, y) Z(y) d s_{y}+\frac{1}{|\Omega|}\left(\int_{\Omega^{+}} w^{+} d x+\int_{\Omega^{-}} w^{-} d x\right)$ for $x \in \Gamma^{*}$. Moreover we see that $\int_{\Omega^{+}} \nabla w^{+} \cdot \nabla \varphi d x+\int_{\Omega^{-}} \nabla w^{-} \cdot \nabla \varphi d x=\int_{\Gamma^{*}} Z \varphi d s$ for all $\varphi \in C^{\infty}(\bar{\Omega})$. Let $\mathcal{S}:$ $C^{2, \alpha}\left(\Gamma^{*}\right) \rightarrow C^{1, \alpha}\left(\Gamma^{*}\right)$ be the linear map defined by $\mathcal{S}(I)=Z$. Then $\mathcal{S}$ has one dimensional kernel which is spanned by $I \equiv$ const, and $\operatorname{Im}(\mathcal{S})=\left\{Z \in C^{1, \alpha}\left(\Gamma^{*}\right) ; P(Z)=0\right\}$, where $P$ is a projection defined by $P(Z)=\frac{1}{\left|\Gamma^{*}\right|} \int_{\Gamma^{*}} Z d s$ for $Z \in C^{\alpha}\left(\Gamma^{*}\right)$.

On the other hand, for $Z \in C^{1, \alpha}\left(\Gamma^{*}\right)$, define $w(x)=\int_{\Gamma^{*}} G(x, y) Z(y) d s_{y}$ for $x \in \Omega$. Then we see that $\Delta w(x)=\frac{1}{|\Omega|} \int_{\Gamma^{*}} Z d s$ for $x \in \Omega^{ \pm}$. Moreover there holds $\int_{\Omega} \nabla w$. $\nabla \varphi d x=\int_{\Gamma^{*}} Z \varphi d s-\frac{1}{|\Omega|} \int_{\Gamma^{*}} Z d s \int_{\Omega} \varphi d x$ for all $\varphi \in C^{\infty}(\bar{\Omega})$. Let $\mathcal{T}: C^{1, \alpha}\left(\Gamma^{*}\right) \rightarrow$ $C^{2, \alpha}\left(\Gamma^{*}\right)$ be the linear operator defined by $\mathcal{T}(Z)=\left.w\right|_{\Gamma^{*}}$. Then $\mathcal{S}(\mathbf{I d}-P) \mathcal{T}=\mathbf{I d}$ on $\left\{Z \in C^{1, \alpha}\left(\Gamma^{*}\right) ; P(Z)=0\right\}$, and $(\mathbf{I d}-P) \mathcal{T} \mathcal{S}=\mathbf{I d}$ on $\left\{I \in C^{2, \alpha}\left(\Gamma^{*}\right) ; P(I)=0\right\}$.

Let

$$
\ell=\int_{0}^{\theta} \sqrt{r^{2}+\dot{r}^{2}} d \theta
$$

be the arc-length parameter of $\Gamma^{*}$. We change the variable $\theta$ into $\ell$ and regard functions of $\ell$ as functions on $\Gamma^{*}$.

Proposition B.1. For any $\zeta \in \Pi_{0}^{\perp} X$,

$$
M_{\beta}^{\prime}(q) \zeta=\tilde{\mathcal{L}} Z:=\frac{d^{2} Z}{d \ell^{2}}+\kappa^{2} Z+\beta\left(\nabla v \cdot \mathbf{e}_{2}\right) Z-\beta \mathcal{T}(Z)
$$

where

$$
Z(\ell)=-\frac{\zeta(\theta)}{2 \sqrt{r^{2}+\dot{r}^{2}}}
$$

Proof. For small $|\tau|$, set

$$
Q(\theta, \tau)=q(\theta)+\tau \zeta(\theta), \quad R(\theta, \tau)=\sqrt{1+q(\theta)+\tau \zeta(\theta)}
$$

Let $\Theta(\tau)$ be the continuous function satisfying that $R(\Theta(\tau), \tau)(\cos \Theta(\tau), \sin \Theta(\tau))$ is on the normal line of $\Gamma(q)$ at $r(\theta)(\cos \theta, \sin \theta)$, and that $\Theta(0)=\theta$. Then we have

$$
\left.\frac{d}{d \tau}\right|_{\tau=0} R(\Theta(\tau), \tau)(\cos \Theta(\tau), \sin \Theta(\tau)) \cdot \mathbf{e}_{1}=0
$$

which implies that

$$
\frac{d \Theta}{d \tau}(0)=\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} Z(\ell)
$$

and

$$
\left.\frac{d}{d \tau}\right|_{\tau=0} R(\Theta(\tau), \tau)(\cos \Theta(\tau), \sin \Theta(\tau))=Z \mathbf{e}_{2}
$$

Hence $Z$ is the normal velocity of the evolution of curves $\tau \mapsto \Gamma(Q(\cdot, \tau))$.

We see that

$$
\begin{aligned}
& M_{\beta}^{\prime}(q) \zeta=L_{s}(q, \dot{q}, \ddot{q}) \ddot{\zeta}+L_{p}(q, \dot{q}, \ddot{q}) \dot{\zeta} \\
&+L_{t}(q, \dot{q}, \ddot{q}) \zeta+\frac{\beta}{2} \frac{\nabla v \cdot \omega}{r} \zeta \\
&+\left.\frac{\beta}{2} \int_{S^{1}} G(x, r(\hat{\omega}) \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega}\right|_{x=r(\cos \theta, \sin \theta)}
\end{aligned}
$$

First we have

$$
\begin{aligned}
& \nabla v \cdot \omega=\left(\omega \cdot \mathbf{e}_{1}\right)\left(\nabla v \cdot \mathbf{e}_{1}\right)+\left(\omega \cdot \mathbf{e}_{2}\right)\left(\nabla v \cdot \mathbf{e}_{2}\right) \\
&=\frac{\dot{r}}{\sqrt{r^{2}+\dot{r}^{2}}}\left(\nabla v \cdot \mathbf{e}_{1}\right)-\frac{r}{\sqrt{r^{2}+\dot{r}^{2}}}\left(\nabla v \cdot \mathbf{e}_{2}\right), \\
& \nabla v \cdot \mathbf{e}_{1}=\frac{\partial v}{\partial \ell}=-\frac{1}{\beta} \frac{d \kappa}{d \ell}=-\frac{1}{\beta} \frac{d \kappa}{d \theta} \frac{1}{\sqrt{r^{2}+\dot{r}^{2}}}
\end{aligned}
$$

and thus

$$
\begin{aligned}
\frac{\beta}{2} \frac{\nabla v \cdot \omega}{r} \zeta & =\frac{\beta}{2} \frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}}\left(\nabla v \cdot \mathbf{e}_{1}\right) \zeta-\frac{\beta}{2} \frac{\nabla v \cdot \mathbf{e}_{2}}{\sqrt{r^{2}+\dot{r}^{2}}} \zeta \\
& =\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} \frac{d \kappa}{d \theta} Z-\frac{\beta}{2} \frac{\nabla v \cdot \mathbf{e}_{2}}{\sqrt{r^{2}+\dot{r}^{2}}} \zeta \\
& =\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} \frac{d \kappa}{d \theta} Z+\beta\left(\nabla v \cdot \mathbf{e}_{2}\right) Z
\end{aligned}
$$

Hence

$$
M_{\beta}^{\prime}(q) \zeta=I_{1}+I_{2}+I_{3}
$$

where

$$
\begin{aligned}
& I_{1}:=L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta+\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} \frac{d \kappa}{d \theta} Z \\
& I_{2}:=\beta\left(\nabla v \cdot \mathbf{e}_{2}\right) Z \\
& I_{3}:=\left.\frac{\beta}{2} \int_{S^{1}} G(x, r(\hat{\omega}) \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega}\right|_{x=r(\cos \theta, \sin \theta)} .
\end{aligned}
$$

Then by change of variable, we have

$$
\frac{\beta}{2} \int_{S^{1}} G(x, r(\hat{\omega}) \hat{\omega}) \zeta(\hat{\omega}) d \hat{\omega}=-\beta \int_{\Gamma^{*}} G(x, y) Z(y) d s_{y}
$$

for $x \in \Gamma^{*}$, and thus $I_{3}=-\beta \mathcal{T}(Z)$.
Next using

$$
\begin{aligned}
L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta & =\left.\frac{\partial}{\partial \tau}\right|_{\tau=0} L(q+\tau \zeta, \dot{q}+\tau \dot{\zeta}, \ddot{q}+\tau \ddot{\zeta}) \\
& =\left.\frac{\partial}{\partial \tau}\right|_{\tau=0} \frac{R^{2}+2 \dot{R}^{2}-R \ddot{R}}{\left(R^{2}+\dot{R}^{2}\right)^{3 / 2}}
\end{aligned}
$$

and

$$
\left.\frac{\partial R}{\partial \tau}\right|_{\tau=0}=-\frac{\sqrt{r^{2}+\dot{r}^{2}}}{r} Z
$$

we obtain

$$
\begin{equation*}
I_{1}=L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta+\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} \frac{d \kappa}{d \theta} Z=\frac{d^{2} Z}{d \ell^{2}}+\kappa^{2} Z \tag{B.1}
\end{equation*}
$$

after lengthy computations. The claim of Proposition B. 1 now follows from (B.1) and $I_{3}=-\beta \mathcal{T}(Z)$. Note that

$$
\begin{aligned}
\left.\frac{d}{d \tau}\right|_{\tau=0} & L(q(\Theta(\tau))+\tau \zeta(\Theta(\tau)), \dot{q}(\Theta(\tau))+\tau \dot{\zeta}(\Theta(\tau)), \ddot{q}(\Theta(\tau))+\tau \ddot{\zeta}(\Theta(\tau))) \\
& =L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta+\left(L_{s} \dddot{q}+L_{p} \ddot{q}+L_{t} \dot{q}\right) \frac{d \Theta}{d \tau}(0) \\
& =L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta+\frac{d}{d \theta} L(q(\theta), \dot{q}(\theta), \ddot{q}(\theta)) \frac{d \Theta}{d \tau}(0) \\
& =L_{s} \ddot{\zeta}+L_{p} \dot{\zeta}+L_{t} \zeta+\frac{\dot{r}}{r \sqrt{r^{2}+\dot{r}^{2}}} \frac{d \kappa}{d \theta} Z
\end{aligned}
$$

Hence the left-hand side of (B.1) is the derivative of the curvature at the point along the normal direction.

Proposition B.2. There exists a constant $C>0$ such that

$$
\|(\mathbf{I d}-P) \tilde{\mathcal{L}} Z\|_{C^{\alpha}} \geq C\|Z\|_{C^{2, \alpha}}
$$

for any $Z \in C^{2, \alpha}\left(\Gamma^{*}\right)$ with $\int_{\Gamma^{*}} Z d s=0$.
Proof. Suppose not. Then there exists a sequence $Z_{n} \in C^{2, \alpha}\left(\Gamma^{*}\right)$ with $\int_{\Gamma^{*}} Z_{n} d s=$ $0,\left\|Z_{n}\right\|_{C^{2, \alpha}}=1$, and $\|(\mathbf{I d}-P) \tilde{\mathcal{L}} Z\|_{C^{\alpha}} \rightarrow 0$. Then taking a subsequence if necessary, we may assume that $Z_{n} \rightarrow Z$ in $C^{1}$. Then

$$
\frac{d^{2} Z_{n}}{d \ell^{2}} \rightarrow(\mathbf{I d}-P)\left(-\kappa^{2} Z-\beta\left(\nabla v \cdot \mathbf{e}_{2}\right) Z+\beta \mathcal{T}(Z)\right)
$$

in $C^{\alpha}$ and thus uniformly. Hence $Z_{n} \rightarrow Z$ in $C^{2, \alpha}$ and $(\mathbf{I d}-P) \tilde{\mathcal{L}} Z=0$. Setting $\zeta(\theta)=-2 \sqrt{r^{2}+\dot{r}^{2}} Z(\ell)$, it follows from Proposition B. 1 that $\Pi_{0}^{\perp} M_{\beta}^{\prime}(q) \zeta=0$. Then by the nondegeneracy, we have $\zeta=0$ and thus $Z=0$. It follows that $0=\|Z\|_{C^{2, \alpha}}=$ $\lim _{n \rightarrow \infty}\left\|Z_{n}\right\|_{C^{2, \alpha}}=1$. This is a contradiction, and the proof is complete.

It follows from Proposition B. 2 that the linear operator $(\mathbf{I d}-P) \tilde{\mathcal{L}}$ has a bounded inverse from $\left\{Z \in C^{\alpha}\left(\Gamma^{*}\right) ; P(Z)=0\right\}$ to $\left\{Z \in C^{2, \alpha}\left(\Gamma^{*}\right) ; P(Z)=0\right\}$. Therefore (A5) of [12] is satisfied and Theorem 1.2 of [12] can be applied for (1.4) with $g(u, v)=u-m$ and $\mu=1$.
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# STRONG INSTABILITY OF STANDING WAVES FOR THE NONLINEAR KLEIN-GORDON EQUATION AND THE KLEIN-GORDON-ZAKHAROV SYSTEM* 
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#### Abstract

The orbital instability of ground state standing waves $e^{i \omega t} \phi_{\omega}(x)$ for the nonlinear Klein-Gordon equation has been known in the domain of all frequencies $\omega$ for the supercritical case and for frequencies strictly less than a critical frequency $\omega_{c}$ in the subcritical case. We prove the strong instability of ground state standing waves for the entire domain above. For the case when the frequency is equal to the critical frequency $\omega_{c}$ we prove strong instability for all radially symmetric standing waves $e^{i \omega_{c} t} \varphi(x)$. We prove similar strong instability results for the Klein-Gordon-Zakharov system.
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1. Introduction and main results. We study the strong instability of standing wave solutions $e^{i \omega t} \varphi(x)$ for the nonlinear Klein-Gordon equation of the form

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u+u=|u|^{p-1} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \tag{1.1}
\end{equation*}
$$

where $N \geq 2,1<p<1+4 /(N-2),-1<\omega<1$, and $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is a nontrivial solution of

$$
\begin{equation*}
-\Delta \varphi+\left(1-\omega^{2}\right) \varphi-|\varphi|^{p-1} \varphi=0, \quad x \in \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

We also study the same problem for the Klein-Gordon-Zakharov (KGZ) system

$$
\begin{array}{ll}
\partial_{t}^{2} u-\Delta u+u+n u=0, & (t, x) \in \mathbb{R} \times \mathbb{R}^{N} \\
c_{0}^{-2} \partial_{t}^{2} n-\Delta n=\Delta\left(|u|^{2}\right), & (t, x) \in \mathbb{R} \times \mathbb{R}^{N} \tag{1.4}
\end{array}
$$

where $N=2,3$, and $c_{0}>0$ is a constant. The system (1.3)-(1.4) describes the interaction of a Langumiur wave and an ion acoustic wave in a plasma. The complex valued function $u$ denotes the fast time scale component of an electric field raised by electrons, and the real valued function $n$ denotes the deviation of ion density (see [34, 4, 8]).

From the result of Ginibre and Velo [10], the Cauchy problem for (1.1) is locally well-posed in the energy space $X:=H^{1}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right)$. Thus, for any $\left(u_{0}, u_{1}\right) \in X$ there exists a unique solution $\vec{u}:=\left(u, \partial_{t} u\right) \in C\left(\left[0, T_{\max }\right) ; X\right)$ of (1.1) with $\vec{u}(0)=$ $\left(u_{0}, u_{1}\right)$ such that either $T_{\max }=\infty$ (global existence) or $T_{\max }<\infty$ and $\lim _{t \rightarrow T_{\max }}$

[^113]$\|\vec{u}(t)\|_{X}=\infty$ (finite time blowup). Moreover, the solution $u(t)$ satisfies the conservation laws of energy and charge:
$$
E(\vec{u}(t))=E\left(u_{0}, u_{1}\right), \quad Q(\vec{u}(t))=Q\left(u_{0}, u_{1}\right), \quad t \in\left[0, T_{\max }\right)
$$
where
\[

$$
\begin{align*}
& E(u, v)=\frac{1}{2}\|v\|_{2}^{2}+\frac{1}{2}\|\nabla u\|_{2}^{2}+\frac{1}{2}\|u\|_{2}^{2}-\frac{1}{p+1}\|u\|_{p+1}^{p+1}  \tag{1.5}\\
& Q(u, v)=\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} v d x \tag{1.6}
\end{align*}
$$
\]

Let $\phi_{\omega} \in H^{1}\left(\mathbb{R}^{N}\right)$ be the ground state (the least energy solution) of (1.2). We refer to $[2,30]$ for the existence of $\phi_{\omega}$, and to [13] for the uniqueness of $\phi_{\omega}$. The stability of standing waves $e^{i \omega t} \phi_{\omega}$ for (1.1) has been studied by many authors. First, we consider the orbital stability of $e^{i \omega t} \phi_{\omega}$. Shatah [27] proves that $e^{i \omega t} \phi_{\omega}$ is orbitally stable if $p<1+4 / N$ and $\omega_{c}<|\omega|<1$, where

$$
\begin{equation*}
\omega_{c}=\sqrt{\frac{p-1}{4-(N-1)(p-1)}} \tag{1.7}
\end{equation*}
$$

Shatah and Strauss [29] prove that $e^{i \omega t} \phi_{\omega}$ is orbitally unstable when $p<1+4 / N$ and $|\omega|<\omega_{c}$ or when $p \geq 1+4 / N$ and $|\omega|<1$. Here, we say that a standing wave solution $e^{i \omega t} \varphi$ is orbitally stable for (1.1) if for any $\varepsilon>0$ there exists $\delta>0$ such that if $\left(u_{0}, u_{1}\right) \in X$ satisfies $\left\|\left(u_{0}, u_{1}\right)-(\varphi, i \omega \varphi)\right\|_{X}<\delta$, then the solution $u(t)$ of (1.1) with $\vec{u}(0)=\left(u_{0}, u_{1}\right)$ exists globally and satisfies

$$
\sup _{t \geq 0} \inf _{\theta \in \mathbb{R}, y \in \mathbb{R}^{N}}\left\|\vec{u}(t)-e^{i \theta}(\varphi(\cdot+y), i \omega \varphi(\cdot+y))\right\|_{X}<\varepsilon
$$

Otherwise, $e^{i \omega t} \varphi$ is said to be orbitally unstable.
Next, we consider instability of $e^{i \omega t} \phi_{\omega}$ in a stronger sense. Berestycki and Cazenave [1] prove that the ground state standing wave $e^{i \omega t} \phi_{\omega}$ for (1.1) is very strongly unstable (see Definition 1 below) when the frequency $\omega=0$ (see also [14, 26]). Shatah [28] proves that the ground state standing wave $e^{i \omega t} \phi_{\omega}$ for nonlinear Klein-Gordon equations with general nonlinearity is strongly unstable (see Definition 2 below) when $\omega=0$ and $N \geq 3$. Recently, the authors [23] proved that the ground state standing wave $e^{i \omega t} \phi_{\omega}$ for (1.1) is very strongly unstable when $|\omega| \leq \sqrt{(p-1) /(p+3)}$ and $N \geq 3$. Here, we give the definitions of very strong instability and strong instability.

Definition 1 (very strong instability). We say that $e^{i \omega t} \varphi$ is very strongly unstable for (1.1) if for any $\varepsilon>0$ there exists $\left(u_{0}, u_{1}\right) \in X$ such that $\|\left(u_{0}, u_{1}\right)-$ $(\varphi, i \omega \varphi) \|_{X}<\varepsilon$ and the solution $u(t)$ of (1.1) with $\vec{u}(0)=\left(u_{0}, u_{1}\right)$ blows up in finite time.

Definition 2 (strong instability). We say that $e^{i \omega t} \varphi$ is strongly unstable for (1.1) if for any $\varepsilon>0$ there exists $\left(u_{0}, u_{1}\right) \in X$ such that $\left\|\left(u_{0}, u_{1}\right)-(\varphi, i \omega \varphi)\right\|_{X}<\varepsilon$ and the solution $u(t)$ of (1.1) with $\vec{u}(0)=\left(u_{0}, u_{1}\right)$ either blows up in finite time or exists globally and satisfies $\lim \sup _{t \rightarrow \infty}\|\vec{u}(t)\|_{X}=\infty$.

Note that, by the definitions, if $e^{i \omega t} \varphi$ is very strongly unstable, then it is strongly unstable, and that if $e^{i \omega t} \varphi$ is strongly unstable, then it is orbitally unstable.

Before stating our main results, we recall instability results for the nonlinear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} u+\Delta u+|u|^{p-1} u=0, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \tag{1.8}
\end{equation*}
$$

Let $\omega>0$ and $\phi_{\omega} \in H^{1}\left(\mathbb{R}^{N}\right)$ be the ground state of

$$
\begin{equation*}
-\Delta \varphi+\omega \varphi-|\varphi|^{p-1} \varphi=0, \quad x \in \mathbb{R}^{N} \tag{1.9}
\end{equation*}
$$

It is known that for any $\omega>0$ the standing wave solution $e^{i \omega t} \phi_{\omega}$ for (1.8) is orbitally stable when $1<p<1+4 / N$, and it is very strongly unstable when $1+4 / N<p<$ $1+4 /(N-2)$ (see $[1,7,33])$. Moreover, for the critical case $p=1+4 / N$, for any $\omega>0$ and any nontrivial solution $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ of (1.9), it is known that the standing wave $e^{i \omega t} \varphi$ is very strongly unstable for (1.8) (see [32]). For general theory of orbital stability and instability of solitary waves, we refer to Grillakis, Shatah, and Strauss [11, 12]. We state our main results.

Theorem 1. Let $N \geq 2,1<p<1+4 /(N-2), \omega \in(-1,1)$, and $\phi_{\omega}$ be the ground state of (1.2). Assume that $|\omega| \leq \omega_{c}$ if $p<1+4 / N$, where the critical frequency $\omega_{c}$ is given by (1.7). Then, the standing wave $e^{i \omega t} \phi_{\omega}$ for the nonlinear Klein-Gordon equation (1.1) is strongly unstable in the sense of Definition 2.

Can we refine further this instability result? Namely, can we prove in certain cases that the standing wave $e^{i \omega t} \phi_{\omega}$ for (1.1) is very strongly unstable in the sense of Definition 1? The result of Cazenave [5] answers this question for the restricted range for the exponent $p$ of nonlinearity $1<p \leq 5$ for $N=2$ and $1<p \leq N /(N-2)$ for $N \geq 3$. Cazenave proves that any global solution $u(t)$ of (1.1) is uniformly bounded in $X$, i.e., $\sup _{t \geq 0}\|\vec{u}(t)\|_{X}<\infty$, if $1<p \leq 5$ and $N=2$, and if $1<p \leq N /(N-2)$ and $N \geq 3$. Therefore, for this range of the exponent $p$, Theorem 1 together with the result of Cazenave gives us a very strong instability result in the sense of Definition 1 for ground state standing waves $e^{i \omega t} \phi_{\omega}$ of (1.1). Using an argument in Merle and Zaag [18], we can extend the result of Cazenave and prove the uniform boundedness of global solutions of (1.1) in $X$ when $1<p<1+4 /(N-1)$ and $N \geq 2$. The following lemma holds.

Lemma 2. Let $N \geq 2$ and $1<p<1+4 /(N-1)$. If $\vec{u} \in C([0, \infty), X)$ is a global solution of (1.1), then $\sup _{t \geq 0}\|\vec{u}(t)\|_{X}<\infty$.

Therefore, from Theorem 1 and Lemma 2, we deduce the following.
Corollary 3. In addition to the assumptions in Theorem 1 , let $1<p \leq 1+$ $4 /(N-1)$ if $N=2,3$, and that $1<p<1+4 /(N-1)$ if $N \geq 4$. Then, the ground state standing wave $e^{i \omega t} \phi_{\omega}$ for (1.1) is very strongly unstable in the sense of Definition 1.

Remark. Let us mention that when the exponent $p$ of nonlinearity is in the range $1+4 /(N-1)<p<1+4 /(N-2)$ we are unable to give better instability results than those in Theorem 1 for ground state standing waves $e^{i \omega t} \phi_{\omega}$ of (1.1) for large frequencies $|\omega|>\sqrt{(p-1) /(p+3)}$. The very strong instability result for small frequencies $|\omega| \leq \sqrt{(p-1) /(p+3)}$ and $N \geq 3$ is given in [23]. The following theorem is an important contribution of Kenji Nakanishi on the very strong instability in this area for large $p$ and large frequencies $\omega$.

Theorem A (due to Kenji Nakanishi). Let $N \geq 2,1+4 / N \leq p<1+4 /(N-2)$, $|\omega|<1$, and $\phi_{\omega}$ be the ground state of (1.2). Then, the standing wave $e^{i \omega t} \phi_{\omega}$ for the nonlinear Klein-Gordon equation (1.1) is very strongly unstable in the sense of Definition 1.

This way, we have the entire picture for the very strong instability of ground state standing waves.

For the critical frequency $\omega=\omega_{c}$ in the case $1<p<1+4 / N$, we can prove a much more general instability result for standing waves which are not necessarily related to the ground state.

Theorem 4. Let $N \geq 2,1<p<1+4 / N$, and $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be any nontrivial, radially symmetric solution of (1.2) with $\omega=\omega_{c}$. Then, the standing wave solution $e^{i \omega_{c} t} \varphi$ of (1.1) is very strongly unstable in the sense of Definition 1. The same assertion is true for $\omega=-\omega_{c}$.

For the existence of infinitely many radially symmetric solutions of (1.2), we refer to [3]. As mentioned above, a similar result of Theorem 4 is known for the nonlinear Schrödinger equation (1.8) in the critical case $p=1+4 / N$ without assuming the radial symmetry of the solution of (1.9) and the restriction on space dimensions $N \geq 2$ (see [32]).

The proofs of Theorems 1 and 4 are based on using local versions of the virial-type identities. To prove strong instability of the ground state for the case when $\omega=0$ and $N \geq 3$, Shatah in [28] considers a local version of the following identity:

$$
\begin{align*}
& \frac{d}{d t} \operatorname{Re} \int_{\mathbb{R}^{N}} x \cdot \nabla u \partial_{t} \bar{u} d x=N K_{1}(\vec{u}(t))  \tag{1.10}\\
& K_{1}(u, v):=-\frac{1}{2}\|v\|_{2}^{2}+\left(\frac{1}{2}-\frac{1}{N}\right)\|\nabla u\|_{2}^{2}+\frac{1}{2}\|u\|_{2}^{2}-\frac{1}{p+1}\|u\|_{p+1}^{p+1}
\end{align*}
$$

Since the integral in the left-hand side of (1.10) is not well defined on the energy space $X$, one needs to approximate the weight function $x$ in (1.10) by suitable bounded functions. To control error terms by the approximation, initial perturbations are restricted to being radially symmetric, and the decay estimate for radially symmetric functions in $H^{1}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
\|w\|_{L^{\infty}(|x| \geq m)} \leq C m^{-(N-1) / 2}\|w\|_{H^{1}} \tag{1.11}
\end{equation*}
$$

(see [30]) is employed. The assumption $N \geq 2$ is needed here. In the case $N=1$, we expect similar very strong instability results for the standing waves. This kind of approach has been also used for blowup problems of the nonlinear Schrödinger equation (1.8) (see, e.g., $[21,22,15,16,17,19,20]$ ).

In the proof of Theorem 1 for the case $p \geq 1+4 / N$, we use a local version of the virial identity

$$
\begin{equation*}
-\frac{d}{d t} \operatorname{Re} \int_{\mathbb{R}^{N}}\{2 x \cdot \nabla u+N u\} \partial_{t} \bar{u} d x=P(u(t)) \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
P(u):=2\|\nabla u\|_{2}^{2}-\frac{N(p-1)}{p+1}\|u\|_{p+1}^{p+1} \tag{1.13}
\end{equation*}
$$

Namely, instead of the left-hand side of (1.12), which is not well defined in the energy space $X$, we use (2.6) with conveniently chosen weights (see the beginning of section $2)$.

Note that (1.12) follows from (1.10) and

$$
\begin{align*}
& \frac{1}{2} \frac{d^{2}}{d t^{2}}\|u(t)\|_{2}^{2}=\frac{d}{d t} \operatorname{Re} \int_{\mathbb{R}^{N}} u \partial_{t} \bar{u} d x=-K_{2}(\vec{u}(t))  \tag{1.14}\\
& K_{2}(u, v)=-\|v\|_{2}^{2}+\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2}-\|u\|_{p+1}^{p+1}
\end{align*}
$$

and that the functional $P$ appears in the virial identity for the nonlinear Schrödinger equation (1.8):

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\|x u(t)\|_{2}^{2}=4 P(u(t)) \tag{1.15}
\end{equation*}
$$

The case $p<1+4 / N$ is more delicate. Here we use a local version of the identity

$$
\begin{equation*}
-\frac{d}{d t} \operatorname{Re} \int_{\mathbb{R}^{N}}\{2 x \cdot \nabla u+(N+\alpha) u\} \partial_{t} \bar{u} d x=K(\vec{u}(t)), \tag{1.1}
\end{equation*}
$$

where $\alpha:=4 /(p-1)-N$ and

$$
\begin{equation*}
K(u, v):=-\alpha\|v\|_{2}^{2}+\alpha\|u\|_{2}^{2}+(\alpha+2)\left\{\|\nabla u\|_{2}^{2}-\frac{2}{p+1}\|u\|_{p+1}^{p+1}\right\} \tag{1.17}
\end{equation*}
$$

(cf. [29, page 185]). Note that

$$
\begin{align*}
& K(u, v)=P(u)+\alpha K_{2}(u, v)  \tag{1.18}\\
& =-2(\alpha+1)\|v-i \omega u\|_{2}^{2}+2(\alpha+2)(E-\omega Q)(u, v) \\
& \quad-2 \alpha \omega Q(u, v)-2\left\{1-(\alpha+1) \omega^{2}\right\}\|u\|_{2}^{2},
\end{align*}
$$

and that $1-(\alpha+1) \omega^{2}>0$ if $|\omega|>\omega_{c}$, and correspondingly $1-(\alpha+1) \omega^{2}=0$ if $|\omega|=\omega_{c}$. Again instead of the left-hand side of (1.16), we use (2.7) with conveniently chosen weights.

Next, we consider the KGZ system (1.3)-(1.4). The well-posedness of the Cauchy problem for (1.3)-(1.4) in the energy space is studied by Ozawa, Tsutaya, and Tsutsumi [25]. Here, the energy space $Y$ is defined by $Y=H^{1}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right) \times$ $\dot{H}^{-1}\left(\mathbb{R}^{N}\right)$. When $N=3$ and $c_{0} \neq 1$, it is proved in [25] that for any $\left(u_{0}, u_{1}, n_{0}, n_{1}\right) \in$ $Y$ there exists a unique solution $\mathbf{u}:=\left(u, \partial_{t} u, n, \partial_{t} n\right) \in C\left(\left[0, T_{\max }\right) ; Y\right)$ of (1.3)-(1.4) with initial data $\mathbf{u}(0)=\left(u_{0}, u_{1}, n_{0}, n_{1}\right)$ satisfying the conservation laws of the energy $H(\mathbf{u}(t))=H(\mathbf{u}(0))$ and the charge $Q(\mathbf{u}(t))=Q(\mathbf{u}(0))$ for all $t \in\left[0, T_{\max }\right)$, where $Q$ is defined by (1.6) and

$$
\begin{align*}
H(u, v, n, \nu)= & \frac{1}{2}\|v\|_{2}^{2}+\frac{1}{4 c_{0}^{2}}\|\nu\|_{H^{-1}}^{2}  \tag{1.19}\\
& +\frac{1}{2}\|\nabla u\|_{2}^{2}+\frac{1}{2}\|u\|_{2}^{2}+\frac{1}{4}\|n\|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{N}}|u|^{2} n d x .
\end{align*}
$$

The case when $N=3$ and $c_{0}=1$ is treated in $[24,31]$, where the global small data solutions result is presented. For the case $N=2$, by using the idea of the paper of Ozawa, Tsutaya, and Tsutsumi [25] we can prove the local well-posedness of the Klein-Gordon-Zakharov system (1.3)-(1.4) in the energy space $Y$ for all $c_{0}>0$.

We study instability of standing wave solutions

$$
\left(u_{\omega}(t, x), n_{\omega}(t, x)\right)=\left(e^{i \omega t} \phi_{\omega}(x),-\left|\phi_{\omega}(x)\right|^{2}\right)
$$

for (1.3)-(1.4), where $-1<\omega<1, N=2,3$, and $\phi_{\omega} \in H^{1}\left(\mathbb{R}^{N}\right)$ is the ground state of

$$
\begin{equation*}
-\Delta \varphi+\left(1-\omega^{2}\right) \varphi-|\varphi|^{2} \varphi=0, \quad x \in \mathbb{R}^{N} . \tag{1.20}
\end{equation*}
$$

By a similar method as in the proof of Theorem 1 for the case $p \geq 1+4 / N$ together with an argument in Merle [17] for the Zakharov system, we have the following.

Theorem 5. Let $N=2,3, \omega \in(-1,1)$, $\phi_{\omega}$ be the ground state of (1.20), and $c_{0} \neq 1$ if $N=3$. Then, the standing wave ( $\left.e^{i \omega t} \phi_{\omega},-\left|\phi_{\omega}\right|^{2}\right)$ of $K G Z$ system (1.3)-(1.4) is strongly unstable in the following sense. For any $\lambda>1$, the solution $\mathbf{u}(t)$ of (1.3)(1.4) with initial data $\mathbf{u}(0)=\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)$ either blows up in finite time or exists globally and satisfies $\lim \sup _{t \rightarrow \infty}\|\mathbf{u}(t)\|_{Y}=\infty$.

Remark. It is known (see [4, Theorem 3]) that the negative initial energy $H(\mathbf{u}(0))$ implies that the solution $\mathbf{u}(t)$ of (1.3)-(1.4) either blows up in finite time or blows up in infinite time, namely the solution exists globally and satisfies the asymptotic condition $\lim \sup _{t \rightarrow \infty}\|\mathbf{u}(t)\|_{Y}=\infty$. Since the energy

$$
H\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)>0
$$

for $\lambda$ close to 1 , the result in [4] is not applicable to Theorem 5 .
Next, we consider the very strong instability of $\left(e^{i \omega t} \phi_{\omega},-\left|\phi_{\omega}\right|^{2}\right)$ for (1.3)-(1.4). Since (1.4) of the KGZ system is massless, it seems difficult to obtain the uniform boundedness of global solutions for (1.3)-(1.4) similar to Lemma 2. Therefore, for the standing wave $\left(e^{i \omega t} \phi_{\omega},-\left|\phi_{\omega}\right|^{2}\right)$ we do not deduce a very strong instability similar to the instability result in Corollary 3 of Theorem 1. However, using the method in our previous paper [23], we obtain the following very strong instability result for small frequencies.

THEOREM 6. Let $N=3, c_{0} \neq 1,|\omega|<1 / \sqrt{3}$, and $\phi_{\omega}$ be the ground state of (1.20). Then, the standing wave $\left(e^{i \omega t} \phi_{\omega},-\left|\phi_{\omega}\right|^{2}\right)$ of the KGZ system (1.3)-(1.4) is very strongly unstable in the following sense. For any $\lambda>1$, the solution $\mathbf{u}(t)$ of (1.3)-(1.4) with the initial data $\mathbf{u}(0)=\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)$ blows up in finite time.

Remark. In Theorem 6 , the case $\omega=0$ is proved by Gan and Zhang [9].
The plan of this paper is as follows. In section 2 , we prove Theorems 1 and 4 and Lemma 2 for the nonlinear Klein-Gordon equation (1.1). The proof of Theorem A is given at the end of section 2. Section 3 is devoted to applications to the KGZ system (1.3)-(1.4), and we prove Theorems 5 and 6.
2. Proof of theorems for the nonlinear Klein-Gordon equation (1.1). In this section, we first prove Theorems 1 and 4.

We start with a convenient choice of the weight functions, as follows. Let $\Phi \in$ $C^{2}([0, \infty))$ be a nonnegative function such that

$$
\Phi(r)=\left\{\begin{array}{lll}
N & \text { for } \quad 0 \leq r \leq 1, \\
0 & \text { for } \quad r \geq 2
\end{array} \quad \Phi^{\prime}(r) \leq 0 \text { for } 1 \leq r \leq 2\right.
$$

For $m>0$, we put

$$
\begin{equation*}
\Phi_{m}(r)=\Phi\left(\frac{r}{m}\right), \quad \Psi_{m}(r)=\frac{1}{r^{N-1}} \int_{0}^{r} s^{N-1} \Phi_{m}(s) d s \tag{2.1}
\end{equation*}
$$

Then, $\Phi_{m}$ and $\Psi_{m}$ satisfy the following properties.

## Lemma 7. For $m>0$, we have

$$
\begin{align*}
& \Phi_{m}(r)=N, \quad \Psi_{m}(r)=r, \quad 0 \leq r \leq m  \tag{2.2}\\
& \Psi_{m}^{\prime}(r)+\frac{N-1}{r} \Psi_{m}(r)=\Phi_{m}(r), \quad r \geq 0  \tag{2.3}\\
& \left|\Phi_{m}^{(k)}(r)\right| \leq \frac{C}{m^{k}}, \quad r \geq 0, k=0,1,2  \tag{2.4}\\
& \Psi_{m}^{\prime}(r) \leq 1, \quad r \geq 0 \tag{2.5}
\end{align*}
$$

Proof. Properties (2.2)-(2.4) follow from definition (2.1). We show (2.5). Integrating by parts implies

$$
N r^{N-1} \Psi_{m}(r)=\int_{0}^{r} N s^{N-1} \Phi_{m}(s) d s=r^{N} \Phi_{m}(r)-\int_{0}^{r} s^{N} \Phi_{m}^{\prime}(s) d s
$$

Thus, by (2.3), we have

$$
\Psi_{m}^{\prime}(r)=\Phi_{m}(r)-\frac{N-1}{r} \Psi_{m}(r)=\frac{1}{N} \Phi_{m}(r)+\frac{N-1}{N r^{N}} \int_{0}^{r} s^{N} \Phi_{m}^{\prime}(s) d s
$$

Since $\Phi_{m}(r) \leq N$ and $\Phi_{m}^{\prime}(r) \leq 0$ for $r \geq 0$, we have (2.5).
LEMMA 8. Let $u(t)$ be a radially symmetric solution of (1.1), and put

$$
\begin{align*}
& I_{m}^{1}(t)=2 \operatorname{Re} \int_{\mathbb{R}^{N}} \Psi_{m} \partial_{r} u \partial_{t} \bar{u} d x+\operatorname{Re} \int_{\mathbb{R}^{N}} \Phi_{m} u \partial_{t} \bar{u} d x  \tag{2.6}\\
& I_{m}^{2}(t)=I_{m}^{1}(t)+\alpha \operatorname{Re} \int_{\mathbb{R}^{N}} u \partial_{t} \bar{u} d x \tag{2.7}
\end{align*}
$$

where $\alpha:=4 /(p-1)-N$. Then, there exists a constant $C_{0}>0$ independent of $m$ such that

$$
\begin{align*}
-\frac{d}{d t} I_{m}^{1}(t) & \leq P(u(t))+\frac{N(p-1)}{p+1} \int_{|x| \geq m}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m^{2}}\|u(t)\|_{2}^{2}  \tag{2.8}\\
-\frac{d}{d t} I_{m}^{2}(t) & \leq K(\vec{u}(t))+\frac{N(p-1)}{p+1} \int_{|x| \geq m}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m^{2}}\|u(t)\|_{2}^{2} \tag{2.9}
\end{align*}
$$

for all $t \in\left[0, T_{\max }\right)$.
Proof. We multiply (1.1) by $\Psi_{m} \overline{\partial_{r} u}$ and by $\Phi_{m} \bar{u}$, respectively, and have

$$
\begin{aligned}
& -\frac{d}{d t} 2 \operatorname{Re} \int_{\mathbb{R}^{N}} \Psi_{m} \partial_{r} u \partial_{t} \bar{u} d x=\int_{\mathbb{R}^{N}}\left(\Psi_{m}^{\prime}+\frac{N-1}{r} \Psi_{m}\right)\left|\partial_{t} u\right|^{2} d x \\
& \quad+\int_{\mathbb{R}^{N}}\left(\Psi_{m}^{\prime}-\frac{N-1}{r} \Psi_{m}\right)|\nabla u|^{2} d x-\int_{\mathbb{R}^{N}}\left(\Psi_{m}^{\prime}+\frac{N-1}{r} \Psi_{m}\right)|u|^{2} d x \\
& \quad+\frac{2}{p+1} \int_{\mathbb{R}^{N}}\left(\Psi_{m}^{\prime}+\frac{N-1}{r} \Psi_{m}\right)|u|^{p+1} d x
\end{aligned}
$$

and

$$
\begin{aligned}
& -\frac{d}{d t} \operatorname{Re} \int_{\mathbb{R}^{N}} \Phi_{m} u \partial_{t} \bar{u} d x=-\int_{\mathbb{R}^{N}} \Phi_{m}\left|\partial_{t} u\right|^{2} d x-\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta \Phi_{m}|u|^{2} d x \\
& \quad+\int_{\mathbb{R}^{N}} \Phi_{m}|\nabla u|^{2} d x+\int_{\mathbb{R}^{N}} \Phi_{m}|u|^{2} d x-\int_{\mathbb{R}^{N}} \Phi_{m}|u|^{p+1} d x
\end{aligned}
$$

By (2.3) in Lemma 7, we have the identity

$$
-\frac{d}{d t} I_{m}^{1}(t)=2 \int_{\mathbb{R}^{N}} \Psi_{m}^{\prime}|\nabla u|^{2} d x-\frac{p-1}{p+1} \int_{\mathbb{R}^{N}} \Phi_{m}|u|^{p+1} d x-\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta \Phi_{m}|u|^{2} d x .
$$

The inequality (2.8) follows from Lemma 7. Finally, (2.9) follows from (2.8), (1.14), and (1.18).

First, we consider the case $p \geq 1+4 / N$. We define the functional

$$
\begin{equation*}
J_{\omega}(u)=\frac{1}{2}\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2}-\frac{1}{p+1}\|u\|_{p+1}^{p+1} \tag{2.10}
\end{equation*}
$$

and consider the constrained minimization problem

$$
\begin{equation*}
d_{\omega}^{1}=\inf \left\{J_{\omega}(u): u \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}, P(u)=0\right\} \tag{2.11}
\end{equation*}
$$

and the set

$$
\begin{equation*}
\mathcal{R}_{\omega}^{1}=\left\{(u, v) \in X:(E-\omega Q)(u, v)<d_{\omega}^{1}, P(u)<0\right\} \tag{2.12}
\end{equation*}
$$

where $E$ and $Q$ are the energy and the charge, respectively, and the functional $P$ is defined by (1.13).

Note that

$$
\begin{align*}
& (E-\omega Q)(u, v)=J_{\omega}(u)+\frac{1}{2}\|v-i \omega u\|_{2}^{2}  \tag{2.13}\\
& P(u)=\left.2 \partial_{\lambda} J_{\omega}\left(\lambda^{N / 2} u(\lambda \cdot)\right)\right|_{\lambda=1} \tag{2.14}
\end{align*}
$$

Lemma 9. Let $N \geq 2,1+4 / N \leq p<1+4 /(N-2)$, and $\omega \in(-1,1)$. Then, we have the following:
(i) $J_{\omega}(u)-\frac{1}{N(p-1)} P(u)>d_{\omega}^{1}$ for all $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfying $P(u)<0$.
(ii) The minimization problem (2.11) is attained at the ground state $\phi_{\omega}$ of (1.2).
(iii) $\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right) \in \mathcal{R}_{\omega}^{1}$ for all $\lambda>1$.

Proof. (i) We put

$$
\begin{align*}
& J_{\omega}^{1}(u):=J_{\omega}(u)-\frac{1}{N(p-1)} P(u)  \tag{2.15}\\
& =\left\{\frac{1}{2}-\frac{2}{N(p-1)}\right\}\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2}
\end{align*}
$$

Note that $1 / 2-2 / N(p-1) \geq 0$ by the assumption $p \geq 1+4 / N$. Let $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfy $P(u)<0$. Then, we have $u \neq 0$, and there exists $\lambda_{1} \in(0,1)$ such that $P\left(\lambda_{1} u\right)=0$. By (2.11), we have $d_{\omega}^{1} \leq J_{\omega}\left(\lambda_{1} u\right)=J_{\omega}^{1}\left(\lambda_{1} u\right)<J_{\omega}^{1}(u)$.
(ii) For the case $p>1+4 / N$, see [ 6 , Proposition 8.2.4], and for $p=1+4 / N$, see [19, Proposition 2.5].
(iii) By (2.13), we have

$$
\begin{aligned}
& (E-\omega Q)\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)=J_{\omega}\left(\lambda \phi_{\omega}\right) \\
& =\lambda^{2}\left(\frac{1}{2}\left\|\nabla \phi_{\omega}\right\|_{2}^{2}+\frac{1-\omega^{2}}{2}\left\|\phi_{\omega}\right\|_{2}^{2}\right)-\frac{\lambda^{p+1}}{p+1}\left\|\phi_{\omega}\right\|_{p+1}^{p+1} .
\end{aligned}
$$

Since $J_{\omega}\left(\phi_{\omega}\right)=d_{\omega}^{1},\left.\partial_{\lambda} J_{\omega}\left(\lambda \phi_{\omega}\right)\right|_{\lambda=1}=0$, and $\left.\partial_{\lambda}^{2} J_{\omega}\left(\lambda \phi_{\omega}\right)\right|_{\lambda=1}<0$, we have $(E-$ $\omega Q)\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)<d_{\omega}^{1}$ for all $\lambda>1$. Similarly, we have $P\left(\lambda \phi_{\omega}\right)<0$ for all $\lambda>1$. Hence, we have $\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right) \in \mathcal{R}_{\omega}^{1}$ for all $\lambda>1$. $\square$

Lemma 10. Suppose that $N \geq 2,1+4 / N \leq p<1+4 /(N-2)$, and $\omega \in(-1,1)$. If $\left(u_{0}, u_{1}\right) \in \mathcal{R}_{\omega}^{1}$, then the solution $u(t)$ of (1.1) with $\vec{u}(0)=\left(u_{0}, u_{1}\right)$ satisfies

$$
\begin{equation*}
-\frac{1}{N(p-1)} P(u(t))>d_{\omega}^{1}-(E-\omega Q)\left(u_{0}, u_{1}\right), \quad t \in\left[0, T_{\max }\right) . \tag{2.16}
\end{equation*}
$$

Proof. First, we show that $P(u(t))<0$ for all $t \in\left[0, T_{\max }\right)$. Suppose that there exists $t_{1} \in\left(0, T_{\max }\right)$ such that $P\left(u\left(t_{1}\right)\right)=0$ and $P(u(t))<0$ for $t \in\left[0, t_{1}\right)$. Then, by Lemma 9(i) and (2.15), we have

$$
\left\{\frac{1}{2}-\frac{2}{N(p-1)}\right\}\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u(t)\|_{2}^{2}>d_{\omega}^{1}>0, \quad t \in\left[0, t_{1}\right)
$$

Thus, we have $u\left(t_{1}\right) \neq 0$. Therefore, by (2.11), we have $d_{\omega}^{1} \leq J_{\omega}\left(u\left(t_{1}\right)\right)$. Meanwhile, since $\left(u_{0}, u_{1}\right) \in \mathcal{R}_{\omega}^{1}, E$ and $Q$ are conserved, and by (2.13), we have $J_{\omega}\left(u\left(t_{1}\right)\right) \leq$
$(E-\omega Q)\left(\vec{u}\left(t_{1}\right)\right)<d_{\omega}^{1}$. This is a contradiction. Hence, we have $P(u(t))<0$ for all $t \in\left[0, T_{\text {max }}\right)$. From this fact, Lemma 9(i) and (2.13), we obtain (2.16).

Proof of Theorem 1 for the case $p \geq 1+4 / N$. Let $\lambda>1$ be fixed and denote

$$
\delta:=\frac{N(p-1)}{2}\left\{d_{\omega}^{1}-(E-\omega Q)\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)\right\}
$$

Then, by Lemma 9 (iii), we have $\delta>0$. Suppose that the solution $u(t)$ of (1.1) with $\vec{u}(0)=\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)$ exists for all $t \in[0, \infty)$ and is uniformly bounded in $X$, i.e.,

$$
\begin{equation*}
M_{1}:=\sup _{t \geq 0}\|\vec{u}(t)\|_{X}<\infty \tag{2.17}
\end{equation*}
$$

Since $u(t)$ is radially symmetric in $x$ for all $t \geq 0$, we define $I_{m}^{1}(t)$ for $u(t)$ by (2.6). By (1.11) and (2.17), we have

$$
\begin{aligned}
& \int_{|x| \geq m}|u(t, x)|^{p+1} d x \leq\|u(t)\|_{L^{\infty}(|x| \geq m)}^{p-1}\|u(t)\|_{2}^{2} \\
& \leq C m^{-(N-1)(p-1) / 2}\|u(t)\|_{H^{1}}^{p+1} \leq C M_{1}^{p+1} m^{-(N-1)(p-1) / 2}
\end{aligned}
$$

for all $t \geq 0$ and $m>0$. Note that we assume $N \geq 2$. Thus, there exists $m_{0}>0$ such that

$$
\sup _{t \geq 0}\left(\frac{N(p-1)}{p+1} \int_{|x| \geq m_{0}}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m_{0}^{2}}\|u(t)\|_{2}^{2}\right)<\delta
$$

Thus, by Lemmas 8 and 10, we have

$$
\begin{aligned}
& \frac{d}{d t} I_{m_{0}}^{1}(t) \\
& \geq-P(u(t))-\left(\frac{N(p-1)}{p+1} \int_{|x| \geq m_{0}}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m_{0}^{2}}\|u(t)\|_{2}^{2}\right) \\
& \geq 2 \delta-\delta=\delta
\end{aligned}
$$

for all $t \geq 0$. Therefore, we have $\lim _{t \rightarrow \infty} I_{m_{0}}^{1}(t)=\infty$. On the other hand, there exists a constant $C=C\left(m_{0}\right)>0$ such that $I_{m_{0}}^{1}(t) \leq C\|\vec{u}(t)\|_{X}^{2} \leq C M_{1}^{2}$ for all $t \geq 0$. This is a contradiction. Hence, for any $\lambda>1$, the solution $u(t)$ of (1.1) with $\vec{u}(0)=\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)$ either blows up in finite time or exists for all $t \geq 0$ and $\lim \sup _{t \rightarrow \infty}\|\vec{u}(t)\|_{X}=\infty$. This completes the proof of Theorem 1 for the case $p \geq$ $1+4 / N$.

Next, we consider the case $p<1+4 / N$. For this case, we need a different variational characterization of the ground state $\phi_{\omega}$ of (1.2) from that for the case $p \geq 1+4 / N$. We define the functional

$$
K_{\omega}^{0}(u)=\alpha\left(1-\omega^{2}\right)\|u\|_{2}^{2}+(\alpha+2)\left\{\|\nabla u\|_{2}^{2}-\frac{2}{p+1}\|u\|_{p+1}^{p+1}\right\}
$$

and consider the constrained minimization problem

$$
\begin{equation*}
d_{\omega}^{0}=\inf \left\{J_{\omega}(u): u \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}, K_{\omega}^{0}(u)=0\right\} \tag{2.18}
\end{equation*}
$$

and the set

$$
\begin{equation*}
\mathcal{R}_{\omega}^{0}=\left\{(u, v) \in X:(E-\omega Q)(u, v)<d_{\omega}^{0}, K_{\omega}^{0}(u)<0\right\} \tag{2.19}
\end{equation*}
$$

where $\alpha=4 /(p-1)-N>0$. Note that

$$
\begin{equation*}
K_{\omega}^{0}(u)=\left.2 \partial_{\lambda} J_{\omega}\left(\lambda^{\beta} u(\lambda \cdot)\right)\right|_{\lambda=1}, \quad \beta=\frac{\alpha+N}{2}=\frac{2}{p-1} \tag{2.20}
\end{equation*}
$$

Lemma 11. Let $N \geq 2,1<p<1+4 / N$, and $\omega \in(-1,1)$. Then, we have the following:
(i) $\frac{1-\omega^{2}}{\alpha+2}\|u\|_{2}^{2}>d_{\omega}^{0}$ for all $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfying $K_{\omega}^{0}(u)<0$.
(ii) The minimization problem (2.18) is attained at the ground state $\phi_{\omega}$ of (1.2).
(iii) $\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right) \in \mathcal{R}_{\omega}^{0}$ for all $\lambda>1$.

Proof. First, we note that

$$
\begin{align*}
& J_{\omega}(u)-\frac{1}{2(\alpha+2)} K_{\omega}^{0}(u)=\frac{1-\omega^{2}}{\alpha+2}\|u\|_{2}^{2}  \tag{2.21}\\
& d_{\omega}^{0}=\inf \left\{\frac{1-\omega^{2}}{\alpha+2}\|u\|_{2}^{2}: u \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}, K_{\omega}^{0}(u)=0\right\} \tag{2.22}
\end{align*}
$$

(i) Let $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfy $K_{\omega}^{0}(u)<0$. Then, we have $u \neq 0$, and there exists $\lambda_{1} \in(0,1)$ such that $K_{\omega}^{0}\left(\lambda_{1} u\right)=0$. By (2.18), we have

$$
d_{\omega}^{0} \leq \frac{1-\omega^{2}}{\alpha+2}\left\|\lambda_{1} u\right\|_{2}^{2}<\frac{1-\omega^{2}}{\alpha+2}\|u\|_{2}^{2}
$$

(ii) Note that $d_{\omega}^{0} \geq 0$ by (2.22). Let $\left\{u_{j}\right\} \subset H^{1}\left(\mathbb{R}^{N}\right)$ be a minimizing sequence for (2.18). By considering the Schwarz symmetrization of $u_{j}$, we can assume that $\left\{u_{j}\right\} \subset$ $H_{r a d}^{1}\left(\mathbb{R}^{N}\right)$. We refer to [2, Appendix A.III] for the definition and basic properties of the Schwarz symmetrization. By (2.22), we see that $\left\{u_{j}\right\}$ is bounded in $L^{2}\left(\mathbb{R}^{N}\right)$. Moreover, by $K_{\omega}^{0}\left(u_{j}\right)=0$ and the Gagliardo-Nirenberg inequality, we have

$$
\begin{aligned}
& (\alpha+2)\left\|\nabla u_{j}\right\|_{2}^{2}+\alpha\left(1-\omega^{2}\right)\left\|u_{j}\right\|_{2}^{2} \\
& =\frac{2(\alpha+2)}{p+1}\left\|u_{j}\right\|_{p+1}^{p+1} \leq C\left\|u_{j}\right\|_{2}^{p+1-\theta}\left\|\nabla u_{j}\right\|_{2}^{\theta}
\end{aligned}
$$

where $\theta=(p-1) N / 2$. Since $p<1+4 / N$, we see that $\theta<2$ and that $\left\{u_{j}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, there exist a subsequence of $\left\{u_{j}\right\}$ (we still denote it by the same letter) and $w \in H_{r a d}^{1}\left(\mathbb{R}^{N}\right)$ such that $u_{j} \rightharpoonup w$ weakly in $H^{1}\left(\mathbb{R}^{N}\right)$ and $u_{j} \rightarrow w$ strongly in $L^{p+1}\left(\mathbb{R}^{N}\right)$. Here, we used the fact that the embedding $H_{r a d}^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L_{r a d}^{q}\left(\mathbb{R}^{N}\right)$ is compact for $2<q<2+4 /(N-2)$ (see [30]). Next, we show that $w \neq 0$. Suppose that $w=0$. Then, by $K_{\omega}^{0}\left(u_{j}\right)=0$ and the strong convergence $u_{j} \rightarrow 0$ in $L^{p+1}\left(\mathbb{R}^{N}\right)$, we see that $u_{j} \rightarrow 0$ in $H^{1}\left(\mathbb{R}^{N}\right)$. On the other hand, by $K_{\omega}^{0}\left(u_{j}\right)=0$ and the Sobolev inequality, we have

$$
\begin{aligned}
& (\alpha+2)\left\|\nabla u_{j}\right\|_{2}^{2}+\alpha\left(1-\omega^{2}\right)\left\|u_{j}\right\|_{2}^{2}=\frac{2(\alpha+2)}{p+1}\left\|u_{j}\right\|_{p+1}^{p+1} \\
& \leq C\left\{(\alpha+2)\left\|\nabla u_{j}\right\|_{2}^{2}+\alpha\left(1-\omega^{2}\right)\left\|u_{j}\right\|_{2}^{2}\right\}^{(p+1) / 2}
\end{aligned}
$$

Since $u_{j} \neq 0$, we have $\left\|u_{j}\right\|_{H^{1}} \geq C$ for some $C>0$. This is a contradiction. Thus, we see that $w \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$. Therefore, by (2.21) and (2.22), we have

$$
d_{\omega}^{0} \leq \frac{1-\omega^{2}}{\alpha+2}\|w\|_{2}^{2} \leq \liminf _{j \rightarrow \infty} \frac{1-\omega^{2}}{\alpha+2}\left\|u_{j}\right\|_{2}^{2}=\liminf _{j \rightarrow \infty} J_{\omega}\left(u_{j}\right)=d_{\omega}^{0}
$$

and $K_{\omega}^{0}(w) \leq \liminf _{j \rightarrow \infty} K_{\omega}^{0}\left(u_{j}\right)=0$. Moreover, by (i), we have $K_{\omega}^{0}(w)=0$. Therefore, $w$ attains (2.22) and (2.18). Since $w$ attains (2.18), there exists a Lagrange multiplier $\eta \in \mathbb{R}$ such that

$$
\begin{equation*}
J_{\omega}^{\prime}(w)=\frac{\eta}{2(\alpha+2)}\left(K_{\omega}^{0}\right)^{\prime}(w) \tag{2.23}
\end{equation*}
$$

That is, $w$ satisfies

$$
\begin{equation*}
-(1-\eta) \Delta w+\left(1-\omega^{2}\right)\left(1-\frac{\alpha}{\alpha+2} \eta\right) w-(1-\eta)|w|^{p-1} w=0 \tag{2.24}
\end{equation*}
$$

in $H^{-1}\left(\mathbb{R}^{N}\right)$. First, we show that $\eta<1$. Suppose that $\eta \geq 1$. Then, by (2.24) and $K_{\omega}^{0}(w)=0$, we have

$$
\begin{aligned}
& 0=(1-\eta)\|\nabla w\|_{2}^{2}+\left(1-\omega^{2}\right)\left(1-\frac{\alpha}{\alpha+2} \eta\right)\|w\|_{2}^{2}-(1-\eta)\|w\|_{p+1}^{p+1} \\
& =\frac{(\eta-1)(p-1)}{2}\|\nabla w\|_{2}^{2}+\frac{\alpha(p-1)\left(1-\omega^{2}\right)}{2(\alpha+2)}\left\{\eta-1+\frac{4}{\alpha(p-1)}\right\}\|w\|_{2}^{2} \\
& \geq \frac{2\left(1-\omega^{2}\right)}{\alpha+2}\|w\|_{2}^{2}>0
\end{aligned}
$$

This is a contradiction. Thus, we have $\eta<1$. Since we have

$$
1-\eta>0, \quad\left(1-\omega^{2}\right)\left(1-\frac{\alpha}{\alpha+2} \eta\right)>0
$$

in (2.24), by [6, Theorem 8.1.1], we have $x \cdot \nabla w \in H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, by (2.23), we have

$$
\begin{aligned}
& 0=K_{\omega}^{0}(w)=\left.2 \partial_{\lambda} J_{\omega}\left(\lambda^{\beta} w(\lambda \cdot)\right)\right|_{\lambda=1}=2\left\langle J_{\omega}^{\prime}(w), x \cdot \nabla w+\beta w\right\rangle \\
& =\frac{\eta}{\alpha+2}\left\langle\left(K_{\omega}^{0}\right)^{\prime}(w), x \cdot \nabla w+\beta w\right\rangle=\left.\frac{\eta}{\alpha+2} \partial_{\lambda} K_{\omega}^{0}\left(\lambda^{\beta} w(\lambda \cdot)\right)\right|_{\lambda=1}
\end{aligned}
$$

where $\beta=(\alpha+N) / 2$. Moreover, by $K_{\omega}^{0}(w)=0$, we have

$$
\begin{aligned}
& \left.\partial_{\lambda} K_{\omega}^{0}\left(\lambda^{\beta} w(\lambda \cdot)\right)\right|_{\lambda=1} \\
& =\alpha^{2}\left(1-\omega^{2}\right)\|w\|_{2}^{2}+(\alpha+2)^{2}\left\{\|\nabla w\|_{2}^{2}-\frac{2}{p+1}\|w\|_{p+1}^{p+1}\right\} \\
& =-2 \alpha\left(1-\omega^{2}\right)\|w\|_{2}^{2}<0
\end{aligned}
$$

Thus, we have $\eta=0$. Therefore, $w$ satisfies $J^{\prime}(w)=0$ and $K_{\omega}^{2}(w)=0$, where

$$
K_{\omega}^{2}(u):=\left\langle J_{\omega}^{\prime}(u), u\right\rangle=\|\nabla u\|_{2}^{2}+\left(1-\omega^{2}\right)\|u\|_{2}^{2}-\|u\|_{p+1}^{p+1}
$$

Since $\phi_{\omega}$ attains

$$
\inf \left\{J_{\omega}(u): u \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}, K_{\omega}^{2}(u)=0\right\}
$$

(see, e.g., [23, Lemma 3]), we have $J_{\omega}\left(\phi_{\omega}\right) \leq J_{\omega}(w)$. On the other hand, $\phi_{\omega}$ satisfies $K_{\omega}^{0}\left(\phi_{\omega}\right)=0$, and we have $d_{\omega}^{0}=J_{\omega}(w) \leq J_{\omega}\left(\phi_{\omega}\right)$. Hence, $\phi_{\omega}$ attains (2.18).
(iii) The proof is similar to that of Lemma 9(iii), and we omit it.

Lemma 12. Suppose that $N \geq 2,1<p<1+4 / N$, and $\omega \in(-1,1)$. If $\left(u_{0}, u_{1}\right) \in \mathcal{R}_{\omega}^{0}$, then the solution $u(t)$ of (1.1) with $\vec{u}(0)=\left(u_{0}, u_{1}\right)$ satisfies

$$
\frac{1-\omega^{2}}{\alpha+2}\|u(t)\|_{2}^{2}>d_{\omega}^{0}, \quad t \in\left[0, T_{\max }\right)
$$

Proof. The proof is similar to that for Lemma 10. We omit the details.
Proof of Theorem 1 for the case $p<1+4 / N$. Let $\lambda>1$ be fixed and define

$$
\begin{aligned}
& \delta_{1}=(\alpha+2)\left\{d_{\omega}^{0}-(E-\omega Q)\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)\right\} \\
& \delta_{2}=\alpha\left\{\omega Q\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)-\frac{\omega^{2}(\alpha+2)}{1-\omega^{2}} d_{\omega}^{0}\right\}
\end{aligned}
$$

and $\delta=\delta_{1}+\delta_{2}$. Then, by Lemma 11(iii), we have $\delta_{1}>0$. Moreover, by Lemma 11(ii) and (2.22), we have

$$
\frac{\omega^{2}(\alpha+2)}{1-\omega^{2}} d_{\omega}^{0}=\omega^{2}\left\|\phi_{\omega}\right\|_{2}^{2}<\lambda^{2} \omega^{2}\left\|\phi_{\omega}\right\|_{2}^{2}=\omega Q\left(\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)\right)
$$

Thus, we have $\delta_{2}>0$ and $\delta>0$. Suppose that the solution $u(t)$ of (1.1) with $\vec{u}(0)=\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)$ exists for all $t \in[0, \infty)$ and is uniformly bounded in $X$. Since $u(t)$ is radially symmetric in $x$ for all $t \geq 0$, we define $I_{m}^{2}(t)$ for $u(t)$ by (2.7). As in the proof of Theorem 1 for the case $p \geq 1+4 / N$, there exists $m_{0}>0$ such that

$$
\sup _{t \geq 0}\left(\frac{N(p-1)}{p+1} \int_{|x| \geq m_{0}}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m_{0}^{2}}\|u(t)\|_{2}^{2}\right)<\delta
$$

Thus, by Lemma 8, we have

$$
\frac{d}{d t} I_{m_{0}}^{2}(t) \geq-K(\vec{u}(t))-\delta, \quad t \geq 0
$$

Here, recall that we assume $|\omega| \leq \omega_{c}$, so we have $1-(\alpha+1) \omega^{2} \geq 0$. Thus, by (1.18) and Lemma 12, we have

$$
\begin{aligned}
& -K(\vec{u}(t)) \\
& \geq-2(\alpha+2)(E-\omega Q)(\vec{u}(t))+2 \alpha \omega Q(\vec{u}(t))+2\left\{1-(\alpha+1) \omega^{2}\right\}\|u(t)\|_{2}^{2} \\
& \geq-2(\alpha+2)(E-\omega Q)(\vec{u}(0))+2 \alpha \omega Q(\vec{u}(0))+2\left\{1-\omega^{2}-\alpha \omega^{2}\right\} \frac{\alpha+2}{1-\omega^{2}} d_{\omega}^{0} \\
& =2 \delta
\end{aligned}
$$

for all $t \geq 0$. Therefore, we have $(d / d t) I_{m_{0}}^{2}(t) \geq \delta$ for all $t \geq 0$, and $\lim _{t \rightarrow \infty} I_{m_{0}}^{2}(t)=$ $\infty$. The rest of the proof is the same as in the proof of Theorem 1 for the case $p \geq 1+4 / N$, and we omit the details.

Proof of Theorem 4. Let us first note that identity (1.18) contains the reason that in Theorem 4 we can allow any radially symmetric solutions of (1.2), unlike the case of Theorem 1 where we can treat only the ground state of (1.2). Namely, when $\omega=\omega_{c}$ we have $1-(\alpha+1) \omega_{c}^{2}=0$, and therefore the identity (1.18) does not contain the norm $\|u\|_{2}^{2}$. Let us recall that in Theorem 1 we control this norm by using the variational characterization of the ground state.

Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ be a radially symmetric solution of (1.2) with $\omega=\omega_{c}$. Let $\lambda>1$ and put

$$
\delta=\alpha \omega_{c} Q\left(\lambda\left(\varphi, i \omega_{c} \varphi\right)\right)-(\alpha+2)\left(E-\omega_{c} Q\right)\left(\lambda\left(\varphi, i \omega_{c} \varphi\right)\right)
$$

Since $J_{\omega_{c}}^{\prime}(\varphi)=0$, we have $\left(E-\omega_{c} Q\right)\left(\lambda\left(\varphi, i \omega_{c} \varphi\right)\right)=J_{\omega_{c}}(\lambda \varphi)<J_{\omega_{c}}(\varphi)$ for $\lambda>1$. Moreover, we have $\omega_{c} Q\left(\lambda\left(\varphi, i \omega_{c} \varphi\right)\right)=\omega_{c}^{2} \lambda^{2}\|\varphi\|_{2}^{2}>\omega_{c}^{2}\|\varphi\|_{2}^{2}$ for $\lambda>1$. Thus, we have

$$
\delta>\alpha \omega_{c}^{2}\|\varphi\|_{2}^{2}-(\alpha+2) J_{\omega_{c}}(\varphi)=-\frac{1}{2} K_{\omega_{c}}^{0}(\varphi)-\left\{1-(\alpha+1) \omega_{c}^{2}\right\}\|\varphi\|_{2}^{2}
$$

By [6, Theorem 8.1.1], we have $x \cdot \nabla \varphi \in H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, by (2.20) and by $J_{\omega_{c}}^{\prime}(\varphi)=0$, we have

$$
K_{\omega_{c}}^{0}(\varphi)=2\left\langle J_{\omega_{c}}^{\prime}(\varphi), x \cdot \nabla \varphi+\beta \varphi\right\rangle=0
$$

Moreover, since $(\alpha+1) \omega_{c}^{2}=1$, we have $\delta>0$. Suppose that the solution $u(t)$ of (1.1) with $\vec{u}(0)=\lambda\left(\varphi, i \omega_{c} \varphi\right)$ exists for all $t \in[0, \infty)$ and is uniformly bounded in $X$. Since $u(t)$ is radially symmetric in $x$ for all $t \geq 0$, we define $I_{m}^{2}(t)$ for $u(t)$ by (2.7). As in the proof of Theorem 1 for the case $p \geq 1+4 / N$, there exists $m_{0}>0$ such that

$$
\sup _{t \geq 0}\left(\frac{N(p-1)}{p+1} \int_{|x| \geq m_{0}}|u(t, x)|^{p+1} d x+\frac{C_{0}}{m_{0}^{2}}\|u(t)\|_{2}^{2}\right)<\delta .
$$

Thus, by Lemma 8, we have

$$
\frac{d}{d t} I_{m_{0}}^{2}(t) \geq-K(\vec{u}(t))-\delta, \quad t \geq 0
$$

Moreover, by (1.18) and $(\alpha+1) \omega_{c}^{2}=1$, we have

$$
\begin{aligned}
& -K(\vec{u}(t)) \\
& \geq-2(\alpha+2)\left(E-\omega_{c} Q\right)(\vec{u}(t))+2 \alpha \omega_{c} Q(\vec{u}(t))+2\left\{1-(\alpha+1) \omega_{c}^{2}\right\}\|u(t)\|_{2}^{2} \\
& \geq-2(\alpha+2)\left(E-\omega_{c} Q\right)(\vec{u}(0))+2 \alpha \omega_{c} Q(\vec{u}(0))=2 \delta
\end{aligned}
$$

for all $t \geq 0$. Therefore, we have $(d / d t) I_{m_{0}}^{2}(t) \geq \delta$ for all $t \geq 0$, and $\lim _{t \rightarrow \infty} I_{m_{0}}^{2}(t)=$ $\infty$. On the other hand, there exists a constant $C=C\left(m_{0}\right)>0$ such that $I_{m_{0}}^{2}(t) \leq$ $C\|\vec{u}(t)\|_{X}^{2} \leq C$ for all $t \geq 0$. This is a contradiction. Therefore, for any $\lambda>1$, the solution $u(t)$ of (1.1) with $\vec{u}(0)=\lambda\left(\varphi, i \omega_{c} \varphi\right)$ either blows up in finite time or exists for all $t \geq 0$ and $\lim \sup _{t \rightarrow \infty}\|\vec{u}(t)\|_{X}=\infty$. Finally, by Lemma 2, if $u(t)$ exists for all $t \geq 0$, then $\sup _{t \geq 0}\|\vec{u}(t)\|_{X}<\infty$. Hence, $u(t)$ blows up in finite time. This completes the proof.

Proof of Lemma 2. By Proposition 3.1 and Lemma 3.5 in [5], we have

$$
\begin{align*}
& \sup _{t \geq 0}\|u(t)\|_{2}<\infty  \tag{2.25}\\
& \sup _{t \geq 0} \int_{t}^{t+1}\|\vec{u}(s)\|_{X}^{2} d s<\infty \tag{2.26}
\end{align*}
$$

By (2.26) and the conservation of energy $E$, we have

$$
\begin{equation*}
C_{1}:=\sup _{t \geq 0} \int_{t}^{t+1}\|u(s)\|_{p+1}^{p+1} d s<\infty \tag{2.27}
\end{equation*}
$$

Note that the estimates (2.25), (2.26), and (2.27) hold true for $1<p<1+4 /(N-2)$. In what follows, we use an argument in Merle and Zaag [18]. First, for $r=(p+3) / 2$, we show

$$
\begin{equation*}
\sup _{t \geq 0}\|u(t)\|_{r}<\infty \tag{2.28}
\end{equation*}
$$

Indeed, by (2.27) and the mean value theorem, for any $t \geq 0$ there exists $\tau(t) \in[t, t+1]$ such that

$$
\begin{equation*}
\|u(\tau(t))\|_{p+1}^{p+1}=\int_{t}^{t+1}\|u(s)\|_{p+1}^{p+1} d s \leq C_{1} \tag{2.29}
\end{equation*}
$$

Since $2<r<p+1$, it follows from (2.25) and (2.29) that $\sup _{t \geq 0}\|u(\tau(t))\|_{r}<\infty$. Moreover, for any $t \geq 0$, we have

$$
\begin{aligned}
& \|u(t)\|_{r}^{r}-\|u(\tau(t))\|_{r}^{r}=\int_{\tau(t)}^{t} \frac{d}{d s}\|u(s)\|_{r}^{r} d s \\
& \leq C \int_{t}^{t+1} \int_{\mathbb{R}^{N}}|u(s, x)|^{r-1}\left|\partial_{s} u(s, x)\right| d x d s \\
& \leq C \int_{t}^{t+1}\left(\|u(s)\|_{2(r-1)}^{2(r-1)}+\left\|\partial_{s} u(s)\right\|_{2}^{2}\right) d s
\end{aligned}
$$

Since $2(r-1)=p+1$, by $(2.26),(2.27)$, and $\sup _{t \geq 0}\|u(\tau(t))\|_{r}<\infty$, we have (2.28). Next, by the Gagliardo-Nirenberg inequality, we have

$$
\|u(t)\|_{p+1} \leq C\|u(t)\|_{r}^{1-\theta}\|\nabla u(t)\|_{2}^{\theta}
$$

where

$$
\frac{1}{p+1}=\theta\left(\frac{1}{2}-\frac{1}{N}\right)+\frac{1-\theta}{r}
$$

Since we assume $p<1+4 /(N-1)$, we have $(p+1) \theta<2$. Thus, by (2.28), there exists a constant $C_{2}>0$ such that

$$
\frac{2}{p+1}\|u(t)\|_{p+1}^{p+1} \leq C_{2}+\frac{1}{2}\|\nabla u(t)\|_{2}^{2}, \quad t \geq 0
$$

Moreover, by the conservation of energy $E$, for any $t \geq 0$ we have

$$
\begin{aligned}
& \|\vec{u}(t)\|_{X}^{2}=2 E(\vec{u}(0))+\frac{2}{p+1}\|u(t)\|_{p+1}^{p+1} \\
& \leq 2 E(\vec{u}(0))+C_{2}+\frac{1}{2}\|\nabla u(t)\|_{2}^{2}
\end{aligned}
$$

which implies $\|\vec{u}(t)\|_{X}^{2} \leq 4 E(\vec{u}(0))+2 C_{2}$. This completes the proof.
We conclude this section with the proof of Theorem A.
Proof of Theorem A (due to Kenji Nakanishi). Following the proof of Theorem 1 , take the radially symmetric solution $u(t, r)(r=|x|)$ starting from $\left(u(0), \partial_{t} u(0)\right)=$ $\lambda\left(\phi_{\omega}, i \omega \phi_{\omega}\right)$ with $\lambda>1$, and assume by contradiction that it exists for all $t \geq 0$. Then Cazenave's estimate (2.26) implies that there exists $M<\infty$ such that for all $T>0$

$$
\begin{equation*}
\int_{T}^{T+1} \int_{\mathbb{R}^{N}}\left|\partial_{t} u\right|^{2}+|\nabla u|^{2}+|u|^{2} d x d t \leq M \tag{2.30}
\end{equation*}
$$

Hence for any positive integer $j$, there exists $T_{j} \in[j-1, j]$ such that

$$
\int_{\mathbb{R}^{N}}\left|\partial_{t} u\right|^{2}+|\nabla u|^{2}+\left.|u|^{2} d x\right|_{t=T_{j}} \leq M
$$

By Lemmas 8,9 , and 10 , there exists $\delta>0$ such that for any $m>1$ and $t>0$ we have

$$
\frac{d}{d t} I_{m}^{1}(t) \geq 2 \delta-R_{m}(t), \quad R_{m}(t):=\frac{N(p-1)}{p+1} \int_{|x| \geq m}|u|^{p+1} d x+\frac{C}{m^{2}}\|u(t)\|_{2}^{2}
$$

where $I_{m}^{1}$ is defined by (2.6). Here and below, $C$ is a positive constant, which may depend only on $p$ and $N$. Integrating in $t$, we get

$$
I_{m}^{1}\left(T_{j+2}\right)-I_{m}^{1}\left(T_{j}\right) \geq 2 \delta-\int_{T_{j}}^{T_{j+2}} R_{m}(t) d t
$$

since $T_{j+2}-T_{j} \geq 1$. Notice that (2.30) is enough to control the error term $R_{m}$ uniformly in $j$. To see this, let $\chi(t, r) \in C^{\infty}\left(\mathbb{R}^{2}\right)$ satisfy $\chi(t, r)=1$ when $|t| \leq 2$ and $|r| \geq 1$, and $\chi(t, r)=0$ if $|t| \geq 4$ or $|r| \leq 1 / 2$. For any $m>1$ and $T>4$, let $v(t, r)=\chi(t-T, r / m) u(t,|r|)$. Then we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left|\partial_{t} v\right|^{2}+\left|\partial_{r} v\right|^{2} & +|v|^{2} d r d t \\
& \leq C m^{1-N} \int_{T-4}^{T+4} \int_{\mathbb{R}^{N}}\left|\partial_{t} u\right|^{2}+|\nabla u|^{2}+|u|^{2} d x d t \leq 8 C m^{1-N} M
\end{aligned}
$$

Hence the Sobolev embedding $H^{1}\left(\mathbb{R}^{2}\right) \subset L^{p+1}\left(\mathbb{R}^{2}\right)$ implies that

$$
\begin{aligned}
\int_{T-2}^{T+2} \int_{|x| \geq m}|u|^{p+1} d x d t & \leq C \sum_{j=0}^{\infty} \int_{T-2}^{T+2}\left(2^{j} m\right)^{N-1} \int_{r \geq 2^{j} m}|u|^{p+1} d r d t \\
& \leq C m^{-(p-1)(N-1) / 2} M^{(p+1) / 2} .
\end{aligned}
$$

Therefore choosing $m$ sufficiently large, we obtain

$$
I_{m}^{1}\left(T_{j+2}\right)-I_{m}^{1}\left(T_{j}\right) \geq \delta
$$

for all $j \geq 4$, which contradicts the global bound

$$
I_{m}^{1}\left(T_{j}\right) \leq C m \int_{\mathbb{R}^{N}}\left|\partial_{t} u\right|^{2}+\left|\partial_{r} u\right|^{2}+\left.|u|^{2} d x\right|_{t=T_{j}} \leq C m M .
$$

This completes the proof.
3. Proof of theorems for the KGZ system. In this section, we prove Theorems 5 and 6.

Proof of Theorem 5. Let $\lambda>1$ and put

$$
\begin{aligned}
& \tilde{d}_{\omega}=(H-\omega Q)\left(\phi_{\omega}, i \omega \phi_{\omega},-\left|\phi_{\omega}\right|^{2}, 0\right), \\
& \delta=N\left\{\tilde{d}_{\omega}-(H-\omega Q)\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)\right\},
\end{aligned}
$$

where $H$ and $Q$ are defined by (1.19) and (1.6), respectively. In the same way as in Lemma 9(iii), we see that $\delta>0$. Suppose that the solution $\mathbf{u}(t)$ of (1.3)-(1.4) with $\mathbf{u}(0)=\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)$ exists globally and satisfies $M:=\sup _{t \geq 0}\|\mathbf{u}(t)\|_{Y}<$ $\infty$. Note that since the initial data is radially symmetric, the solution $\mathbf{u}(t)$ is also
radially symmetric for all $t \geq 0$. Following Merle [17], we introduce the function $w(t):=-(-\Delta)^{-1} \partial_{t} n(t)$, and for $m>0$ we consider the function

$$
\tilde{I}_{m}(t)=I_{m}^{1}(t)+\frac{1}{c_{0}^{2}} \int_{\mathbb{R}^{N}} \Psi_{m} n(t) \partial_{r} w(t) d x
$$

where $I_{m}^{1}(t)$ is defined by (2.6) and $\Phi_{m}$ and $\Psi_{m}$ are given by (2.1). Note that since $\partial_{t} n(t) \in \dot{H}^{-1}\left(\mathbb{R}^{N}\right)$, we see that $w(t) \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$ and $\left\|\partial_{t} n\right\|_{\dot{H}^{-1}}=\|\nabla w\|_{2}$. By the same computations as in Lemma 8, we have

$$
\begin{aligned}
-\frac{d}{d t} \tilde{I}_{m}(t)= & 2 \int_{\mathbb{R}^{N}} \Psi_{m}^{\prime}|\nabla u|^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{N}} \Phi_{m}\left(n^{2}+2|u|^{2} n\right) d x \\
& -\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta \Phi_{m}|u|^{2} d x+\frac{1}{2 c_{0}^{2}} \int_{\mathbb{R}^{N}}\left(\Psi_{m}^{\prime}-\frac{N-1}{r} \Psi_{m}\right)|\nabla w|^{2} d x
\end{aligned}
$$

By Lemma 7, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \Psi_{m}^{\prime}|\nabla u|^{2} d x \leq\|\nabla u(t)\|_{2}^{2} \\
& -\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta \Phi_{m}|u|^{2} d x \leq \frac{C_{1}}{m^{2}}\|u(t)\|_{2}^{2} \leq \frac{C_{1} M^{2}}{m^{2}} \\
& \int_{\mathbb{R}^{N}}\left(\Psi^{\prime}{ }_{m}-\frac{N-1}{r} \Psi_{m}\right)|\nabla w|^{2} d x \leq\|\nabla w(t)\|_{2}^{2}=\left\|\partial_{t} n(t)\right\|_{\dot{H}^{-1}}
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \Phi_{m}\left(n^{2}+2|u|^{2} n\right) d x \\
& =\int_{\mathbb{R}^{N}} \Phi_{m}\left(n+|u|^{2}\right)^{2} d x-\int_{\mathbb{R}^{n}} N|u|^{4} d x+\int_{\mathbb{R}^{n}}\left(N-\Phi_{m}\right)|u|^{4} d x \\
& \leq N\left\|n+|u|^{2}\right\|_{2}^{2}-N\|u\|_{4}^{4}+\int_{|x| \geq m}\left(N-\Phi_{m}\right)|u|^{4} d x
\end{aligned}
$$

and by (1.11) we have

$$
\begin{aligned}
& \frac{1}{2} \int_{|x| \geq m}\left(N-\Phi_{m}\right)|u|^{4} d x \leq C\|u(t)\|_{L^{\infty}(|x| \geq m)}^{2}\|u(t)\|_{2}^{2} \\
& \leq \frac{C_{2}}{m^{N-1}}\|u(t)\|_{H^{1}}^{4} \leq \frac{C_{2} M^{4}}{m^{N-1}}
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
-\frac{d}{d t} \tilde{I}_{m}(t) \leq \tilde{P}(\mathbf{u}(t))+\frac{C_{1} M^{2}}{m^{2}}+\frac{C_{2} M^{4}}{m^{N-1}} \tag{3.1}
\end{equation*}
$$

for all $t \geq 0$, where we put

$$
\tilde{P}(u, v, n, \nu)=2\|\nabla u\|_{2}^{2}-\frac{N}{2}\|u\|_{4}^{4}+\frac{N}{2}\left\|n+|u|^{2}\right\|_{2}^{2}+\frac{1}{2 c_{0}^{2}}\|\nu\|_{\dot{H}^{-1}}^{2}
$$

Note that

$$
\begin{aligned}
(H & -\omega Q)(u, v, n, \nu)-\frac{1}{2 N} \tilde{P}(u, v, n, \nu) \\
& =\frac{1}{2}\|v-i \omega u\|_{2}^{2}+\left(1-\frac{1}{N}\right) \frac{1}{4 c_{0}^{2}}\|\nu\|_{\dot{H}^{-1}}^{2}+\left(\frac{1}{2}-\frac{1}{N}\right)\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2} \\
& \geq\left(\frac{1}{2}-\frac{1}{N}\right)\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2} .
\end{aligned}
$$

Using this inequality, in the same way as in Lemmas 9 and 10, we see that

$$
\begin{equation*}
-\tilde{P}(\mathbf{u}(t)) \geq 2 N\left\{\tilde{d}_{\omega}-(H-\omega Q)(\mathbf{u}(0))\right\}=2 \delta \tag{3.2}
\end{equation*}
$$

holds for all $t \geq 0$. Therefore, taking $m_{1}>0$ such that

$$
\frac{C_{1} M^{2}}{m_{1}^{2}}+\frac{C_{2} M^{4}}{m_{1}^{N-1}}<\delta
$$

by (3.1) and (3.2), we have $(d / d t) \tilde{I}_{m_{1}}(t) \geq \delta$ for all $t \geq 0$, and $\lim _{t \rightarrow \infty} \tilde{I}_{m_{1}}(t)=\infty$. The rest of the proof is the same as in the proof of Theorem 1 for the case $p \geq 1+4 / N$, and we omit the details.

Proof of Theorem 6. Let $\lambda>1$. Suppose that the solution $\mathbf{u}(t)$ of (1.3)-(1.4) with $\mathbf{u}(0)=\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)$ exists globally. By the assumption $|\omega|<1 / \sqrt{3}$, we can take $\alpha$ such that $2 \omega^{2} /\left(1-\omega^{2}\right)<\alpha<1$. For such an $\alpha$, we consider a function defined by

$$
I_{\alpha}(t)=\frac{1}{2}\left\{\|u(t)\|_{2}^{2}+\frac{\alpha}{c_{0}^{2}}\|n(t)\|_{\dot{H}^{-1}}^{2}\right\} .
$$

Note that since $n(0)=-\lambda^{2}\left|\phi_{\omega}\right|^{2} \in L^{1}\left(\mathbb{R}^{3}\right) \cap L^{2}\left(\mathbb{R}^{3}\right) \subset \dot{H}^{-1}\left(\mathbb{R}^{3}\right)$ and $\partial_{t} n \in C([0, \infty) ;$ $\dot{H}^{-1}\left(\mathbb{R}^{3}\right)$ ), we see that $n \in C^{1}\left([0, \infty) ; \dot{H}^{-1}\left(\mathbb{R}^{3}\right) \cap L^{2}\left(\mathbb{R}^{3}\right)\right)$. Then, we have

$$
\begin{aligned}
& \frac{d}{d t} I_{\alpha}(t)=\operatorname{Re}\left\langle u(t), \partial_{t} u(t)\right\rangle_{L^{2}}+\frac{\alpha}{c_{0}^{2}}\left\langle n(t), \partial_{t} n(t)\right\rangle_{\dot{H}^{-1}} \\
& =\operatorname{Re}\left\langle u(t), \partial_{t} u(t)-i \omega u(t)\right\rangle_{L^{2}}+\frac{\alpha}{c_{0}^{2}}\left\langle n(t), \partial_{t} n(t)\right\rangle_{\dot{H}^{-1}}
\end{aligned}
$$

and

$$
\begin{array}{r}
\frac{d^{2}}{d t^{2}} I_{\alpha}(t)=\left\|\partial_{t} u(t)\right\|_{2}^{2}+\frac{\alpha}{c_{0}^{2}}\left\|\partial_{t} n(t)\right\|_{\dot{H}^{-1}}^{2}-\|\nabla u(t)\|_{2}^{2}-\|u(t)\|_{2}^{2} \\
-\alpha\|n(t)\|_{2}^{2}-(1+\alpha) \int_{\mathbb{R}^{3}}|u(t, x)|^{2} n(t, x) d x
\end{array}
$$

Thus, we have

$$
\begin{aligned}
& \frac{d^{2}}{d t^{2}} I_{\alpha}(t)+2(1+\alpha)(H-\omega Q)(\mathbf{u}(0))-2 \omega Q(\mathbf{u}(0)) \\
& =(2+\alpha)\left\|\partial_{t} u(t)-i \omega u(t)\right\|_{2}^{2}+\left(2+\frac{1-\alpha}{2 \alpha}\right) \frac{\alpha}{c_{0}^{2}}\left\|\partial_{t} n(t)\right\|_{\dot{H}^{-1}}^{2} \\
& \quad+K_{\omega, \alpha}(u(t), n(t))
\end{aligned}
$$

where we put

$$
K_{\omega, \alpha}(u, n)=\alpha\left\{\|\nabla u\|_{2}^{2}+\left(1-\omega^{2}-\frac{2}{\alpha} \omega^{2}\right)\|u\|_{2}^{2}+\frac{1-\alpha}{2 \alpha}\|n\|_{2}^{2}\right\}
$$

Here, we define

$$
\begin{aligned}
& J_{\omega}(u, n)=\frac{1}{2}\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2}+\frac{1}{4}\|n\|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{3}}|u(x)|^{2} n(x) d x \\
& K_{\omega, \alpha}^{1}(u, n)=\left.\partial_{\lambda} J_{\omega}\left(\lambda u, \lambda^{2 \alpha} n\right)\right|_{\lambda=1} \\
& =\|\nabla u\|_{2}^{2}+\left(1-\omega^{2}\right)\|u\|_{2}^{2}+\alpha\|n\|_{2}^{2}+(1+\alpha) \int_{\mathbb{R}^{3}}|u|^{2} n d x \\
& K_{\omega, \alpha}^{2}(u, n)=\left.2 \partial_{\lambda} J_{\omega}\left(\lambda^{(1-\alpha) / \alpha} u(\cdot / \lambda), n(\cdot / \lambda)\right)\right|_{\lambda=1} \\
& =\frac{2-\alpha}{\alpha}\|\nabla u\|_{2}^{2}+\frac{2+\alpha}{\alpha}\left(1-\omega^{2}\right)\|u\|_{2}^{2} \\
& \quad+\frac{3}{2}\|n\|_{2}^{2}+\frac{2+\alpha}{\alpha} \int_{\mathbb{R}^{3}}|u|^{2} n d x
\end{aligned}
$$

and put

$$
\begin{aligned}
& J_{\omega, \alpha}^{1}(u, n)=J_{\omega}(u, n)-\frac{1}{2(1+\alpha)} K_{\omega, \alpha}^{1}(u, n) \\
& =\frac{\alpha}{1+\alpha}\left\{\frac{1}{2}\|\nabla u\|_{2}^{2}+\frac{1-\omega^{2}}{2}\|u\|_{2}^{2}+\frac{1-\alpha}{4 \alpha}\|n\|_{2}^{2}\right\} \\
& J_{\omega, \alpha}^{2}(u, n)=J_{\omega}(u, n)-\frac{\alpha}{2(2+\alpha)} K_{\omega, \alpha}^{2}(u, n) \\
& =\frac{\alpha}{2+\alpha}\left\{\|\nabla u\|_{2}^{2}+\frac{1-\alpha}{2 \alpha}\|n\|_{2}^{2}\right\} \\
& \theta=1-\frac{2 \omega^{2}}{\left(1-\omega^{2}\right) \alpha}
\end{aligned}
$$

Then, we have $0<\theta<1$ and

$$
K_{\omega, \alpha}(u, n)=2(1+\alpha) \theta J_{\omega, \alpha}^{1}(u, n)+(2+\alpha)(1-\theta) J_{\omega, \alpha}^{2}(u, n)
$$

Moreover, in a similar way as in Lemmas 3 and 4 in [23], we can prove that $J_{\omega, \alpha}^{j}$ $(u(t), n(t)) \geq \tilde{d}_{\omega}$ for all $t \geq 0$ and $j=1,2$. Therefore, we have

$$
\begin{aligned}
K_{\omega, \alpha}(u(t), n(t)) & \geq\{2(1+\alpha) \theta+(2+\alpha)(1-\theta)\} \tilde{d}_{\omega} \\
& =2\left(1+\alpha-\frac{\omega^{2}}{1-\omega^{2}}\right) \tilde{d}_{\omega}
\end{aligned}
$$

for all $t \geq 0$. Moreover, since we have $\tilde{d}_{\omega}=\left(1-\omega^{2}\right)\left\|\phi_{\omega}\right\|_{2}^{2}$, putting $\beta=\min \{2+$ $\alpha, 2+(1-\alpha) / 2 \alpha\}$, we have

$$
\begin{aligned}
& \frac{d^{2}}{d t^{2}} I_{\alpha}(t) \geq \beta\left\{\left\|\partial_{t} u(t)-i \omega u(t)\right\|_{2}^{2}+\frac{\alpha}{c_{0}^{2}}\left\|\partial_{t} n(t)\right\|_{\dot{H}^{-1}}^{2}\right\} \\
& \quad+2(1+\alpha)\left\{\tilde{d}_{\omega}-(H-\omega Q)(\mathbf{u}(0))\right\}+2 \omega Q(\mathbf{u}(0))-2 \omega^{2}\left\|\phi_{\omega}\right\|_{2}^{2}
\end{aligned}
$$

for all $t \geq 0$. Since $\beta>2,(H-\omega Q)(\mathbf{u}(0))<\tilde{d}_{\omega}$, and $\omega Q(\mathbf{u}(0))>\omega^{2}\left\|\phi_{\omega}\right\|_{2}^{2}$ for all $\lambda>1$, by the standard concavity argument, we see that there exists $T_{1} \in(0, \infty)$ such that $\lim _{t \rightarrow T_{1}-0} I_{\alpha}(t)=\infty$. This is a contradiction. Hence, for all $\lambda>1$, the solution $\mathbf{u}(t)$ of (1.3)-(1.4) with $\mathbf{u}(0)=\left(\lambda \phi_{\omega}, \lambda i \omega \phi_{\omega},-\lambda^{2}\left|\phi_{\omega}\right|^{2}, 0\right)$ blows up in finite time. This completes the proof.
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#### Abstract

Ionic channels and semiconductor devices use atomic scale structures to control macroscopic flows from one reservoir to another. The one-dimensional steady-state Poisson-NernstPlanck (PNP) system is a useful representation of these devices, but experience shows that describing the reservoirs as boundary conditions is difficult. We study the PNP system for two types of ions with three regions of piecewise constant permanent charge, assuming the Debye number is large, because the electric field is so strong compared to diffusion. Reservoirs are represented by the outer regions with permanent charge zero. If the reciprocal of the Debye number is viewed as a singular parameter, the PNP system can be treated as a singularly perturbed system that has two limiting systems: inner and outer systems (termed fast and slow systems in geometric singular perturbation theory). A complete set of integrals for the inner system is presented that provides information for boundary and internal layers. Application of the exchange lemma from geometric singular perturbation theory gives rise to the existence and (local) uniqueness of the solution of the singular boundary value problem near each singular orbit. A set of simultaneous equations appears in the construction of singular orbits. Multiple solutions of such equations in this or similar problems might explain a variety of multiple valued phenomena seen in biological channels, for example, some forms of gating, and might be involved in other more complex behaviors, for example, some kinds of active transport.
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1. Introduction. Electrodiffusion, the diffusion and migration of electric charge, plays a central role in a wide range of our technology and science $[53,11,54,14,15,67$, 41]: semiconductor technology controls the migration and diffusion of quasi-particles of charge in transistors and integrated circuits [75, 62, 71], chemical sciences deal with charged molecules in water $[11,19,8,26,9,10]$, all of biology occurs in plasmas of ions and charged organic molecules in water [3, 16, 33, 72]. It is no coincidence that the physics of electrodiffusion is of such general importance: systems of moving charge have a richness of behavior that can be sometimes easily controlled by boundary conditions [67, 71], and the goal of technology (and much of physical science) is to control systems to allow useful behavior.

Control is important to the medical and biological sciences as well. Medicine seeks to control disease and help life. Evolution controls life by selecting those organisms that successfully reproduce. Organisms control their internal environment and external behavior to make reproduction possible, often using electrodiffusion for the mechanism of control [72, 33]. Whatever the reason, it is a fact that nearly all biology occurs in ultrafiltrates of blood called plasmas, in which ions move much as they move in gaseous plasmas, or as quasi-particles move in semiconductors [21, 22, 23, 24].

[^114]The pun between the medical and physical meanings of "plasma" is useful and surprisingly precise.

In semiconductor and biological devices, macroscopic flows of charges are driven through tiny (atomic scale) channels that link one macroscopic reservoir to another. The reservoirs are macroscopic regions in which the concentration of charges is nearly constant (because the dimensions of the reservoirs are macroscopic and so the total number of charges is hardly changed by the flows) and electrical potentials are nearly constant too. The electrical resistance of the macroscopic region is so small that only a tiny electrical potential gradient is needed to drive significant flow of charge in the reservoir. The electric field is strong throughout these systems and only a few charges (ions) are needed to create significant electrical potentials, compared to the enormous number of ions ( $10^{23}$, Avogadro's number) needed to create chemical potentials (and diffusion). That is why the Debye number is so large (see systems (1) and (5)). Semiconductors and evolution take advantage of the strength of the electric field. Engineers and biophysicists control flow by setting the electric potential at the boundaries called terminals, contacts, or baths.

The flow through the atomic scale channel is affected by other variables besides the applied boundary potentials, namely, by the shape of the pore in the channel (through which permanently charged ions flow) and the distribution of permanent and induced (i.e., polarization) charge on the wall of the channel as well as the mobility of ions [49, 25, 17, 40, 32]. A precise description and understanding of flow on an atomic scale is daunting. Enormous numbers of variables are needed to describe atomic scale trajectories that have a fundamental time scale $10^{-16} \mathrm{sec}$ and length scale $10^{-10} \mathrm{~m}$ compared to biological function that is typically much slower than $10^{-5} \mathrm{sec}$. It is not clear what to do with this number of variables and trajectories even if they could be computed accurately or with known inaccuracies.

We are fortunate that description on the atomic time scale is unnecessary. What is needed in fact is a reduced description that focuses attention on the properties that control function in technology and biology. This reduced description needs to describe channel structure on the atomic scale of distance, in all likelihood, but it needs to describe flows and reservoirs only on the macroscopic scale.

Reduced descriptions of this type are familiar in engineering where they are called device equations. Semiconductor manufacturers produce the device behaviors they need by choosing particular structures of permanent charge, using as little atomic structure as possible, so cost is minimized. Device behaviors are described by device equations. It is device equations that we seek as we try to understand and control ion channels (and molecular machines of biology in general).

Device equations are most useful when they predict complex behaviors realistically while using only a few parameters with fixed values (that do not need to be changed to describe the complex behaviors). Fortunately, electrodiffusion allows rich behavior with simple device equations and a fixed set of parameters. Remarkably, the diverse (technologically important) behavior of transistors can be described by simple conservation laws and constitutive relations, the Poisson-Nernst-Planck (PNP) equations using fixed values of parameters. A single transistor can behave as many different devices, each with its own device equation, and this rich behavior can be described quite well by the PNP equations with a fixed set of parameters. Different values of the boundary potentials (i.e., power supply voltages) move the solution of the equations into different domains, each with its own device equation.

The PNP system of equations has been analyzed mathematically to some extent, but the equations have been simulated and computed to a much larger extent $[18,6$,
$16,38,49,4,17,66,36,37,40,2,20,31,55,56,1,13,70,65,29,30,43,7]$. Computational and experimental experience with a variety of PNP-like systems shows that the existing mathematical analysis is unsatisfactory. It is clear from these simulations that macroscopic reservoirs must be included in the mathematical formulation to describe the actual behavior of channels (or useful transistors) [60, 32, 31, 12, 59, 57, 58, 34, 29]. Macroscopic boundary conditions that describe such reservoirs introduce boundary layers of concentration and charge. If those boundary layers reach into the part of the device performing atomic control, they dramatically affect its behavior. Boundary layers of charge are particularly likely to create artifacts over long distances because the electric field spreads a long way. Indeed, transistors, channels, transporters, and receptors are actually built so that the contacts, electrodes, and control systems that maintain the reservoirs are quite distant and distinct from the channel.

In this paper, we construct and analyze the minimal model that includes reservoirs and channels and start the study of its mathematical properties. We begin with simple setups and conditions using geometric singular perturbation theory to extract powerful results. In particular, we consider three regions, two of which are reservoirs, and one of which is the narrow channel (with permanent charge, i.e., doping). And we consider only two species of current carriers. Nonetheless, we find quite complex behavior showing clearly that the reservoirs are inextricably linked to the channel and cannot be replaced by simple boundary conditions. We find general properties of the system and hints that somewhat more complicated systems (with several regions of permanent charge of different density and/or sign) carrying multiple ionic species (with different valence, i.e., with different permanent charge on each type of ion) may have quite rich behavior. Such rich behavior is apparent in biology where channels switch ("gate") between different values of current (one value nearly zero) and where transporters couple the flow of different types of ions in an extremely important, quite robust, but nearly unknown way.

The rest of the paper is organized as follows. In section 2, we begin with a description of a three-dimensional PNP system as the model for ion flow through an ion channel and discuss a one-dimensional reduction as the maximal radius of crosssections of the channel approaching zero. We then identify the problem to be studied in this paper: steady-states of boundary value problems of the one-dimensional PNP system. In section 3, we cast our problem in the language of geometric singular perturbation theory. By introducing new dependent variables, we write the PNP system as a singularly perturbed system of first order equations. Making use of the inner and outer limiting systems, we then construct singular orbits for the PNP boundary value problem. In section 4, we apply geometric singular perturbation theory to show that, for small $\epsilon>0$, there is a true solution shadowing each singular orbit. We conclude the paper by a general remark in section 5 .
2. Three-dimensional model PNP system and a one-dimensional reduction. We now briefly describe the model PNP system of equations. As discussed above, the key features of an ion channel are the shape of its pore and the distribution of the permanent charge along its interior wall. As a first approximation, we consider a special ion channel modeled by

$$
\Omega_{\mu}=\left\{(x, y, z): 0<x<1, y^{2}+z^{2}<g^{2}(x, \mu)\right\}
$$

where $g$ is a smooth function satisfying

$$
g(x, 0)=0 \text { and } g_{0}(x)=\frac{\partial g}{\partial \mu}(x, 0)>0 \text { for } x \in[0,1]
$$

The small parameter $\mu$ measures the maximal radius of cross-sections of the channel. The boundary $\partial \Omega_{\mu}$ of $\Omega_{\mu}$ consists of three portions:

$$
\begin{aligned}
\mathcal{L}_{\mu} & =\left\{(x, y, z) \in \partial \Omega_{\mu}: x=0\right\} \\
\mathcal{R}_{\mu} & =\left\{(x, y, z) \in \partial \Omega_{\mu}: x=1\right\} \\
\mathcal{M}_{\mu} & =\left\{(x, y, z) \in \partial \Omega_{\mu}: y^{2}+z^{2}=g^{2}(x, \mu)\right\}
\end{aligned}
$$

Here, $\mathcal{L}_{\mu}$ and $\mathcal{R}_{\mu}$ are viewed as the two ends of the reservoirs and $\mathcal{M}_{\mu}$ the wall of the channel and the reservoirs.

Then the model employed for flow through the channel is the PNP system (see [5] for a derivation from Boltzmann transport equation; see [66] for a derivation including correlations from coupled Langevin-Poisson equations; see [11, p. 773, eq. 26.64] for the classical description of the system at thermodynamic equilibrium, when all fluxes are zero):

$$
\begin{align*}
\Delta \phi & =-\lambda\left(\sum_{i=1}^{n} \alpha_{i} c_{i}+Q\right) \\
\frac{\partial c_{i}}{\partial t} & =D_{i} \nabla \cdot\left(\nabla c_{i}+\alpha_{i} c_{i} \nabla \phi\right) \tag{1}
\end{align*}
$$

where $\phi$ is the electric potential; $c_{i}$ 's are the concentrations of the $n$ species, and $\alpha_{i}$ 's are the valences, i.e., charge on one ion; $D_{i}$ 's are the diffusion constants; $\lambda$ is the Debye number; and $Q$ is the distribution of the permanent charge along the interior wall of the channel.

As mentioned in the introduction, the concentrations of the ions and the electrical potential in the reservoirs are nearly constants, and the wall of the channel is assumed to be perfectly insulated. We thus assume the following boundary conditions:

$$
\begin{gather*}
\left.\phi\right|_{\mathcal{L}_{\mu}}=\nu_{0},\left.\quad \phi\right|_{\mathcal{R}_{\mu}}=0,\left.\quad c_{i}\right|_{\mathcal{L}_{\mu}}=L_{i},\left.\quad c_{i}\right|_{\mathcal{R}_{\mu}}=R_{i} \\
\left.\frac{\partial \phi}{\partial \mathbf{n}}\right|_{\mathcal{M}_{\mu}}=\left.\frac{\partial c_{k}}{\partial \mathbf{n}}\right|_{\mathcal{M}_{\mu}}=0 \tag{2}
\end{gather*}
$$

where $\nu_{0}, L_{i}, R_{i}$ are constants and $\mathbf{n}$ is the outward unit normal vector to $\mathcal{M}_{\mu}$.
We remark that, typically in the reservoirs, one imposes electroneutrality conditions: $\alpha L_{1}-\beta L_{2}=0$ and $\alpha R_{1}-\beta R_{2}=0$. In this case, there will be no boundary layers at the two ends although there will be internal layers where the permanent charge $Q$ jumps. For mathematical interest, we use the slightly more general boundary conditions.

In [52], for $n=2$ with $Q=0$, we obtained the following limiting one-dimensional PNP system as $\mu \rightarrow 0$ :

$$
\begin{align*}
& \frac{1}{g_{0}^{2}} \frac{\partial}{\partial x}\left(g_{0}^{2} \frac{\partial}{\partial x} \phi\right)=-\lambda\left(\alpha_{1} c_{1}+\alpha_{2} c_{2}\right) \\
& \frac{\partial c_{1}}{\partial t}=\frac{D_{1}}{g_{0}^{2}} \frac{\partial}{\partial x}\left(g_{0}^{2} \frac{\partial}{\partial x} c_{1}+\alpha_{1} c_{1} g_{0}^{2} \frac{\partial}{\partial x} \phi\right)  \tag{3}\\
& \frac{\partial c_{2}}{\partial t}=\frac{D_{2}}{g_{0}^{2}} \frac{\partial}{\partial x}\left(g_{0}^{2} \frac{\partial}{\partial x} c_{2}+\alpha_{2} c_{2} g_{0}^{2} \frac{\partial}{\partial x} \phi\right)
\end{align*}
$$

on $x \in(0,1)$ with the boundary conditions

$$
\begin{equation*}
\phi(t, 0)=\nu_{0}, \quad \phi(t, 1)=0, \quad c_{i}(t, 0)=L_{i}, \quad c_{i}(t, 1)=R_{i} . \tag{4}
\end{equation*}
$$

In particular, we showed that the attractors $\mathcal{A}_{\mu}$ of (1) and (2) are upper semicontinuous at $\mu=0$ to the attractor $\mathcal{A}_{0}$ of (3) and (4). One-dimensional PNP systems of the form (3) also arise in treatments based on the density functional theory of statistical mechanics [31]. The motivation for such a mathematical treatment is that, first of all, the one-dimensional system is much simpler; second, if the one-dimensional limiting system is structurally stable (i.e., if the global dynamics is robust), then the dynamics for the system on the three-dimensional domain with small $\mu$ is essentially the same as that of the limiting one-dimensional system. There is a well-established framework for verification of structural stability although it is by no means trivial. A key step is to understand the behavior of the steady-state of the limiting onedimensional system.

In light of the above result and discussion, we will then study steady-states of the one-dimensional PNP system for two species of current carriers with valences $\alpha>0$ and $-\beta<0$, including now a permanent charge:

$$
\begin{gather*}
\epsilon^{2} h^{-1}(x) \frac{d}{d x}\left(h(x) \frac{d}{d x} \phi\right)=-\left(\alpha c_{1}-\beta c_{2}+Q(x)\right), \quad \frac{d J_{i}}{d x}=0, \\
h(x) \frac{d c_{1}}{d x}+\alpha c_{1} h(x) \frac{d \phi}{d x}=-J_{1},  \tag{5}\\
h(x) \frac{d c_{2}}{d x}-\beta c_{2} h(x) \frac{d \phi}{d x}=-J_{2},
\end{gather*}
$$

with the boundary conditions

$$
\begin{equation*}
\phi(0)=\nu_{0}, \quad c_{i}(0)=L_{i} ; \quad \phi(1)=0, \quad c_{i}(1)=R_{i} . \tag{6}
\end{equation*}
$$

Here $J_{i}$ is the total flux of the $i$ th ion, $Q(x)$ is the permanent charge along the channel, $h(x)=g_{0}^{2}(x)$, and $\epsilon$ is related to $\lambda$ via $\lambda=\epsilon^{-2}$.

Many mathematical papers have been written about the existence and uniqueness of solutions of the boundary value problems, and numerical algorithms have been developed to approximate solutions even for high-dimensional systems (see, e.g., [39, $42,61,44]$ ). Under the assumption that $\epsilon \ll 1$, the problem can be viewed as a singular perturbation one. In particular, for $\alpha=\beta=1, h(x)=1$, and $Q(x)=0$, the boundary value problem for the one-dimensional PNP system (5) was studied in [7] using the method of matched asymptotic expansions as well as numerical simulations, which provide a good quantitative understanding of the problem with one region without permanent charge. In [51], assuming $\epsilon \ll 1$ but for general $\alpha, \beta, h(x)=1$ and $Q(x)=0$, the boundary value problem was treated using geometric theory for singularly perturbed problems (see, e.g., $[27,45,47,50]$ ).

We use the geometric framework in paper [51] to investigate PNP systems with multiple regions of permanent charge and with multiple ions. A major difference of the model studied in this paper from those previously studied is the inclusion of multiple regions of permanent charge. The focus will be on the simple case of two ions and two reservoirs (i.e., two regions without permanent charge). The idea is to construct singular orbits for the boundary value problem and apply geometric singular perturbation theory to obtain, for $\epsilon>0$ small, solutions near singular orbits. Issues of the existence and multiplicity of singular orbits are reduced to the properties of a set of nonlinear algebraic equations (43). To our surprise, for the simple case we study, multiple solutions for the boundary value problem are shown to exist. This contrasts to what was suspected in some early works (see, for example, $[63,64]$ ) which expressed the (entirely reasonable) opinion that multiple solutions cannot occur for the simple
structure of permanent charge considered here. The set of equations (43) governs the multiplicity of solutions to the boundary value problem. We will thoroughly examine the set of algebraic equations in the future.
3. A dynamical system framework and a construction of singular orbits. We will rewrite the PNP system into a standard form for singularly perturbed systems and convert the boundary value problem to a connecting problem.

Denote the derivative with respect to $x$ by overdot and introduce $u=\epsilon \dot{\phi}$ and $\tau=x$. System (5) becomes

$$
\begin{align*}
\epsilon \dot{\phi} & =u, \quad \epsilon \dot{u}=\beta c_{2}-\alpha c_{1}-Q(\tau)-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} u \\
\epsilon \dot{c}_{1} & =-\alpha c_{1} u-\epsilon h^{-1}(\tau) J_{1} \\
\epsilon \dot{c}_{2} & =\beta c_{2} u-\epsilon h^{-1}(\tau) J_{2}  \tag{7}\\
\dot{J}_{1} & =\dot{J}_{2}=0, \quad \dot{\tau}=1
\end{align*}
$$

We will treat system (7) as a dynamical system of phase space $\boldsymbol{R}^{7}$ with state variables $\left(\phi, u, c_{1}, c_{2}, J_{1}, J_{2}, \tau\right)$. The introduction of the extra state variable $\tau=x$ and the $\tau$ equation seems to add complications to the problem, but this has a great advantage that we will explain shortly.

For $\epsilon>0$, the rescaling $x=\epsilon \xi$ of the independent variable $x$ gives rise to an equivalent system

$$
\begin{align*}
\phi^{\prime} & =u, \quad u^{\prime}=\beta c_{2}-\alpha c_{1}-Q(\tau)-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} u \\
c_{1}^{\prime} & =-\alpha c_{1} u-\epsilon h^{-1}(\tau) J_{1} \\
c_{2}^{\prime} & =\beta c_{2} u-\epsilon h^{-1}(\tau) J_{2}  \tag{8}\\
J_{1}^{\prime} & =J_{2}^{\prime}=0, \quad \tau^{\prime}=\epsilon
\end{align*}
$$

where prime denotes the derivative with respect to the variable $\xi$.
For $\epsilon>0$, systems (7) and (8) have exactly the same phase portrait. But their limits at $\epsilon=0$ are different and, very often, the two limiting systems provide complementary information on state variables. Therefore, the main task of singularly perturbed problems is to patch the limiting information together to form a solution for the entire $\epsilon>0$ system. In terms of asymptotic expansions, system (7) and its limit at $\epsilon=0$ will be used to study outer or regular layer solutions. We will call this system the outer system and its limit at $\epsilon=0$ the outer limit system. System (8) and its limit at $\epsilon=0$ will be used to study inner or singular layer solutions, and we call the system the inner system and its limit system at $\epsilon=0$ the inner limit system. By a singular orbit, we mean a continuous and piecewise smooth curve in $\boldsymbol{R}^{7}$ that is a union of finitely many orbits of the outer limit system or inner limit system. In the theory of geometric singular perturbations, viewing the independent variables $x$ and $\xi$ as slow and fast time variables, the outer system is called the slow system, the inner system is called the fast system, and a singular orbit is a union of slow and fast orbits.

Let $B_{L}$ and $B_{R}$ be the subsets of the phase space $\boldsymbol{R}^{7}$ defined by

$$
\begin{align*}
& B_{L}=\left\{\left(\nu_{0}, u, L_{1}, L_{2}, J_{1}, J_{2}, 0\right) \in \boldsymbol{R}^{7}: \text { arbitrary } u, J_{1}, J_{2}\right\}  \tag{9}\\
& B_{R}=\left\{\left(0, u, R_{1}, R_{2}, J_{1}, J_{2}, 1\right) \in \boldsymbol{R}^{7}: \text { arbitrary } u, J_{1}, J_{2}\right\} \tag{10}
\end{align*}
$$

Then the boundary value problem is equivalent to a connecting problem, namely, finding a solution of (7) or (8) from $B_{L}$ to $B_{R}$. To see this, suppose that $\left(\phi, u, c_{1}, c_{2}\right.$, $\left.J_{1}, J_{2}, \tau\right)$ is an orbit starting at a point on $B_{L}$ and ending at a point on $B_{R}$. Due to the definitions of $B_{L}$ and $B_{R}$, the starting point automatically has $x=\tau=0$ with the assigned values for $\phi, c_{1}$, and $c_{2}$ at $x=0$, and the ending point has $x=\tau=1$ with the assigned values for $\phi, c_{1}$, and $c_{2}$ at $x=1$. This solution $\left(\phi, u, c_{1}, c_{2}, J_{1}, J_{2}, \tau\right)$ satisfies the boundary condition automatically. Most importantly, when we arbitrarily rescale the independent variable $x$, the phase portrait will remain the same. Therefore, in searching for a solution from $B_{L}$ to $B_{R}$, we can apply any rescaling of the independent variable $x$, even a rescaling that depends on each individual solution. (We will use a rescaling that is different for each solution when we derive the system (34) from system (33).) This is the significant advantage of introducing $\tau=x$ and $\dot{\tau}=1$ promised earlier. The idea of converting a boundary value problem to a connecting one is now rather standard in applied dynamical systems.

In this paper, we will consider the case where the outer regions are reservoirs and the permanent charge is constant along the channel; that is,

$$
Q(x)=\left\{\begin{array}{l}
0 \text { for } 0<x<a \\
Q \text { for } a<x<b \\
0 \text { for } b<x<1
\end{array}\right.
$$

where $Q$ is a constant. The intervals $[0, a]$ and $[b, 1]$ are the reservoirs, and the interval $[a, b]$ is the channel.

We will be interested in solutions of the connecting problem for system (7) or (8) from $B_{L}$ to $B_{R}$ defined in (9) and (10). In view of the jump of $Q$ at $x=a$ and $x=b$, the best one can hope is that the solution is continuous and piecewise differentiable. We therefore require our solutions to be continuous and piecewise differentiable. The continuity of $u$ implies that $\phi, c_{1}$, and $c_{2}$ are differentiable. Our requirement is motivated by two considerations: (i) the dissipation present in the full PNP system (that includes time evolution) improves the regularity of solutions; in particular, the attractor contains regular solutions. Steady-state solutions, being in the attractor, should have the regularity imposed; (ii) if the requirement is relaxed, say, only requiring $\phi, c_{1}, c_{2}$ to be piecewise differentiable, then one can preassign any value for $\left(\phi, c_{1}, c_{2}\right)$ at any partition points $0<x_{1}<x_{2}<\cdots<x_{k}<1$ and construct solutions over each subinterval and piece them together to create a solution over $[0,1]$ with the preassigned values for $\left(\phi, c_{1}, c_{2}\right)$ at the partition points. (This assertion follows from the work in [7,51].) It is clear that the only relevant solutions are those in which $\phi, c_{1}, c_{2}$ are differentiable.

Our construction of a solution involves two main steps: the first step is to construct a singular orbit to the connecting problem, and the second step is to apply geometric singular perturbation theory to show that there is a unique solution near the singular orbit for $\epsilon>0$ and small. Here we will give a detailed explanation for the first step and leave the explanation of the second step to section 4.

To construct a singular orbit, we first construct a singular orbit on each of the subinterval $[0, a],[a, b]$, and $[b, 1]$. The reason to split the interval $[0,1]$ into three subintervals is simply because the permanent charge $Q(x)$ has jumps at $x=a$ and $x=b$. To be able to construct a singular orbit on each subinterval, we need to preassign the values of $\phi, c_{1}$, and $c_{2}$ at $x=a$ and $x=b$. Suppose, for the moment, that $\phi=\phi^{a}, c_{1}=c_{1}^{a}$, and $c_{2}=c_{2}^{a}$ at $x=a$, and that $\phi=\phi^{b}, c_{1}=c_{1}^{b}$, and $c_{2}=c_{2}^{b}$
at $x=b$. Those six unknown values

$$
\begin{equation*}
\phi^{a}, c_{1}^{a}, c_{2}^{a} ; \phi^{b}, c_{1}^{b}, c_{2}^{b} \tag{11}
\end{equation*}
$$

will be determined along our construction of a singular orbit on the whole interval $[0,1]$.

1. On the left subinterval $[0, a]$ where $Q=0$ or there is no permanent charge, we construct a singular orbit for the boundary value problem with ( $\phi, c_{1}, c_{2}, \tau$ ) being

$$
\left(\nu_{0}, L_{1}, L_{2}, 0\right) \text { at } x=0 \text { and }\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}, a\right) \text { at } x=a
$$

The orbit consists of two boundary layers $\Gamma_{l}^{0}$ and $\Gamma_{l}^{a}$ and one regular layer $\Lambda_{l}$. In particular, given $\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}\right)$, the flux densities $J_{1}^{l}, J_{2}^{l}$ and the value $u_{l}(a)$ are uniquely determined (see section 3.1).
2. On the middle subinterval $[a, b]$, we construct a singular orbit for the boundary value problem with $\left(\phi, c_{1}, c_{2}, \tau\right)$ being

$$
\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}, a\right) \text { at } x=a \text { and }\left(\phi^{b}, c_{1}^{b}, c_{2}^{b}, b\right) \text { at } x=b
$$

The orbit consists of two boundary layers $\Gamma_{m}^{a}$ and $\Gamma_{m}^{b}$ and one regular layer $\Lambda_{m}$. In particular, given $\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}\right)$ and $\left(\phi^{b}, c_{1}^{b}, c_{2}^{b}\right)$, the flux densities $J_{1}^{m}, J_{2}^{m}$ and the values $u_{m}(a)$ and $u_{m}(b)$ are uniquely determined (see section 3.2).
3. On the right subinterval $[b, 1]$, we construct a singular orbit for the boundary value problem with $\left(\phi, c_{1}, c_{2}, \tau\right)$ being

$$
\left(\phi^{b}, c_{1}^{b}, c_{2}^{b}, b\right) \text { at } x=b \text { and }\left(0, R_{1}, R_{2}, 1\right) \text { at } x=1
$$

The orbit again consists of two boundary layers $\Gamma_{r}^{b}$ and $\Gamma_{r}^{1}$ and one regular layer $\Lambda_{r}$. In particular, given $\left(\phi^{b}, c_{1}^{b}, c_{2}^{b}\right)$, the flux densities $J_{1}^{r}, J_{2}^{r}$ and the value $u_{r}(b)$ are uniquely determined (see section 3.3).
4. Finally, for a singular orbit on the whole interval $[0,1]$, we require that

$$
J_{1}^{l}=J_{1}^{m}=J_{1}^{r}, \quad J_{2}^{l}=J_{2}^{m}=J_{2}^{r}, \quad u_{l}(a)=u_{m}(a), \quad u_{m}(b)=u_{r}(b)
$$

This consists of six conditions. The number of conditions is exactly the same as the number of unknown values in (11) (see section 3.4).
The qualitative properties of these six equations and conditions are of great importance. It turns out that they can have multiple solutions. Different solutions yield different amounts of current for otherwise identical conditions, suggesting that each level might correspond to a different functional state of a transporter, or a different gating state of a channel. Indeed, it seems likely that more complex systems than those considered here would be described by similar systems of equations with multiple solutions. Interesting and very important properties of channels and transporters - each corresponding to a quite distinct device with a quite distinct input-output relation and device equation - might arise this way in systems including $\mathrm{Ca}^{2+}$ or in systems with multiple regions of nonzero permanent charge, or in systems with branched, Y-shaped, or adjacent interacting channels.
Remark 3.1. We call $\Gamma_{l}^{a}, \Gamma_{m}^{a}, \Gamma_{m}^{b}$, and $\Gamma_{r}^{b}$ boundary layers because, relative to each subinterval, they are boundary layers. But, relative to the whole interval $[0,1]$, they should be termed internal layers.
3.1. Singular orbit on $[0, a]$ where $\boldsymbol{Q}(\boldsymbol{x})=\mathbf{0}$. We consider the case with zero permanent charge on the subinterval $[0, a]$ because $[0, a]$ is viewed as one of the reservoirs. The nonzero $Q$ over the subinterval $[a, b]$ will affect the solution on $[0, a]$ and on $[b, 1]$. This effect will show up when we impose matching conditions on $\phi^{a}, c_{1}^{a}$, and $c_{2}^{a}$ to construct the singular orbit over the whole interval $[0,1]$.

Following the discussion above, we set $\phi(a)=\phi^{a}, c_{1}(a)=c_{1}^{a}$, and $c_{2}(a)=c_{2}^{a}$, where $\phi^{a}, c_{i}^{a}$ are unknown values to be determined later on. Now let

$$
B_{a}=\left\{\left(\phi^{a}, u, c_{1}^{a}, c_{2}^{a}, J_{1}, J_{2}, a\right) \in \boldsymbol{R}^{7}: u, J_{i} \text { arbitrary }\right\}
$$

In this part, we will construct a singular orbit that connects $B_{L}$ to $B_{a}$. Two boundary layers will be constructed in section 2.1.1 followed by the construction of the regular layer in section 2.1.2. The permanent charge $Q$ is zero in both constructions.

If we set $\epsilon=0$ in system (7) with $Q(x)=0$, we get the outer limit system and, in particular, $u=0$ and $\alpha c_{1}=\beta c_{2}$. The set

$$
\mathcal{Z}_{l}=\left\{u=0, \alpha c_{1}=\beta c_{2}\right\}
$$

will be called the outer manifold. In the theory of geometric singular perturbations, $\mathcal{Z}_{l}$ is called the slow manifold because if $x$ and $\xi$ are viewed as time variables, the evolution on $\mathcal{Z}_{l}$ is characterized by the time variable $\xi$, which is slow.

Remark 3.2. In systems (7) and (8), there appear to be four fast equations and three slow equations. Typically, one would expect a three-dimensional slow manifold. But, in this specific problem, the slow manifold is five-dimensional. This fact indicates some degeneracy of the slow flow, which is reflected in sections 3.1.2 and 3.2.2. The exchange lemma applied in the proof of Theorem 4.1 in section 4 is still valid. In fact, it applies to singular perturbation problems of more general forms than standard ones (see, e.g., [46, p. 562, Remark 1]).

The geometric method for a construction of singular orbits on each of the subintervals $[0, a],[a, b]$, and $[b, 1]$ is the same. Let us explain the approach for constructing the singular orbit that connects $B_{L}$ to $B_{a}$ on $[0, a]$ (see Figure 1). Generally, the outer manifold $\mathcal{Z}_{l}$ will not intersect $B_{L}$ and $B_{a}$. Since every outer or regular layer orbit lies entirely on the outer manifold $\mathcal{Z}_{l}$, it will not intersect $B_{L}$ and $B_{a}$; that is, it cannot satisfy the boundary conditions. Two boundary or inner layers need to be introduced to connect boundaries $B_{L}$ and $B_{a}$ with the outer layer solution on $\mathcal{Z}_{l}$. These boundary layers should satisfy the inner limit system. The boundary layer orbit $\Gamma_{l}^{0}$ at $x=0$ will connect $B_{L}$ to $\mathcal{Z}_{l}$. It must lie on the stable manifold $W^{s}\left(\mathcal{Z}_{l}\right)$; that is, it belongs to the intersection $M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)$, where $M_{L}$ is the collection of orbits starting from points on $B_{L}$. Similarly, the boundary layer $\Gamma_{l}^{a}$ at $x=a$ will connect $\mathcal{Z}_{l}$ to $B_{a}$ and it must lie on the unstable manifold $W^{u}\left(\mathcal{Z}_{l}\right)$; that is, it belongs to the intersection $M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)$, where $M_{l}^{a}$ is the collection of orbits starting from points on $B_{l}^{a}$.

The first step in the construction examines the stability of the outer manifold $\mathcal{Z}_{l}$ by linearizing along $\mathcal{Z}_{l} . \quad\left(\mathcal{Z}_{l}\right.$ is the set of equilibria of the inner limit system.) It turns out that the outer manifold $\mathcal{Z}_{l}$ has a stable manifold $W^{s}\left(\mathcal{Z}_{l}\right)$ and an unstable manifold $W^{u}\left(\mathcal{Z}_{l}\right)$. The next step is to check whether $W^{s}\left(\mathcal{Z}_{l}\right)$ intersects $B_{L}$ and whether $W^{u}\left(\mathcal{Z}_{l}\right)$ intersects $B_{a}$. This requires concrete knowledge of the global behavior of $W^{s}\left(\mathcal{Z}_{l}\right)$ and $W^{u}\left(\mathcal{Z}_{l}\right)$, and the information from the linearization is not enough. Neither is abstract dynamical systems theory (since the inner limit system is nonlinear). Luckily, we discovered a complete set of integrals for the inner limit system (see Proposition 3.2). The set of integrals reflects the intrinsic mathematical


FIG. 1. Schematic picture of the singular orbit (solid curves) on $[0, a]$ : one left boundary layer $\Gamma_{l}^{0}$, one regular layer $\Lambda_{l}$, and one right boundary layer $\Gamma_{l}^{a}$.
structure of this particular electrodiffusion system, the channel problem. This mathematical special structure implies particular specific physical and chemical properties of the ion channel. It is irresistible, albeit speculative, to suspect that the special mathematical structure produces biologically important properties of the channel. In that sense, the mathematical structure of the problem provides one possible "device equation" for the channel system.

It is this set of integrals in Proposition 3.2 that allows us to give a complete, global description of the inner limit dynamics; in particular, we are able to establish the required intersections $M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)$ and $M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)$ and are also able to identify the so-called $\omega$-limit set $\omega\left(M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)\right)$ and the $\alpha$-limit set $\alpha\left(M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)\right)$ of the intersections. The intersections give the set of candidates for the boundary layers (consisting of two parameter families of inner orbits parameterized by $J_{1}$ and $J_{2}$ ). The foot points $\omega\left(M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)\right)$ and $\alpha\left(M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)\right)$ (each parameterized by $J_{1}$ and $J_{2}$ also) on $\mathcal{Z}_{l}$ provide the (reduced) boundary conditions for the outer solutions. It turns out there is only one outer orbit $\Lambda_{l}$ that connects $\omega\left(M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)\right)$ to $\alpha\left(M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)\right)$ and also determines the pair $\left(J_{1}, J_{2}\right)$ uniquely. The desired singular orbit connecting $B_{L}$ to $B_{a}$ on $[0, a]$ is formed by this outer orbit $\Lambda_{l}$ together with the two boundary layers $\Gamma_{l}^{0}$ and $\Gamma_{l}^{a}$ that are uniquely determined by the pair $\left(J_{1}, J_{2}\right)$.

We remind the reader that the singular orbit to be constructed on this subinterval with zero permanent charge will not be complete until the unknowns in (11) are determined through matching conditions implicitly posed by the permanent charge $Q$ on the whole interval $[0,1]$, including the channel region where the permanent charge is not zero. The entire system is coupled and must be solved together, suggesting the source of difficulties with earlier treatments, which tried to replace the reservoirs with
boundary conditions. The importance of the coupling of different intervals suggests that the shapes of antechambers commonly found in biological channels may be important to their function. It is interesting that synthetic nanochannels acquire some properties of biological channels when they are built with antechambers of specific shape $[68,69]$.
3.1.1. Inner dynamics on $[0, a]$ : Boundary layers or inner solutions. We start with the examination of boundary layers on the interval $[0, a]$ where $Q=0$. These will be studied using the inner limit system obtained by setting $\epsilon=0$ in (8):

$$
\begin{align*}
& \phi^{\prime}=u, \quad u^{\prime}=\beta c_{2}-\alpha c_{1}, \\
& c_{1}^{\prime}=-\alpha c_{1} u \\
& c_{2}^{\prime}=\beta c_{2} u  \tag{12}\\
& J_{1}^{\prime}=J_{2}^{\prime}=0, \quad \tau^{\prime}=0 .
\end{align*}
$$

This inner limit system describes what a chemist would call (thermodynamic) equilibrium. The reader should be warned that the word "equilibrium" is used widely, albeit informally, in computational electronics to describe a system not at thermodynamic equilibrium, namely, a system in which the distribution of velocities is a displaced Maxwellian, with displacement given by the flux (in appropriate units). Only when the flux of every species is zero is the "equilibrium" of computational electronics a thermodynamic equilibrium.

The set of equilibria of (12), that is, the set of points at which the vector field of (12) vanishes, is precisely $\mathcal{Z}_{l}=\left\{u=0, \alpha c_{1}=\beta c_{2}\right\}$. The linearization at points $\left(\phi, 0, c_{1}, c_{2}, J_{1}, J_{2}, \tau\right) \in \mathcal{Z}_{l}$ is

$$
\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\alpha & \beta & 0 & 0 & 0 \\
0 & -\alpha c_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & \beta c_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

This linearization is similar to the Green-Kubo expansion used by physical chemists to describe a nonequilibrium system close to equilibrium [11, 48, 74, 76]. Of course, such a linearization is useful only around some specific (operating) point; here the thermodynamic operating point with zero fluxes. To study nonlinear behavior far from the thermodynamic operating point, one must do a linearization around other points, at which fluxes are not zero. Such analyses have not been attempted, as far as we know for the PNP system, or in physical chemistry in general, perhaps because the locations and properties of operating points other than the thermodynamic one are hard to specify simply. Linearization around general nonequilibrium operating points is a crucial method in electrical engineering and has been used to design nonlinear circuits since the invention of electron valves-i.e., vacuum tubes-in the 1930s.

The linearized system has five zero eigenvalues whose generalized eigenspace is the tangent space of the five-dimensional outer manifold $\mathcal{Z}_{l}$ of equilibria. The two other eigenvalues are $\pm \sqrt{(\alpha+\beta) \alpha c_{1}} \neq 0$ whose eigenvectors are not tangent to $\mathcal{Z}_{l}$.

In this sense, $\mathcal{Z}_{l}$ is called normally hyperbolic. The theory of normally hyperbolic invariant manifolds (e.g., [27]) states that
(i) there is a six-dimensional stable manifold $W^{s}\left(\mathcal{Z}_{l}\right)$ of $\mathcal{Z}_{l}$ that consists of points approaching $\mathcal{Z}_{l}$ in forward time;
(ii) there is a six-dimensional unstable manifold $W^{u}\left(\mathcal{Z}_{l}\right)$ of $\mathcal{Z}_{l}$ that consists of points approaching $\mathcal{Z}_{l}$ in backward time;
(iii) $\mathcal{Z}_{l}$ as well as $W^{s}\left(\mathcal{Z}_{l}\right)$ and $W^{u}\left(\mathcal{Z}_{l}\right)$ persists for $\epsilon>0$ small; that is, for $\epsilon>0$ small, there exist invariant manifolds $\mathcal{Z}_{l}^{\epsilon}, W^{s}\left(\mathcal{Z}_{l}^{\epsilon}\right)$, and $W^{u}\left(\mathcal{Z}_{l}^{\epsilon}\right)$, close to their counterparts.
What this result suggests is that, for a singular orbit connecting $B_{L}$ to $B_{a}$, the boundary layer at $x=0$ must lie in $M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)$ and the boundary layer at $x=a$ must lie in $M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)$, where $M_{L}$ is the collection of orbits from $B_{L}$ in forward time under the flow of system (12) and $M_{l}^{a}$ is the collection of orbits from $B_{a}$ in backward time under the flow of system (12). This is precisely what we will show.

Definition 3.1. A smooth function $H: \boldsymbol{R}^{n} \rightarrow \boldsymbol{R}$ is called an integral of system $\frac{d}{d t} z=f(z), z \in \boldsymbol{R}^{n}$, if $\frac{d}{d t}[H(z(t))]=0$ whenever $z(t)$ is a solution.

For a system on $\boldsymbol{R}^{n}$, if there are $(n-1)$ (independent) integrals, then any orbits can be theoretically determined by the intersections of $(n-1)$ level sets of the integrals.

Proposition 3.2. System (12) has the following six integrals:

$$
\begin{aligned}
& H_{1}=e^{\alpha \phi} c_{1}, \quad H_{2}=e^{-\beta \phi} c_{2}, \quad H_{3}=c_{1}+c_{2}-\frac{1}{2} u^{2} \\
& H_{4}=J_{1}, \quad H_{5}=J_{2}, \quad H_{6}=\tau
\end{aligned}
$$

Proof. The proof can be verified directly.
The reader seeking physical insight is reminded that $\alpha$ is the valence (i.e., charge) of the ions with number density $c_{1} ;(-\beta)$ is the charge of the ions with number density $c_{2}, u=\epsilon \dot{\phi}, \tau=x$; and $\epsilon$ is the Debye length.

These integrals allow one to completely understand the boundary layers (at $x=$ $0, a)$ and characterize landing points of boundary layers on the outer manifold $\mathcal{Z}_{l}$. The information on landing points is crucial because it provides the boundary conditions that allow the regular layer to connect boundary layers.

Corollary 3.3. (i) Let $\phi=\phi^{L}$ be the unique solution of

$$
\alpha L_{1} e^{\alpha\left(\nu_{0}-\phi\right)}-\beta L_{2} e^{-\beta\left(\nu_{0}-\phi\right)}=0, \quad \text { that is, } \phi^{L}=\nu_{0}-\frac{1}{\alpha+\beta} \ln \frac{\beta L_{2}}{\alpha L_{1}}
$$

and let

$$
c_{1}^{L}=\frac{1}{\alpha}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{L}=\frac{1}{\beta}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}} .
$$

The stable manifold $W^{s}\left(\mathcal{Z}_{l}\right)$ intersects $B_{L}$ transversally at points with

$$
\begin{align*}
u_{0} & =\left[\operatorname{sgn}\left(\phi^{L}-\nu_{0}\right)\right] \sqrt{2\left(L_{1}+L_{2}\right)-2\left(L_{1} e^{\alpha\left(\nu_{0}-\phi^{L}\right)}+L_{2} e^{-\beta\left(\nu_{0}-\phi^{L}\right)}\right)} \\
& =\left[\operatorname{sgn}\left(\alpha L_{1}-\beta L_{2}\right)\right] \sqrt{2\left(L_{1}+L_{2}-\frac{\alpha+\beta}{\alpha \beta}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right)} \tag{13}
\end{align*}
$$

and arbitrary $J_{i}$ 's, where sgn is the sign function (see Figure 1).
Let $\phi=\phi^{a, l}$ be the unique solution of

$$
\alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi\right)}=0, \quad \text { that } i s, \phi^{a, l}=\phi^{a}-\frac{1}{\alpha+\beta} \ln \frac{\beta c_{2}^{a}}{\alpha c_{1}^{a}},
$$

and let

$$
c_{1}^{a, l}=\frac{1}{\alpha}\left(\alpha c_{1}^{a}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{a}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{a, l}=\frac{1}{\beta}\left(\alpha c_{1}^{a}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{a}\right)^{\frac{\alpha}{\alpha+\beta}} .
$$

The unstable manifold $W^{u}\left(\mathcal{Z}_{l}\right)$ intersects $B_{a}$ transversally at points with

$$
\begin{aligned}
u_{l}(a) & =\left[\operatorname{sgn}\left(\phi^{a}-\phi^{a, l}\right)\right] \sqrt{2\left(c_{1}^{a}+c_{2}^{a}\right)-2\left(c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi^{a, l}\right)}+c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi^{a, l}\right)}\right)} \\
& =\left[\operatorname{sgn}\left(\beta c_{2}^{a}-\alpha c_{1}^{a}\right)\right] \sqrt{2\left(c_{1}^{a}+c_{2}^{a}-\frac{\alpha+\beta}{\alpha \beta}\left(\alpha c_{1}^{a}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{a}\right)^{\frac{\alpha}{\alpha+\beta}}\right)}
\end{aligned}
$$

and arbitrary $J_{i}$ 's (see Figure 1).
(ii) Potential boundary layers $\Gamma_{l}^{0}$ at $x=0$ are determined up to $\left(J_{1}, J_{2}\right)$ as follows: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha L_{1} e^{\alpha\left(\nu_{0}-\phi\right)}-\beta L_{2} e^{-\beta\left(\nu_{0}-\phi\right)}=0
$$

together with $\phi(0)=\nu_{0}$ and $\phi(\xi) \rightarrow \phi^{L}$ as $\xi \rightarrow \infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=L_{1} e^{\alpha\left(\nu_{0}-\phi(\xi)\right)}, \quad c_{2}(\xi)=L_{2} e^{-\beta\left(\nu_{0}-\phi(\xi)\right)}
$$

Similarly, potential boundary layers $\Gamma_{l}^{a}$ at $x=a$ are determined in the following way: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi\right)}=0
$$

together with $\phi(0)=\phi^{a}$ and $\phi(\xi) \rightarrow \phi^{a, l}$ as $\xi \rightarrow-\infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi(\xi)\right)}, \quad c_{2}(\xi)=c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi(\xi)\right)}
$$

(iii) Let $N_{L}=M_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)$ and $N_{l}^{a}=M_{l}^{a} \cap W^{u}\left(\mathcal{Z}_{l}\right)$. Then,

$$
\begin{gathered}
\omega\left(N_{L}\right)=\left\{\left(\phi^{L}, 0, c_{1}^{L}, c_{2}^{L}, J_{1}, J_{2}, 0\right): \text { all } J_{1}, J_{2}\right\} \\
\alpha\left(N_{l}^{a}\right)=\left\{\left(\phi^{a, l}, 0, c_{1}^{a, l}, c_{2}^{a, l}, J_{1}, J_{2}, a\right): \text { all } J_{1}, J_{2}\right\}
\end{gathered}
$$

where $\phi^{L}, c_{1}^{L}, c_{2}^{L}, \phi^{a, l}, c_{1}^{a, l}$, and $c_{2}^{a, l}$ are given explicitly as in part (i).
Proof. We provide a proof for the first part that is related to the boundary layer on the left in each statement.

Let $z(\xi)=\left(\phi(\xi), u(\xi), c_{1}(\xi), c_{2}(\xi), J_{1}(\xi), J_{2}(\xi), \tau(\xi)\right)$ be a solution of system (12) with $z(0) \in B_{L}$ and $z(\xi) \in W^{s}\left(\mathcal{Z}_{l}\right)$. Then, $J_{i}(\xi)=J_{i}, \tau(\xi)=0$ for all $\xi, z(\xi) \rightarrow$ $z(\infty)=\left(\phi^{L}, 0, c_{1}^{L}, c_{2}^{L}, J_{1}, J_{2}, 0\right) \in \mathcal{Z}_{l}$ for some $\phi^{L}$ and $c_{i}^{L}$ with $\alpha c_{1}^{L}=\beta c_{2}^{L}$, and

$$
\phi(0)=\nu_{0}, \quad c_{1}(0)=L_{1}, \quad c_{2}(0)=L_{2} .
$$

Using the integrals $H_{1}$ and $H_{2}$, we have

$$
e^{\alpha \phi} c_{1}=e^{\alpha \nu_{0}} L_{1}, \quad e^{-\beta \phi} c_{2}=e^{-\beta \nu_{0}} L_{2}
$$

Therefore,

$$
\begin{equation*}
c_{1}=L_{1} e^{\alpha\left(\nu_{0}-\phi\right)}, \quad c_{2}=L_{2} e^{-\beta\left(\nu_{0}-\phi\right)} \tag{15}
\end{equation*}
$$



FIG. 2. The stable manifold $W^{s}\left(\phi^{L}\right)$ of the equilibrium $\left(\phi^{L}, 0\right)$ is the solid curve, and the unstable manifold $W^{u}\left(\phi^{L}\right)$ is the dashed curve. The left branch of $W^{s}\left(\phi^{L}\right)$ has positive $u$-coordinates, and the right branch has negative $u$-coordinates; e.g., if $(\phi, u) \in W^{s}\left(\phi^{L}\right)$, then $\operatorname{sign}[u]=\operatorname{sign}\left[\phi^{L}-\phi\right]$.

Taking the limit as $\xi \rightarrow \infty$, we have

$$
c_{1}^{L}=L_{1} e^{\alpha\left(\nu_{0}-\phi^{L}\right)}, \quad c_{2}^{L}=L_{2} e^{-\beta\left(\nu_{0}-\phi^{L}\right)} .
$$

In view of the relation $\alpha c_{1}^{L}=\beta c_{2}^{L}$, one has

$$
\alpha L_{1} e^{\alpha\left(\nu_{0}-\phi^{L}\right)}=\beta L_{2} e^{-\beta\left(\nu_{0}-\phi^{L}\right)} \text { or } \phi^{L}=\nu_{0}-\frac{1}{\alpha+\beta} \ln \frac{\beta L_{2}}{\alpha L_{1}} .
$$

Hence,

$$
c_{1}^{L}=\frac{1}{\alpha}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{L}=\frac{1}{\beta}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}} .
$$

Since $\phi^{\prime \prime}=\beta c_{2}-\alpha c_{1}$, (15) implies that $\phi$ satisfies the Hamiltonian equation

$$
\phi^{\prime \prime}+\alpha L_{1} e^{\alpha\left(\nu_{0}-\phi\right)}-\beta L_{2} e^{-\beta\left(\nu_{0}-\phi\right)}=0
$$

with $\phi(0)=\nu_{0}$ and $\phi(\xi) \rightarrow \phi^{L}$ as $\xi \rightarrow \infty$. The Hamiltonian is

$$
H(\phi, u)=\frac{u^{2}}{2}-L_{1} e^{\alpha\left(\nu_{0}-\phi\right)}+L_{2} e^{-\beta\left(\nu_{0}-\phi\right)} .
$$

In terms of $\phi$ and $u=\phi^{\prime}$, the equation becomes

$$
\begin{equation*}
\phi^{\prime}=u, \quad u^{\prime}=\beta L_{2} e^{-\beta\left(\nu_{0}-\phi\right)}-\alpha L_{1} e^{\alpha\left(\nu_{0}-\phi\right)} . \tag{16}
\end{equation*}
$$

The Hamiltonian system has a unique equilibrium ( $\phi^{L}, 0$ ) with $\phi^{L}$ given above. If $W^{s}\left(\phi^{L}\right)$ is the stable manifold of $\left(\phi^{L}, 0\right)$, then it is the restriction of $W^{s}\left(\mathcal{Z}_{l}\right)$ to the $(\phi, u)$-plane. In order to have $\left(\nu_{0}, u_{0}\right) \in W^{s}\left(\phi^{L}\right)$ (see Figure 2), $H\left(\phi^{L}, 0\right)=H\left(\nu_{0}, u_{0}\right)$
and one has the expression for $u_{0}$ in (13). To determine the sign of $u_{0}$, note that the left branch of the stable manifold $W^{s}\left(\phi^{L}\right)$ lies above the $\phi$-axis and hence that $\nu_{0}<\phi^{L}$ implies $u_{0}>0$; similarly, if $\nu_{0}>\phi^{L}$, then $u_{0}<0$.

Remark 3.3. We claim that the quantities under the square root in the displays (13) and (14) are nonnegative. In fact, quite interestingly, the nonnegativeness is equivalent to Young's inequality

$$
\frac{a^{p}}{p}+\frac{b^{q}}{q} \geq a b \text { for } a, b \geq 0, \frac{1}{p}+\frac{1}{q}=1 ; "=" \text { holds if and only if } a^{p}=b^{q}
$$

Take (13) for example. If we set

$$
a=\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}, \quad b=\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad p=\frac{\alpha+\beta}{\beta}, \quad q=\frac{\alpha+\beta}{\alpha}
$$

then

$$
L_{1}+L_{2}-\frac{\alpha+\beta}{\alpha \beta}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}=\frac{\alpha+\beta}{\alpha \beta}\left(\frac{a^{p}}{p}+\frac{b^{q}}{q}-a b\right) .
$$

Thus, the quantity is always nonnegative and it is zero if and only if $\alpha L_{1}=\beta L_{2}$.
3.1.2. Outer dynamics on $[0, a]$ : Regular layers or outer solutions. We now construct regular layers or outer solutions on $\mathcal{Z}_{l}$ that connect $\omega\left(N_{L}\right)$ to $\alpha\left(N_{l}^{a}\right)$. We find that the outer flow on $\mathcal{Z}_{l}$ is itself a singular perturbation problem. To see this, we zoom in on an $O(\epsilon)$-neighborhood of $\mathcal{Z}_{l}$ by blowing up the $u$ and $\alpha c_{1}-\beta c_{2}$ coordinates; that is, we make a scaling $u=\epsilon p$ and $\beta c_{2}-\alpha c_{1}=\epsilon q$. System (7) becomes

$$
\begin{align*}
\dot{\phi} & =p, \quad \epsilon \dot{p}=q-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} p \\
\epsilon \dot{q} & =\left(\alpha(\alpha+\beta) c_{1}+\epsilon \beta q\right) p-h^{-1}(\tau)\left(\beta J_{2}-\alpha J_{1}\right)  \tag{17}\\
\dot{c}_{1} & =-\alpha c_{1} p-h^{-1}(\tau) J_{1} \\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

which is indeed a singular perturbation problem due to the factor $\epsilon$ in front of $\dot{p}$ and $\dot{q}$. Its limit, as $\epsilon \rightarrow 0$, is

$$
\begin{align*}
\dot{\phi} & =p, \quad 0=q \\
0 & =\alpha(\alpha+\beta) c_{1} p-h^{-1}(\tau)\left(\beta J_{2}-\alpha J_{1}\right) \\
\dot{c}_{1} & =-\alpha c_{1} p-h^{-1}(\tau) J_{1}  \tag{18}\\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

For this system, the outer manifold is

$$
\mathcal{S}_{l}=\left\{p=\frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta) h(\tau) c_{1}}, q=0\right\}
$$

The outer limit dynamics on $\mathcal{S}_{l}$ is

$$
\begin{align*}
\dot{\phi} & =\frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta) h(\tau) c_{1}} \\
\dot{c}_{1} & =-\frac{\beta\left(J_{1}+J_{2}\right)}{(\alpha+\beta) h(\tau)}  \tag{19}\\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

Remark 3.4. Following the suggestion of one of the referees, we give a sketch of an alternative and more standard way of deriving the outer limit dynamics (19).

Introduce $\hat{q}=\beta c_{2}-\alpha c_{1}$. In terms of the variables ( $\phi, u, \hat{q}, c_{1}, J_{i}, \tau$ ), system (8) (with $Q=0$ ) becomes

$$
\begin{align*}
\phi^{\prime} & =u, \quad u^{\prime}=\hat{q}-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} u, \\
\hat{q}^{\prime} & =\left(\alpha(\alpha+\beta) c_{1}+\beta \hat{q}\right) u-\epsilon h^{-1}(\tau)\left(\beta J_{2}-\alpha J_{1}\right), \\
c_{1}^{\prime} & =-\alpha c_{1} u-\epsilon h^{-1}(\tau) J_{1},  \tag{20}\\
J_{i}^{\prime} & =0, \quad \tau^{\prime}=\epsilon .
\end{align*}
$$

For $\epsilon=0$, the set $\{u=\hat{q}=0\}$ is a normally hyperbolic invariant manifold consisting of equilibria. By Fenichel's theory, the manifold persists for $\epsilon>0$ small and is given by

$$
u=\epsilon A\left(\phi, c_{1}, J_{i}, \tau\right)+O\left(\epsilon^{2}\right), \quad \hat{q}=\epsilon B\left(\phi, c_{1}, J_{i}, \tau\right)+O\left(\epsilon^{2}\right)
$$

Using the invariance of the manifold and substituting the above expressions for $u$ and $\hat{q}$ into system (20), one obtains

$$
B=O(\epsilon), \quad A=\frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta) h(\tau) c_{1}}+O(\epsilon)
$$

System (20) on the perturbed invariant manifold can be obtained by substituting the expression of $u$ and $\hat{q}$ with the approximations of $A$ and $B$ above. It reads as follows:

$$
\begin{align*}
& \phi^{\prime}=\epsilon \frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta) h(\tau) c_{1}}+O\left(\epsilon^{2}\right), \\
& c_{1}^{\prime}=-\epsilon \frac{\beta\left(J_{1}+J_{2}\right)}{(\alpha+\beta) h(\tau)}+O\left(\epsilon^{2}\right),  \tag{21}\\
& J_{i}^{\prime}=0, \quad \tau^{\prime}=\epsilon .
\end{align*}
$$

The corresponding outer dynamics is

$$
\begin{align*}
\dot{\phi} & =\frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta) h(\tau) c_{1}}+O(\epsilon), \\
\dot{c}_{1} & =-\frac{\beta\left(J_{1}+J_{2}\right)}{(\alpha+\beta) h(\tau)}+O(\epsilon),  \tag{22}\\
\dot{J}_{i} & =0, \quad \dot{\tau}=1 .
\end{align*}
$$

Its limiting dynamics at $\epsilon=0$ is exactly system (19).
The outer limit dynamics (33) in section 3.2.2 can also be derived this way.
The solution of (19) with the initial condition ( $\phi^{L}, c_{1}^{L}, J_{1}, J_{2}, 0$ ) that corresponds to the point ( $\left.\phi^{L}, 0, c_{1}^{L}, c_{2}^{L}, J_{1}, J_{2}, 0\right) \in \omega\left(N_{L}\right)$ is

$$
\begin{aligned}
\tau(x) & =x, \quad c_{1}(x)=c_{1}^{L}-\frac{\beta\left(J_{1}+J_{2}\right)}{\alpha+\beta} \int_{0}^{x} h^{-1}(s) d s, \\
\phi(x) & =\phi^{L}+\frac{\beta J_{2}-\alpha J_{1}}{\alpha(\alpha+\beta)} \int_{0}^{x} h^{-1}(s) c_{1}^{-1}(s) d s \\
& =\phi^{L}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \int_{0}^{x} \frac{\dot{c}_{1}(s)}{c_{1}(s)} d s \quad((19) \text { is used here }) \\
& =\phi^{L}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \frac{c_{1}(x)}{c_{1}^{L}} .
\end{aligned}
$$

Recall that we are looking for solutions that belong to $\alpha\left(N_{l}^{a}\right)$ when $\tau=a$. Evaluating the solution at $\tau=x=a$, we have

$$
\begin{aligned}
& c_{1}^{a, l}=c_{1}^{L}-\frac{\beta\left(J_{1}+J_{2}\right)}{\alpha+\beta} \int_{0}^{a} h^{-1}(s) d s \\
& \phi^{a, l}=\phi^{L}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \frac{c_{1}^{a, l}}{c_{1}^{L}}
\end{aligned}
$$

in particular,

$$
\begin{align*}
J_{1} & =\frac{\left(c_{1}^{L}-c_{1}^{a, l}\right)}{\int_{0}^{a} h^{-1}(s) d s}\left(1+\frac{\alpha\left(\phi^{L}-\phi^{a, l}\right)}{\ln c_{1}^{L}-\ln c_{1}^{a, l}}\right) \\
J_{2} & =\frac{\left(c_{2}^{L}-c_{2}^{a, l}\right)}{\int_{0}^{a} h^{-1}(s) d s}\left(1-\frac{\beta\left(\phi^{L}-\phi^{a, l}\right)}{\ln c_{2}^{L}-\ln c_{2}^{a, l}}\right) . \tag{23}
\end{align*}
$$

We have used the relations $\alpha c_{1}^{L}=\beta c_{2}^{L}$ and $\alpha c_{1}^{a, l}=\beta c_{2}^{a, l}$ to get this more symmetric form for $J_{2}$.

The regular layer $\Lambda_{l}$ is given by

$$
\begin{align*}
\phi(x) & =\phi^{L}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \frac{c_{1}(x)}{c_{1}^{L}} \\
u(x) & =0, \quad \alpha c_{1}(x)=\beta c_{2}(x) \\
c_{1}(x) & =c_{1}^{L}-\frac{\beta\left(J_{1}+J_{2}\right)}{\alpha+\beta} \int_{0}^{x} h^{-1}(s) d s  \tag{24}\\
\tau(x) & =x
\end{align*}
$$

with $J_{1}$ and $J_{2}$ determined by (23).
To summarize, for given values $\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}\right)$, we have constructed a unique singular orbit on the left subinterval $[0, a]$ that connects $B_{L}$ to $B_{a}$. It consists of two boundary layer orbits $\Gamma_{l}^{0}$ from the point $\left(\nu_{0}, u_{0}, L_{1}, L_{2}, J_{1}, J_{2}, 0\right) \in B_{L}$ to the point $\left(\phi^{L}, 0, c_{1}^{L}, c_{2}^{L}, J_{1}, J_{2}, 0\right) \in \omega\left(N_{L}\right) \subset \mathcal{Z}_{l}$ and $\Gamma_{l}^{a}$ from the point $\left(\phi^{a, l}, 0, c_{1}^{a, l}, c_{2}^{a, l}\right.$, $\left.J_{1}, J_{2}, a\right) \in \alpha\left(N_{l}^{a}\right) \subset \mathcal{Z}_{l}$ to the point $\left(\phi^{a}, u_{l}(a), c_{1}^{a}, c_{2}^{a}, J_{1}, J_{2}, a\right) \in B_{a}$, and a regular layer $\Lambda_{l}$ on $\mathcal{Z}_{l}$ that connects the two foot points $\left(\phi^{L}, 0, c_{1}^{L}, c_{2}^{L}, J_{1}, J_{2}, 0\right) \in \omega\left(N_{L}\right)$ and $\left(\phi^{a, l}, 0, c_{1}^{a, l}, c_{2}^{a, l}, J_{1}, J_{2}, a\right) \in \alpha\left(N_{l}^{a}\right)$ of the two boundary layers.
3.2. Singular orbits on $[a, b]$ with $\boldsymbol{Q}(\boldsymbol{x})=\boldsymbol{Q}$. We now construct a singular orbit on the subinterval $[a, b]$ viewed as the channel where the permanent charge $Q(x)=Q$ is a nonzero constant. The construction is nearly the same as that for singular orbits on $[0, a]$.

We set $\phi(b)=\phi^{b}, c_{1}(b)=c_{1}^{b}$, and $c_{2}(b)=c_{2}^{b}$, where $\phi^{b}, c_{i}^{b}$ are unknowns to be determined later. Let

$$
B_{b}=\left\{\left(\phi^{b}, u, c_{1}^{b}, c_{2}^{b}, J_{1}, J_{2}, b\right) \in \boldsymbol{R}^{7}: \text { arbitrary } u, J_{1}, J_{2}\right\}
$$

The singular orbit to be constructed will be a connecting orbit from $B_{a}$ to $B_{b}$ over $[a, b]$.
3.2.1. Inner dynamics on $[a, b]$ : Boundary layers or inner solutions. By setting $\epsilon=0$ in system (7) with $Q(x)=Q$, we get $u=0$ and $\alpha c_{1}+Q=\beta c_{2}$. The outer manifold is

$$
\mathcal{Z}_{m}=\left\{u=0, \alpha c_{1}+Q=\beta c_{2}\right\} .
$$

In terms of $\xi$, we obtain the inner system of (7):

$$
\begin{align*}
& \phi^{\prime}=u, \quad u^{\prime}=\beta c_{2}-\alpha c_{1}-Q-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} u \\
& c_{1}^{\prime}=-\alpha c_{1} u-\epsilon h^{-1}(\tau) J_{1} \\
& c_{2}^{\prime}=\beta c_{2} u-\epsilon h^{-1}(\tau) J_{2}  \tag{25}\\
& J_{1}^{\prime}=J_{2}^{\prime}=0, \quad \tau^{\prime}=\epsilon
\end{align*}
$$

The limiting system at $\epsilon=0$ is

$$
\begin{align*}
& \phi^{\prime}=u, \quad u^{\prime}=\beta c_{2}-\alpha c_{1}-Q \\
& c_{1}^{\prime}=-\alpha c_{1} u \\
& c_{2}^{\prime}=\beta c_{2} u  \tag{26}\\
& J_{1}^{\prime}=J_{2}^{\prime}=0, \quad \tau^{\prime}=0
\end{align*}
$$

The set of equilibria of (26) is precisely $\mathcal{Z}_{m}$, and $\mathcal{Z}_{m}$ is normally hyperbolic with a six-dimensional stable manifold $W^{s}\left(\mathcal{Z}_{m}\right)$ and a six-dimensional unstable manifold $W^{u}\left(\mathcal{Z}_{m}\right)$. The manifolds $\mathcal{Z}_{m}, W^{s}\left(\mathcal{Z}_{m}\right)$, and $W^{s}\left(\mathcal{Z}_{m}\right)$ persist for $\epsilon>0$ small.

Proposition 3.4. (i) System (26) has the following six integrals:

$$
\begin{aligned}
& H_{1}=e^{\alpha \phi} c_{1}, \quad H_{2}=e^{-\beta \phi} c_{2}, \quad H_{3}=c_{1}+c_{2}-\frac{1}{2} u^{2}-Q \phi \\
& H_{4}=J_{1}, \quad H_{5}=J_{2}, \quad H_{6}=\tau
\end{aligned}
$$

(ii) Let $\phi=\phi^{a, m}$ be the unique solution of

$$
\begin{equation*}
\alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi\right)}+Q=0 \tag{27}
\end{equation*}
$$

and let

$$
c_{1}^{a, m}=e^{\alpha\left(\phi^{a}-\phi^{a, m}\right)} c_{1}^{a}, \quad c_{2}^{a, m}=e^{-\beta\left(\phi^{a}-\phi^{a, m}\right)} c_{2}^{a}
$$

The stable manifold $W^{s}\left(\mathcal{Z}_{m}\right)$ intersects $B_{a}$ transversally at points with
$u_{m}(a)$
$=\left[\operatorname{sgn}\left(\phi^{a, m}-\phi^{a}\right)\right] \sqrt{2 c_{1}^{a}\left(1-e^{\alpha\left(\phi^{a}-\phi^{a, m}\right)}\right)+2 c_{2}^{a}\left(1-e^{-\beta\left(\phi^{a}-\phi^{a, m}\right)}\right)-2 Q\left(\phi^{a}-\phi^{a, m}\right)}$.
and arbitrary $J_{i}$ 's.
Let $\phi=\phi^{b, m}$ be the unique solution of

$$
\begin{equation*}
\alpha c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi\right)}-\beta c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi\right)}+Q=0 \tag{29}
\end{equation*}
$$

and let

$$
c_{1}^{b, m}=e^{\alpha\left(\phi^{b}-\phi^{b, m}\right)} c_{1}^{b}, \quad c_{2}^{b, m}=e^{-\beta\left(\phi^{b}-\phi^{b, m}\right)} c_{2}^{b}
$$

The unstable manifold $W^{u}\left(\mathcal{Z}_{m}\right)$ intersects $B_{b}$ transversally at points with

$$
\begin{align*}
& u_{m}(b)  \tag{30}\\
& =\left[\operatorname{sgn}\left(\phi^{b}-\phi^{b, m}\right)\right] \sqrt{2 c_{1}^{b}\left(1-e^{\alpha\left(\phi^{b}-\phi^{b, m}\right.}\right)+2 c_{2}^{b}\left(1-e^{-\beta\left(\phi^{b}-\phi^{b, m}\right)}\right)-2 Q\left(\phi^{b}-\phi^{b, m}\right)} .
\end{align*}
$$

and arbitrary $J_{i}$ 's.
(iii) Potential boundary layers $\Gamma_{m}^{a}$ at $x=a$ can be determined in the following way: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi\right)}+Q=0
$$

together with $\phi(0)=\phi^{a}$ and $\phi(\xi) \rightarrow \phi^{a, m}$ as $\xi \rightarrow \infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi(\xi)\right)}, \quad c_{2}(\xi)=c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi(\xi)\right)}
$$

Similarly, potential boundary layers $\Gamma_{m}^{b}$ at $x=b$ can be determined in the following way: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi\right)}-\beta c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi\right)}+Q=0
$$

together with $\phi(0)=\phi^{b}$ and $\phi(\xi) \rightarrow \phi^{b, m}$ as $\xi \rightarrow-\infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi(\xi)\right)}, \quad c_{2}(\xi)=c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi(\xi)\right)}
$$

(iv) Let $N_{m}^{a}=M_{m}^{a} \cap W^{s}\left(\mathcal{Z}_{m}\right)$ and $N_{m}^{b}=M_{m}^{b} \cap W^{u}\left(\mathcal{Z}_{m}\right)$, where $M_{m}^{a}$ is the collection of orbits from $B_{a}$ in forward time under the flow (26) and $M_{m}^{b}$ is the collection of orbits from $B_{b}$ in backward time under the flow (26). Then,

$$
\begin{aligned}
& \omega\left(N_{m}^{a}\right)=\left\{\left(\phi^{a, m}, 0, c_{1}^{a, m}, c_{2}^{a, m}, J_{1}, J_{2}, a\right): \text { all } J_{i}\right\} \\
& \alpha\left(N_{m}^{b}\right)=\left\{\left(\phi^{b, m}, 0, c_{1}^{b, m}, c_{2}^{b, m}, J_{1}, J_{2}, b\right): \text { all } J_{i}\right\} .
\end{aligned}
$$

Remark 3.5. To show that the quantity under the square root in the display (28) is nonnegative, we assume $c_{1}^{a}>0$ and $c_{2}^{a}>0$ for the moment and let

$$
f(x)=c_{1}^{a}+c_{2}^{a}-c_{1}^{a} e^{\alpha\left(\phi^{a}-x\right)}-c_{2}^{a} e^{-\beta\left(\phi^{a}-x\right)}-Q\left(\phi^{a}-x\right)
$$

Then,

$$
f^{\prime}(x)=\alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-x\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-x\right)}+Q
$$

and

$$
f^{\prime \prime}(x)=-\alpha^{2} c_{1}^{a} e^{\alpha\left(\phi^{a}-x\right)}-\beta^{2} c_{2}^{a} e^{-\beta\left(\phi^{a}-x\right)}<0
$$

Therefore $f(x)$ is concave downward. Note that $f^{\prime}(x) \rightarrow+\infty$ as $x \rightarrow-\infty$ and $f^{\prime}(x) \rightarrow-\infty$ as $x \rightarrow+\infty$. Hence, $f(x)$ has a unique critical point and it must have a global maximum at this critical point. Since $x=\phi_{m}^{a}$ is the critical point, we have

$$
f\left(\phi_{m}^{a}\right) \geq f\left(\phi^{a}\right)=0 .
$$

By continuity, we have $f\left(\phi_{m}^{a}\right) \geq 0$ even if $c_{1}^{a}=0$ and/or $c_{2}^{a}=0$. Similarly, the quantity under the square root in the display (30) is nonnegative.
3.2.2. Outer dynamics on $[a, b]$ : Regular layers or outer solutions. We now study the flow in the vicinity of the outer manifold $\mathcal{Z}_{m}$. Following the treatment of the outer flow on $\mathcal{Z}_{l}$ in section 3.1.2 (see also Remark 3.4), we make a scaling $u=\epsilon p$ and $\beta c_{2}-\alpha c_{1}-Q=\epsilon q$. System (7) becomes

$$
\begin{align*}
& \dot{\phi}=p, \quad \epsilon \dot{p}=q-\epsilon \frac{h^{\prime}(\tau)}{h(\tau)} p \\
& \epsilon \dot{q}=\left((\alpha+\beta) \alpha c_{1}+\beta Q+\epsilon \beta q\right) p-h^{-1}(\tau)\left(\beta J_{2}-\alpha J_{1}\right) \\
& \dot{c}_{1}=-\alpha c_{1} p-h^{-1}(\tau) J_{1}  \tag{31}\\
& \dot{J}_{1}=\dot{J}_{2}=0, \quad \dot{\tau}=1
\end{align*}
$$

Its limit, as $\epsilon \rightarrow 0$, is

$$
\begin{align*}
\dot{\phi} & =p, \quad 0=q \\
0 & =\left((\alpha+\beta) \alpha c_{1}+\beta Q\right) p-h^{-1}(\tau)\left(\beta J_{2}-\alpha J_{1}\right)  \tag{32}\\
\dot{c}_{1} & =-\alpha c_{1} p-h^{-1}(\tau) J_{1} \\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

For this system, the outer manifold is

$$
\mathcal{S}_{m}=\left\{p=\frac{\beta J_{2}-\alpha J_{1}}{h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)}, q=0\right\}
$$

The outer limit dynamics on $\mathcal{S}_{m}$ is governed by system (32), which reads as follows:

$$
\begin{align*}
\dot{\phi} & =\frac{\beta J_{2}-\alpha J_{1}}{h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)}, \\
\dot{c}_{1} & =-\frac{\left(\beta J_{2}-\alpha J_{1}\right) \alpha c_{1}}{h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)}-h^{-1}(\tau) J_{1}  \tag{33}\\
& =-\frac{\alpha \beta\left(J_{1}+J_{2}\right) c_{1}+\beta Q J_{1}}{h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)}, \\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

Since $h(\tau)>0$ and $\beta c_{2}=\alpha c_{1}+Q>0$, system (33) has the same phase portrait as that of the following system obtained by multiplying $h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)$ on the right-hand side of system (33) (here we see the reason why $\tau=x$ and $\dot{\tau}=1$ were introduced into the analysis; see (7)):

$$
\begin{align*}
\frac{d}{d y} \phi & =\beta J_{2}-\alpha J_{1} \\
\frac{d}{d y} c_{1} & =-\alpha \beta\left(J_{1}+J_{2}\right) c_{1}-\beta Q J_{1}  \tag{34}\\
\frac{d}{d y} J_{i} & =0, \quad \frac{d}{d y} \tau=h(\tau)\left((\alpha+\beta) \alpha c_{1}+\beta Q\right)
\end{align*}
$$

The solution with the initial condition $\left(\phi^{a, m}, c_{1}^{a, m}, J_{1}, J_{2}, a\right)$ that corresponds to the point $\left(\phi^{a, m}, 0, c_{1}^{a, m}, c_{2}^{a, m}, J_{1}, J_{2}, a\right) \in \omega\left(N_{m}^{a}\right)$ is

$$
\begin{align*}
& \phi(y)=\phi^{a, m}+\left(\beta J_{2}-\alpha J_{1}\right) y \\
& c_{1}(y)=e^{-\alpha \beta\left(J_{1}+J_{2}\right) y} c_{1}^{a, m}-\frac{Q J_{1}}{\alpha\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y}\right), \\
& \begin{aligned}
\int_{a}^{\tau} h^{-1}(s) d s= & (\alpha+\beta) \alpha \int_{0}^{y} c_{1} d s+\beta Q y \\
= & \frac{(\alpha+\beta) c_{1}^{a, m}}{\beta\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y}\right) \\
& \quad-\frac{(\alpha+\beta) Q J_{1}}{J_{1}+J_{2}}\left(y-\frac{1}{\alpha \beta\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y}\right)\right)+\beta Q y .
\end{aligned} \tag{35}
\end{align*}
$$

We are looking for solutions to reach $\alpha\left(N_{m}^{b}\right)$; that is, whenever $\tau(y)=b$, we require $\phi(y)=\phi^{b, m}$ and $c_{1}(y)=c_{1}^{b, m}$. Assume $\tau\left(y_{0}\right)=b$ for some $y_{0}>0$. Then, $\phi\left(y_{0}\right)=\phi^{b, m}$ and $c_{1}\left(y_{0}\right)=c_{1}^{b, m}$, and hence,

$$
\begin{align*}
& \phi^{b, m}=\phi^{a, m}+\left(\beta J_{2}-\alpha J_{1}\right) y_{0}, \\
& c_{1}^{b, m}=e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}} c_{1}^{a, m}-\frac{Q J_{1}}{\alpha\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}}\right),  \tag{36}\\
& \int_{a}^{b} h^{-1}(s) d s=\frac{(\alpha+\beta) c_{1}^{a, m}}{\beta\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}}\right) \\
&-\frac{(\alpha+\beta) Q J_{1}}{J_{1}+J_{2}}\left(y_{0}-\frac{1}{\alpha \beta\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}}\right)\right)+\beta Q y_{0} .
\end{align*}
$$

System (36) is equivalent to

$$
\begin{align*}
\phi^{b, m} & =\phi^{a, m}+\left(\beta J_{2}-\alpha J_{1}\right) y_{0}, \\
c_{1}^{b, m} & =e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}} c_{1}^{a, m}-\frac{Q J_{1}}{\alpha\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}}\right),  \tag{37}\\
J_{1}+J_{2} & =\frac{\alpha(\alpha+\beta)\left(c_{1}^{a, m}-c_{1}^{b, m}\right)-\alpha \beta Q\left(\phi^{a, m}-\phi^{b, m}\right)}{\alpha \beta \int_{a}^{b} h^{-1}(s) d s} .
\end{align*}
$$

Therefore, the outer or regular layer solution $\Lambda_{m}$ on $[a, b]$ is given by (35) with $J_{1}$ and $J_{2}$ determined by (37). Together with the boundary layers $\Gamma_{m}^{a}$ and $\Gamma_{m}^{b}$ in statement (iii) of Proposition 3.4, this gives the singular orbit on the interval $[a, b]$.
3.3. Singular orbits on $[b, 1]$ with $\boldsymbol{Q}(\boldsymbol{x})=\mathbf{0}$. The construction of singular orbits on $[b, 1]$ is virtually identical to the construction of singular orbits on $[0, a]$ in section 3.1. We will state only the results for later use.
3.3.1. Inner dynamics on $[b, 1]$ : Boundary layers or inner solutions. The inner limit system is

$$
\begin{align*}
& \phi^{\prime}=u, \quad u^{\prime}=\beta c_{2}-\alpha c_{1}, \\
& c_{1}^{\prime}=-\alpha c_{1} u  \tag{38}\\
& c_{2}^{\prime}=\beta c_{2} u \\
& J_{1}^{\prime}=J_{2}^{\prime}=0, \quad \tau^{\prime}=0 .
\end{align*}
$$

The outer manifold is

$$
\mathcal{Z}_{r}=\left\{u=0, \alpha c_{1}=\beta c_{2}\right\} .
$$

It consists of equilibria of system (38) and is normally hyperbolic with a six-dimensional stable manifold $W^{s}\left(\mathcal{Z}_{r}\right)$ and a six-dimensional unstable manifold $W^{u}\left(\mathcal{Z}_{r}\right)$. Concerning the boundary layers, we have the following proposition.

Proposition 3.5. (i) System (38) has the following six integrals:

$$
\begin{aligned}
& H_{1}=e^{\alpha \phi} c_{1}, \quad H_{2}=e^{-\beta \phi} c_{2}, \quad H_{3}=c_{1}+c_{2}-\frac{1}{2} u^{2}, \\
& H_{4}=J_{1}, \quad H_{5}=J_{2}, \quad H_{6}=\tau
\end{aligned}
$$

(ii) Let $\phi=\phi^{b, r}$ be the unique solution of

$$
\alpha c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi\right)}-\beta c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi\right)}=0, \quad \text { that is, } \phi^{b, r}=\phi^{b}-\frac{1}{\alpha+\beta} \ln \frac{\beta c_{2}^{b}}{\alpha c_{1}^{b}},
$$

and let

$$
c_{1}^{b, r}=\frac{1}{\alpha}\left(\alpha c_{1}^{b}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{b}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{b, r}=\frac{1}{\beta}\left(\alpha c_{1}^{b}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{b}\right)^{\frac{\alpha}{\alpha+\beta}} .
$$

The stable manifold $W^{s}\left(\mathcal{Z}_{r}\right)$ intersects $B_{b}$ transversally at points with

$$
\begin{equation*}
u_{r}(b)=\left[\operatorname{sgn}\left(\alpha c_{1}^{b}-\beta c_{2}^{b}\right)\right] \sqrt{2\left(c_{1}^{b}+c_{2}^{b}-\frac{\alpha+\beta}{\alpha \beta}\left(\alpha c_{1}^{b}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{b}\right)^{\frac{\alpha}{\alpha+\beta}}\right)} \tag{39}
\end{equation*}
$$

and arbitrary $J_{i}$ 's.
Let $\phi=\phi^{R}$ be the unique solution of

$$
\alpha R_{1} e^{-\alpha \phi}-\beta R_{2} e^{\beta \phi}=0, \quad \text { that } i s, \phi^{R}=-\frac{1}{\alpha+\beta} \ln \frac{\beta R_{2}}{\alpha R_{1}}
$$

and let

$$
c_{1}^{R}=\frac{1}{\alpha}\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{R}=\frac{1}{\beta}\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}} .
$$

The unstable manifold $W^{u}\left(\mathcal{Z}_{r}\right)$ intersects $B_{R}$ transversally at points with

$$
\begin{equation*}
u_{1}=\left[\operatorname{sgn}\left(\beta R_{2}-\alpha R_{1}\right)\right] \sqrt{2\left(R_{1}+R_{2}-\frac{\alpha+\beta}{\alpha \beta}\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right)} \tag{40}
\end{equation*}
$$

and arbitrary $J_{i}$ 's.
(iii) Potential boundary layers $\Gamma_{r}^{b}$ at $x=b$ can be determined in the following way: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi\right)}-\beta c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi\right)}=0
$$

together with $\phi(0)=\phi^{b}$ and $\phi(\xi) \rightarrow \phi^{b, r}$ as $\xi \rightarrow \infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi(\xi)\right)}, \quad c_{2}(\xi)=c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi(\xi)\right)}
$$

Similarly, potential boundary layers $\Gamma_{r}^{1}$ at $x=1$ can be determined in the following way: the $\phi$-component satisfies the Hamiltonian system

$$
\phi^{\prime \prime}+\alpha R_{1} e^{-\alpha \phi}-\beta R_{2} e^{\beta \phi}=0
$$

together with $\phi(0)=0$ and $\phi(\xi) \rightarrow \phi^{R}$ as $\xi \rightarrow-\infty, u(\xi)=\phi^{\prime}(\xi)$, and

$$
c_{1}(\xi)=R_{1} e^{-\alpha \phi(\xi)}, \quad c_{2}(\xi)=R_{2} e^{\beta \phi(\xi)}
$$

(iv) Let $N_{r}^{b}=M_{r}^{b} \cap W^{s}\left(\mathcal{Z}_{r}\right)$ and $N_{R}=M_{R} \cap W^{u}\left(\mathcal{Z}_{r}\right)$, where $M_{r}^{b}$ is the collection of orbits from $B_{b}$ in forward time under the flow (38) and $M_{R}$ is the collection of orbits from $B_{R}$ in backward time under the flow (38). Then,

$$
\begin{gathered}
\omega\left(N_{r}^{b}\right)=\left\{\left(\phi^{b, r}, 0, c_{1}^{b, r}, c_{2}^{b, r}, J_{1}, J_{2}, b\right): \text { all } J_{i}\right\} \\
\alpha\left(N_{R}\right)=\left\{\left(\phi^{R}, 0, c_{1}^{R}, c_{2}^{R}, J_{1}, J_{2}, 1\right): \text { all } J_{i}\right\}
\end{gathered}
$$

3.3.2. Outer dynamics on $[b, 1]$ : Regular layers or outer solutions. We now examine the existence of regular layers or outer solutions that connect $\omega\left(N_{r}^{b}\right)$ to $\alpha\left(N_{R}\right)$. Following exactly the same analysis as in section 3.1.2, we find that the outer limit dynamics is

$$
\begin{align*}
\dot{\phi} & =\frac{\beta J_{2}-\alpha J_{1}}{(\alpha+\beta) \alpha h(\tau) c_{1}} \\
\dot{c}_{1} & =-\frac{\beta\left(J_{1}+J_{2}\right)}{(\alpha+\beta) h(\tau)}  \tag{41}\\
\dot{J}_{i} & =0, \quad \dot{\tau}=1
\end{align*}
$$

and the outer solution $\Lambda_{r}$ on $[b, 1]$ with the initial condition ( $\left.\phi^{b, r}, c_{1}^{b, r}, J_{1}, J_{2}, b\right)$ that corresponds to the point $\left(\phi^{b, r}, 0 c_{1}^{b, r}, c_{2}^{b, r}, J_{1}, J_{2}, b\right) \in \omega\left(N_{r}^{b}\right)$ is given by

$$
\begin{aligned}
\phi(\xi) & =\phi^{b, r}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \frac{c_{1}(\xi)}{c_{1}^{b, r}} \\
u(\xi) & =0, \quad \alpha c_{1}(\xi)=\beta c_{2}(\xi) \\
c_{1}(\xi) & =c_{1}^{b, r}-\frac{\beta\left(J_{1}+J_{2}\right)}{\alpha+\beta} \int_{b}^{\xi} h^{-1}(s) d s \\
\tau(\xi) & =\xi
\end{aligned}
$$

The outer solution $\Lambda_{r}$ hits the point $\left(\phi^{R}, 0, c_{1}^{R}, c_{2}^{R}, J_{1}, J_{2}, 1\right) \in \alpha\left(N_{R}\right)$ if and only if

$$
\begin{align*}
& J_{1}=\frac{c_{1}^{b, r}-c_{1}^{R}}{\int_{b}^{1} h^{-1}(s) d s}\left(1+\frac{\alpha\left(\phi^{b, r}-\phi^{R}\right)}{\ln c_{1}^{b, r}-\ln c_{1}^{R}}\right)  \tag{42}\\
& J_{2}=\frac{c_{2}^{b, r}-c_{2}^{R}}{\int_{b}^{1} h^{-1}(s) d s}\left(1-\frac{\beta\left(\phi^{b, r}-\phi^{R}\right)}{\ln c_{2}^{b, r}-\ln c_{2}^{R}}\right)
\end{align*}
$$

The outer solution $\Lambda_{r}$ together with the inner solutions $\Gamma_{r}^{b}$ and $\Gamma_{r}^{1}$ in statement (iii) of Proposition 3.5 gives the singular orbit on $[b, 1]$.


Fig. 3. Schematic picture of the singular orbit (solid curves): left boundary layer $\Gamma_{l}^{0}$; right boundary layer $\Gamma_{r}^{1}$; four internal layers $\Gamma_{l}^{a}, \Gamma_{m}^{a}, \Gamma_{m}^{b}$; and $\Gamma_{r}^{b}$, and three regular layers $\Lambda_{l}, \Lambda_{m}$, and $\Lambda_{r}$.
3.4. Matching and singular orbits on $[0,1]$. A singular orbit on the whole interval $[0,1]$ will be the union of the singular orbits constructed on each of the subintervals (see Figure 3). The matching conditions are $u_{l}(a)=u_{m}(a), u_{m}(b)=$ $u_{r}(b)$, and $J_{1}$ and $J_{2}$ have to be the same on all subintervals; that is, from formulas $(14),(23),(27),(28),(29),(30),(37),(39)$, and (42),

$$
\begin{align*}
& \alpha c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi^{a, m}\right)}-\beta c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi^{a, m}\right)}+Q=0 \\
& \alpha c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi^{b, m}\right)}-\beta c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi^{b, m}\right)}+Q=0 \\
& \frac{\alpha+\beta}{\beta} c_{1}^{a, l}= c_{1}^{a} e^{\alpha\left(\phi^{a}-\phi^{a, m}\right)}+c_{2}^{a} e^{-\beta\left(\phi^{a}-\phi^{a, m}\right)}+Q\left(\phi^{a}-\phi^{a, m}\right) \\
& \frac{\alpha+\beta}{\beta} c_{1}^{b, r}= c_{1}^{b} e^{\alpha\left(\phi^{b}-\phi^{b, m}\right)}+c_{2}^{b} e^{-\beta\left(\phi^{b}-\phi^{b, m}\right)}+Q\left(\phi^{b}-\phi^{b, m}\right), \\
& J_{1}= \frac{\left(c_{1}^{L}-c_{1}^{a, l}\right)}{\int_{0}^{a} h^{-1}(s) d s}\left(1+\frac{\alpha\left(\phi^{L}-\phi^{a, l}\right)}{\ln c_{1}^{L}-\ln c_{1}^{a, l}}\right) \\
&= \frac{c_{1}^{b, r}-c_{1}^{R}}{\int_{b}^{1} h^{-1}(s) d s}\left(1+\frac{\alpha\left(\phi^{b, r}-\phi^{R}\right)}{\ln c_{1}^{b, r}-\ln c_{1}^{R}}\right)  \tag{43}\\
& J_{2}= \frac{\left(c_{2}^{L}-c_{2}^{a, l}\right)}{\int_{0}^{a} h^{-1}(s) d s}\left(1-\frac{\beta\left(\phi^{L}-\phi^{a, l}\right)}{\ln c_{2}^{L}-\ln c_{2}^{a, l}}\right) \\
&= \frac{c_{2}^{b, r}-c_{2}^{R}}{\int_{b}^{1} h^{-1}(s) d s}\left(1-\frac{\beta\left(\phi^{b, r}-\phi^{R}\right)}{\ln c_{2}^{b, r}-\ln c_{2}^{R}}\right) \\
& \phi^{b, m}= \phi^{a, m}+\left(\beta J_{2}-\alpha J_{1}\right) y_{0} \\
& c_{1}^{b, m}= e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}} c_{1}^{a, m}-\frac{Q J_{1}}{\alpha\left(J_{1}+J_{2}\right)}\left(1-e^{-\alpha \beta\left(J_{1}+J_{2}\right) y_{0}}\right) \\
& J_{1}+J_{2}= \frac{\alpha(\alpha+\beta)\left(c_{1}^{a, m}-c_{1}^{b, m}\right)-\alpha \beta Q\left(\phi^{a, m}-\phi^{b, m}\right)}{\alpha) d s}
\end{align*}
$$

where

$$
\begin{aligned}
& c_{1}^{L}=\frac{1}{\alpha}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{L}=\frac{1}{\beta}\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \\
& c_{1}^{a, l}=\frac{1}{\alpha}\left(\alpha c_{1}^{a}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{a}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{a, l}=\frac{1}{\beta}\left(\alpha c_{1}^{a}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{a}\right)^{\frac{\alpha}{\alpha+\beta}}, \\
& c_{1}^{b, r}=\frac{1}{\alpha}\left(\alpha c_{1}^{b}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{b}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad c_{2}^{b, r}=\frac{1}{\beta}\left(\alpha c_{1}^{b}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta c_{2}^{b}\right)^{\frac{\alpha}{\alpha+\beta}} \\
& c_{1}^{a, m}=e^{\alpha\left(\phi^{a}-\phi^{a, m}\right)} c_{1}^{a}, \quad c_{1}^{b, m}=e^{\alpha\left(\phi^{b}-\phi^{b, m}\right)} c_{1}^{b} .
\end{aligned}
$$

Recall that $h(x)=g_{0}^{2}(x)$, where $g_{0}(x)$ is the radius of the cross-section of the channel at $x, Q$ is the concentration of the permanent charge over the interval $[a, b]$, $\left(\phi^{a}, c_{1}^{a}, c_{2}^{a}\right)$ and $\left(\phi^{b}, c_{1}^{b}, c_{2}^{b}\right)$ are the unknown values preassigned at $x=a$ and $x=b$, and $J_{1}$ and $J_{2}$ are the unknown values for the flux densities of the two types of ions.

There are also three auxiliary unknowns $\phi^{a, m}, \phi^{b, m}$, and $y_{0}$ in the set of equations (43). The total number of unknowns in (43) is eleven, which matches the total number of equations.

A qualitative important question is whether the set of nonlinear equations (43) has a unique solution. Next, we will consider a special case and demonstrate that (43) can have multiple solutions.
3.4.1. $\alpha=\beta=1$, and $a=1 / 3, b=2 / 3$, and $h=1$. We now consider a special case where $\alpha=\beta=1$. It turns out that the nonlinear system of algebraic equations (43) in eleven unknowns can be reduced to a single algebraic equation with only one unknown. Further restrictions that $a=1 / 3, b=2 / 3$, and $h=1$ will be posted later merely for simplicity.

Set $c_{1}^{a} c_{2}^{a}=A^{2}, c_{1}^{b} c_{2}^{b}=B^{2}, L_{1} L_{2}=L^{2}, R_{1} R_{2}=R^{2}$, and $Q=2 Q_{0}$. From the first two equations in (43), one has

$$
\begin{aligned}
\phi^{a}-\phi^{a, m} & =\ln \frac{\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}}{c_{1}^{a}} \\
\phi^{b}-\phi^{b, m} & =\ln \frac{\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}}{c_{1}^{b}}
\end{aligned}
$$

System (43) becomes

$$
\begin{aligned}
A & =\sqrt{Q_{0}^{2}+A^{2}}+Q_{0} \ln \frac{\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}}{c_{1}^{a}} \\
B & =\sqrt{Q_{0}^{2}+B^{2}}+Q_{0} \ln \frac{\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}}{c_{1}^{b}} \\
J_{1} & =\frac{L-A}{\int_{0}^{a} h^{-1}(s) d s} \cdot \frac{\nu_{0}-\phi^{a}+\ln L_{1}-\ln c_{1}^{a}}{\ln L-\ln A} \\
& =\frac{B-R}{\int_{b}^{1} h^{-1}(s) d s} \cdot \frac{\phi^{b}+\ln c_{1}^{b}-\ln R_{1}}{\ln B-\ln R}
\end{aligned}
$$

$$
\begin{align*}
J_{2} & =\frac{L-A}{\int_{0}^{a} h^{-1}(s) d s}\left(2-\frac{\nu_{0}-\phi^{a}+\ln L_{1}-\ln c_{1}^{a}}{\ln L-\ln A}\right) \\
& =\frac{B-R}{\int_{b}^{1} h^{-1}(s) d s}\left(2-\frac{\phi^{b}+\ln c_{1}^{b}-\ln R_{1}}{\ln B-\ln R}\right),  \tag{44}\\
\left(J_{2}-J_{1}\right) y_{0} & =\phi^{b}-\phi^{a}+\ln \frac{c_{1}^{b}\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right)}{c_{1}^{a}\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)}, \\
J_{1}+J_{2} & =\frac{2\left(\sqrt{Q_{0}^{2}+A^{2}}-\sqrt{Q_{0}^{2}+B^{2}}\right)-2 Q_{0}\left(J_{1}-J_{2}\right) y_{0}}{\int_{a}^{b} h^{-1}(s) d s}, \\
\sqrt{Q_{0}^{2}+B^{2}}-Q_{0} & =e^{-\left(J_{1}+J_{2}\right) y_{0}}\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right) \\
& -\frac{2 Q_{0} J_{1}}{J_{1}+J_{2}}\left(1-e^{-\left(J_{1}+J_{2}\right) y_{0}}\right) .
\end{align*}
$$

Add the $J_{1}$ and $J_{2}$ equations in (44) to get

$$
J_{1}+J_{2}=2 \frac{L-A}{\int_{0}^{a} h^{-1}}=2 \frac{B-R}{\int_{b}^{1} h^{-1}} \text {; hence, } B=\frac{\int_{b}^{1} h^{-1}}{\int_{0}^{a} h^{-1}}(L-A)+R \text {. }
$$

The first two equations in (44) give

$$
\begin{align*}
& c_{1}^{a}=\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right) \exp \left\{\frac{\sqrt{Q_{0}^{2}+A^{2}}-A}{Q_{0}}\right\},  \tag{45}\\
& c_{1}^{b}=\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right) \exp \left\{\frac{\sqrt{Q_{0}^{2}+B^{2}}-B}{Q_{0}}\right\} .
\end{align*}
$$

The first two equations together with $\left(J_{2}-J_{1}\right) y_{0}$ and the $J_{1}+J_{2}$ equations give

$$
J_{1}+J_{2}=2 \frac{L-A}{\int_{0}^{a} h^{-1}}=2 \frac{B-R}{\int_{b}^{1} h^{-1}}=2 \frac{A-B-Q_{0}\left(\phi^{a}-\phi^{b}\right)}{\int_{a}^{b} h^{-1}}
$$

Hence,

$$
\begin{equation*}
\phi^{b}-\phi^{a}=\frac{(L-A) \int_{0}^{1} h^{-1}-(L-R) \int_{0}^{a} h^{-1}}{Q_{0} \int_{0}^{a} h^{-1}} \tag{46}
\end{equation*}
$$

and

$$
\begin{aligned}
\left(J_{2}-J_{1}\right) y_{0} & =\phi^{b}-\phi^{a}-\ln \frac{\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}}{c_{1}^{b}}+\ln \frac{\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}}{c_{1}^{a}} \\
& =\frac{(L-A) \int_{0}^{1} h^{-1}-(L-R) \int_{0}^{a} h^{-1}}{Q_{0} \int_{0}^{a} h^{-1}}+\ln \frac{\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right) c_{1}^{b}}{\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right) c_{1}^{a}} \\
& =\frac{(L-A) \int_{a}^{b} h^{-1}}{Q_{0} \int_{0}^{a} h^{-1}}+\frac{\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}}{Q_{0}} .
\end{aligned}
$$

Using

$$
\frac{L-A}{\int_{0}^{a} h^{-1}}=\frac{B-R}{\int_{b}^{1} h^{-1}}
$$

and the second equality in the $J_{1}$ equation in (44), one has

$$
\frac{\nu_{0}-\phi^{a}+\ln L_{1}-\ln c_{1}^{a}}{\ln L-\ln A}=\frac{\phi^{b}+\ln c_{1}^{b}-\ln R_{1}}{\ln B-\ln R}
$$

Hence,

$$
\frac{\phi^{b}+\ln c_{1}^{b}-\ln R_{1}}{\ln B-\ln R}=\frac{\nu_{0}+\phi^{b}-\phi^{a}+\ln \left(L_{1} c_{1}^{b}\right)-\ln \left(R_{1} c_{1}^{a}\right)}{\ln (B L)-\ln (A R)} .
$$

The latter together with (46) and (45) gives

$$
\begin{aligned}
\phi^{b}= & \frac{\ln \frac{B}{R}}{\ln \frac{B L}{A R}}\left(\nu_{0}+\ln \frac{L_{1} c_{1}^{b}}{R_{1} c_{1}^{a}}+\frac{(L-A) \int_{0}^{1} h^{-1}-(L-R) \int_{0}^{a} h^{-1}}{Q_{0} \int_{0}^{a} h^{-1}}\right)+\ln \frac{R_{1}}{c_{1}^{b}} \\
= & \frac{\ln \frac{B}{R}}{\ln \frac{B L}{A R}}\left(\nu_{0}+\ln \frac{L_{1}\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)}{R_{1}\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right)}+\frac{\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}}{Q_{0}}\right. \\
& \left.+\frac{(L-A) \int_{a}^{b} h^{-1}}{Q_{0} \int_{0}^{a} h^{-1}}\right)+\ln R_{1}-\ln \left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)-\frac{\sqrt{Q_{0}^{2}+B^{2}}-B}{Q_{0}} .
\end{aligned}
$$

Note that all the variables in (44) can be expressed in terms of $A$. Substituting into the last equation in (44) we will get an equation $F(A)=0$ in the variable $A$ only. The expression of $F(A)$ is complicated but can be explicitly given.

We now suppose further that $a=1 / 3, b=2 / 3$, and $h=1$. Then,

$$
\begin{gather*}
B=L+R-A, \quad J_{1}+J_{2}=6(L-A),  \tag{47}\\
c_{1}^{a}=\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right) \exp \left\{\frac{\sqrt{Q_{0}^{2}+A^{2}}-A}{Q_{0}}\right\}, \\
c_{1}^{b}=\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right) \exp \left\{\frac{\sqrt{Q_{0}^{2}+B^{2}}-B}{Q_{0}}\right\}, \\
\phi^{b}-\phi^{a}=\frac{2 L+R-3 A}{Q_{0}}, \\
\phi^{b}=\frac{\ln \frac{B}{R}}{\ln \frac{B L}{A R}}\left(\nu_{0}+\ln \frac{L_{1}\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)}{R_{1}\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right)}+\frac{\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}+L-A}{Q_{0}}\right) \\
+\ln R_{1}-\ln \left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)-\frac{\sqrt{Q_{0}^{2}+B^{2}}-B}{Q_{0}},
\end{gather*}
$$

$$
\begin{gathered}
J_{2}-J_{1}= \\
=6(L-A)-\frac{6(L-A)}{\ln \frac{B L}{A R}}\left(\nu_{0}+\ln \frac{L_{1}\left(\sqrt{Q_{0}^{2}+B^{2}}-Q_{0}\right)}{R_{1}\left(\sqrt{Q_{0}^{2}+A^{2}}-Q_{0}\right)}\right) \\
-\frac{6(L-A)\left(\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}+L-A\right)}{Q_{0} \ln \frac{B L}{A R}}, \\
\left(J_{2}-J_{1}\right) y_{0}=\frac{\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}+L-A}{Q_{0}} .
\end{gathered}
$$

The final equation involving the only unknown $A$ is $F(A)=0$, where

$$
\begin{align*}
F(A)= & e^{K(A)}\left(\sqrt{Q_{0}^{2}+A^{2}}-\frac{Q_{0}\left(J_{2}-J_{1}\right)}{6(L-A)}\right) \\
& +\frac{Q_{0}\left(J_{2}-J_{1}\right)}{6(L-A)}-\sqrt{Q_{0}^{2}+B^{2}}, \tag{48}
\end{align*}
$$

where

$$
K(A)=-6(L-A) \frac{\sqrt{Q_{0}^{2}+B^{2}}-\sqrt{Q_{0}^{2}+A^{2}}+L-A}{Q_{0}\left(J_{2}-J_{1}\right)},
$$

$B=L+R-A$, and $J_{2}-J_{1}$ is given above.
To summarize, for the special case where

$$
\alpha=\beta=1, \quad a=1 / 3, \quad b=2 / 3, \quad h=1,
$$

the set of nonlinear algebraic equations is equivalent to $F(A)=0$, where $F(A)$ is given in (48). The formula $F(A)$, although terribly complicated, involves only one unknown $A=\sqrt{c_{1}^{a} c_{2}^{a}}$. Other parameters in $F(A)$ are $L_{1}, L=\sqrt{L_{1} L_{2}}, R_{1}, R=\sqrt{R_{1} R_{2}}, \nu_{0}$, and $Q_{0}$.

For $L=L_{1}=2, R=R_{1}=3, Q=2 Q_{0}=2$, and $\nu_{0}=-20$, we find, numerically, two solutions of $F(A)=0: A_{1}=0.6858357$ and $A_{2}=2$ (the latter is a removable singularity of the functions $F(A), J_{i}$ 's, $\phi^{b}$, and $\phi^{a}$ ).

Once a feasible value for $A$ is determined, all the unknowns will be determined. We then get a singular orbit that consists of nine pieces $\Gamma_{l}^{0} \cup \Lambda_{l} \cup \Gamma_{l}^{a} \cup \Gamma_{m}^{a} \cup \Lambda_{m} \cup$ $\Gamma_{m}^{b} \cup \Gamma_{r}^{b} \cup \Lambda_{r} \cup \Gamma_{r}^{1}$ (see Figure 3).
4. Main results and numerical simulations. Any solution of the set of algebraic equations determines a singular orbit for the connecting problem. Once a singular orbit is constructed, we apply geometric singular perturbation theory to show that, for $\epsilon>0$ small, there is a unique solution that is close to the singular orbit. Before giving the precise statement of our result and its proof, let us explain the ideas behind it.

Let $\Gamma_{l}^{0} \cup \Lambda_{l} \cup \Gamma_{l}^{a} \cup \Gamma_{m}^{a} \cup \Lambda_{m} \cup \Gamma_{m}^{b} \cup \Gamma_{r}^{b} \cup \Lambda_{r} \cup \Gamma_{r}^{1}$ be a singular orbit to the connecting problem (7) associated to $B_{L}$ and $B_{R}$. For $\epsilon>0$ small, let $M_{L}(\epsilon)$ be the forward trace of $B_{L}$ under the flow of system (7) or, equivalently, system (8). To establish the existence of a unique solution to the boundary value problem near the singular orbit, we will show that $M_{L}(\epsilon)$ intersects $B_{R}$ transversally in a neighborhood of the singular orbit.

Roughly speaking, the evolution of $M_{L}(\epsilon)$ from $x=0$ to $x=1$ undergoes the following nine stages with each stage guided by one of the nine pieces of the singular orbit (see Figure 3):
(11) Along $\Gamma_{l}^{0}$ : Since $B_{L}$ intersects $W^{s}\left(\mathcal{Z}_{l}\right)$ transversally, $M_{L}(\epsilon)$ will first follow the orbit $\Gamma_{l}^{0}$ towards the vicinity of $\mathcal{Z}_{l}$ under the inner limit flow (12) near $x=0$.
(12) Along $\Lambda_{l}$ : Once $M_{L}(\epsilon)$ gets close to $\mathcal{Z}_{l}$, the outer limit flow (19) takes over, and $M_{L}(\epsilon)$ will then follow the outer flow on $\mathcal{Z}_{l}$ or $\mathcal{S}_{l}$ along the orbit $\Lambda_{l}$ towards the hypersurface $\{x=a\}$.
(13) Along $\Gamma_{l}^{a}$ : Near but before $\{x=a\}, M_{L}(\epsilon)$ will leave the vicinity of $\mathcal{Z}_{l}$, follow the orbit $\Gamma_{l}^{a}$ under the inner limit flow (12) near $x=a$, and hit the hypersurface $\{x=a\}$.
(m1) Along $\Gamma_{m}^{a}$ : Upon hitting the hypersurface $\{x=a\}$, the flow switches to the inner limit flow (26) with $Q(x)=Q . M_{L}(\epsilon)$ then follows $\Gamma_{m}^{a}$ towards the vicinity of $\mathcal{Z}_{m}$.
(m2) Along $\Lambda_{m}$ : Once $M_{L}(\epsilon)$ gets close to $\mathcal{Z}_{m}$, the outer limit flow (33) takes over, and $M_{L}(\epsilon)$ will then follow the outer flow on $\mathcal{Z}_{m}$ or $\mathcal{S}_{m}$ along the orbit $\Lambda_{m}$ towards the hypersurface $\{x=b\}$.
(m3) Along $\Gamma_{m}^{b}$ : Near but before $\{x=b\}, M_{L}(\epsilon)$ will leave the vicinity of $\mathcal{Z}_{m}$, follow the orbit $\Gamma_{m}^{b}$ under the inner limit flow (26) near $x=b$, and hit the hypersurface $\{x=b\}$.
(r1) Along $\Gamma_{r}^{b}$ : Upon hitting the hypersurface $\{x=b\}$, the flow switches to the inner limit flow (38) with $Q(x)=0 . M_{L}(\epsilon)$ then follows $\Gamma_{r}^{b}$ towards the vicinity of $\mathcal{Z}_{r}$.
(r2) Along $\Lambda_{r}$ : Once $M_{L}(\epsilon)$ gets close to $\mathcal{Z}_{r}$, the outer limit flow (41) takes over, and $M_{L}(\epsilon)$ will then follow the outer flow on $\mathcal{Z}_{r}$ or $\mathcal{S}_{r}$ along the orbit $\Lambda_{r}$ towards the hypersurface $\{x=1\}$.
(r3) Along $\Gamma_{r}^{1}$ : Near but before $\{x=1\}, M_{L}(\epsilon)$ will leave the vicinity of $\mathcal{Z}_{r}$ and follow the orbit $\Gamma_{r}^{1}$ under the inner limit flow (38) near $x=1$. If it hits $B_{R}$, then we get our solution.
The main task is to justify the above description of the stages that $M_{L}(\epsilon)$ undergoes. The exchange lemma-see, for example, [47, 45, 46, 50, 51, 73]-of geometric singular perturbation theory is a result that precisely characterizes the configuration of $M_{L}(\epsilon)$ during its evolution through the above stages. To apply this abstract theory, one need only verify certain transversality conditions of some limiting objects.

We now state our results and provide a proof using the geometric singular perturbation theory described above.

THEOREM 4.1. Let $\Gamma_{l}^{0} \cup \Lambda_{l} \cup \Gamma_{l}^{a} \cup \Gamma_{m}^{a} \cup \Lambda_{m} \cup \Gamma_{m}^{b} \cup \Gamma_{r}^{b} \cup \Lambda_{r} \cup \Gamma_{r}^{1}$ be a singular orbit to the connecting problem (7) associated to $B_{L}$ and $B_{R}$. Then, for $\epsilon>0$ small, the boundary value problem (5) and (6) has a unique continuous and piecewise smooth solution near the singular orbit.

Proof. For $\epsilon>0$ small, choose $\delta>0$ small. Let

$$
B_{L}(\delta)=\left\{\left(\nu_{0}, u, L_{1}, L_{2}, J_{1}, J_{2}, 0\right):\left|u-u_{0}\right|<\delta,\left|J_{i}-J_{i}^{0}\right|<\delta\right\}
$$

and let $M_{L}(\epsilon)$ be the forward trace of $B_{L}(\delta)$ under the flow of system (7) or, equivalently, system (8). To prove the theorem, we need to show that $M_{L}(\epsilon)$ intersects $B_{R}$ transversally in a neighborhood of the singular orbit. Indeed, if we let $M_{R}(\epsilon)$ be the backward trace of $B_{R}$ near the singular orbit, then $M_{L}(\epsilon)$ and $M_{R}(\epsilon)$ intersect transversally too. The transversality implies that $\operatorname{dim}\left(M_{L}(\epsilon) \cap M_{R}(\epsilon)\right)=$
$\operatorname{dim} M_{L}(\epsilon)+\operatorname{dim} M_{R}(\epsilon)-7=1$. Therefore, the intersection $M_{L}(\epsilon) \cap M_{R}(\epsilon)$ consists of precisely one solution to the boundary value problem, and the solution is near the singular orbit.

To establish the transversal intersection of $M_{L}(\epsilon)$ with $B_{R}$ near the singular orbit, we apply the exchange lemma successively along the stages described above. The first application of the exchange lemma verifies the descriptions for stages (11), (12), and (13); the second one for stages (m1), (m2), and (m3); and the last application verifies the descriptions for stages (r1), (r2), and (r3).

Note that $\operatorname{dim} B_{L}(\delta)=3$. Since the fast flow is not tangent to $B_{L}(\delta)$, one has $\operatorname{dim} M_{L}(\epsilon)=4$. The transversality of the intersection $B_{L} \cap W^{s}\left(\mathcal{Z}_{l}\right)$ along $\Gamma_{l}^{0}$ implies the transversality of the intersection $M_{L}(0) \cap W^{s}\left(\mathcal{Z}_{l}\right)$. The exchange lemma implies that $M_{L}(\epsilon)$ will first follow $\Gamma_{l}^{0}$ towards $N_{L} \subset \mathcal{Z}_{l}$, then follow $N_{L} \cdot x$ in the vicinity of $\Lambda_{l}$ towards $x=a$, and leave the vicinity of $\mathcal{Z}_{l}$. And upon exit, $M_{L}(\epsilon)$ is $C^{1} O(\epsilon)$-close to $W^{u}\left(N_{L} \times(a-\delta, a)\right)$ in the vicinity of $\Gamma_{l}^{a}$.

Denote the intersection of $W^{u}\left(N_{L} \times(a-\delta, a)\right)$ with $\{x=a\}$ by $I(a)$. Then $I(a)$ intersects $W^{s}\left(\mathcal{Z}_{m}\right)$ transversally for the flow (26). Let $K(a)$ be the forward trace of $I(a)$ under (25). The exchange lemma implies that $M_{L}(\epsilon)$ will first follow $K(a)$ in the vicinity of $\Gamma_{m}^{a}$ towards $N_{m}^{a} \subset \mathcal{Z}_{m}$, then follow $N_{m}^{a} \cdot x$ in the vicinity of $\Lambda_{m}$ towards $x=b$, and leave the vicinity of $\mathcal{Z}_{m}$. And upon exit, $M_{L}(\epsilon)$ is $C^{1} O(\epsilon)$-close to $W^{u}\left(N_{m}^{a} \times(b-\delta, b)\right)$ in the vicinity of $\Gamma_{m}^{b}$.

Denote the intersection of $W^{u}\left(N_{m}^{a} \times(b-\delta, b)\right)$ with $\{x=b\}$ by $I(b)$. Then $I(b)$ intersects $W^{s}\left(\mathcal{Z}_{r}\right)$ transversally for the flow (38). Let $K(b)$ be the forward trace of $I(b)$ under the full system. Then exchange lemma implies that $M_{L}(\epsilon)$ will first follow $K(b)$ in the vicinity of $\Gamma_{r}^{b}$ towards $N_{r}^{b} \subset \mathcal{Z}_{r}$, then follow $N_{r}^{b} \cdot x$ in the vicinity of $\Lambda_{r}$ towards $x=1$, and leave the vicinity of $\mathcal{Z}_{r}$. And upon exit, $M_{L}(\epsilon)$ is $C^{1} O(\epsilon)$-close to $W^{u}\left(N_{R} \times(1-\delta, 1)\right)$ in the vicinity of $\Gamma_{r}^{1}$.

In summary, after three applications of the exchange lemma, we determine that $M_{L}(\epsilon)$ is $C^{1} O(\epsilon)$-close to $W^{u}\left(N_{R} \times(1-\delta, 1)\right)$ in the vicinity of $\Gamma_{r}^{1}$. Since $W^{u}\left(N_{R} \times\right.$ $(1-\delta, 1))$ intersects $B_{R}$ transversally along $\Gamma_{r}^{1}$, we have shown that $M_{L}(\epsilon)$ intersects $B_{R}$ transversally. The proof is complete.

Numerical simulations are performed for $A_{1}=0.6858357$ and $A_{2}=2$ (see Figures 4 and 5 ). The following properties of the two solutions are predicted from the analytical results and can be observed from the numerical simulations:
(i) For both $A_{1}$ and $A_{2}$, approximately $c_{2}(x)-c_{1}(x)=Q(x)$ for $x \in(0,1)$ except around $x=1 / 3$ and $x=2 / 3$ - the jumping points of $Q$.
(ii) For $A_{2}=L, J_{1}+J_{2}=0$ from (47). As a consequence of (19) and (41), $c_{1}(x)=c_{2}(x)=L=2$ for $x \in(0,1 / 3)$ and $c_{1}(x)=c_{2}(x)=R=3$ for $x \in$ $(2 / 3,1)$. The decreasing behavior of $c_{1}(x)=c_{2}(x)$ for $x \in(0,1 / 3) \cup(2 / 3,1)$ can be also predicted from that of the singular orbit corresponding to $A_{1}$.
(iii) There is a significant difference between the two solutions for $A_{1} \neq L$ and $A_{2}=L$ : the solution for $A_{1}$ has two internal layers with limit orbits $\Gamma_{l}^{a}$ and $\Gamma_{m}^{a}$ at $x=a=1 / 3$ that match at a point on $B_{a}$ (see Figure 3); the solution for $A_{2}$ has only one internal layer $\Gamma_{l}^{a}=\Gamma_{m}^{a}$ at $x=1 / 3$. This analytical consequence is not clearly shown in the figures but is indicated by the different behaviors of the $\phi$-component: for $A_{1}$, with the extra transition through $B_{a}$, the layers near $x=1 / 3$ are smoother than the one layer for $A_{2}$. The same remarks are true for the two solutions near $x=b=2 / 3$.
5. Remarks. The defining equation $F(A)=0$ in (48) that determines multiplicity of steady-states of the PNP system should be investigated thoroughly.


Fig. 4. $\phi$ (stars), $c_{1}$ (solid curve), and $c_{2}$ (dashed curve) for $A_{1}=0.6858357$ with $L_{1}=L_{2}=2$, $R_{1}=R_{2}=3, Q=2 Q_{0}=2, \nu_{0}=-20$, and $\epsilon=0.02$.


FIG. 5. $\phi$ (stars), $c_{1}$ (solid curve), and $c_{2}$ (dashed curve) for $A_{2}=2$ with $L_{1}=L_{2}=2$, $R_{1}=R_{2}=3, Q=2 Q_{0}=2$, $\nu_{0}=-20$, and $\epsilon=0.02$.

This could be studied using bifurcation theory of dynamical systems and numerical tools (e.g., AUTO) due to the presence of multiple parameters $\left(L_{i}, R_{i}, \nu_{0}, Q\right.$, etc. should be viewed as perturbation parameters). Another important problem is the stability of each solution in the full time evolution PNP system. Both multiplicity and stability have important biological consequences for ion channels. Single channels are in fact often defined in the laboratory by their characteristic current signal which switches from one nearly zero level ("the closed channel") to another nonzero level ("the open channel") in a random telegraph signal, with brief incomplete
spiky interruptions. Different types of channels perform their functions by controlling the open probability and/or mean duration of the stochastic signal. These gating phenomena are central to the biological function of channels and are almost always explained by saying the channel changes shape ("conformation") when it switches current level. Another explanation could be that the steady-state solutions of the PNP equations themselves have multiple solutions, and the different current levels correspond to those different solutions. Because the actual current data is stochastic, it is not clear whether the "open channel" state is stationary or not. Indeed, the open probability and/or duration of the open state might be stochastic representations of the instability of the PNP equations. Ion channels also act (in many cases) as if they have two spatially distinct gates, one of which is normally open and the other normally closed. The opening and closing processes of these gates do not overlap in ion channels so there is always a time when both gates are open and current flows through the channel. The stability properties of the equations may determine many of these gating properties. It is hard to see how the stability properties of the equations (and underlying physics) could not be involved to some significant extent, even if that gating is modulated by other processes and involves additional physics or conformational changes. Finally, there is a vitally important class of "channel" proteins in which the two gates open and close in ping pong fashion, so current can never flow right through the channel pore. These channels form mediated transporters of the greatest biological importance. It is hard to imagine that the stability of multiple solutions of the PNP equations (and the underlying physics) is not involved in the correlated gating properties of transporters, even if that gating is modulated by other processes and involves additional physics or even conformational changes.

Clearly our methods will be challenged when we try to extend them to other geometries of channels, multiple regions with nonzero permanent charges, and the even more important problems of three or more ions of different charge (e.g., $\mathrm{Na}^{+}, \mathrm{Ca}^{2+}$, $\mathrm{Cl}^{-}$). The depletion layers that then occur allow the wide diversity of devices (from amplifier, to limiter, to multiplier, etc.) that can be built from a single PNP transistor, and that can be described by numerical solutions of the PNP equations $[67,35,41$, $28,71,34]$. An alarming diversity of treatments must arise from any perturbation analysis of PNP systems because such a diversity of real devices actually exist and are built on that (physical and intellectual) substrate! Existing mathematical analysis of the PNP equations will need to be extended to show how those different devices can be built on one substrate. That is to say, analysis is needed to show how different devices arise from different values of the boundary potential but just one set of differential equations (and boundary equations), with one set of parameters (other than boundary potentials). Many useful applications in the design of channels and semiconductors depend on this analysis.
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#### Abstract

We construct complex geometrical optics solutions for the isotropic elasticity system concentrated near spheres. We then use these special solutions, called complex spherical waves, to identify inclusions embedded in an isotropic, inhomogeneous, elastic background.
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1. Introduction. Let $\Omega \subset \mathbb{R}^{3}$ be an open bounded domain with smooth boundary. The domain $\Omega$ is modeled as an inhomogeneous, isotropic, elastic medium characterized by the Lamé parameters $\lambda(x)$ and $\mu(x)$. Assume that $\lambda(x) \in C^{2}(\bar{\Omega}), \mu(x) \in$ $C^{4}(\bar{\Omega})$ and the following inequalities hold:

$$
\begin{equation*}
\mu(x)>0 \quad \text { and } \quad \lambda(x)+2 \mu(x)>0 \quad \forall x \in \bar{\Omega} \quad \text { (strong ellipticity). } \tag{1.1}
\end{equation*}
$$

We consider the static isotropic elasticity system without sources:

$$
\begin{equation*}
\mathcal{L} u:=\nabla \cdot(\lambda(\nabla \cdot u) I+2 \mu \operatorname{Sym}(\nabla u))=0 \quad \text { in } \quad \Omega, \tag{1.2}
\end{equation*}
$$

where $\operatorname{Sym}(A)=\left(A+A^{T}\right) / 2$ denotes the symmetric part of the matrix $A \in \mathbb{C}^{3 \times 3}$. Equivalently, if we denote $\sigma(u)=\lambda(\nabla \cdot u) I+2 \mu \operatorname{Sym}(\nabla u)$ to be the stress tensor, then (1.2) becomes

$$
\mathcal{L} u=\nabla \cdot \sigma=0 \quad \text { and } \quad \Omega
$$

On the other hand, since the Lamé parameters are differentiable, we can also write (1.2) in the nondivergence form

$$
\begin{equation*}
\mathcal{L} u=\mu \Delta u+(\lambda+\mu) \nabla(\nabla \cdot u)+\nabla \lambda \nabla \cdot u+2 \operatorname{Sym}(\nabla u) \nabla \mu=0 \quad \text { in } \quad \Omega . \tag{1.3}
\end{equation*}
$$

Special types of solutions for elliptic equations or systems have played an important role in inverse problems since the pioneering work of Calderón [2]. In 1987, Sylvester and Uhlmann [21] introduced complex geometrical optics solutions to solve the inverse boundary value problem for the conductivity equation. For system (1.2), complex geometrical optics solutions were constructed in [5], using [4], and in [16], [17], and [18]. In [16], [17], and [18] the authors introduced an intertwining technique using pseudodifferential operators. In both [5] and [16], [17], [18], the phase functions of the complex geometrical optics solutions are linear. Other types of special solutions,

[^115]called oscillating-decaying solutions, were constructed for general elliptic systems in [19] and [20]. These oscillating-decaying solutions have been used in solving inverse problems, particularly in detecting inclusions and cavities [19].

In developing the theory for inverse boundary value problems with partial or local measurements, the authors of [7] and [14] gave, respectively, approximate complex geometrical optics solutions concentrated near hyperplanes and near hemispheres for the Schrödinger equation. In [14], the construction was based on hyperbolic geometry and was applied in [8] to construct complex geometrical optics solutions for the Schrödinger equation where the real part of the phase function is a radial function, i.e., its level surfaces are spheres. They call these solutions complex spherical waves. The hyperbolic geometry approach does not work for the Laplacian with first order perturbations such as the Schrödinger equation with magnetic potential and the isotropic elasticity equation (1.2) (see below). Recently, complex geometrical optics solutions with more general phase functions were constructed in [15] for the Schrödinger equation and in [3] for the Schrödinger equation with magnetic potential. The method used in [15] and [3] relies on Carleman-type estimates, which is a more flexible tool in treating lower order perturbations. Hence, we shall apply the method in [15] and [3] to construct complex geometrical optics solutions for (1.2) with the real part of the phase function being a radial function, i.e., complex spherical waves.

With these complex spherical waves at hand, we can study the inverse problem of detecting unknown inclusions inside an elastic body with known isotropic background medium. The investigation of this inverse problem is motivated by [8], in which the same problem was treated for the conductivity equation. There are several results, both theoretical and numerical, concerning the object identification problem by boundary measurements for the conductivity equation. We will not try to give a full account of these developments here. For detailed references, we refer to [8]. For the elasticity system, we will compare our result to some existing ones. In [10], Ikehata generalized his probe method to the isotropic elasticity system. Ikehata's probe method is based on singular solutions and Runge's approximation property (which is closely related to the unique continuation property). These ideas are due to Isakov [13]. On the other hand, for the general (anisotropic) elasticity system, a reconstruction method using oscillating-decaying solutions was given by the authors in [19]. The method in [19] shares the same spirit as Ikehata's enclosure method (see Ikehata's survey article [9]). Both methods enable us to reconstruct the support function of the inclusion by the Dirichlet-to-Neumann map. It should be noted that Runge's property was used in [19]. Ikehata's results on the enclosure method did not rely on Runge's property because he used the Laplacian as the background and explicit complex geometrical optics solutions are available for this case. Our approach here lies between the method in [19] and Ikehata's enclosure method in the sense that we treat the isotropic elasticity without using Runge's property. Furthermore, since we probe the region by complex spherical waves, it is possible to recover some concave parts of inclusions. Also, as in [8], we can localize the measurements with these complex spherical waves.

This paper is organized as follows. In section $2,(1.2)$ or (1.3) is transformed to a system of dimension four, and a Carleman estimate is derived for the new system. The construction of complex spherical waves for (1.2) is given in section 3 . The study of the inverse problem is carried out in section 4.
2. Carleman estimate and its consequence. It suffices to work with system (1.3) here. Since the leading order of (1.3) is strongly coupled, we want to find
a reduced system whose leading part is decoupled (precisely, the Laplacian), and solutions of (1.3) can be constructed more easily. We will use the reduced system derived by Ikehata [11]. This reduction had already been mentioned in [22]. Let $W=\binom{w}{g}$ satisfy

$$
\begin{equation*}
P W:=\Delta\binom{w}{g}+\tilde{A}_{1}(x)\binom{\nabla g}{\nabla \cdot w}+\tilde{A}_{0}(x)\binom{w}{g}=0 \tag{2.1}
\end{equation*}
$$

where

$$
\tilde{A}_{1}(x)=\left(\begin{array}{cc}
2 \mu^{-1 / 2}\left(-\nabla^{2}+\Delta\right) \mu^{-1} & -\nabla \log \mu \\
0 & \frac{\lambda+\mu}{\lambda+2 \mu} \mu^{1 / 2}
\end{array}\right)
$$

and

$$
\tilde{A}_{0}(x)=\left(\begin{array}{cc}
-\mu^{-1 / 2}\left(2 \nabla^{2}+\Delta\right) \mu^{1 / 2} & 2 \mu^{-5 / 2}\left(\nabla^{2}-\Delta\right) \mu \nabla \mu \\
-\frac{\lambda-\mu}{\lambda+2 \mu}\left(\nabla \mu^{1 / 2}\right)^{T} & -\mu \Delta \mu^{-1}
\end{array}\right) .
$$

Here $\nabla^{2} f$ is the Hessian of the scalar function $f$. Then

$$
u:=\mu^{-1 / 2} w+\mu^{-1} \nabla g-g \nabla \mu^{-1}
$$

satisfies (1.3). A similar form was also used in [5] for studying the inverse boundary value problem for the isotropic elasticity system.

With (2.1) at hand, we now consider the matrix operator $P_{h}=-h^{2} P$. More precisely, we have

$$
P_{h}=(h D)^{2}+i h A_{1}(x)\binom{h D}{h D}+h^{2} A_{0}
$$

where $D=-i \nabla, A_{1}=-\tilde{A}_{1}$, and $A_{0}=-\tilde{A}_{0}$. Later on we shall denote the matrix operator

$$
i A_{1}(x)\binom{h D}{h D}=A_{1}(x, h D)
$$

To construct complex geometrical optics solutions, we will follow closely the papers [3] and [15]. The construction here is simpler than the one given in [16], [17], where the technique of intertwining operators was first introduced. Furthermore, we do not need to work with $C^{\infty}$ coefficients here. As in [3] and [15], we will use semiclassical Weyl calculus. Our goal here is to derive a Carleman estimate with semiclassical $H^{-2}$ norm for $P_{h}$.

The conjugation of $P_{h}$ with $e^{\varphi / h}$ is given by

$$
e^{\varphi / h} \circ P_{h} \circ e^{-\varphi / h}=(h D+i \nabla \varphi)^{2}+h A_{1}(x, h D+i \nabla \varphi)+h^{2} A_{0}(x)
$$

We first consider the leading operator $(h D+i \nabla \varphi)^{2}$ and denote

$$
(h D+i \nabla \varphi)^{2}=A+i B
$$

where $A=(h D)^{2}-(\nabla \varphi)^{2}$ and $B=\nabla \varphi \circ h D+h D \circ \nabla \varphi$. The Weyl symbols of $A$ and $B$ are given as

$$
a(x, \xi)=\xi^{2}-(\nabla \varphi)^{2} \quad \text { and } \quad b(x, \xi)=2 \nabla \varphi \cdot \xi
$$

respectively. Let $\Omega_{0}$ be an open bounded domain such that $\bar{\Omega} \subset \Omega_{0}$. Accordingly, we extend $\lambda$ and $\mu$ to $\Omega_{0}$ by preserving their smoothness. We now let $\varphi$ have nonvanishing gradient in $\Omega_{0}$ and be a limit Carleman weight in $\Omega_{0}$ :

$$
\{a, b\}=0 \quad \text { when } \quad a=b=0
$$

i.e.,

$$
\left\langle\varphi^{\prime \prime} \mid \nabla \varphi \otimes \nabla \varphi+\xi \otimes \xi\right\rangle=0 \quad \text { when } \quad \xi^{2}=(\nabla \varphi)^{2} \text { and } \nabla \varphi \cdot \xi=0
$$

In order to get positivity in proving the Carleman estimate, we will modify the weight $\varphi$ as in [3] and [15]. Let us denote $\varphi_{\varepsilon}=\varphi+h \varphi^{2} /(2 \varepsilon)$, where $\varepsilon>0$ will be chosen later. Also, we denote $a_{\varepsilon}$ and $b_{\varepsilon}$ to be the corresponding symbols as $\varphi$ is replaced by $\varphi_{\varepsilon}$. Then one can easily check that

$$
\left\{a_{\varepsilon}, b_{\varepsilon}\right\}=\frac{4 h}{\varepsilon}\left(1+\frac{h}{\varepsilon} \varphi\right)^{2}(\nabla \varphi)^{4}>0 \quad \text { when } \quad a_{\varepsilon}=b_{\varepsilon}=0
$$

Arguing as in [15], we get

$$
\left\{a_{\varepsilon}, b_{\varepsilon}\right\}=\frac{4 h}{\varepsilon}\left(1+\frac{h}{\varepsilon} \varphi\right)^{2}(\nabla \varphi)^{4}+\alpha(x) a_{\varepsilon}+\beta(x, \xi) b_{\varepsilon}
$$

where $\beta(x, \xi)$ is linear in $\xi$. Therefore, at the operator level, we have

$$
\begin{align*}
i\left[A_{\varepsilon}, B_{\varepsilon}\right] & =\frac{4 h^{2}}{\varepsilon}\left(1+\frac{h}{\varepsilon} \varphi\right)^{2}(\nabla \varphi)^{4}+\frac{h}{2}\left(\alpha \circ A_{\varepsilon}+A_{\varepsilon} \circ \alpha\right)  \tag{2.2}\\
& +\frac{h}{2}\left(\beta^{w} \circ B_{\varepsilon}+B_{\varepsilon} \circ \beta^{w}\right)+h^{3} c(x)
\end{align*}
$$

where $\beta^{w}$ denotes the Weyl quantization of $\beta$.
With the help (2.2), we now can estimate

$$
\left\|\left(A_{\varepsilon}+i B_{\varepsilon}\right) V\right\|^{2}=\left\|A_{\varepsilon} V\right\|^{2}+\left\|B_{\varepsilon} V\right\|^{2}+i\left\langle B_{\varepsilon} V \mid A_{\varepsilon} V\right\rangle-i\left\langle A_{\varepsilon} V \mid B_{\varepsilon} V\right\rangle
$$

for $V \in C_{0}^{\infty}(\Omega)$. Here and below, we define the norm $\|\cdot\|$ and the inner $\langle\cdot \mid \cdot\rangle$ in terms of $L^{2}(\Omega)$. Integrating by parts, we conclude

$$
\begin{equation*}
\left\langle B_{\varepsilon} V \mid A_{\varepsilon} V\right\rangle=\left\langle A_{\varepsilon} B_{\varepsilon} V \mid V\right\rangle \quad \text { and } \quad\left\langle A_{\varepsilon} V \mid B_{\varepsilon} V\right\rangle=\left\langle B_{\varepsilon} A_{\varepsilon} V \mid V\right\rangle \tag{2.3}
\end{equation*}
$$

On the other hand, we observe that

$$
\begin{equation*}
\|h \nabla V\|^{2}=\left\langle A_{\varepsilon} V \mid V\right\rangle+\|\sqrt{(\nabla \varphi)} V\|^{2} \lesssim\left\|A_{\varepsilon} V\right\|^{2}+\|V\|^{2} \tag{2.4}
\end{equation*}
$$

and the obvious estimate

$$
\begin{equation*}
\left\|(h \nabla)^{2} V\right\|^{2} \lesssim\left\|A_{\varepsilon} V\right\|^{2}+\|V\|^{2} \tag{2.5}
\end{equation*}
$$

Using (2.2), (2.3), (2.4), and (2.5) gives

$$
\begin{aligned}
\| & \left(A_{\varepsilon}+i B_{\varepsilon}\right) V \|^{2} \\
\gtrsim & \left\|A_{\varepsilon} V\right\|^{2}+\left\|B_{\varepsilon} V\right\|^{2}+\frac{h^{2}}{\varepsilon}\|V\|^{2}-h\left(\left\|A_{\varepsilon} V\right\|\|V\|+\left\|B_{\varepsilon} V\right\|\|h \nabla V\|\right) \\
\gtrsim & \left\|A_{\varepsilon} V\right\|^{2}+\left\|B_{\varepsilon} V\right\|^{2}+\frac{h^{2}}{\varepsilon}\|V\|^{2}-\frac{1}{2}\left\|A_{\varepsilon} V\right\|^{2}-\frac{h^{2}}{2}\|V\|^{2}-\frac{1}{2}\left\|B_{\varepsilon} V\right\|^{2} \\
& -\frac{h^{2}}{2}\left(\left\|A_{\varepsilon} V\right\|^{2}+\|V\|^{2}\right) \\
\gtrsim & \left(1-O\left(\frac{h^{2}}{\varepsilon}\right)\right)\left\|A_{\varepsilon} V\right\|^{2}+\frac{h^{2}}{\varepsilon}\left(\left\|A_{\varepsilon} V\right\|^{2}+\|V\|^{2}\right)
\end{aligned}
$$

Thus, taking $h$ and $\varepsilon(h \ll \varepsilon)$ sufficiently small, we arrive at

$$
\left\|\left(A_{\varepsilon}+i B_{\varepsilon}\right) V\right\|^{2} \gtrsim \frac{h^{2}}{\varepsilon}\left(\|V\|^{2}+\|h \nabla V\|^{2}+\left\|(h \nabla)^{2} V\right\|^{2}\right),
$$

namely,

$$
\begin{equation*}
\left\|\left(A_{\varepsilon}+i B_{\varepsilon}\right) V\right\|^{2} \gtrsim \frac{h^{2}}{\varepsilon}\|V\|_{H_{h}^{2}(\Omega)}^{2} \tag{2.6}
\end{equation*}
$$

Here we define the semiclassical Sobolev norms

$$
\|v\|_{H_{h}^{m}(\Omega)}^{2}=\sum_{|\alpha| \leq m}\left\|(h \nabla)^{\alpha} v\right\|^{2} \quad \forall m \in \mathbb{N}
$$

and

$$
\|v\|_{H_{h}^{s}\left(\mathbb{R}^{3}\right)}^{2}=\int\left(1+|h \xi|^{2}\right)^{s}|\hat{v}(\xi)|^{2} d \xi=\left\|\langle h D\rangle^{s} v\right\|^{2} \quad \forall s \in \mathbb{R}
$$

Now let $\Omega_{1}$ be open and $\bar{\Omega} \subset \Omega_{1} \subset \Omega_{0}$. The estimate (2.6) also holds for $V \in$ $C_{0}^{\infty}\left(\Omega_{1}\right)$. Then, as done in [3], we can obtain that

$$
\begin{equation*}
\frac{h^{2}}{\varepsilon}\|V\|_{H_{h}^{2}\left(\mathbb{R}^{3}\right)}^{2} \lesssim\left\|\left(A_{\varepsilon}+i B_{\varepsilon}\right)\langle h D\rangle^{2} V\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)}^{2} \tag{2.7}
\end{equation*}
$$

To add the first order perturbation $h A_{1, \varepsilon} V+h^{2} A_{0} V=h A_{1}\left(x, h D+i \nabla \varphi_{\varepsilon}\right) V+h^{2} A_{0} V$ into (2.7), we note that

$$
\begin{equation*}
\left\|\left(h A_{1, \varepsilon}+h^{2} A_{0}\right)\langle h D\rangle^{2} V\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)}^{2} \lesssim h^{2}\|V\|_{H_{h}^{1}\left(\mathbb{R}^{3}\right)}^{2} \tag{2.8}
\end{equation*}
$$

In view of (2.8), we get from (2.7) that

$$
\begin{equation*}
\left\|\left(A_{\varepsilon}+i B_{\varepsilon}+h A_{1, \varepsilon}+h^{2} A_{0}\right)\langle h D\rangle^{2} V\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)}^{2} \gtrsim h^{2}\left\|\langle h D\rangle^{2} V\right\|^{2} \tag{2.9}
\end{equation*}
$$

provided $\varepsilon \ll 1$. Transforming back to the original operator, (2.9) is equivalent to

$$
\begin{equation*}
\left\|\langle h D\rangle^{2} V\right\| \lesssim h\left\|e^{\phi_{\varepsilon} / h} P e^{-\varphi_{\varepsilon} / h}\langle h D\rangle^{2} V\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)} \tag{2.10}
\end{equation*}
$$

for $V \in C_{0}^{\infty}\left(\Omega_{1}\right)$.
Let $\chi \in C_{0}^{\infty}\left(\Omega_{1}\right)$ with $\chi=1$ on $\Omega$ and $W \in C_{0}^{\infty}(\Omega)$. Substituting $V=\chi\langle h D\rangle^{-2} W$ into (2.10) and using the property that

$$
\left\|(1-\chi)\langle h D\rangle^{-2} W\right\|_{H_{h}^{s}}=O\left(h^{\infty}\right)\|W\|
$$

for any $s \in \mathbb{R}$, we get that

$$
\begin{equation*}
\|W\| \lesssim h\left\|e^{\phi_{\varepsilon} / h} P e^{-\varphi_{\varepsilon} / h} W\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)} \tag{2.11}
\end{equation*}
$$

Now since $e^{\varphi_{\varepsilon} / h}=e^{\varphi^{2} / \varepsilon} e^{\varphi / h}$ and $e^{\varphi^{2} / \varepsilon}=O(1),(2.11)$ becomes

$$
\begin{equation*}
\|W\| \lesssim h\left\|e^{\phi / h} P e^{-\varphi / h} W\right\|_{H_{h}^{-2}\left(\mathbb{R}^{3}\right)} \tag{2.12}
\end{equation*}
$$

Note that (2.12) also holds when $\varphi$ is replaced by $-\varphi$. Therefore, by the Hahn-Banach theorem, we have the following existence theorem.

THEOREM 2.1. For $h$ sufficiently small, for any $F \in L^{2}(\Omega)$, there exists $V \in$ $H_{h}^{2}(\Omega)$ such that

$$
e^{\varphi / h} P_{h}\left(e^{-\varphi / h} V\right)=F
$$

and $h\|V\|_{H_{h}^{2}(\Omega)} \lesssim\|F\|_{L^{2}(\Omega)}$.
3. Construction of complex spherical waves. In this section we will construct complex spherical waves for the elasticity system (1.3). We apply the method of [3] and [15] to our system here. We will work with the reduced system (2.1). Let $\psi$ be a solution of the eikonal equation

$$
a(x, \nabla \psi)=b(x, \nabla \psi)=0 \quad \forall x \in \Omega
$$

i.e.,

$$
\left\{\begin{array}{l}
(\nabla \psi)^{2}=(\nabla \varphi)^{2}  \tag{3.1}\\
\nabla \varphi \cdot \nabla \psi=0
\end{array} \quad \forall x \in \Omega\right.
$$

Since $\{a, b\}=0$ on $a=b=0$, there exists a solution to (3.1). To construct complex spherical waves, we choose the limit Carleman weight

$$
\varphi(x)=\log \left|x-x_{0}\right| \quad \text { for } \quad x_{0} \notin \overline{\operatorname{ch}(\Omega)}
$$

then a solution of (3.1) is

$$
\psi(x)=\frac{\pi}{2}-\arctan \frac{\omega \cdot\left(x-x_{0}\right)}{\sqrt{\left(x-x_{0}\right)^{2}-\left(\omega \cdot\left(x-x_{0}\right)\right)^{2}}}=d_{\mathbb{S}^{2}}\left(\frac{x-x_{0}}{\left|x-x_{0}\right|}, \omega\right)
$$

where $\operatorname{ch}(\Omega):=$ convex hull of $\Omega$ and $\omega \in \mathbb{S}^{2}$ such that $\omega \neq\left(x-x_{0}\right) /\left|x-x_{0}\right|$ for all $x \in \bar{\Omega}$ [3]. We can be more explicit in the choices of $\varphi$ and $\psi$. In fact, by suitable translation and rotation, we can take $x_{0}=0, \omega=(1,0,0)$ and set $z=x_{1}+i\left|x^{\prime}\right|$ with $x^{\prime}=\left(x_{2}, x_{3}\right)$; then $\varphi+i \psi=\log z$ (see [3, Remark 3.1]). Having found $\psi$, we look for $U=e^{-(\varphi+i \psi) / h}(L+R)$ satisfying

$$
\left(-h^{2} \Delta+h^{2} A_{1}(x, D)+h^{2} A_{0}(x)\right) U=0 \quad \text { in } \quad \Omega
$$

Equivalently, we need to solve

$$
e^{(\varphi+i \psi) / h} P_{h}\left(e^{-(\varphi+i \psi) / h}(L+R)\right)=0 \quad \text { in } \quad \Omega
$$

We can compute that

$$
\begin{aligned}
& e^{(\varphi+i \psi) / h} P_{h} e^{-(\varphi+i \psi) / h} \\
& =\left((h D-\nabla \psi)^{2}-(\nabla \varphi)^{2}\right)+i(\nabla \varphi \cdot(h D-\nabla \psi)+(h D-\nabla \psi) \cdot \nabla \varphi) \\
& \quad+h^{2} A_{1}(x, D)+h A_{1}(x, i \nabla \varphi-\nabla \psi)+h^{2} A_{0} \\
& =h\left(-\nabla \psi \cdot D-D \cdot \nabla \psi+i \nabla \varphi \cdot D+i D \cdot \nabla \varphi+A_{1}(x, i \nabla \varphi-\nabla \psi)\right)+P_{h} \\
& =h Q+P_{h}
\end{aligned}
$$

where $Q=-\nabla \psi \cdot D-D \cdot \nabla \psi+i \nabla \varphi \cdot D+i D \cdot \nabla \varphi+A_{1}(x, i \nabla \varphi-\nabla \psi)$. Hence we want to find $L$, independent of $h$, so that

$$
\begin{equation*}
Q L=0 \quad \text { in } \quad \Omega . \tag{3.2}
\end{equation*}
$$

Equation (3.2) is a system of Cauchy-Riemann type. In fact, in view of the choices of $\varphi$ and $\psi$ above, (3.2) is equivalent to

$$
\begin{equation*}
\partial_{\bar{z}} L+\widetilde{A}(z, \theta) L=0 \quad \text { in } \quad \Omega \tag{3.3}
\end{equation*}
$$

where $\widetilde{A}(z, \theta)$ is a $C^{2}$ matrix-valued function. Here we have used the cylindrical coordinates for $\mathbb{R}^{3}$, i.e., $x=\left(x_{1}, r, \theta\right) \in \mathbb{R} \times \mathbb{R}_{+} \times \mathbb{S}^{1}$, and $z=x_{1}+i r$. Using the results in [4], [6], or [18], one can find an invertible $4 \times 4$ matrix $G(x) \in C^{2}(\bar{\Omega})$ satisfying (3.2). For the sake of clarity, we outline the proof of the existence of $G$. We refer to, for example, [6, pp. 59-60] for more detailed arguments. It suffices to consider (3.3). Let $M>0$ satisfy $\bar{\Omega} \subset\left\{\left(x_{1}, r, \theta\right):\left|x_{1}\right| \leq M, 0 \leq r \leq M, \theta \in \mathbb{S}^{1}\right\}:=\mathcal{U}$. Without restriction, we can assume that (3.3) holds in $\mathcal{U}$ by suitably extending the matrix $\widetilde{A}$. By using cut-off functions with sufficiently small supports, one can show that $G$ exists near $z_{0}=x_{1}^{0}+i r_{0}$, with $\left|x_{1}^{0}\right|<M, 0<r_{0}<M$, and depends $C^{2}$ smoothly on $\theta$ for all $\theta \in \mathbb{S}^{1}$. To construct a global invertible $G$ in $\mathcal{U}$, we simply patch local solutions together with the help of Cartan's lemma.

So $L$ can be chosen from columns of $G$. Then $R$ is required to satisfy

$$
\begin{equation*}
e^{\varphi / h} P_{h}\left(e^{-(\varphi+i \psi) / h} R\right)=-e^{-i \psi / h} P_{h} L \tag{3.4}
\end{equation*}
$$

Note that $\left\|e^{-i \psi / h} P_{h} L\right\| \lesssim h^{2}$. Thus Theorem 2.1 implies that

$$
\begin{equation*}
\left\|e^{-i \psi / h} R\right\|_{H_{h}^{2}(\Omega)} \lesssim h \tag{3.5}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\|\partial^{\alpha} R\right\|_{L^{2}(\Omega)} \lesssim h^{1-|\alpha|} \quad \text { for } \quad|\alpha| \leq 2 \tag{3.6}
\end{equation*}
$$

So if we write $L=\binom{\ell}{d}$ and $R=\binom{r}{s}$ with $\ell, r \in \mathbb{C}^{3}$, then

$$
w=e^{-(\varphi+i \psi) / h}(\ell+r) \quad \text { and } \quad g=e^{-(\varphi+i \psi) / h}(d+s)
$$

where $r$ and $s$ satisfy the estimate (3.6). Therefore, $u=\mu^{-1 / 2} w+\mu^{-1} \nabla g-g \nabla \mu^{-1}$ is the complex spherical wave for (1.3).

Remark 3.1. Even though the four-vector $\binom{\ell}{d}$ is nonzero in $\Omega$, we cannot conclude that both $\ell$ and $d$ never vanish in $\Omega$. However, for any point $y \in \Omega$, it is easy to show that there exists a small ball $B_{\delta}(y)$ of $y$ with $B_{\delta}(y) \subset \Omega$ such that one can find a pair of $\ell$ and $d$ which does not vanish in $B_{\delta}(y)$. We will use this fact in studying our inverse problem in the next section.
4. Probing for inclusions. In this section we shall apply the complex spherical waves we constructed above to the problem of identifying the inclusion embedded inside an elastic body with isotropic medium. We now begin to set up the problem. Let $D$ be an open subset of $\Omega$ with Lipschitz boundary satisfying the facts that $D \subset \subset \Omega$ and $\Omega \backslash \bar{D}$ is connected. Assume that $\lambda_{0}(x) \in C^{2}(\bar{\Omega})$ and $\mu_{0}(x) \in C^{4}(\bar{\Omega})$ satisfy the strong convexity condition, i.e.,

$$
\begin{equation*}
3 \lambda_{0}(x)+2 \mu_{0}(x)>0 \quad \text { and } \quad \mu_{0}(x)>0 \quad \forall x \in \bar{\Omega} \tag{4.1}
\end{equation*}
$$

It is obvious that (4.1) implies (1.1). On the other hand, we assume that $\widetilde{\lambda}(x), \widetilde{\mu}(x)$ are two essentially bounded functions such that either

$$
\widetilde{\mu} \geq 0 \quad \text { and } \quad 3 \widetilde{\lambda}+2 \widetilde{\mu} \geq 0 \quad \text { a.e. in } \quad D
$$

or

$$
\widetilde{\mu} \leq 0 \quad \text { and } \quad 3 \widetilde{\lambda}+2 \widetilde{\mu} \leq 0 \quad \text { a.e. in } \quad D
$$

For our inverse problem here, we shall also assume appropriate jump conditions across $\partial D$ :

For $y \in \partial D$, there exists a ball $B_{\epsilon}(y)$ such that one of the following conditions holds:

$$
\left\{\begin{array}{ll}
(\mu+): & \widetilde{\mu}>\epsilon, 3 \widetilde{\lambda}+2 \widetilde{\mu} \geq 0  \tag{4.2}\\
(\lambda+): & \widetilde{\mu}=0, \widetilde{\lambda}>\epsilon \\
(\mu-): & \widetilde{\mu}<-\epsilon, 3 \widetilde{\lambda}+2 \widetilde{\mu} \leq 0 \\
(\lambda-): & \widetilde{\mu}=0, \widetilde{\lambda}<-\epsilon
\end{array} \quad \forall x \in B_{\epsilon}(y) \cap D\right.
$$

To make sure that the forward problem is well-posed, we suppose that $\lambda=\lambda_{0}+$ $\chi_{D} \widetilde{\lambda}$ and $\mu=\mu_{0}+\chi_{D} \widetilde{\mu}$ satisfy (4.1) a.e. in $\Omega$, where $\chi_{D}$ is the characteristic function of $D$. Therefore, for any $f \in H^{1 / 2}(\partial \Omega)$, there exists a unique (weak) solution $u$ to

$$
\left\{\begin{array}{l}
\mathcal{L}_{D} u=0 \quad \text { in } \quad \Omega \\
u=f \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

Here the elastic operator $\mathcal{L}_{D}$ is defined in terms of $\lambda$ and $\mu$. The Dirichlet-to-Neumann map related to $\mathcal{L}_{D}$ is now defined as

$$
\Lambda_{D}:\left.f \rightarrow \sigma(u) \nu\right|_{\partial \Omega}
$$

where $\nu$ is the unit outer normal of $\partial \Omega$ and for $x \in \partial \Omega$

$$
\sigma(u)=\lambda(\nabla \cdot u) I+2 \mu \operatorname{Sym}(\nabla u)=\lambda_{0}(\nabla \cdot u) I+2 \mu_{0} \operatorname{Sym}(\nabla u)
$$

Now assume that all parameters are known except $\widetilde{\lambda}, \widetilde{\mu}$, and $D$. The inverse problem is to determine $D$ by $\Lambda_{D}$. This inverse problem was studied by Ikehata [10] with the so-called probe method. However, as we mentioned in the introduction, this method relies on Runge's approximation property, which is difficult to realize in practice. In this paper we approach this inverse problem from a different viewpoint. We would like to get partial information of $D$ by local measurements. Our main tool is the use of complex spherical waves to probe for the inclusions. One of the advantages of our method is that we do not need Runge's property, and we can quickly determine roughly where the inclusion is located by only a few measurements that can be advantageous in practical applications.

We first derive some integral inequalities that we need. Let $\Lambda_{0}$ be the Dirichlet-to-Neumann map related to $\mathcal{L}_{0}$, where $\mathcal{L}_{0}$ is the elastic operator defined in terms of $\lambda_{0}$ and $\mu_{0}$. Assume that $u_{0}$ is the solution of

$$
\left\{\begin{array}{l}
\mathcal{L}_{0} u_{0}=0 \quad \text { in } \quad \Omega  \tag{4.3}\\
u_{0}=f \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

Then we have the following inequalities:

$$
\begin{align*}
& \int_{D}\left\{\frac{3 \lambda_{0}+2 \mu_{0}}{3(3 \lambda+2 \mu)}(3 \widetilde{\lambda}+2 \widetilde{\mu})\left|\nabla \cdot u_{0}\right|^{2}+2 \frac{\mu_{0}}{\mu} \widetilde{\mu}\left|\operatorname{Sym}\left(\nabla u_{0}\right)-\frac{\nabla \cdot u_{0}}{3} I\right|^{2}\right\} d x \\
\leq & \left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f, \bar{f}\right\rangle \\
\leq & \int_{D}\left\{\frac{3 \widetilde{\lambda}+2 \widetilde{\mu}}{3}\left|\nabla \cdot u_{0}\right|^{2}+2 \widetilde{\mu}\left|\operatorname{Sym}\left(\nabla u_{0}\right)-\frac{\nabla \cdot u_{0}}{3} I\right|^{2}\right\} d x \tag{4.4}
\end{align*}
$$

(see [10, Proposition 5.1]). The plan now is to plug complex spherical waves $u_{0}$ given in $\Omega$ with parameters $h>0$ and $t>0$, denoted by $u_{0, h, t}$, into (4.4). For brevity, we will suppress the subscript 0 and denote $u_{0, h, t}=u_{h, t}$. We set $u_{h, t}=e^{\log t / h} v$ and $v_{h}=\mu_{0}^{-1 / 2} w+\mu_{0}^{-1} \nabla g-g \nabla \mu_{0}^{-1}$ with $w=e^{-(\varphi+i \psi) / h}(\ell+r)$ and $g=e^{-(\varphi+i \psi) / h}(d+s)$, where $W=\binom{w}{g}$ satisfies $P W=0$ in $\Omega$ with $\lambda, \mu$ being replaced by $\lambda_{0}, \mu_{0}$ (see (2.1)). Recall that $r$ and $s$ satisfy (3.6). Furthermore, for any $x \in \Omega$, we can choose a neighborhood of $x$ such that $\ell(x)$ and $d(x)$ never vanish in such a neighborhood. In view of (4.4), we need to compute $\nabla \cdot u_{h, t}$ and $\operatorname{Sym}\left(\nabla u_{h, t}\right)$ in detail. We note that

$$
\begin{equation*}
\Delta g=-\mu_{0}^{1 / 2} \frac{\lambda_{0}+\mu_{0}}{\lambda_{0}+2 \mu_{0}} \nabla \cdot w+b_{0} \cdot w+c_{0} g \tag{4.5}
\end{equation*}
$$

where $\left(b_{0}, c_{0}\right)$ is the bottom row of $A_{0}$. From (4.5) we have

$$
\begin{align*}
& \nabla \cdot v_{h}  \tag{4.6}\\
& =\nabla \mu_{0}^{-1 / 2} \cdot w+\mu_{0}^{-1 / 2} \nabla \cdot w+\nabla \mu_{0}^{-1} \cdot \nabla g+\mu_{0}^{-1} \Delta g-\nabla g \cdot \nabla \mu_{0}^{-1}-g \Delta \mu_{0}^{-1} \\
& =\nabla \mu_{0}^{-1 / 2} \cdot w+\mu_{0}^{-1 / 2} \nabla \cdot w+\mu_{0}^{-1} \Delta g-g \Delta \mu_{0}^{-1} \\
& =\left(\nabla \mu_{0}^{-1 / 2}+\mu_{0}^{-1} b_{0}\right) \cdot w+\mu_{0}^{-1 / 2}\left(1-\frac{\lambda_{0}+\mu_{0}}{\lambda_{0}+2 \mu_{0}}\right) \nabla \cdot w+\left(\mu_{0}^{-1} c_{0}-\Delta \mu_{0}^{-1}\right) g \\
& =e^{-(\varphi+i \psi) / h}\left\{\left(\nabla \mu_{0}^{-1 / 2}+\mu_{0}^{-1} b_{0}\right) \cdot(\ell+r)-\mu_{0}^{-1 / 2}\left(1-\frac{\lambda_{0}+\mu_{0}}{\lambda_{0}+2 \mu_{0}}\right) \frac{\nabla \varphi+i \nabla \psi}{h} \cdot(\ell+r)\right. \\
& \left.\quad+\mu_{0}^{-1 / 2}\left(1-\frac{\lambda_{0}+\mu_{0}}{\lambda_{0}+2 \mu_{0}}\right) \nabla \cdot(\ell+r)+\left(\mu_{0}^{-1} c_{0}-\Delta \mu_{0}^{-1}\right)(d+s)\right\} .
\end{align*}
$$

Next we observe that

$$
\operatorname{Sym}\left(\nabla v_{h}\right)=\operatorname{Sym}\left(\nabla \mu_{0}^{-1 / 2} \otimes w\right)+\mu_{0}^{-1 / 2} \operatorname{Sym}(\nabla w)+\mu_{0}^{-1} \nabla^{2} g-g \nabla^{2} \mu_{0}^{-1}
$$

and hence

$$
\begin{align*}
& \operatorname{Sym}\left(\nabla v_{h}\right)  \tag{4.7}\\
& \begin{aligned}
= & e^{-(\varphi+i \psi) / h}\left\{\operatorname{Sym}\left(\nabla \mu_{0}^{-1 / 2} \otimes(\ell+r)\right)-\frac{1}{h} \mu_{0}^{-1 / 2} \operatorname{Sym}((\nabla \varphi+i \nabla \psi) \otimes(\ell+r))\right. \\
& +\mu_{0}^{-1 / 2} \operatorname{Sym}(\nabla(\ell+r))+\mu_{0}^{-1} \nabla^{2}(d+s)-\mu_{0}^{-1} \frac{1}{h}(d+s) \nabla^{2}(\varphi+i \psi) \\
& -\mu_{0}^{-1} \frac{2}{h} \operatorname{Sym}(\nabla(\varphi+i \psi) \otimes \nabla(d+s))+\mu_{0}^{-1} \frac{1}{h^{2}} \nabla(\varphi+i \psi) \otimes \nabla(\varphi+i \psi)(d+s) \\
& \left.-(d+s) \nabla^{2} \mu_{0}^{-1}\right\}
\end{aligned}
\end{align*}
$$

where $(a \otimes b)_{j k}=\left(a_{j} b_{k}\right)$ for $1 \leq j, k \leq 3$.
We are now in a position to discuss the inverse problem. Recall that $\varphi=\log \mid x-$ $x_{0} \mid$ with $x_{0} \notin \overline{\operatorname{ch}(\Omega)}$. Let $f_{h, t}$ be the boundary value of $u_{h, t}$ on $\partial \Omega$ and denote

$$
E(h, t)=\left|\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{h, t}, \overline{f_{h, t}}\right\rangle\right| .
$$

Our main result for the inverse problem is the following.
Theorem 4.1. Assume that the jump condition (4.2) holds. For $t>0$ and sufficiently small $h$, we have the following:
(i) If $\operatorname{dist}\left(D, x_{0}\right)=: d_{0}>t$, then $E(h, t) \leq C a^{1 / h}$ for some constants $C>0$ and $a<1$.
(ii) If $d_{0}<t$, then $E(h, t) \geq C b^{1 / h}$ for some constants $C>0$ and $b>1$ with appropriate choices of $f_{h, t}$.
(iii) If $\bar{D} \cap \overline{B_{t}\left(x_{0}\right)}=y$, then

$$
\left\{\begin{array}{l}
C^{\prime} h^{-1} \leq E(h, t) \leq C h^{-3} \text { if }(\mu \pm) \text { holds near } y  \tag{4.8}\\
C^{\prime} h \leq E(h, t) \leq C h^{-1} \text { if }(\lambda \pm) \text { holds near } y
\end{array}\right.
$$

provided $\ell$ and $d$ of $u_{h, t}$ do not vanish near $y$.
Proof. To prove the theorem, we simply substitute $u_{h, t}$ into (4.4). The key observation comes from (4.6) and (4.7). We consider only the cases $(\mu+)$ and $(\lambda+)$ of (4.2) here. The same arguments work for $(\mu-)$ and $(\lambda-)$ of (4.2). The only change is to use integral inequalities obtained by multiplying "-" on (4.4). If ( $\mu+$ ) holds, then the leading terms of two integrals in (4.4) come from $\operatorname{Sym}\left(\nabla u_{h, t}\right)$ and are determined by

$$
\begin{equation*}
\frac{1}{h^{4}}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h}\left((\nabla \varphi)^{2}+(\nabla \psi)^{2}\right)^{2}|d|^{2}=\frac{4}{h^{4}}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h}(\nabla \varphi)^{4}|d|^{2} \tag{4.9}
\end{equation*}
$$

On the other hand, if ( $\lambda+$ ) holds, then the leading terms in those integrals in (4.4) come from $\nabla \cdot u_{h, t}$ and are governed by

$$
\begin{equation*}
\frac{2}{h^{2}}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h}(\nabla \varphi)^{2}|\ell|^{2} \tag{4.10}
\end{equation*}
$$

Using (4.4), (4.9), and (4.10), the proof of (i) follows easily from

$$
E(h, t) \leq C \frac{1}{h^{4}}\left(\frac{t}{d_{0}}\right)^{2 / h} \quad \text { when }(\mu+) \text { holds }
$$

and

$$
E(h, t) \leq C \frac{1}{h^{2}}\left(\frac{t}{d_{0}}\right)^{2 / h} \quad \text { when }(\lambda+) \text { holds. }
$$

For the proof of (ii), we pick a small ball $B_{\delta} \subset \subset B_{t}\left(x_{0}\right) \cap D$ such that the jump conditions $(\mu+)$ or $(\lambda+)$ hold in $B_{\delta}$ and $\ell(x), d(x)$ of $u_{h, t}$ never vanish in $B_{\delta}(x)$. The latter property is guaranteed by Remark 3.1. For such choice of $\ell$ and $d$, the Dirichlet data is a priori given by

$$
f_{h, t}=\left.u_{h, t}\right|_{\partial \Omega}=\left.e^{(\log t-\varphi-i \psi) / h}(\ell+d)\right|_{\partial \Omega}
$$

Thus, argued as above, we have that either

$$
E(h, t) \geq C \frac{1}{h^{4}}\left(\frac{t}{d_{0}}\right)^{2 / h} \quad \text { when }(\mu+) \text { holds }
$$

or

$$
E(h, t) \geq C \frac{1}{h^{2}}\left(\frac{t}{d_{0}}\right)^{2 / h} \quad \text { when }(\lambda+) \text { holds }
$$

which implies (ii).
Now let $y \in \bar{D} \cap \overline{B_{t}\left(x_{0}\right)}$ and choose a ball $B_{\epsilon}(y)$ such that (4.2) holds and $\ell(x)$, $d(x)$ of $u_{h, t}$ never vanish in $B_{\epsilon}(y) \cap D$. Pick a small cone with vertex at $y$, say $\Gamma$, so that there exists an $\eta>0$ satisfying

$$
\Gamma_{\eta}:=\Gamma \cap\{0<|x-y|<\eta\} \subset B_{\epsilon}(y) \cap D
$$

We observe that if $x \in \Gamma_{\eta}$ with $|x-y|=\rho<\eta$, then $\left|x-x_{0}\right| \leq \rho+t$, i.e.,

$$
\frac{1}{\left|x-x_{0}\right|} \geq \frac{1}{\rho+t}
$$

Thus, for the case $(\mu+)$, we get that from (4.4) and (4.9)

$$
\begin{align*}
E(h, t) & \geq C \frac{1}{h^{4}} \int_{D} \widetilde{\mu}^{2}(\nabla \varphi)^{4}|d|^{2}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h} d x \\
& \geq C \epsilon \frac{1}{h^{4}} \int_{0}^{\eta}\left(\frac{t}{\rho+t}\right)^{2 / h} \rho^{2} d \rho  \tag{4.11}\\
& \geq C \epsilon h^{-1}
\end{align*}
$$

On the other hand, we can choose a cone $\widetilde{\Gamma}$ with vertex at $x_{0}$ such that $\bar{D} \subset \widetilde{\Gamma} \cap\{\mid x-$ $\left.x_{0} \mid>t\right\}$. Hence, we can estimate

$$
\begin{align*}
E(h, t) \leq & C \frac{1}{h^{4}} \int_{\tilde{\Gamma} \cap\left\{t<\left|x-x_{0}\right|<t+\eta\right\}}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h} d x \\
& +C \frac{1}{h^{4}} \int_{\tilde{\Gamma} \cap\left\{t+\eta \leq\left|x-x_{0}\right|\right\}}\left(\frac{t}{\left|x-x_{0}\right|}\right)^{2 / h} d x  \tag{4.12}\\
\leq & C \frac{1}{h^{4}} \int_{t}^{t+\eta}\left(\frac{t}{r}\right)^{2 / h} r^{2} d r+O\left(\left(\frac{t}{t+\eta}\right)^{2 / h}\right) \\
\leq & C h^{-3}
\end{align*}
$$

Combining (4.11) and (4.12) yields the first estimate of (4.8). Using similar arguments, we can get the second estimate of $(4.8)$ for the case $(\lambda+)$.

Remark 4.1. (1) Using Theorem 4.1, we can clearly determine whether the probing front $\left\{\left|x-x_{0}\right|=t\right\}$ intersects the inclusion. In view of (iii) of the theorem, it is also possible to determine whether we have material jumps in $\mu$ or $\lambda$ when the front touches the boundary of the inclusion.
(2) In the proofs of (ii) and (iii) we need to choose $\ell$ and $d$, which are nonvanishing in small subdomains of $\Omega$. Since $\ell$ and $d$ depend only on the known background medium, they can be chosen to be nonvanishing near any point in $\Omega$ at our disposal. In fact, it suffices to take $\ell$ and $d$, which are nonvanishing near the probe front $\left\{\left|x-x_{0}\right|=t\right\}$. Different choices of $\ell$ and $d$ will give rise to different Dirichlet data $f_{h, t}$ and therefore different measurements.
(3) In real applications, we believe that the concerns in (ii) and (iii) can be ignored.

Taking advantage of the decay of the complex spherical waves in the region $\{\mid x-$ $\left.x_{0} \mid>t\right\}$, we can localize the measurements, which is of great practical value. Let $\phi_{\delta, t}(x) \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ satisfy

$$
\phi_{\delta, t}(x)=\left\{\begin{array}{lll}
1 & \text { on } & B_{t+\delta / 2}\left(x_{0}\right) \\
0 & \text { on } & \mathbb{R}^{3} \backslash \overline{B_{t+\delta}\left(x_{0}\right)}
\end{array}\right.
$$

where $\delta>0$ is sufficiently small. Now we are going to use the measurements $f_{\delta, h, t}=$ $\phi_{\delta, t} f_{h, t}=\left.\phi_{\delta, t} u_{h, t}\right|_{\partial \Omega}$. Clearly, the measurements $f_{\delta, h, t}$ are localized on $B_{t+\delta}\left(x_{0}\right) \cap \partial \Omega$. Let us define

$$
E_{\delta}(h, t)=\left|\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle\right|
$$

Theorem 4.2. The statements of Theorem 4.1 are valid for $E_{\delta}(h, t)$.
Proof. The main idea is to prove that the error caused by the remaining part of the measurement $\left(1-\phi_{\delta, t}\right) f_{h, t}=: g_{\delta, h, t}$ is exponentially small. Let $w_{\delta, h, t}$ be the solution of (4.3) with boundary value $g_{\delta, h, t}$. We now want to compare $w_{\delta, h, t}$ with $\left(1-\phi_{\delta, t}\right) u_{h, t}$. To this end, we first observe that

$$
\left\{\begin{array}{l}
\mathcal{L}_{0}\left(\left(1-\phi_{\delta, t}\right) u_{h, t}-w_{\delta, h, t}\right)=\mathcal{L}_{0}\left(\left(1-\phi_{\delta, t}\right) u_{h, t}\right) \\
\left(1-\phi_{\delta, t}\right) u_{h, t}-w_{\delta, h, t}=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

Since

$$
\left\|\mathcal{L}_{0}\left(\left(1-\phi_{\delta, t}\right) u_{h, t}\right)\right\|_{L^{2}(\Omega)} \leq C \beta^{1 / h}
$$

for some $0<\beta<1$, we have that

$$
\begin{equation*}
\left\|\left(1-\phi_{\delta, t}\right) u_{h, t}-w_{\delta, h, t}\right\|_{H^{1}(\Omega)} \leq C \beta^{1 / h} \tag{4.13}
\end{equation*}
$$

Using (4.4) for $\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle$ with $u_{0}$ being replaced by $w_{\delta, h, t}$, we get from (4.13) and the decaying property of $u_{h, t}$ that

$$
\left|\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle\right| \leq C \widetilde{\beta}^{1 / h}
$$

for some $0<\widetilde{\beta}<1$.
Now we first consider (i) of Theorem 4.1 for $E_{\delta}(h, t)$. We begin with the case $(\mu+)$ of (4.2). In view of the first inequality of (4.4), we see that

$$
0 \leq\left\langle\left(\Lambda_{D}-\Lambda_{0}\right)\left(\zeta f_{\delta, h, t} \pm \zeta^{-1} g_{\delta, h, t}\right), \overline{\zeta f_{\delta, h, t} \pm \zeta^{-1} g_{\delta, h, t}}\right\rangle
$$

for any $\zeta>0$, which leads to

$$
\begin{align*}
& \left|\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle+\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle\right|  \tag{4.14}\\
& \leq \zeta^{2}\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle+\zeta^{-2}\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle
\end{align*}
$$

It now follows from $f_{h, t}=f_{\delta, h, t}+g_{\delta, h, t}$ and (4.14) with $\zeta=1 / \sqrt{2}$ that

$$
\begin{align*}
& \frac{1}{2}\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle \\
& \leq\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle+\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{h, t}, \overline{f_{h, t}}\right\rangle  \tag{4.15}\\
& \leq C \widetilde{\beta}^{1 / h}+\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{h, t}, \overline{f_{h, t}}\right\rangle
\end{align*}
$$

So from (i) of Theorem 4.1, the same statement holds for $E_{\delta}(h, t)$. Other cases of (4.2) are treated similarly.

Next we consider (ii) and (iii) of Theorem 4.1 for $E_{\delta, h, t}$. As before, we treat only $(\mu+)$ of (4.2). Choosing $\zeta=1$ in (4.14), we get that

$$
\begin{align*}
& \frac{1}{2}\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{h, t}, \overline{f_{h, t}}\right\rangle \\
& \leq\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) g_{\delta, h, t}, \overline{g_{\delta, h, t}}\right\rangle+\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle  \tag{4.16}\\
& \leq C \widetilde{\beta}^{1 / h}+\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, \overline{f_{\delta, h, t}}\right\rangle .
\end{align*}
$$

Therefore, (ii) of Theorem 4.1 and (4.16) imply that the same fact is true for $E_{\delta}(h, t)$. Finally, combining (4.15) and (4.16) yields statement (iii) for $E_{\delta}(h, t)$. The proof is now complete.

Remark 4.2. With the help of Theorem 4.2, when parts of $\partial D$ are near the boundary $\partial \Omega$, it is possible to detect some points of $\partial D$ from only a few measurements taken from a very small region of $\partial \Omega$.

To end this section, we provide an algorithm of the method.
Step 1. Pick a point $x_{0}$ near $\operatorname{ch}(\Omega)$. Construct complex spherical waves $u_{h, t}$.
Step 2. Draw two balls $B_{t}\left(x_{0}\right)$ and $B_{t+\delta}\left(x_{0}\right)$. Set the Dirichlet data $f_{\delta, h, t}=$ $\left.\phi_{\delta, t} u_{h, t}\right|_{\partial \Omega}$. Measure the Neumann data $\Lambda_{D} f_{\delta, h, t}$ over the region $B_{t+\delta}\left(x_{0}\right) \cap \partial \Omega$.

Step 3. Calculate $E_{\delta}(h, t)=\left\langle\left(\Lambda_{D}-\Lambda_{0}\right) f_{\delta, h, t}, f_{\delta, h, t}\right\rangle$. If $E(h, t)$ tends to zero as $h \rightarrow 0$, then the probing front $\left\{\left|x-x_{0}\right|=t\right\}$ does not intersect the inclusion. Increase $t$ and compute $E_{\delta}(h, t)$ again.

Step 4. If $E_{\delta, h, t}$ increases to $\infty$ as $h \rightarrow 0$, then the front $\left\{\left|x-x_{0}\right|=t\right\}$ intersects the inclusion. Decrease $t$ to make a more accurate estimate of $\partial D$.
5. Conclusion. In this work we have constructed complex spherical waves or complex geometrical optics solutions for the elasticity system with isotropic inhomogeneous medium. We used these special solutions to investigate the inverse problem of identifying inclusions with localized measurements. Numerical realization of this method would be an interesting project. The same method should work for identifying cavities.
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#### Abstract

A class of diffusion-driven free boundary problems is considered which is characterized by the initial onset of a phase and by an explicit kinematic condition for the evolution of the free boundary. By a domain fixing change of variables it naturally leads to coupled systems comprising a singular parabolic initial boundary value problem and a Hamilton-Jacobi equation. Even though the one-dimensional case has been thoroughly investigated, results as basic as well-posedness and regularity have so far not been obtained for its higher-dimensional counterpart. In this paper a recently developed regularity theory for abstract singular parabolic Cauchy problems is utilized to obtain the first well-posedness results for the free boundary problems under consideration. The derivation of elliptic regularity results for the underlying static singular problems will play an important role.
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1. Introduction. In this paper we consider a class of one phase free boundary problems (FBPs) characterized by the initial onset of a phase. Such FBPs arise in the description of diffusion in polymers, for instance. Under physically natural conditions, these problems lead to a formulation in which the phase is initially absent. This feature manifests itself mathematically in that some of the equations in the nonlinear system become singular (if they are written in a fixed reference domain). In spite of the fact that these types of problems have been intensively studied in the literature over an extended period of time, only one publication deals with the singular case considered here in more than one space dimension. The simplifying assumption that the phase be initially nonempty is typically added to avoid the mathematical complications stemming from the singularity. The one-dimensional case has, however, been thoroughly investigated $[9,10,11,8,7,14]$ in the specific context of diffusion in polymers and, more generally, for diffusion-driven FBPs (see [18, 12], for instance). The methods used for the one-dimensional case rely on the explicit use of the heat kernel to reduce the problem to the boundary. This approach cannot be used in higher dimensions because the singular behavior induced by the initial condition on the FBP cannot be decoupled from the diffusion operator. This is due to the fact that the free boundary has a nontrivial geometry in this case and to the fact that fundamental solutions (evolution operators) have not been studied for singular parabolic problems for which the singularity affects the underlying elliptic operator in an anisotropic way. The higher-dimensional problem has recently been studied in [16] but only in its simpler quasi-stationary form. [16] established well-posedness for the problem in a class of functions which needs to be carefully crafted and leads to an asymptotic expansion for the singularity which is valid in the corresponding topologies and has practical relevance (cf. [7, 14]). Regularity results, maximal regularity in particular, for singular

[^116]parabolic equations play a crucial role in this paper and have been recently obtained by the author in [13], where a construction of the evolution operator is given for a wide class of singular parabolic problems. Maximal regularity is needed because the full problem will be solved by reduction to a model problem and perturbation about it. Since the ensuing perturbation is of maximal order (both in the singularity and differentiation) optimal regularity results are necessary. Previous abstract results were obtained in $[15,21]$, but they do not apply to the situation considered here because their validity does not cover the case of spaces of classical pointwise regularity, nor the case in which the singularity affects the equations anisotropically. Classical pointwise regularity is needed in the analysis proposed here since the singular parabolic equation is coupled to a Hamilton-Jacobi-type equation modeling the front's dynamics. It has long been observed, as mentioned above, that one-dimensional techniques cannot be extended to the higher-dimensional case. Summarizing, the presence of singular coefficients and the coupling to a Hamilton-Jacobi equation are two of the characterizing features of the problem under consideration. They make its analysis more difficult and delicate than that of the related but different classical Stefan problem. This paper therefore offers a successful approach that fully overcomes these difficulties.

The unknowns of the problem are a function $u: \Omega_{t} \rightarrow \mathbb{R}$ defined on the open domain $\Omega_{t} \subset \mathbb{R}^{n+1} \ni(x, y)$ and its unknown boundary $\Gamma_{t}$. The function $u$ measures the concentration of the penetrant in the case of diffusion in polymers. Many geometries can be chosen for the domain $\Omega_{t}$. Here a strip-like setting is chosen where the domain is bounded by a fixed lower and an upper moving hypersurface denoted by $\Gamma_{0}$ and $\Gamma_{t}$, respectively. Other configurations, like annulus-type domains, are possible and interesting, and the results obtained here would apply to those since they all would lead to the same local model problems. The system of equations satisfied by $\left(u, \Gamma_{t}\right)$ proposed in $[17]$ and generalizing $[1,6]$ then reads

$$
\begin{align*}
\varepsilon u_{t}-\triangle_{x, y} u & =0  \tag{1.1}\\
u & =g  \tag{1.2}\\
-\partial_{\nu_{t}} u & =(1+\varepsilon u) V  \tag{1.3}\\
V & =\left(1+\delta \mathrm{H}_{t}\right) u  \tag{1.4}\\
\left.\Gamma_{t}\right|_{t=0} & =\Gamma_{0} \tag{1.5}
\end{align*}
$$

$$
\begin{aligned}
& \text { in } \bigcup_{t>0}\{t\} \times \Omega_{t}, \\
& \text { on }(0, \infty) \times \Gamma_{0}, \\
& \text { on } \bigcup_{t>0}\{t\} \times \Gamma_{t}, \\
& \text { on } \bigcup_{t>0}\{t\} \times \Gamma_{t}, \\
& \text { at } t=0 .
\end{aligned}
$$

In the above equations $V$ denotes the front speed in normal (outward) direction $\nu_{t}$, and $\mathrm{H}_{t}$ denotes its mean curvature. The function $g>0$ describes the concentration profile of a reservoir of the diffusing molecule, whereas the positive constants $\varepsilon, \delta$ arise in the nondimensionalization process. They measure the deviation from a threshold concentration of the penetrant and the strength of the curvature term, respectively. Condition (1.3) models conservation of mass across the free boundary, whereas condition (1.4) is a phenomenological law which is capable of capturing the behavior observed in experiments known as case II or anomalous diffusion. The curvature term naturally appears if one assumes the front speed to be proportional to the local average concentration in a reference ball of radius $\delta>0$ rather than to its pointwise value. The system is clearly nonlinear, and even if the boundary conditions were linear, it still would be. Indeed, two different solutions have different domains of definitions and cannot be added. This typical feature of FBPs becomes apparent after the simple
change of variables

$$
(\tau, \xi, \eta)=\left(t, x, \frac{y}{s(t, x)}\right), \quad \hat{u}(\tau, \xi, \eta)=u(\tau, \xi, \eta s(\tau, \xi))
$$

which transforms the problem to a corresponding one on a fixed domain. To do so, it is assumed that the fixed boundary of the unknown domain is given by

$$
\Gamma_{0}=\mathbb{R}^{n-1} \times\{0\}
$$

and that the unknown moving boundary can be described as the graph of a function $s(t, \cdot)$. The latter assumption is motivated by (initial) condition (1.5). In the new variables, the domain becomes the strip

$$
S=\mathbb{R}^{n-1} \times[0,1]
$$

with the obvious boundaries denoted by $\Gamma_{j}, j=0,1$. Using the old notation for the new variables, the system now reads

$$
\begin{array}{rlrl}
\varepsilon u_{t}-\triangle_{x} u-\frac{1+y^{2}|\nabla s|^{2}}{s^{2}} \partial_{y}^{2} u & =\varepsilon y \frac{\dot{s}}{s} \partial_{y} u-2 y \frac{1}{s}\left(\nabla s \mid \partial_{y} \nabla u\right)-y \frac{s \triangle s-2|\nabla s|^{2}}{s^{2}} \partial_{y} u, \\
1.7) & & =g & \\
\text { 1.8) } & & \text { on } \Gamma_{0}, \\
1.9) & -\frac{1+|\nabla s|^{2}}{s} \partial_{y} u & =(1+\varepsilon u) \dot{s}-(\nabla s \mid \nabla u) & \\
\text { on } \Gamma_{1}, \\
1.10) & s(0, \cdot) & =0 . & \tag{1.10}
\end{array}
$$

In [16] the quasi-stationary approximation $(\varepsilon=0)$ in two space dimensions was considered in the presence or absence of the mean curvature term in two space dimensions. Here there is no restriction on the spatial dimension, and the full evolutionary problem is analyzed but the curvature effects are neglected $(\delta=0)$.

The main result of this paper is establishing the well-posedness of system (1.6)(1.10). To do so, appropriate function spaces have to be used which are able to capture the regularity of the solution as well as its asymptotic behavior at the origin. The choice of function spaces is limited by the simultaneous presence of a singular parabolic problem and a Hamilton-Jacobi equation. Spaces of classical regularity are better suited for the latter and thus reduce the freedom of choice for the parabolic problem. A compromise can be reached by using spaces of classical Hölder regularity in space and of singular Hölder behavior in time. A number of preparatory results are needed; they are formulated in the next section. In section 3 elliptic and parabolic results for singular equations will be derived which play a crucial role in the existence proof given in the last section.
2. Preliminaries and setting. In order to obtain existence results for system (1.6)-(1.10) a linearization procedure will be used in combination with maximal regularity results for the relevant linearized problems. The presence of the singularity complicates the analysis significantly since the relevant regularity results are not available and need to be derived first. The linearization procedure is meant to capture the leading order terms of the differential operators at the origin with respect to both their differentiation order and their singularity degree.

Of interest in this paper are classical solutions. If such a solution existed, one would be able to guess from (1.7) and (1.9)-(1.10) that

$$
s(t, x) \approx t g(x) \quad \text { for } t \approx 0
$$

This indicates that the relevant model problem which captures the leading order behavior of (1.6)-(1.8) has the form

$$
\begin{array}{rlrl}
\varepsilon u_{t}-\triangle_{x} u-\frac{1}{t^{2} c^{2}(x)} \partial_{y}^{2} u & =f(t, x, y) & \text { in }(0, \infty) \times S \\
u & =g(t, x) & & \text { on }(0, \infty) \times \Gamma_{0} \\
\frac{1}{t} \partial_{y} u & =h(t, x) & & \text { on }(0, \infty) \times \Gamma_{1} \tag{2.3}
\end{array}
$$

where in the situation at hand $g$ is independent of the time variable and $c=g$. The more general case of $c$ independent of $g$ is, however, of interest and motivates the different notation. For reasons which can be guessed and will become apparent later, both parabolic $(\varepsilon=1)$ and elliptic $(\varepsilon=0)$ regularity results are needed in the analysis of (2.1)-(2.3). The main ingredients needed to derive such regularity results are vector-valued Fourier multiplier theorems and the use of spaces of singularly Hölder continuous functions in the time variable and the construction of an evolution operator for singular families of generators. The first are crucial in the analysis of the elliptic problem with time frozen, and the latter allow for the quantitative characterization of the singular behavior in the origin $(t=0)$ both in the elliptic and parabolic cases (where maximal regularity results are needed).

For the sake of completeness the formulation of the relevant Fourier multiplier theorem and the definition of the classes of singular Hölder continuous functions needed in the analysis are given here. The basic observation illuminating the reason for their combined use will also be presented in this section.

Assume that $E$ is a given Banach space and that $T>0$ and $\beta \in(0,1)[\cup\{1-\}]$. Then the standard Hölder (Lipschitz) space is given by

$$
\mathrm{C}^{\beta}([0, T], E):=\left\{f \in \mathrm{C}([0, T], E) \mid[u]_{\beta,[0 T]}:=\sup _{t \neq s} \frac{|u(t)-u(s)|}{|t-s|^{\beta}}<\infty\right\}
$$

with norm

$$
\|\cdot\|_{\beta}=\|\cdot\|_{\infty,[0, T]}+[\cdot]_{\beta,[0, T]}
$$

If $\beta=1$ is chosen, one obtains the space of Lipschitz continuous functions. To distinguish it from the space of continuously differentiable functions the notational device $\beta=1$ - is used. This means that $\beta=1$ for all practical purposes except in the notation for the space which becomes $\mathrm{C}^{1-}$. Singular counterparts are given by

$$
\begin{equation*}
\mathrm{C}_{\beta}^{\beta}((0, T], E):=\left\{f \in \mathrm{~B}((0, T], E) \mid\left[t \mapsto t^{\beta} u(t)\right] \in \mathrm{C}^{\beta}((0, T], E)\right\} \tag{2.4}
\end{equation*}
$$

with weighted norm defined through

$$
\|\cdot\|_{\beta, \beta}:=\|u\|_{\infty,(0, T]}+\left[(\cdot)^{\beta} u\right]_{\beta,(0, T]} .
$$

The symbol denoting the time interval in the notation for the norm will be dropped in what follows with the understanding that the interval of definition does not contain
the origin for singular spaces, whereas it does for regular ones. The following closed subspace of regular Hölder functions will also be useful:

$$
\mathrm{C}_{0}^{\beta}([0, T], E):=\left\{f \in \mathrm{C}^{\beta}([0, T], E) \mid f(0)=0\right\}
$$

The vector-valued Fourier multiplier theorem which is needed here can be found in [2, Theorem 6.2]. We reproduce it here for the ease of the reader. The symbol class

$$
\begin{align*}
\mathcal{S}^{m}\left(E_{0}, E_{1}\right):= & \left\{a \in \mathrm{C}^{n+1}\left(\mathbb{R}^{n} \backslash\{0\}, \mathcal{L}\left(E_{0}, E_{1}\right)\right) \mid\right.  \tag{2.5}\\
& \left.\sup _{\xi \in \mathbb{R}^{n}}\left|\left[1+|\xi|^{2}\right]^{(m+|\alpha|) / 2} \partial^{\alpha} a(\xi)\right|_{\mathcal{L}\left(E_{0}, E_{1}\right)}<\infty,|\alpha| \leq n+1\right\},
\end{align*}
$$

where $E_{0}$ and $E_{1}$ are Banach spaces and $m \in \mathbb{Z}$, is instrumental in the formulation of the result. Given a symbol $a \in \mathcal{S}^{m}\left(E_{0}, E_{1}\right)$, an operator can be associated to it by

$$
a(D):=\mathcal{F}^{-1} a \mathcal{F}
$$

through conjugation with the vector-valued Fourier transform

$$
\mathcal{F} \in \mathcal{L}_{i s}\left(\mathcal{S}\left(\mathbb{R}^{n}, E_{j}\right)\right) \cap \mathcal{L}_{i s}\left(\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, E_{j}\right)\right), \quad j=0,1
$$

where $\mathcal{S}$ and $\mathcal{S}^{\prime}$ are the operator-valued Schwartz spaces of fast decaying test functions and of tempered distributions, respectively. They are endowed with their natural topology.

Theorem 2.1 (see [2, Theorem 6.2]). Suppose that $\mathcal{B} \in\{B, \stackrel{\circ}{B}, b\}$ and that $m \in \mathbb{R}$. Then

$$
[a \mapsto a(D)] \in \mathcal{L}\left(\mathrm{S}^{m}\left(E_{0}, E_{1}\right), \mathcal{L}\left(\mathcal{B}_{p, q}^{s}\left(\mathbb{R}^{n}, E_{0}\right), \mathcal{B}_{p, q}^{s+m}\left(\mathbb{R}^{n}, E_{1}\right)\right)\right)
$$

for $s \in \mathbb{R}$ and $p, q \in[1, \infty]$.
The symbol $B$ denotes the regular Besov spaces, whereas $\stackrel{\circ}{B}_{p, q}^{s}$ and $b_{p, q}^{s}$ denote the closures of $\mathcal{S}$ and $B_{p, q}^{s+1}$ in $B_{p, q}^{s}$, respectively. Various equivalent definitions are given in [2]. Here only regular Besov spaces with $p=q=\infty$ of positive fractional order $s \in \mathbb{R}^{+} \backslash \mathbb{N}$ are used, in which case one has

$$
B_{\infty, \infty}^{s}=\operatorname{BUC}^{s}\left(\mathbb{R}^{n}, E\right)
$$

where the space on the right is the standard space of bounded and uniformly Hölder continuous functions given by

$$
\operatorname{BUC}^{s}\left(\mathbb{R}^{n}, E\right):=\left\{f \in \operatorname{BUC}^{[s]}\left(\mathbb{R}^{n}, E\right)\left|\partial^{\alpha} f \in \mathrm{BUC}^{s-[s]}\left(\mathbb{R}^{n}, E\right) \forall\right| \alpha \mid \leq[s]\right\}
$$

A crucial observation connecting the dilation of symbols of type (2.5) and singular Hölder spaces was already obtained in [16]. It allows one to deal with singular elliptic and, eventually, singular parabolic boundary value problems.

Proposition 2.2 (see [16, Lemma 2.5]). Assume that $a \in \mathrm{~S}^{m}\left(E_{0}, E_{1}\right)$ for some $m \in \mathbb{Z}$. Then

$$
\left[t \mapsto t^{m} \sigma_{t} a\right] \in \mathrm{C}_{1}^{1-}\left((0, T], \mathrm{S}^{m}\left(E_{0}, E_{1}\right)\right)
$$

for $\sigma_{t}(a):=a(t \cdot)$.

Remark 2.1. A straightforward adaptation of the proof given in [16] of Proposition 2.2 also shows that

$$
\left[t \mapsto t^{m} \sigma_{t} a\right] \in \mathrm{C}^{1-}\left([0, T], \mathrm{S}^{m-1}\left(E_{0}, E_{1}\right)\right)
$$

The importance of this proposition lies in the fact that multiplication of singularly Hölder continuous functions is well defined and continuous as a map defined in various combinations of spaces

$$
\begin{align*}
\mathrm{C}_{\alpha}^{\alpha} \times \mathrm{C}_{\beta}^{\beta} & \rightarrow \mathrm{C}_{\beta}^{\beta}  \tag{2.6}\\
\mathrm{C}_{\alpha}^{\alpha} \times \mathrm{C}_{0}^{\beta} & \rightarrow \mathrm{C}_{0}^{\beta}  \tag{2.7}\\
\mathrm{C}_{0}^{\alpha} \times \mathrm{C}_{0}^{\beta} & \rightarrow \mathrm{C}_{-\alpha}^{\beta}  \tag{2.8}\\
\mathrm{C}_{0}^{\alpha} \times \mathrm{C}_{\beta}^{\beta} & \rightarrow \mathrm{C}_{\beta-\alpha}^{\beta} \tag{2.9}
\end{align*}
$$

for $\alpha, \beta \in(0,1) \cup\{1-\}$ and $\beta \leq \alpha$. The proof is elementary and can be found in [16] along with the (natural) definition of the spaces for negative lower indices.

Finally, optimal regularity results are yet another essential ingredient in dealing with the full nonlinear problem. They provide maximal regularity results for the relevant class of singular parabolic problems in classes of singularly Hölder continuous functions which are, as they need to be, perfectly compatible with the corresponding results for singular elliptic problems in the same class of functions. The result needed here has been derived in [13] and is formulated in the next theorem. It gives conditions for the well-posedness of the singular abstract Cauchy problem

$$
\begin{equation*}
\dot{u}-A(t) u=f(t), \quad t>0 \tag{2.10}
\end{equation*}
$$

for a Banach space-valued function $u:(0, T] \rightarrow E_{0}$ and a singular family of "elliptic operators" $A$ (that is, of generators of analytic semigroups). The symbol $\mathcal{H}^{-}\left(E_{0}, \omega\right)$ denotes the class of generators of exponentially decaying semigroups which are not necessarily strongly continuous (as introduced by [20]).

Theorem 2.3 (see [13, Corollary 3.3]). Assume that A satisfies the assumptions

$$
\begin{align*}
& \text { (i) } A(t) \in \mathcal{H}^{-}\left(E_{0}, \omega\right), \quad t>0  \tag{2.11}\\
& \text { (ii) }\left\|[A(t)-A(s)] A^{-1}(\tau)\right\|_{\mathcal{L}\left(E_{0}\right)} \leq c \frac{t-s}{t} \text { and } \\
&\left\|[A(t)-A(s)](-A)^{-\rho}(\tau)\right\|_{\mathcal{L}\left(E_{0}\right)} \leq c(t-s) \tag{2.12}
\end{align*}
$$

(iii) $\lim _{t \rightarrow 0} A^{-1}(t)=0$,
for some $\rho \in(1,2)$ and $0<\tau \leq s \leq t \leq T$. Let $f \in \mathrm{C}_{\gamma}^{\beta}\left((0, T], E_{0}\right)$ for some $\beta \in(0,1)$ and $\gamma=0, \beta$. Then (2.10) has a unique solution $u \in \mathrm{C}_{\gamma}^{\beta}\left((0, T], E_{0}\right)$ satisfying

$$
\dot{u}, A u \in \mathrm{C}_{\gamma}^{\beta} \quad \text { and } \quad\|\dot{u}\|_{\beta, \gamma}+\|A u\|_{\beta, \gamma} \leq c\|f\|_{\beta, \gamma}
$$

where $\|\cdot\|_{\beta, 0}=\|\cdot\|_{\beta}$.
Using a combination of elliptic and parabolic estimates, it will be possible to obtain a satisfactory regularity theory for $(2.1)-(2.3)$. The latter will be used in the analysis of the full evolution system (1.6)-(1.10) for $\delta=0$.
3. Elliptic and parabolic estimates. In order to use the results presented in the previous section in the analysis of (1.6)-(1.10), appropriate function spaces have to be chosen in which to work. The choice can typically be justified by balancing the regularities in the nonlinear equations in such a way that a fixed point argument can be applied to the set of equations. Whereas a variety of function spaces of Sobolev type are available for dealing with elliptic and parabolic problems, the fact that the system of interest contains a Hamilton-Jacobi equation for the evolution of $s$, which, in turn, appears in differentiated form as a coefficient in the equations for the evolution of $u$, restricts the choice to spaces of classical regularity for $s$. It is indeed impossible to work in Sobolev-Slobodeckii spaces for $u$ as the loss of regularity incurred in taking traces on the boundary cannot be made up for by (1.9), which does not possess any regularizing effect. It becomes clear that spaces of classical regularity for both $u$ and $s$ need to be chosen. In order to use the Fourier multiplier Theorem 2.1 the choice is therefore reduced to spaces of bounded uniformly continuous functions in the $x$ variable. As far as the $y$-variable is concerned a good choice is given by the space of continuous functions, as will become clear later. The "base" space $E_{0}$ for $u$ is therefore chosen as

$$
\begin{equation*}
E_{0}:=\operatorname{BUC}^{1+\alpha}\left(\mathbb{R}^{n}, \mathrm{C}(0,1)\right) \tag{3.1}
\end{equation*}
$$

for $\alpha \in(0,1)$ and where $\mathrm{C}(0,1)$ denotes the standard space of continuous functions on $[0,1]$. The space with one less regularity degree in $x$ would seem like a more natural choice, but the choice made here makes it much easier to deal with inhomogeneous Neumann boundary conditions such as (1.8). This point will become clear later in the analysis in section 3.3. In view of the singular nonautonomous nature of the problem, the standard procedures [19] for dealing with inhomogeneous (nonlinear) boundary conditions cannot be utilized.

It follows that a proper choice of "base" space for the full evolutionary problem is given by

$$
\begin{equation*}
\mathbb{E}_{0}:=\mathrm{C}_{\beta}^{\beta}\left((0, T], \mathrm{BUC}^{1+\alpha}\left(\mathbb{R}^{n}, \mathrm{C}(0,1)\right)\right) \tag{3.2}
\end{equation*}
$$

for $u$ and by

$$
\begin{equation*}
\mathbb{S}:=\mathrm{C}^{1+\beta}\left([0, T], \mathrm{BUC}^{2+\alpha}\left(\mathbb{R}^{n}\right)\right) \cap \mathrm{C}^{\beta}\left([0, T], \mathrm{BUC}^{3+\alpha}\left(\mathbb{R}^{n}\right)\right) \tag{3.3}
\end{equation*}
$$

for $s$. A closer look at the underlying elliptic problem $(\varepsilon=0)$ is necessary in order to better deal with the inhomogeneous boundary terms in (2.1)-(2.3). The operator $-\triangle_{x}-\frac{1}{t^{2} g^{2}(x)} \partial_{y}^{2}$ has clearly nonconstant coefficients, and multiplier Theorem 2.1 is formulated only in the translation invariant case. It therefore needs to be shown that localization arguments apply in the operator-valued setting considered here.

The first step, however, is to obtain regularity results in the constant coefficient case.
3.1. The elliptic case: Constant coefficients. Consider problem (2.1)-(2.3) and assume that $\varepsilon=0$ and that $c$ is a constant which can be assumed to be 1 without loss of generality. Then taking a Fourier transform in the $x$-variables, one obtains a parameter-dependent boundary value problem for $\hat{u}$ which can be solved explicitly. The solution has the structure

$$
\begin{equation*}
\hat{u}(t, \xi, \cdot)=t^{2} \sigma_{t} c(\xi, \cdot) \hat{f}+t \sigma_{t} b(\xi, \cdot) \hat{h}+\sigma_{t} a(\xi, \cdot) \hat{g} \tag{3.4}
\end{equation*}
$$

where $\sigma_{t}$ denotes dilation by $t>0$ and the operator-valued symbols $a, b, c$ are given by

$$
\begin{equation*}
a(\xi, \cdot)=\frac{\cosh (|\xi|(1-\cdot))}{\cosh (|\xi|)}, b(\xi, \cdot)=\frac{\sinh (|\xi| \cdot)}{|\xi| \cosh (|\xi|)}, c(\xi, \cdot)=\left(|\xi|^{2}+C\right)^{-1} \tag{3.5}
\end{equation*}
$$

The first two symbols have to be considered as multiplication operator-valued with respect to the variable $y$, whereas the last contains the sectorial operator $C$ which is the operator $-\partial_{y}^{2}$ on $\mathrm{C}(0,1)$ with domain

$$
\begin{equation*}
\operatorname{dom}(C)=\left\{u \in \mathrm{C}^{2}(0,1) \mid u(0)=0, \partial_{y} u(1)=0\right\}=: \mathrm{C}_{0,0}^{2}(0,1) \tag{3.6}
\end{equation*}
$$

The spaces

$$
\mathrm{C}_{0}^{k}:=\left\{u \in \mathrm{C}^{k}(0,1) \mid u(0)=0\right\}, \quad k=0,1,
$$

will also be needed. Proposition 2.2 can be used in combination with the multiplications (2.6)-(2.9) to obtain regularity results in weighted Hölder spaces, provided (3.5) are in the appropriate symbol class.

Theorem 3.1. The symbols (3.5) satisfy

$$
\begin{aligned}
& a \in \mathcal{S}^{0}(\mathrm{C}(0,1), \mathrm{C}(0,1)) \\
& b \in \mathcal{S}^{k}\left(\mathrm{C}(0,1), \mathrm{C}_{0}^{1-k}(0,1)\right), \\
& c \in \mathcal{S}^{j}\left(\mathrm{C}(0,1), \mathrm{C}_{0,0}^{2-j}(0,1)\right)
\end{aligned}
$$

for $k=0,1$ and $j=0,1,2$. The notation for the spaces has to be interpreted so that boundary conditions are imposed only if enough regularity is available but otherwise disregarded.

Proof. Take the last symbol first. It is known that the operator $C$ is sectorial and invertible (cf. [19]). It follows that

$$
\begin{equation*}
\left\|\left(|\xi|^{2}+C\right)^{-1}\right\|_{\mathcal{L}\left(\mathrm{C}, \mathrm{C}^{2-j}\right)} \leq c \frac{1}{1+|\xi|^{j}}, \quad j=0,1,2 \tag{3.7}
\end{equation*}
$$

As for the derivatives, it is seen by induction that, for $\xi \neq 0$,

$$
\partial^{\alpha}\left(|\xi|^{2}+C\right)^{-1}=\left(|\xi|^{2}+C\right)^{-1} \sum_{|\beta| \leq|\alpha|} p_{\alpha, \beta}(\xi)\left(|\xi|^{2}+C\right)^{-|\beta|}
$$

for polynomials $p_{\alpha, \beta}$ of degree at most $|\beta|$. The estimate therefore follows from (3.7). Next consider the "boundary symbols" $a$ and $b$. A simple series expansion reveals that both symbols are actually analytic functions of $\xi^{2}$ (and $y$ of course). It follows that they are smooth for all $\xi \in \mathbb{R}^{n}$ in spite of appearances. It is therefore legitimate to concentrate on the decay properties of the symbols without necessarily using the nowhere vanishing weight $\left(1+|\xi|^{2}\right)^{1 / 2}$ needed in the definition of the symbol class. Observe that both are smooth functions of $y$ regardless of $\xi$. Consequently they define multiplication operators for $\mathrm{C}^{2-k}(0,1)$ and $k=0,1,2$. Also observe that, for $b$, the smoothing effect in $x$ is due to the decay in $\xi$. They clearly satisfy the required boundary conditions. They further satisfy the relations

$$
\begin{array}{cc}
\partial_{y} b(\xi, y)=a(\xi, 1-y), & \partial_{y}^{2} b(\xi, y)=|\xi|^{2} b(\xi, y) \\
\partial_{y} a(\xi, y)=-|\xi|^{2} b(\xi, 1-y), & \partial_{y}^{2} a(\xi, y)=|\xi|^{2} a(\xi, y),
\end{array}
$$

which make it easier to derive their mapping and symbol properties from one another. For instance, if it were known that $a, b \in \mathcal{S}^{0}(\mathrm{C}, \mathrm{C})$, the first relation would imply that $\partial_{y} b \in \mathcal{S}^{0}(\mathrm{C}, \mathrm{C})$ and therefore that $b \in \mathcal{S}^{0}\left(\mathrm{C}, \mathrm{C}^{1}\right)$. The last one, on the same assumptions, would show that $a \in \mathcal{S}^{-2}\left(\mathrm{C}, \mathrm{C}^{2}\right)$. More details are now given for the analysis of symbol $a$. Corresponding claims for the symbol $b$ can be obtained by similar calculations. The claim is that $a \in \mathcal{S}^{0}(C, C)$. It is plain that

$$
\sup _{\xi \in \mathbb{R}^{n}} \sup _{y \in[0,1]}|a(\xi, y)|<\infty
$$

As for the first derivatives in $\xi$ one has

$$
\begin{align*}
\partial_{j} a(\xi, y) & =\frac{\xi_{j}}{|\xi|} \frac{1}{\cosh (|\xi|)}[(1-y) \sinh (|\xi|(1-y))-\tanh (|\xi|) \cosh (|\xi|(1-y))]  \tag{3.8}\\
& =\frac{\xi_{j}}{|\xi|} a(\xi, y) \underbrace{[(1-y) \tanh (|\xi|(1-y))-\tanh (|\xi|)]}_{=: d(\xi, y)}
\end{align*}
$$

The maximum in $y$ is taken either on the boundary $y=0,1$ or in the interior. On the boundary it either vanishes or is exponentially decaying in $|\xi|$. It therefore only needs to be controlled in the interior to conclude its estimation. Only the term in brackets on the right-hand side in the first line of (3.8) depends on $y$. Setting its first $y$-derivative equal to zero, one arrives at the equation

$$
\frac{\tanh (|\xi|(1-y))}{(1-y)|\xi|}=\frac{1}{|\xi| \tanh (|\xi|)-1}
$$

which, for $|\xi|$ large, is asymptotic to

$$
\frac{1}{(1-y)|\xi|} \sim \frac{1}{|\xi|}
$$

Thus the maximum is located at $y \sim \frac{1}{|\xi|}$ for large $|\xi|$. As for the maximal value for large $|\xi|$ one has

$$
\begin{equation*}
\partial_{j} a\left(\xi, \frac{1}{|\xi|}\right) \sim \frac{\xi_{j}}{|\xi|} a\left(\xi, \frac{1}{|\xi|}\right) \frac{1}{|\xi|}, \tag{3.9}
\end{equation*}
$$

which entails the desired estimate

$$
\sup _{x \in \mathbb{R}^{n}} \sup _{y \in[0,1]}\left(1+|\xi|^{2}\right)^{1 / 2}\left|\partial_{j} a(\xi, y)\right|<\infty
$$

Equation (3.9) follows from

$$
\begin{equation*}
\left(1-\frac{1}{|\xi|}\right) \tanh (|\xi|-1)-\tanh (|\xi|) \tag{3.10}
\end{equation*}
$$

observing that $\tanh (s)=1$ up to exponentially small terms in $s$ for $s>0$ large, that is,

$$
|\tanh (s)-1| \leq c e^{-3 s} s>0
$$

The second derivative satisfies

$$
\partial_{i} \partial_{j} a(\xi, y)=\frac{\xi_{i} \xi_{j}}{|\xi|^{3}} a(\xi, y) d(\xi, y)+\frac{\xi_{j} \xi_{j}}{|\xi|^{2}} a(\xi, y) d^{2}(\xi, y)+\frac{\xi_{j}}{|\xi|} a(\xi, y) \partial_{j} d(\xi, y)
$$

The first term on the right-hand side can be seen to decay like $1 /|\xi|^{2}$ in view of the explicit prefactor and the estimate obtained for the first derivative (3.8). The second and third terms add up to

$$
\frac{\xi_{i} \xi_{j}}{|\xi|^{2}} a(\xi, y)\left[(1-y)^{2}-1-2(1-y) \tanh (|\xi|) \tanh (|\xi|(1-y))+2 \tanh ^{2}(|\xi|)\right]
$$

Similar calculations to those performed for the first derivative show that the maximum is now attained at

$$
y \sim \frac{2}{|\xi|}
$$

and it amounts to

$$
\partial_{i} \partial_{j} a\left(\xi, \frac{2}{|\xi|}\right)-\frac{\xi_{i} \xi_{j}}{|\xi|^{3}} a\left(\xi, \frac{2}{|\xi|}\right) d\left(\xi, \frac{2}{|\xi|}\right) \sim \frac{4}{|\xi|^{2}}
$$

The latter follows from

$$
\left(1-\frac{2}{|\xi|}\right)^{2}-1-2\left(1-\frac{2}{|\xi|}\right) \tanh (|\xi|-2) \tanh (|\xi|)+2 \tanh ^{2}(|\xi|) \sim \frac{4}{|\xi|^{2}}
$$

which uses (3.10) again. In conclusion, it is obtained that

$$
\sup _{\xi \in \mathbb{R}^{n}} \sup _{y \in[0,1]}\left(1+|\xi|^{2}\right)\left|\partial_{i} \partial_{j} a(\xi, y)\right|<\infty
$$

Comparing this with the proof of [16, Lemma 2.2], we see that the arguments are almost identical. The only differences are the additional factors like $\frac{\xi_{j}}{|\xi|}$ for the first derivative or $\frac{\xi_{i} \xi_{j}}{|\xi|^{3}}$ and $\frac{\xi_{i} \xi_{j}}{|\xi|^{2}}$ for the second. Terms containing these can always be handled through their explicit dependence on $\xi$ and the estimates from previous derivatives. The inductive argument used in [16] can therefore be adapted to the current situation and leads to the desired result.

Combining these results with Theorem 2.1, Proposition 2.2, and (2.6)-(2.9), we obtain the next important theorem. To simplify its formulation we introduce the abbreviated notation

$$
\mathrm{C}_{?}^{?} \mathrm{BUC}^{?} \mathrm{C}_{?, ?}^{?}
$$

for the function spaces

$$
\mathrm{C}_{?}^{?}\left((0, T], \mathrm{BUC}^{?}\left(\mathbb{R}^{n}, \mathrm{C}_{?, ?}^{?}(0,1)\right)\right)
$$

where the question marks can be substituted by any of the relevant regularity and singularity parameters.

Theorem 3.2. Let $\alpha, \beta \in(0,1)$ and $\gamma=0, \beta$. Given

$$
(f, g, h) \in \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C} \times \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{3+\alpha} \times \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{2+\alpha},
$$

there exists a unique solution $u$ of (2.1)-(2.3) for $c \equiv$ const which belongs to the space

$$
\mathbb{E}_{1}:=\left\{u \in \mathbb{E}_{0} \left\lvert\, \partial_{x}^{\alpha}\left(\frac{\partial_{y}}{t}\right)^{j} u \in \mathbb{E}_{0}\right. \text { for }|\alpha|, j=0,1,2, \text { s.t. }|\alpha|+j \leq 2\right\}
$$

where

$$
\mathbb{E}_{0}:=\mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C} .
$$

It is given by

$$
u=\underbrace{\mathcal{F}^{-1} t^{2} \sigma_{t} c \mathcal{F}}_{=: A(t)^{-1}} f+\underbrace{\mathcal{F}^{-1} t \sigma_{t} b \mathcal{F}}_{=: R_{N}(t)} h+\underbrace{\mathcal{F}^{-1} \sigma_{t} a \mathcal{F}}_{=: R_{D}(t)} g .
$$

Modulo the singularity, the terms in the above representation clearly point to their asymptotic behavior at the origin. This result needs to be extended to the nonconstant coefficient case. This is done in the next section.

Remark 3.1. To make it easier to refer back to the above result in the case $\gamma=0$, the corresponding spaces will be denoted by $\mathbb{E}_{k, 0}, k=0,1$.
3.2. The elliptic nonconstant coefficient case. In this section we adapt an abstract formulation of a localization argument proposed by Angenent in [5] (see also $[4,3])$ for $\mathbb{R}^{n}$ to cover the case of boundary value problems in an operator-valued context. It is used in combination with the Fourier multiplier Theorem 2.1 to give the basic regularity results needed for the singular elliptic boundary value problem underlying (2.1)-(2.3) in the case of constant coefficients. It should be observed that localization arguments rely on perturbation results for differential operators by lower order terms. These are small compared to the leading order operator only in a qualitative sense. Perturbation results can therefore only be applied for the resolvents with large $\lambda$ where the decay properties of the inverse to the leading order operator yield smallness of the lower order terms. The structure of the singular operators considered here can be exploited in order to avoid shifting the leading order operator and in order to obtain direct invertibility results. The standard argument of course shows that nonconstant coefficient operators are sectorial whenever their constant coefficient counterpart is (see [5]). This remains valid here and can be used if the time variable is kept fixed.

The goal of this section is to extend the validity of Theorem 3.2 to the nonconstant coefficient singular boundary value problem

$$
\begin{equation*}
\left(\mathcal{A}(t), \gamma_{0}, \frac{1}{t} \gamma_{1} \partial_{y}\right): \mathbb{E}_{1} \rightarrow \mathbb{E}_{0} \times \partial \mathbb{E}_{1}, \tag{3.11}
\end{equation*}
$$

where $\mathcal{A}(t)$ is the elliptic operator driving the evolution in (2.1) and the "boundary space" $\partial \mathbb{E}_{1}$ is defined by

$$
\begin{equation*}
\partial \mathbb{E}_{1}=\mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{3+\alpha} \times \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{2+\alpha}=: \partial_{D} \mathbb{E}_{1} \times \partial_{N} \mathbb{E}_{1}, \quad \gamma=0, \beta . \tag{3.12}
\end{equation*}
$$

Observe that Theorem 3.2 simply states that the above singular boundary value problem has a bounded inverse in the given topologies and for constant coefficients. The localization procedure proposed in [5] is abstract and is based on the concept of resolution. A resolution of a Banach space $E$ is simply a triple $(F, \varepsilon, \delta)$, where $F$ is a Banach space and the maps $\delta: E \rightarrow F$ and $\varepsilon: F \rightarrow E$ satisfy $\varepsilon \circ \delta=\mathrm{id}_{E}$. The operator $\delta$ plays the role of the localizing operator, whereas $\varepsilon$ resynthesizes the local contributions. If the space $E$ has subspaces of interest, they should correspond to "similar subspaces" of $F$ and should be left invariant by the resolution maps. The localization operator can be constructed as follows:

$$
\delta: \mathbb{E}_{j} \rightarrow \oplus_{k \in \mathbb{Z}} \mathbb{F}_{j}^{k}, \quad u \mapsto\left(u_{k}\right)_{k \in \mathbb{Z}^{n}}:=\left(u \varphi_{k, r}\right)_{k \in \mathbb{Z}^{n}}, \quad j=0,1,
$$

where $\mathbb{F}_{j}^{k}=\mathbb{E}_{j}$ for $k \in \mathbb{Z}^{n}$ and the sequence space $\oplus_{k \in \mathbb{Z}} \mathbb{F}_{j}^{k}$ is endowed with the supremum norm $\sup _{k \in \mathbb{Z}}\left\|u_{k}\right\|_{\mathbb{F}_{j}}$. The maps $\left(\varphi_{k, r}^{2}\right)_{k \in \mathbb{Z}^{n}}$ are chosen as to form a smooth resolution of the identity in $\mathbb{R}^{n}$,

$$
\sum_{k \in \mathbb{Z}^{n}} \varphi_{k, r}^{2} \equiv 1
$$

subordinated to a cover by cubes $Q_{k \in \mathbb{Z}^{n}, r}$ of fixed side length $r>0$ obtained by translation and dilation of the standard cube of side size $r=1$ centered at the origin. The support of $\varphi_{k, r}$ should contain $Q_{k, r}$ and be contained in the union of at most finitely many adjacent cubes. The synthesis operator is then given by

$$
\varepsilon: \oplus_{k \in \mathbb{Z}} \mathbb{F}_{j}^{k} \rightarrow \mathbb{E}_{j}, \quad\left(u_{k}\right)_{k \in \mathbb{Z}^{n}} \mapsto \sum_{k \in \mathbb{Z}^{n}} u_{k} \varphi_{k, r}
$$

in which case the relation defining a resolution is clearly satisfied. Observe that the mappings $\delta$ and $\varepsilon$ are continuous. The idea is to define an operator on $\oplus_{k \in \mathbb{Z}} \mathbb{F}_{1}$ which parallels the boundary value problem (3.11) and to use its inverse to approximate the desired inverse of (3.11) via the use of the maps $\varepsilon$ and $\delta$. Define the operator $\left(\mathcal{A}^{\prime}, \mathcal{B}^{\prime}\right)$ on $\oplus_{k \in \mathbb{Z}} \mathbb{F}_{1}$ through

$$
\left(\mathcal{A}^{k}, \mathcal{B}^{k}\right) u_{k}=\left(-\triangle_{x} u_{k}-\frac{1}{t^{2} c_{k}(x)} \partial_{y}^{2} u_{k}, \gamma_{0} u_{k}, \frac{1}{t} \gamma_{1} \partial_{y} u_{k}\right),
$$

where $\left.c_{k}\right|_{\operatorname{supp}\left(\varphi_{k, r}\right)}=\left.c\right|_{\operatorname{supp}\left(\varphi_{k, r}\right)}$ and $c_{k}$ is otherwise smoothly extended without increasing its norm to the whole space (the details of the extension procedure can be found in $[4,3])$. The boundary value problem $\left(\mathcal{A}^{k}, \mathcal{B}^{k}\right)$ can be made arbitrarily close to a constant coefficient one, say, by substituting $c_{k}$ by $c_{k}\left(x_{k}\right)$ and making $r$ small. It is therefore invertible and enjoys the properties claimed in Theorem 3.2. The diagonal operator $\left(\mathcal{A}^{\prime}, \mathcal{B}^{\prime}\right)$ is then invertible itself and maps $\oplus_{k \in \mathbb{Z}}\left[\mathbb{F}_{1} \times \partial \mathbb{F}_{1}\right]$ to $\oplus_{k \in \mathbb{Z}} \mathbb{F}_{0}$, where $\partial \mathbb{F}_{1}$ is defined in the obvious way. Denote by $\left[A^{\prime}(t)^{-1} \quad R_{D}^{\prime}(t) \quad R_{N}^{\prime}(t)\right]$ its inverse. Then

$$
\begin{equation*}
\varepsilon\left[A^{\prime}(t)^{-1} \quad R_{D}^{\prime}(t) \quad R_{N}^{\prime}(t)\right] \delta \tag{3.13}
\end{equation*}
$$

should represent an approximation to the solution operator for the singular boundary value problem (2.1)-(2.3). In order to show this, it needs to be shown that (3.13) is an approximate left and right inverse. Starting with the latter, compute

$$
\begin{align*}
{\left[\begin{array}{c}
\mathcal{A}(t) \\
\gamma_{0} \\
\frac{1}{t} \gamma_{1} \partial_{y}
\end{array}\right] } & \varepsilon\left[\begin{array}{lll}
A^{\prime}(t)^{-1} & R_{D}^{\prime}(t) & R_{N}^{\prime}(t)
\end{array}\right] \delta  \tag{3.14}\\
& =\left[\begin{array}{ccc}
\operatorname{id}_{\mathbb{E}_{0}}+[\mathcal{A}(t), \varepsilon] A^{\prime}(t)^{-1} \delta & {[\mathcal{A}(t), \varepsilon] R_{D}^{\prime}(t) \delta} & {[\mathcal{A}(t), \varepsilon] R_{N}^{\prime}(t) \delta} \\
0 & \operatorname{id}_{\gamma_{0} \mathbb{E}_{1}} & 0 \\
0 & 0 & \operatorname{id}_{\gamma_{1} \partial_{y} \mathbb{E}_{1}}
\end{array}\right],
\end{align*}
$$

where $[\mathcal{A}(t), \varepsilon]=\mathcal{A}(t) \varepsilon-\varepsilon \mathcal{A}(t)^{\prime}$. Invertibility would follow if

$$
\begin{equation*}
\mathrm{id}_{\mathbb{E}_{0}}+[\mathcal{A}(t), \varepsilon] A^{\prime}(t)^{-1} \delta \tag{3.15}
\end{equation*}
$$

were invertible. Here the specific structure of the operator $\mathcal{A}(t)$ needs to be exploited since standard perturbation arguments would only allow us to show that the resolvent
$\mathcal{R}(\lambda, \mathcal{A})$ exists for large enough $\lambda$, in which case the lower order commutator term is small. The commutator term (3.15) can be computed to give

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{n}}\left[2\left(\nabla \varphi_{k, r} \mid \nabla \cdot\right)+\triangle \varphi_{k, r} \cdot\right]\left[-\triangle_{x}-\frac{1}{t^{2} c_{k}^{2}(x)} \partial_{y}^{2}\right]^{-1} \varphi_{k} f \tag{3.16}
\end{equation*}
$$

To see that the inverse appearing in (3.16) does indeed exist on the desired spaces, observe that $r>0$ can be chosen such that

$$
-\triangle_{x}-\frac{1}{t^{2} c_{k}^{2}(x)} \partial_{y}^{2}+\triangle_{x}+\frac{1}{t^{2} c_{k}^{2}\left(x_{k}\right)} \partial_{y}^{2}=\left[\frac{1}{c_{k}^{2}(x)}-\frac{1}{c_{k}^{2}\left(x_{k}\right)}\right] \frac{1}{t^{2}} \partial_{y}^{2}
$$

is small in $\mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right)$. The realization $A^{k}$ of $\mathcal{A}^{k}$ with homogeneous boundary conditions is therefore invertible, and the constant coefficient estimates of Theorem 3.2 carry over to it (with larger constants, of course). Now, the estimates

$$
\begin{aligned}
& \left\|2 \nabla \varphi_{k, r} \nabla\left[-\triangle_{x}-\frac{1}{t^{2} c_{k}^{2}(x)} \partial_{y}^{2}\right]^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)} \leq c T \quad \text { and } \\
& \left\|\Delta \varphi_{k, r}\left[-\triangle_{x}-\frac{1}{t^{2} c_{k}^{2}(x)} \partial_{y}^{2}\right]^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)} \leq c T^{2}
\end{aligned}
$$

show that the commutator is indeed small, at least for $T$ small enough. Here the decay properties of the resolvent as $t \rightarrow 0$ are used as a substitute for making $\lambda$ large in the standard argument. Heuristically this makes sense, since making $t$ small, just as making $\lambda$ large, makes the operator "more and more elliptic." This is due to the specific nature of the singular operator. Since the difficulty of the problem stems from the origin, making $T$ small does not in any way weaken the result.

Next it needs to be shown that (3.13) is also a good approximation for a left inverse. To that end, observe that

$$
u-\varepsilon\left(\mathcal{A}^{\prime}(t), \mathcal{B}^{\prime}(t)\right)^{-1} \delta(\mathcal{A}(t), \mathcal{B}(t)) u
$$

is the same as

$$
\begin{equation*}
u-\left(\varepsilon A^{\prime}(t)^{-1} \delta \mathcal{A}(t) u+\varepsilon R_{D}^{\prime}(t) \delta \gamma_{0} u+\varepsilon R_{N}^{\prime}(t) \delta \gamma_{1} \frac{\partial_{y}}{t} u\right)=\varepsilon A^{\prime}(t)^{-1}[\mathcal{A}(t), \delta] u \tag{3.17}
\end{equation*}
$$

because

$$
u=\varepsilon A^{\prime}(t)^{-1} \mathcal{A}^{\prime}(t) \delta u+\varepsilon R_{D}^{\prime}(t) \delta \gamma_{0} u+\varepsilon R_{N}^{\prime}(t) \gamma_{1} \frac{\partial_{y}}{t} u
$$

by definition. The notation

$$
[\mathcal{A}(t), \delta]=\mathcal{A}^{\prime}(t) \delta-\delta \mathcal{A}(t)
$$

was used in (3.17). It follows that

$$
\varepsilon\left(\mathcal{A}^{\prime}(t), \mathcal{B}^{\prime}(t)\right)^{-1} \delta(\mathcal{A}(t), \mathcal{B}(t))=\operatorname{id}_{\mathbb{E}_{1}}-\varepsilon A^{\prime}(t)^{-1}[\mathcal{A}(t), \delta]
$$

The term containing the commutator is lower order and can be estimated just as before, exploiting the structure of $\mathcal{A}(t)$ in order to yield the invertibility of

$$
\operatorname{id}_{\mathbb{E}_{1}}-\varepsilon A^{\prime}(t)^{-1}[\mathcal{A}(t), \delta]
$$

and, thus, a left inverse for the singular boundary value problem. The result is summarized in the next theorem.

Theorem 3.3. Let $\alpha, \beta \in(0,1), \gamma=0, \beta$, and $0<c_{0} \leq c \in \mathrm{BUC}^{1+\alpha}$. Given

$$
(f, g, h) \in \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C} \times \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{3+\alpha} \times \mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{2+\alpha},
$$

there exists a unique solution $u$ of (2.1)-(2.3) which belongs to the space

$$
\mathbb{E}_{1}:=\left\{u \in \mathbb{E}_{0} \left\lvert\, \partial_{x}^{\alpha}\left(\frac{\partial_{y}}{t}\right)^{j} u \in \mathbb{E}_{0}\right. \text { for }|\alpha|, j=0,1,2 \text { s.t. }|\alpha|+j \leq 2\right\}
$$

where

$$
\mathbb{E}_{0}:=\mathrm{C}_{\gamma}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C}
$$

It naturally splits into three components,

$$
u=\tilde{A}(t)^{-1} f+\tilde{R}_{N}(t) h+\tilde{R}_{D}(t) g
$$

with the same asymptotic behavior at the origin as in the constant coefficient case and where

$$
\begin{gathered}
\tilde{A}(t)^{-1} f=(\mathcal{A}(t), \mathcal{B}(t))^{-1}(f, 0,0), \quad \tilde{R}_{D}(t) g=(\mathcal{A}(t), \mathcal{B}(t))^{-1}(0, g, 0), \\
\text { and } \tilde{R}_{N}(t) h=(\mathcal{A}(t), \mathcal{B}(t))^{-1}(0,0, h),
\end{gathered}
$$

respectively.
Proof. The only part of the proof missing is for the claim about the asymptotic behavior of the solution. It is obtained using the representation

$$
\left[\begin{array}{ccc}
T & -T[\mathcal{A}(t), \varepsilon] R_{D}^{\prime}(t) \delta & -T[\mathcal{A}(t), \varepsilon] R_{N}^{\prime}(t) \delta \\
0 & \operatorname{id}_{\gamma_{0} \mathbb{E}_{1}} & 0 \\
0 & 0 & \operatorname{id}_{\gamma_{1} \partial_{y} \mathbb{E}_{1}}
\end{array}\right]
$$

for the inverse of

$$
\left[\begin{array}{ccc}
\operatorname{id}_{\mathbb{E}_{0}}-[\mathcal{A}(t), \varepsilon] A^{\prime}(t)^{-1} \delta & {[\mathcal{A}, \varepsilon] R_{D}^{\prime}(t) \delta} & {[\mathcal{A}(t), \varepsilon] R_{N}^{\prime}(t) \delta} \\
0 & \operatorname{id}_{\gamma_{0} \mathbb{E}_{1}} & 0 \\
0 & 0 & \operatorname{id}_{\gamma_{1} \partial_{y} \mathbb{E}_{1}}
\end{array}\right]
$$

where $T=\left[\operatorname{id}_{\mathbb{E}_{0}}-[\mathcal{A}(t), \varepsilon] A^{\prime}(t)^{-1} \delta\right]^{-1}$, the factorization of the resolvent implied by (3.14) and the mapping properties for the operators involved which follow from the symbol analysis combined with Theorem 2.1, Proposition 2.2, and (2.6)-(2.9). Take, for instance, the entry $T \mathcal{A}(t) \varepsilon R_{D}^{\prime}(t) \delta$. The claim follows from

$$
T \in \mathcal{L}\left(\mathbb{E}_{0}\right), \quad \mathcal{A} \in \mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right), \quad \text { and } \quad \varepsilon R_{D}^{\prime} \delta \in \mathcal{L}\left(\partial_{D} \mathbb{E}_{1}, \mathbb{E}_{1}\right)
$$

From now on the tildes on the solution operators of the nonconstant coefficient case will be omitted. Since the corresponding operators in the constant coefficient case will no longer be used in the analysis, no confusion seems likely.
3.3. The parabolic problem. It is now possible to return to the analysis of the model problem $(2.1)-(2.3)$ for $\varepsilon=1$. If the boundary conditions are homogeneous, then Theorem 2.3 gives existence and regularity of a solution $u \in \mathbb{E}_{1}$ whenever $f \in \mathbb{E}_{0}$. The notation $\mathbb{E}_{1}$ (see Theorem 3.2) has been used so far to describe the regularity space of the singular elliptic boundary value problem. In the parabolic case the same notation indicates the space

$$
\mathbb{E}_{1}:=\left\{u \in \mathbb{E}_{0} \mid \partial_{t} u \in \mathbb{E}_{0}, \partial_{x}^{\alpha}\left(\frac{\partial_{y}}{t}\right)^{j} u \in \mathbb{E}_{0} \text { for }|\alpha|, j=0,1,2, \text { s.t. }|\alpha|+j \leq 2\right\}
$$

in accordance with Theorem 2.3. To obtain optimal regularity results for

$$
A(t)=\triangle_{x}+\frac{1}{t^{2} c^{2}(x)} C
$$

it is therefore sufficient to check that conditions (2.11)-(2.13) are satisfied. The operator $C$ was defined in (3.6). Freezing coefficient arguments such as those in [4, 3] or [5] show that $A(t)$ does indeed generate an analytic semigroup on $E_{0}$ for each fixed $t>0$, which is exponentially decaying since $C$ is invertible (see also the beginning paragraph of subsection 3.2). Estimates (2.12)-(2.13) follow from the regularity theory developed in the previous section and the fact that $A(t)$ generates an exponentially decaying analytic semigroup. The latter makes it possible, in particular, to define the fractional power appearing in (2.12) (see [19] for more details). Condition (2.13) follows from

$$
\left\|A(t)^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)} \leq c T^{2}
$$

which, in turn, follows from the observation that $\left(\frac{1}{c^{2}(x)} C\right)^{-1}$ is bounded in $\mathbb{E}_{0}$ and from

$$
A(t)^{-1}=t^{2}\left(t^{2} \triangle_{x}+\frac{1}{c^{2}(x)} C\right)^{-1}
$$

The first condition in (2.12) follows from

$$
[A(t)-A(s)] A(\tau)^{-1}=\frac{\left(t^{2}-s^{2}\right) \tau^{2}}{t^{2} s^{2}} \frac{C}{c^{2}(x)}\left[-\tau^{2} \triangle_{x}+\frac{C}{c^{2}(x)}\right]^{-1}
$$

and the fact that

$$
\left\|\frac{C}{c^{2}(x)}\left[-\tau^{2} \triangle_{x}+\frac{C}{c^{2}(x)}\right]^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)}
$$

is uniformly bounded for $\tau \in(0, T]$. The second condition in (2.12) follows similarly by using abstract mapping properties of fractional powers and, in particular, that

$$
\left\|\left[-\tau^{2} \triangle_{x}+\frac{C}{c^{2}(x)}\right]^{-\rho+1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)} \leq c
$$

It remains to be shown that problem (2.1)-(2.3) can be solved for inhomogeneous boundary conditions as well. The result is formulated in the next theorem.

Theorem 3.4. Let $c \in \mathrm{BUC}^{1+\alpha}$ and

$$
\begin{equation*}
f \in \mathbb{E}_{0}, \quad g \in \mathrm{C}_{\beta}^{\beta} \mathrm{BUC}^{3+\alpha} \cap \mathrm{C}_{\beta}^{1+\beta} \mathrm{BUC}^{1+\alpha}, \quad h \in \mathrm{C}_{\beta}^{\beta} \mathrm{BUC}^{2+\alpha} \cap \mathrm{C}_{\beta}^{1+\beta} \mathrm{BUC}^{\alpha} . \tag{3.18}
\end{equation*}
$$

Then there exists a unique solution $u \in \mathbb{E}_{1}$ of (2.1)-(2.3).
Proof. It can be assumed without loss of generality that $f \equiv 0$. Looking for a solution $u$ in the form

$$
u=v+R_{D}(t) g+R_{N}(t) h,
$$

one obtains that $v$ satisfies

$$
\dot{v}-A(t) v=\frac{d}{d t}\left[R_{D}(t) g+R_{N}(t) h\right]
$$

Using (2.1)-(2.3), it can be checked that

$$
\begin{aligned}
\frac{d}{d t}\left[R_{D}(t) g\right] & =\frac{2}{t} A(t)^{-1} \triangle_{x} R_{D}(t) g+R_{D}(t) \dot{g} \\
\frac{d}{d t}\left[R_{N}(t) h\right] & =\frac{2}{t} A(t)^{-1} \triangle_{x} R_{N}(t) h+\frac{1}{t} R_{N}(t) h+R_{N}(t) \dot{h}
\end{aligned}
$$

The regularity results obtained in the previous section combined with the assumptions then imply that

$$
\left\{t \mapsto \frac{d}{d t}\left[R_{D}(t) g+R_{N}(t) h\right]\right\} \in \mathbb{E}_{0}
$$

Take, for instance, $\left[t \mapsto \frac{2}{t} A(t)^{-1} \triangle_{x} R_{D}(t) g\right]$ and observe that

$$
R_{D} \in \mathcal{L}\left(\partial_{D} \mathbb{E}_{1}, \mathbb{E}_{1}\right), \quad \triangle_{x} \in \mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right), \quad \text { and } \quad\left[t \mapsto \frac{2}{t} A(t)^{-1}\right] \in \mathcal{L}\left(\mathbb{E}_{0}\right)
$$

or $R_{D}(t) \dot{g}$, in which case the stated regularity follows from

$$
\dot{g} \in \gamma_{0} \mathbb{E}_{0} \quad \text { and } \quad R_{D} \in \mathcal{L}\left(\gamma_{0} \mathbb{E}_{0}, \mathbb{E}_{0}\right)
$$

The fact that $R_{D} \in \mathcal{L}\left(\gamma_{0} \mathbb{E}_{0}, \mathbb{E}_{0}\right)$ has not been explicitly proven but can be obtained by symbol analysis and freezing coefficients along the lines of sections 3.1 and 3.2. The claim then follows from Theorem 2.3.
4. The Hamilton-Jacobi equation. Consider the Hamilton-Jacobi equation

$$
\begin{align*}
s_{t}-\sqrt{1+|\nabla s|^{2}} v & =0 & & \text { in }(0, \infty) \times \mathbb{R}^{n}  \tag{4.1}\\
s(0, \cdot) & \equiv 0 & & \text { on } \mathbb{R}^{n} \tag{4.2}
\end{align*}
$$

for a given $v \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}$ satisfying $v(0, \cdot)=g$. The method of characteristics allows one to recast this Hamilton-Jacobi equation as a system of ODEs in the following manner:

$$
\begin{array}{ll}
\dot{t}=1, & t(0)=0, \\
\dot{x}=-\frac{p}{\sqrt{1+|p|^{2}} v(t, x),} & x(0)=\rho \in \mathbb{R}^{n}, \\
\dot{z}=r-\frac{|p|^{2}}{\sqrt{1+|p|^{2}}} v(t, x), & z(0)=0, \\
\dot{r}=\sqrt{1+|p|^{2}} \partial_{t} v(t, x), & \\
\dot{p}=\sqrt{1+|p|^{2}} \nabla_{x} v(t, x), & p(0)=0(\rho), \tag{4.7}
\end{array}
$$

This system is easily seen to reduce to

$$
\begin{array}{ll}
\dot{x}=-\frac{p}{\sqrt{1+|p|^{2}}} v(t, x), & x(0)=\rho \in \mathbb{R}^{n} \\
\dot{p}=\sqrt{1+|p|^{2}} \nabla_{x} v(t, x), & p(0)=0 \tag{4.9}
\end{array}
$$

as all other unknowns can be obtained after solving this reduced system. The assumption on $v$ makes it possible to solve this system on a possibly small time interval $[0, T]$ which is independent of $\rho \in \mathbb{R}^{n}$. Exploiting the regularity assumption on $v$, it can easily be seen that the flow mapping

$$
\left(X_{t}, P_{t}\right): \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}, \quad(\rho, \eta) \mapsto(x(t, \rho, \eta), p(t, \rho, \eta))
$$

satisfies

$$
\left[t \mapsto\left(X_{t}, P_{t}\right)\right] \in \mathrm{C}^{\beta} \mathrm{BUC}^{2+\alpha}\left(\mathbb{R}^{2 n}, \mathbb{R}^{2 n}\right)
$$

where the map is obtained by solving system (4.8)-(4.9) with the second initial condition substituted by $p(0)=\eta$. It is clearly a flow of diffeomorphisms. Furthermore, since an equation satisfied by $\left(D_{\rho} x, D_{\rho} p\right)$ is easily derived from (4.8)-(4.9) and since

$$
\left(D_{\rho} x(0, \rho, \eta), D_{\rho} p(0, \rho, \eta)\right)=\left(\operatorname{id}_{\mathbb{R}^{n}}, 0\right)
$$

it follows that $D_{\rho} X_{t}(\rho, 0)$ satisfies

$$
\left\|\operatorname{id}_{\mathbb{R}^{n}}-D_{\rho} X_{t}(\rho, 0)\right\| \leq \frac{1}{2}
$$

uniformly in $\rho \in \mathbb{R}^{n}$. This implies that $X_{t}(\cdot, 0)$ is a diffeomorphism and yields uniform estimates for the inverse of $X_{t}$. It follows that

$$
\begin{equation*}
\left[t \mapsto\left(X_{t}\right)^{*}\right],\left[t \mapsto\left(X_{t}\right)_{*}\right] \in \mathrm{C}^{\beta} \mathcal{L}\left(\mathrm{BUC}^{2+\alpha}\right) \tag{4.10}
\end{equation*}
$$

where we denoted the pull-back and push-forward with $X_{t}$ by $\left(X_{t}\right)^{*}$ and $\left(X_{t}\right)_{*}$, respectively. Moreover, these operators are uniformly bounded in the norm in a small time interval.

Theorem 4.1. Assume that $v \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}$ is given with $v(0)=g \in \mathrm{BUC}^{3+\alpha}$. Then, for $T>0$ small enough, there exists a unique solution s of (4.1)-(4.2) on $[0, T]$ with

$$
s \in \mathrm{C}^{1+\beta} \mathrm{BUC}^{2+\alpha} \cap \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha} .
$$

The existence interval is independent of $v$ in a neighborhood of $g$. Furthermore, if $v_{1}, v_{2} \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}$ are such that $v_{1}(0)=v_{2}(0)=g$, then

$$
\begin{align*}
&\left\|s_{1}-s_{2}\right\|_{\mathrm{C}^{1+\beta} \mathrm{BUC}^{2+\alpha} \cap \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}}  \tag{4.11}\\
& \quad \leq c T\left\|v_{1}-v_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}}+c\left\|v_{1}-v_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{2+\alpha}} .
\end{align*}
$$

Proof. The solution can be computed by solving the reduced system of characteristic equations (4.8)-(4.9), which produces in particular the diffeomorphisms $X_{t}$. A minimal interval of existence can be chosen independently of the initial conditions thanks to the assumptions on $v$. Next

$$
\nabla_{x} s(t, x)=p\left(t, X_{t}^{-1}(x), 0\right)
$$

together with the discussion preceding the formulation of the theorem, in particular (4.10), shows that

$$
s \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha} .
$$

The desired time regularity has to be backed out from (4.5)-(4.6). The time derivative appearing on the right-hand side of (4.6) is obviously not welcome in view of the assumptions made on $v$. It is, however, possible to rewrite the term containing said time derivative while integrating the equation to read

$$
\begin{align*}
& r(t, x)=\sqrt{1+|p(t, x)|^{2}} v(t, x)  \tag{4.12}\\
& -\int_{0}^{t}\left[v \nabla_{x} v \cdot p\right]\left(\tau, X_{\tau}\left(X_{t}^{-1}(x)\right)\right) d \tau-\int_{0}^{t}\left[\frac{|p|^{2}}{\sqrt{1+|p|^{2}}} v\right]\left(\tau, X_{\tau}\left(X_{t}^{-1}(x)\right)\right) d \tau .
\end{align*}
$$

The solution $s$ can then be obtained by one further integration from (4.5). By (4.10) and the regularity assumption on $v$ it then follows that

$$
s \in \mathrm{C}^{1+\beta} \mathrm{BUC}^{2+\alpha} .
$$

The use of this argument needs to be justified. This can be done by substituting $v$ by a regularized version of it which is differentiable in time and for which the partial integration used to obtain (4.12) can safely be performed. Letting it converge back to the original function $v$ produces a function satisfying the modified equation. Since the solution of the original problem can be constructed by solving only the reduced problem (4.8)-(4.9), no trouble is encountered in taking the limit.

The additional estimate follows from the characteristic system (4.3)-(4.7), the regularity assumptions on $v_{1}, v_{2}$, and the fact that $v_{1}(0)-v_{2}(0)=0$.
5. Existence result. The local existence result for regular solutions of (1.1)(1.5) is based on the analysis of (1.6)-(1.10). The regularity theory for linear singular elliptic and parabolic problems described in the previous sections and the analysis for the Hamilton-Jacobi equation performed in the last section will be the main tools. It should be kept in mind that $\varepsilon=1$ without loss of generality. To better highlight the structure of the problem and the use of the linear regularity theory, it is convenient to rewrite (1.6)-(1.8) using (1.9) in the form

$$
\begin{array}{rlrl}
\dot{u}-\widetilde{\mathcal{A}}(t) u & =\overline{\mathcal{A}}(s) u & & \text { in } S, \\
u & =g & & \text { on } \Gamma_{0}, \\
\frac{1}{t} \partial_{y} u & =H(s, u) & \text { on } \Gamma_{1}, \tag{5.3}
\end{array}
$$

where $\widetilde{\mathcal{A}}(t)=\triangle_{x}+\frac{1}{t^{2} g^{2}(x)} \partial_{y}^{2}+\frac{y}{t} \partial_{y}$ and the operator $\overline{\mathcal{A}}(s)$ is defined by

$$
\begin{aligned}
\overline{\mathcal{A}}(s) u=\left[\frac{1+y^{2}|\nabla s|^{2}}{s^{2}}-\frac{1}{t^{2} g^{2}(x)}\right] \partial_{y}^{2} u+y\left[\frac{\dot{s}}{s}-\frac{1}{t}\right] \partial_{y} u- & 2 y \frac{1}{s}\left(\nabla s \mid \partial_{y} \nabla u\right) \\
& -y \frac{s \Delta s-2|\nabla s|^{2}}{s^{2}} \partial_{y} u
\end{aligned}
$$

and $H(s, u)$ is given by

$$
H(s, u)=\frac{s}{t} \frac{1}{1+|\nabla s|^{2}}(\nabla s \mid \nabla u)-\frac{s}{t} \frac{1}{\sqrt{1+|\nabla s|^{2}}} u(1+u)
$$

respectively.
Remark 5.1. It should be observed that the operator family $\widetilde{\mathcal{A}}(t)$ does not coincide with the one considered in the sections devoted to elliptic and parabolic regularity theory and denoted by $A(t)$. It is, however, easy to check that it enjoys the same "singular" elliptic regularity theory, as a perturbation argument shows:

$$
\widetilde{A}(t)=A(t)\left[\operatorname{id}_{\mathbb{E}_{1}}+A^{-1}(t) \frac{y}{t} \partial_{y}\right]=\left[\operatorname{id}_{\mathbb{E}_{0}}+\frac{y}{t} \partial_{y} A^{-1}(t)\right] A(t)
$$

Associated with the new family, there will be boundary solution operators $\widetilde{R}_{D}(t)$ and $\widetilde{R}_{N}(t)$ with corresponding mapping properties. These new boundary operators are actually given by
$\widetilde{R}_{D}(t)=R_{D}(t)+\widetilde{A}(t)^{-1}\left[\frac{y}{t} \partial_{y} R_{D}(t)\right] \quad$ and $\quad \widetilde{R}_{N}(t)=R_{N}(t)+\widetilde{A}(t)^{-1}\left[\frac{y}{t} \partial_{y} R_{N}(t)\right]$,
where $R_{D}$ and $R_{N}$ are the original boundary operators. From now on the old notation will apply to the new operators.

Assume now that $s \in \mathbb{S}$, that is, that $s \in \mathrm{C}^{1+\beta} \mathrm{BUC}^{2+\alpha} \cap \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}$ is chosen in a small ball about the function $[t \mapsto t g(x)]$ (in the natural norm of $\mathbb{S}$ ) and satisfying

$$
\begin{equation*}
s(0)=0, \quad \dot{s}(0)=g \tag{5.4}
\end{equation*}
$$

It can be verified that the operator $\overline{\mathcal{A}}(s) \in \mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right)$ is small in the operator norm if the time interval length $T>0$ is chosen small (this is the reason the modified operator $\widetilde{A}(t)$ is introduced; see Remark 5.1). This structure will be useful in the proof of the following existence result.

THEOREM 5.1. Let $s \in \mathbb{S}$ be given with the above properties (5.4), $g \in \mathrm{BUC}^{4+\alpha}$, and let $T>0$ be small. Then there exists a unique solution $u \in \mathbb{E}_{1}$ of (5.1)-(5.3), which is the fixed point of the operator

$$
\Phi_{1}(u)=v+R_{D}(t) g+R_{N}(t) H(s, u)
$$

where $v$ solves

$$
\begin{equation*}
\dot{v}-A(t) v=\overline{\mathcal{A}}(s) u-\frac{2}{t} A^{-1}(t)\left[\triangle_{x}+\frac{y}{t} \partial_{y}\right]\left[R_{D}(t) g+R_{N}(t) H(s, u)\right] \tag{5.5}
\end{equation*}
$$

Moreover, for $s_{1}, s_{2} \in \mathbb{S}$, the estimates

$$
\begin{align*}
\left\|\gamma_{1} u_{1}-\gamma_{1} u_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\beta}} \leq c\left\|s_{1}-s_{2}\right\|_{\mathbb{S}^{\beta}}  \tag{5.6}\\
\left\|\gamma_{1} u_{1}-\gamma_{1} u_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{2+\beta}} \leq c T^{\beta}\left\|s_{1}-s_{2}\right\|_{\mathbb{S}^{\beta}}
\end{align*}
$$

hold.
Proof. As already pointed out, the existence proof relies on maximal regularity results obtained in the previous sections, which are at the heart of the matter and now make it possible to use a simple Banach fixed point argument. The fixed point $u$ will be looked for in the set $\left\{u \in \overline{\mathbb{B}}_{\mathbb{E}_{1}}(g, r) \mid u(0)=g\right\}$ for positive $r$ to be fixed later. This set is endowed with the $\mathbb{E}_{1}$ topology and is therefore complete. It is easy but tedious to show that $v, R_{N}(t) H(s, u)$ are in $\mathbb{E}_{1} \cap \mathbb{E}_{0,0}$. The first regularity claim follows directly from Theorems 3.3 and 3.4 both for $v$ and $R_{N}(t) H(s, u)$. The vanishing property for $v$ follows from its regularity using the equations it satisfies. Its regularity readily implies that $\partial_{y}^{2} v(t=0) \equiv 0$. Since $v$ satisfies homogeneous boundary conditions

$$
v(y=0)=0=\partial_{y} v(y=1)
$$

it then is $v(t=0) \equiv 0$. As for the boundary term $R_{N}(t) H(s, u)$ it follows from

$$
\frac{1}{t} R_{N}(t) \in \mathcal{L}\left(\mathrm{C}_{0}^{\beta} \mathrm{BUC}^{1+\alpha}, \mathbb{E}_{0,0}\right)
$$

combined with

$$
t H(s, u) \in \mathrm{C}_{0}^{\beta} \mathrm{BUC}^{1+\alpha}
$$

or, alternatively, also from the equations. Finally, the equations also imply that

$$
\partial_{y}^{2} R_{D}(0) g \equiv 0, \quad R_{D}(0) g(y=0)=g, \quad \partial_{y} R_{D}(0) g(y=1)=0
$$

It clearly follows that $R_{D}(0) g \equiv g$. Summarizing, it is obtained that $\Phi_{1}(u)(0)=g$. Next a norm estimate for $\Phi_{1}(u)-g$ is needed. The term $R_{D}(t) g-g$ can be estimated by some fixed constant $r_{1}$. As for the other boundary term, one has that

$$
\left\|\frac{R_{N}(t)}{t}[t H(s, u)]\right\|_{\mathbb{E}_{1}} \leq c r(1+r) T^{\beta}\|s\|_{\mathbb{S}}
$$

and it can therefore be made arbitrarily small by reducing the interval length. The above estimate is possible since the map $[t \mapsto t H(s, u)]$ vanishes at the origin in view of the properties of $s$. Next $v$ has to be estimated. Most terms can simply be estimated in a way that they produce a factor $T^{\beta}$ and can be made arbitrarily small by interval length reduction. This is due to the fact that

$$
\|v\|_{\mathbb{E}_{1}} \leq\left\|\left(\partial_{t}-A(t)\right)^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}, \mathbb{E}_{1}\right)}\|F(s, u)\|_{\mathbb{E}_{0}}
$$

where $F(s, u)$ summarizes the terms on the right-hand side of (5.5), and the specifics of $F$. Consider, for instance, the first term $\overline{\mathcal{A}}(s) u$. Since $\overline{\mathcal{A}}(s)$ vanishes at the origin, it can be seen that

$$
\|\overline{\mathcal{A}}(s)\|_{\mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right)} \leq c T^{\beta}\|\dot{s}\|_{\mathcal{S}}
$$

which implies the claimed estimate. The estimate for the second term follows from the fact that

$$
\left\|\frac{1}{t} A(t)^{-1}\right\|_{\mathcal{L}\left(\mathbb{E}_{0}\right)} \leq c T
$$

and the general mapping properties of the operators involved. All remaining terms but one can be handled similarly. All terms in $\frac{d}{d t}[t H(s, u)]$ containing either $s$ or $\nabla s$ are going to lead to more terms vanishing at the origin. The term

$$
\frac{R_{N}(t)}{t}\left[\frac{\dot{s}}{\sqrt{1+|\nabla s|^{2}}} u(1+u)\right]
$$

behaves slightly differently and needs separate consideration since $\dot{s} u(1+u) / \sqrt{1+|\nabla s|^{2}}$ does not vanish at the origin. Rewriting this term as

$$
\frac{R_{N}(t)}{t}\left[\frac{\dot{s}}{\sqrt{1+|\nabla s|^{2}}} u(1+u)-g^{2}(1+g)\right]+\frac{R_{N}(t)}{t}\left[g^{2}(1+g)\right]
$$

and using the fact that $u(0)=g$ up to vanishing terms of type $T^{\beta}$, it follows that

$$
\left\|\frac{R_{N}(t)}{t}\left[\frac{\dot{s}}{\sqrt{1+|\nabla s|^{2}}} u(1+u)\right]\right\|_{\mathbb{E}_{0}} \leq r_{2}+c r^{2} T^{\beta}\|s\|_{\mathbb{S}}
$$

where the constant $r_{2}$ is given by

$$
r_{2}=\left\|\left(\partial_{t}-A(t)\right)^{-1} \frac{R_{N}(t)}{t}\left[g^{2}(1+g)\right]\right\|_{\mathbb{E}_{1}}
$$

It follows that $\Phi_{1}$ is a self-map if $r$ is chosen to satisfy $r>r_{1}+r_{2}$ and the time interval length is sufficiently small. It is important to observe that all estimates have constants which are independent of $s$ in the chosen neighborhood.

Next it needs to be shown that $\Phi_{1}$ is a contraction. The calculations are very similar to the above. The terms

$$
\Phi\left(u_{1}\right)-\Phi_{1}\left(u_{2}\right)=v_{1}-v_{2}+R_{N}(t)\left[H\left(s, u_{1}\right)-H\left(s, u_{2}\right)\right]
$$

need to be estimated. The difference $v_{1}-v_{2}$ satisfies

$$
v_{1}-v_{2}=\left(\partial_{t}-A(t)\right)^{-1}\left[F\left(s, u_{1}\right)-F\left(s, u_{2}\right)\right] .
$$

Maximal regularity yields that

$$
\left\|v_{1}-v_{2}\right\|_{\mathbb{E}_{1}}=\left\|\left(\partial_{t}-A(t)\right)^{-1}\left[F\left(s, u_{1}\right)-F\left(s, u_{2}\right)\right]\right\|_{\mathbb{E}_{1}} \leq c\left\|F\left(s, u_{1}\right)-F\left(s, u_{2}\right)\right\|_{\mathbb{E}_{0}}
$$

so that only the last term needs to be estimated. As for the other summand, an estimate for

$$
\left\|R_{N}(t)\left[H\left(s, u_{1}\right)-H\left(s, u_{2}\right)\right]\right\|_{\mathbb{E}_{1}}
$$

needs to be established. Using similar estimates to those for the self-map property and observing that all the terms not vanishing at the origin drop out since they do not depend on the unknowns, one arrives at

$$
\left\|\Phi_{1}\left(s, u_{1}\right)-\Phi_{1}\left(s, u_{2}\right)\right\|_{\mathbb{E}_{1}} \leq c T^{\beta}\left\|u_{1}-u_{2}\right\|_{\mathbb{E}_{1}}
$$

with a constant which is independent of $s$ in the chosen neighborhood. Existence of a unique fixed point follows by making the interval length short enough.

Next observe that any solution actually satisfies

$$
\begin{equation*}
\gamma_{1} u=\gamma_{1} R_{D}(t) g+\gamma_{1}\left[v+R_{N}(t) H(s, u)\right] \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha} \tag{5.7}
\end{equation*}
$$

by Remark 2.1 since $g \in \mathrm{BUC}^{4+\alpha}$. This follows from

$$
v=\left(\partial_{t}-A(t)\right)^{-1}\left[F(s, u)+\frac{1}{t} R_{N}(t) g^{2}(1+g)\right]-\left(\partial_{t}-A(t)\right)^{-1} \frac{1}{t} R_{N}(t) g^{2}(1+g)
$$

and

$$
R_{N}(t) H(s, u)=R_{N}(t)\left[H(s, u)-g^{2}(1+g)\right]+R_{N}(t) g^{2}(1+g)
$$

where the first terms on the right-hand sides above belong to $\mathbb{E}_{1,0}$ and the second ones are not singular due to the regularity of $g$, and therefore of $g^{2}(1+g)$, combined
with Remark 2.1. The first continuous dependence result follows along the lines of the above estimates from the fact that the solution to the initial boundary value problem depends smoothly (linearly) on the interior and boundary data $\overline{\mathcal{A}}(s) u$ and $H(s, u)$. The only difference stems from the fact that a stronger norm is now estimated which leads to the absence of the factor $T^{\beta}$ in front of $\left\|s_{1}-s_{2}\right\|_{s}$. This factor can be regained if a weaker norm is estimated in view of the "desingularizing" properties of $\left[\partial_{t}-A(t)\right]^{-1}$, which leads to the stated continuous dependence estimate. The estimates are based on

$$
\begin{aligned}
\left\|\gamma_{1} u_{1}-\gamma_{1} u_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\beta}} \leq & \left\|\gamma_{1} \Phi_{1}\left(s_{1}, u_{1}\right)-\gamma_{1} \Phi_{1}\left(s_{2}, u_{2}\right)\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\beta}} \\
\leq & \left\|\gamma_{1} \Phi_{1}\left(s_{1}, u_{1}\right)-\gamma_{1} \Phi_{1}\left(s_{1}, u_{2}\right)\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\beta}} \\
& +\left\|\gamma_{1} \Phi_{1}\left(s_{1}, u_{2}\right)-\gamma_{1} \Phi_{1}\left(s_{2}, u_{2}\right)\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\beta}}
\end{aligned}
$$

The estimate for the first term of $\overline{\mathcal{A}}\left(s_{1}\right)-\overline{\mathcal{A}}\left(s_{2}\right)$ is typical. It gives

$$
\begin{aligned}
& \left\|\left[\frac{t^{2}}{s_{1}^{2}}\left(1+y^{2}\left|\nabla s_{1}\right|^{2}\right)-\frac{t^{2}}{s_{2}^{2}}\left(1+y^{2}\left|\nabla s_{2}\right|^{2}\right)\right] \frac{\partial_{y}^{2}}{t^{2}}\right\|_{\mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0,0}\right)} \\
& \leq\left\|\frac{t^{2}}{s_{1}^{2}}\left(1+y^{2}\left|\nabla s_{1}\right|^{2}\right)-\frac{t^{2}}{s_{2}^{2}}\left(1+y^{2}\left|\nabla s_{2}\right|^{2}\right)\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C}}\left\|\frac{\partial_{y}^{2}}{t^{2}}\right\|_{\mathcal{L}\left(\mathbb{E}_{1}, \mathbb{E}_{0}\right)},
\end{aligned}
$$

which easily entails the claim since

$$
\begin{aligned}
\| \frac{t^{2}}{s_{1}^{2}}\left(1+y^{2}\left|\nabla s_{1}\right|^{2}\right) & -\frac{t^{2}}{s_{2}^{2}}\left(1+y^{2}\left|\nabla s_{2}\right|^{2} \|_{\mathrm{C}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C}}\right. \\
& \leq c\left(\left\|\dot{s}_{1}-\dot{s}_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{1+\alpha}}+\left\|s_{1}-s_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{2+\alpha}}\right) \leq c\left\|s_{1}-s_{2}\right\|_{\mathcal{S}}
\end{aligned}
$$

One is eventually led to

$$
\left\|\gamma_{1} u_{1}-\gamma_{1} u_{2}\right\|_{\mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}} \leq c T^{\beta}\left\|u_{1}-u_{2}\right\|_{\mathbb{E}_{1}}+\left\|s_{1}-s_{2}\right\|_{\mathcal{S}^{\beta}}
$$

from which the claim follows since the first term on the right can be absorbed on the left-hand side.

All pieces are now in place in order to show existence for the original system of equations (1.6)-(1.10). By denoting with $u=\Phi_{1}(s)$ the solution of (1.6)-(1.8) for a given $s \in \mathcal{S}$, it follows that

$$
u \in \mathbb{E}_{1} \quad \text { and } \quad \gamma_{1} u \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}
$$

Decomposition (5.7) shows that $u$ is in a given neighborhood of $g$ for any choice of $s \in \mathcal{S}$ in a neighborhood of $[t \mapsto t g(x)]$. Similarly let $\Phi_{2}(u)$ be the solution of (1.9)-(1.10) constructed in section 4 . In this case, if $u \in \mathbb{E}_{1}$ with $\gamma_{1} u \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha}$, $\Phi_{2}(u) \in \mathcal{S}$ will be in a neighborhood of $\operatorname{tg}(x)$ for $u$ in a neighborhood of $g$. It follows that a solution to the full problem can be found by producing a fixed point $s$ for the $\operatorname{map} \Phi:=\Phi_{2} \circ \Phi_{1}$ and defining $u:=\Phi_{1}(s)$. We summarize in the following theorem.

Theorem 5.2. For any given $g \in \mathrm{BUC}^{4+\alpha}$ such that $g(x) \geq g_{0}>0, x \in \mathbb{R}^{n}$, there exists a unique local solution ( $u, s$ ) of the free boundary problem (1.6)-(1.10) such that

$$
\begin{gathered}
u, \dot{u}, \partial_{x}^{\alpha} \frac{1}{t^{k}} \partial_{y}^{k} u \in \mathrm{C}_{\beta}^{\beta} \mathrm{BUC}^{1+\alpha} \mathrm{C} \text { for } 0 \leq|\alpha|+k \leq 2, \\
\gamma_{1} u \in \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha} \text {, and } \\
s \in \mathrm{C}^{1+\beta} \mathrm{BUC}^{2+\alpha} \cap \mathrm{C}^{\beta} \mathrm{BUC}^{3+\alpha} .
\end{gathered}
$$

## Furthermore

$$
u=R_{D}(t) g+R_{N}(t) H(s, u)+v
$$

where $v$ is a solution of (5.5) and the different terms have different asymptotic behavior in the origin. They behave, respectively, like $t^{k}$ for $k=0,1,2$ modulo the singular behavior built into the space chosen.

Proof. Making the time interval as small as needed and choosing $r>0$ large enough, it can be seen that $\left(\Phi_{1}, \Phi_{2}\right)$ is a self-map on the complete set

$$
\left\{u \in \overline{\mathbb{B}}_{\mathbb{E}_{1}}(0, r) \mid u(0)=g\right\} \times\left\{s \in \overline{\mathbb{B}}_{\mathbb{S}}\left(g t, g_{0} / 2\right) \mid s(0)=0, \dot{s}(0)=g\right\}
$$

where the additional requirements $u(0) \equiv g, s(0)=0, \dot{s}(0) \equiv g$ are included in the definition of the balls. Combining the estimates of Theorems 4.1 and 5.1, it follows that

$$
\left\|\Phi\left(s_{1}\right)-\Phi\left(s_{2}\right)\right\|_{\mathbb{S}^{\beta}} \leq c T^{\beta}\left\|s_{1}-s_{2}\right\|_{\mathbb{S}^{\beta}}
$$

and the contraction principle can be applied to obtain existence.
Remark 5.2. It should be pointed out that this is the first well-posedness result for this class of singular FBPs in more than one space dimension for the full evolutionary problem. A companion result for the quasi-stationary approximation $(\varepsilon=0)$ has previously been obtained in [16].
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#### Abstract

We study radial solutions of a singularly perturbed nonlinear elliptic system of the FitzHugh-Nagumo type. In a particular parameter range, we find a large number of layered solutions. First we show the existence of solutions whose layers are well separated from each other and also separated from the origin and the boundary of the domain. Some of these solutions are local minimizers of a related functional while the others are critical points of saddle type. Although the local minimizers may be studied by the $\Gamma$-convergence method, the reduction procedure presented in this paper gives a more unified approach that shows the existence of both local minimizers and saddle points. Critical points of both types are all found in the reduced finite dimensional problem. The reduced finite dimensional problem is solved by a topological degree argument. Next we construct solutions with odd numbers of layers that cluster near the boundary, again using the reduction method. In this case the reduced finite dimensional problem is solved by a maximization argument.
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1. Introduction. We consider the singularly perturbed elliptic system

$$
\left\{\begin{array}{l}
-\epsilon^{2} \Delta u+f(u)+\epsilon \gamma v=0 \text { in } \Omega  \tag{1.1}\\
-\Delta v+v-u=0 \text { in } \Omega \\
\partial_{\nu} u=\partial_{\nu} v=0 \text { on } \partial \Omega
\end{array}\right.
$$

on a smooth bounded domain $\Omega$. The perturbation parameter $\epsilon$ is positive and small. The outward normal derivatives of $u$ and $v$ on the boundary of $\Omega$ are denoted by $\partial_{\nu} u$ and $\partial_{\nu} v$, respectively.

The nonlinear function $f$ in (1.1) is the cubic polynomial

$$
\begin{equation*}
f(u)=(u-a)\left(u-\frac{a+b}{2}\right)(u-b) \tag{1.2}
\end{equation*}
$$

It has three zeros $a, \frac{a+b}{2}$, and $b$, in the increasing order. The function is balanced in the sense that

$$
\begin{equation*}
\int_{a}^{b} f(q) d q=0 \tag{1.3}
\end{equation*}
$$

The nonlinearity in the system (1.1) is of the FitzHugh-Nagumo type. It was originally proposed to study nerve impulses [10, 18]. The phenomenon that is modeled

[^117]is the control of the electrical potential across a cell membrane. This control is done by the change of flow of the ionic channels of the cell membrane. This results in the change in potential which is used to send electrical signals between cells. This is readily observed in muscle and other excitable cells. The two variables in the system are the excitable variable $u$ and the recovery variable $v$. The dynamics of the two variables are described by the reaction-diffusion system
\[

\left\{$$
\begin{array}{l}
u_{t}=\epsilon^{2} \Delta u-f(u)-\epsilon \gamma v  \tag{1.4}\\
\kappa v_{t}=\Delta v-v+u \\
\partial_{\nu} u=\partial_{\nu} v=0 \text { on } \partial \Omega
\end{array}
$$\right.
\]

Steady state solutions of (1.1) often have layered structures. In most parts of the domain $\Omega$, a solution $u$ is close to $a$ or $b$. However, there exist small regions in $\Omega$ where the value of $u$ changes abruptly from $a$ to $b$. These regions are called transition layers or interfaces.

The parameter range in this paper differs from the more extensively studied one where $\epsilon$ does not appear in the $\epsilon \gamma v$ term in the first equation of (1.1) (see, for example, $[4,3,5,7,6,9,14,11,12,20,19,21,24])$. We will show that the parameter range considered in this paper typically gives solutions with a finite number of interior layers. In the parameter range without $\epsilon$ in the $\epsilon \gamma v$ term, the number of interior layers of a solution typically approaches infinity as $\epsilon \rightarrow 0$ (see $[4,17,23,1]$ for this type of phenomenon). The reason for this difference is that with $\epsilon$ in $\epsilon \gamma v$ there is less impact from the coupling effect with $v$, and hence there are fewer layers in a solution.

If we solve the second equation in (1.1) for $v$ in terms of $u$ with the boundary condition $\partial_{\nu} v=0$ on $\partial \Omega$, i.e., $v=(1-\Delta)^{-1} u$, and substitute the solution into the first equation, we obtain the equation for $u$ :

$$
\begin{equation*}
-\epsilon^{2} \Delta u+f(u)+\epsilon \gamma(1-\Delta)^{-1} u=0 \text { in } \Omega, \quad \partial_{\nu} u=0 \text { on } \partial \Omega \tag{1.5}
\end{equation*}
$$

This integro-differential equation can be viewed as the Euler-Lagrange equation of the functional

$$
\begin{equation*}
I_{\epsilon}(u)=\int_{\Omega}\left\{\frac{\epsilon^{2}}{2}|\nabla u|^{2}+W(u)+\frac{\epsilon \gamma}{2}\left|(1-\Delta)^{-1 / 2} u\right|^{2}\right\} d x \tag{1.6}
\end{equation*}
$$

Here $W$ is an antiderivative of $f$; i.e.,

$$
\begin{equation*}
W(u)=\int_{a}^{u} f(q) d q \tag{1.7}
\end{equation*}
$$

Note that $W(u) \geq 0$ for all $u \in(-\infty, \infty)$ and $W(u)=0$ if and only if $u=a$ or $u=b$. Note that $(1-\Delta)^{-1 / 2}$ is a nonlocal linear operator. One first defines $(1-\Delta)^{-1}$ so that $v=(1-\Delta)^{-1}$ is the solution of

$$
-\Delta v+v=u \text { in } \Omega, \partial_{\nu} v=0 \text { on } \partial \Omega
$$

Since $(1-\Delta)^{-1}$ is a positive operator from $L^{2}(\Omega)$ to itself, we define $(1-\Delta)^{-1 / 2}$ to be the positive square root of $(1-\Delta)^{-1}$.

The fast inhibitor limit of (1.4) is the parabolic-elliptic system

$$
\left\{\begin{array}{l}
u_{t}=\epsilon^{2} \Delta u-f(u)-\epsilon \gamma v  \tag{1.8}\\
0=\Delta v-v+u \\
\partial_{\nu} u=\partial_{\nu} v=0 \text { on } \partial \Omega
\end{array}\right.
$$

obtained by setting $\kappa=0$ in (1.4). This is the gradient flow of $I_{\epsilon}$ in the $L^{2}(\Omega)$ space. Finding and classifying the critical points of $I_{\epsilon}$ (solutions of (1.1)) help us understand the behavior of (1.8).

In this paper we look for radial solutions of (1.1) on a unit ball in $R^{n}$ :

$$
\begin{equation*}
\Omega=\left\{x \in R^{n}:|x|<1\right\} . \tag{1.9}
\end{equation*}
$$

The functional $I_{\epsilon}$ is therefore defined in the admissible set of radial $W^{1,2}$ functions:

$$
\begin{equation*}
\left\{u \in W^{1,2}(\Omega): u=u(|x|)\right\} \tag{1.10}
\end{equation*}
$$

In the first part of the paper, we study layered solutions whose interfaces are well separated and away from the origin and the boundary. We prove two theorems.

ThEOREM 1.1. Let $a<0<b$ and $K$ be a positive integer. There exists $\gamma_{0}>0$ such that for each $\gamma>\gamma_{0}$, there exists $\epsilon_{0}>0$ so that when $\epsilon \in\left(0, \epsilon_{0}\right)$ there are four solutions, each of which has $K$ interfaces. Two of the four solutions, if denoted by $u_{\epsilon}^{a}$, satisfy $\lim _{\epsilon \rightarrow 0} u_{\epsilon}^{a}(0)=a$, and the other two, if denoted by $u_{\epsilon}^{b}$, satisfy $\lim _{\epsilon \rightarrow 0} u_{\epsilon}^{b}(0)=b$.

Theorem 1.2.

1. If $a<b<0$ and $\gamma>\frac{(n-1) \tau}{(b-a) a}$, there exists $\epsilon_{0}>0$ such that for each $\epsilon<\epsilon_{0}$, there is a one-interface solution $u_{\epsilon}$ with the property $\lim _{\epsilon \rightarrow 0} u_{\epsilon}(0)=b$.
2. If $0<a<b$ and $\gamma>\frac{(n-1) \tau}{(b-a) a}$, there exists $\epsilon_{0}>0$ such that for each $\epsilon<\epsilon_{0}$, there is a one-interface solution $u_{\epsilon}$ with the property $\lim _{\epsilon \rightarrow 0} u_{\epsilon}(0)=a$.
The constant $\tau$ here is a positive number, often called the surface tension. It is given in (2.5). The proof of Theorem 1.1 uses a type of Lyapunov-Schmidt reduction procedure tailored for singular perturbation problems. It consists of two steps. First we reduce $I_{\epsilon}$ to a functional $Q_{\epsilon}$ that is defined on a finite dimensional set. This set is really the coordinates of interfaces. In this step we construct a family of approximate solutions with $K$ interfaces whose coordinates serve as parameters. The family is a finite dimensional submanifold of the admissible set of $I_{\epsilon}$. Near each approximate solution we find a function that "solves" (1.5) in a direction that is more or less perpendicular to the submanifold. These functions are again parameterized by their interfaces and they form an improved finite dimensional submanifold. The restriction of $I_{\epsilon}$ on this new submanifold is $Q_{\epsilon}$, which is viewed as a function of the interfaces. As a consequence of this construction, we show that a critical point of $Q_{\epsilon}$ is a solution of (1.5).

In the second step of the proof, we look for critical points of $Q_{\epsilon}$. We show that $\epsilon^{-1} Q_{\epsilon}$ converges in $C_{l o c}^{1}$ to a function $J$ as $\epsilon \rightarrow 0$. When $\gamma$ is sufficiently large, $J$ has a minimum. Near this local minimum $Q_{\epsilon}$ also has a minimum for small $\epsilon$. The topological degree of $J$ and hence that of $Q_{\epsilon}$ are shown to be 0 . We then conclude that when $\gamma$ is large, there are at least two critical points of $Q_{\epsilon}$.

The proof of Theorem 1.2 is similar. After the same reduction procedure, we show that when $\gamma$ is large, the reduced problem $J$ has one maximum in $\mathcal{A}_{1}^{b}$ if $a<b<0$ and one maximum in $\mathcal{A}_{1}^{a}$ if $0<a<b$.

Another purpose of this paper is to illustrate the power and limitation of the $\Gamma$ convergence theory $[8,16,15,13]$ applied to this problem. Consider the case covered in Theorem 1.1. The limit $J$ of the reduced problem $Q_{\epsilon}$ can be easily identified in the $\Gamma$-convergence theory. If one can show that the minimum of $J$ is isolated, then a local minimizer of $I_{\epsilon}$ exists according to the theory. For small values of $K(K=1$ or $K=2$ ), we are able to show that the minimum is indeed isolated. For general $K$ this also appears to be true, but we do not have a proof.

Regarding the second critical point of $J$, which is found by the topological degree argument on $Q_{\epsilon}$, one in general cannot derive from the $\Gamma$-convergence theory that there exists another critical point of $I_{\epsilon}$ corresponding to the second critical point of $J$. This is because the $\Gamma$-convergence theory addresses only isolated local minima of $J$ but not other types of critical points of $J$.

Similarly, in the case covered by Theorem 1.2 the maximum of $J$ in $\mathcal{A}_{1}^{a}$ and the maximum in $\mathcal{A}_{1}^{b}$ do not yield solutions of (1.1) by the $\Gamma$-convergence theory. This paper shows that the nonminimum critical points all correspond to solutions of (1.5). They are saddle points of (1.6).

In the second part of the paper we further demonstrate the effectiveness of the Lyapunov-Schmidt reduction method. We construct solutions with a number of interfaces that cluster near the boundary $r=1$. Namely, we prove the following result.

Theorem 1.3. Suppose that $\gamma \geq 0$ and $a<b$. For any nonnegative integer $k$, there exists an $\epsilon_{0}>0$ such that for each $\epsilon \in\left(0, \epsilon_{0}\right]$, (1.1) has a solution $u_{\epsilon}$, which has $2 k+1$ interfaces near the boundary $r=1$. Moreover, $u_{\epsilon} \rightarrow b$ uniformly in $B_{1-\delta}(0)$ for any $\delta>0$ small if $b>0$, and $u_{\epsilon} \rightarrow a$ uniformly in $B_{1-\delta}(0)$ for any $\delta>0$ small if $a<b \leq 0$.

Here the $2 k+1$ layers are all close to the boundary $r=1$. The distance between two successive interfaces is of order $\epsilon \log \frac{1}{\epsilon}$, and the distances between these interfaces and the boundary $r=1$ are also of order $\epsilon \log \frac{1}{\epsilon}$. After reduction the problem becomes a finite dimensional maximization problem with respect to the interfaces. The solution constructed from this maximization procedure is again of saddle type.

In Theorem 1.3 the nonlocal term $\epsilon \gamma(1-\Delta)^{-1} u$ does not play a central role. The existence of solutions with layers clustering near the boundary is valid with $(\gamma>0)$ or without $(\gamma=0)$ the nonlocal term. See also the result in [2] for the unbalanced case. The existence of interior layer solutions (Theorems 1.1 and 1.2) is different. Our results show that to have solutions of multiple interior layers we must have sufficient nonlocality, i.e., $\gamma$ must be large enough.

The organization of our paper serves these two purposes. In section 2 we recall how $J$ is derived from the $\Gamma$-convergence theory. We show that the topological degree of $J$ is always 0 in the case $a<0<b$. For large $\gamma$ we show that $J$ has a minimum and consequently there is another critical point of $J$. The main work starts in section 3 , where we reduce the study of $I_{\epsilon}$ to that of the finite dimensional problem $Q_{\epsilon}$. Then in section 4 we show that $\epsilon^{-1} Q_{\epsilon}$ converges to $J$ in $C_{l o c}^{1}$ and prove Theorems 1.1 and 1.2.

In section 5 another reduction is used to prove Theorem 1.3. We again derive a reduced functional of the interfaces. This time the interfaces are close to each other and to the boundary (all the distances are of order $\epsilon \log \frac{1}{\epsilon}$ ). As the interfaces vary in this range the functional varies by a quantity that is much smaller than $\epsilon$. This compares differently from the situation discussed in Theorems 1.1 and 1.2. We show that the reduced problem is maximized at an interior point.

The conditions on $a, b$, and $\gamma$ in the three theorems are used when we solve the reduced problems. In the case of Theorem 1.1 $J$ has many critical points, and in the case of Theorem $1.2 J$ has only one critical point. In the case of Theorem 1.3 we will solve the reduced problem by showing that it has an interior maximum point. To achieve this goal, the assumption on the sign of $b$ is essential.

We use $C$ to denote constants independent of $\epsilon$. Their values may vary from line to line. The $L^{p}(\Omega)$ norm, $p \in[1, \infty]$, of a function is denoted by $\|\cdot\|_{p}$.
2. The $\Gamma$-limit. The limiting problem $J$ is easily identified in the $\Gamma$-convergence theory. Other than the expression of $J$ and its properties, given in Lemmas 2.3 and 2.4,
the details of the $\Gamma$-convergence and its consequences are not needed in this paper. Therefore, we omit the proofs of the statements in this section, with the exception of Lemmas 2.3 and 2.4. The interested reader may reconstruct them with the help of the references we provide.

The $\Gamma$-limit $J$ of $\epsilon^{-1} I_{\epsilon}$ is defined on the admissible set

$$
\begin{equation*}
\{u \in B V(\Omega,\{a, b\}): u=u(|x|)\} \tag{2.1}
\end{equation*}
$$

where $B V(\Omega,\{a, b\})$ is the set of functions of bounded variation which take values only in $\{a, b\}$. The set (2.1) consists of such functions that are radial.

A function in (2.1) has either a finite number of interfaces or infinitely many interfaces. If it has finite, say, $K$, interfaces, there exist $r_{1}, r_{2}, \ldots, r_{K}$, with $0<r_{1}<$ $r_{2}<\cdots<r_{K}<1$, that divide the interval $(0,1)$ into $\left(0, r_{1}\right),\left(r_{1}, r_{2}\right), \ldots,\left(r_{K-1}, r_{K}\right)$, $\left(r_{K}, 1\right)$, and

$$
\begin{equation*}
u(r)=a \text { on }\left(0, r_{1}\right),=b \text { on }\left(r_{1}, r_{2}\right),=a \text { on }\left(r_{2}, r_{3}\right), \ldots \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
u(r)=b \text { on }\left(0, r_{1}\right),=a \text { on }\left(r_{1}, r_{2}\right),=b \text { on }\left(r_{2}, r_{3}\right), \ldots \tag{2.3}
\end{equation*}
$$

In the case of (2.2) we say that $u \in \mathcal{A}_{K}^{a}$ and in the case of (2.3) we say that $u \in \mathcal{A}_{K}^{b}$. On $\mathcal{A}_{K}^{a}$ and $\mathcal{A}_{K}^{b}$ the $\Gamma$-limit $J$ is given by

$$
\begin{equation*}
J(u)=\omega_{n-1} \tau \sum_{j=1}^{K} r_{j}^{n-1}+\frac{\omega_{n-1} \gamma}{2} \int_{0}^{1}\left|(1-\Delta)^{-1 / 2} u\right|^{2} r^{n-1} d r \tag{2.4}
\end{equation*}
$$

Here we denote the area of the $n-1$ dimensional unit sphere by $\omega_{n-1}$. The constant $\tau$ in (2.4) is given by

$$
\begin{equation*}
\tau=\int_{a}^{b} \sqrt{2 W(q)} d q \tag{2.5}
\end{equation*}
$$

A function in (2.1) may also have infinite interfaces. Then the interfaces must accumulate at the origin. Otherwise, if there were a cluster point not at the origin, the total length of the interfaces would be infinite and $u$ could not be in (2.1). Hence there exists a decreasing sequence $r_{1}, r_{2}, \ldots$, such that $1>r_{1}>r_{2}>\ldots$ and $\lim _{j \rightarrow \infty} r_{j}=0$, and either

$$
u=\left\{\begin{array}{lll}
a & \text { on } & \left(r_{1}, 1\right)  \tag{2.6}\\
b & \text { on } & \left(r_{2}, r_{1}\right), \\
a & \text { on } & \left(r_{3}, r_{2}\right) \\
\ldots & &
\end{array}\right.
$$

or

$$
u=\left\{\begin{array}{llr}
b & \text { on } & \left(r_{1}, 1\right)  \tag{2.7}\\
a & \text { on } & \left(r_{2}, r_{1}\right) \\
b & \text { on } & \left(r_{3}, r_{2}\right) \\
\ldots & &
\end{array}\right.
$$

In this case $J$ is defined by (2.4) with $\sum_{j=1}^{K}$ replaced by $\sum_{j=1}^{\infty}$. Because $u$ is assumed to have bounded variation, this infinite sum converges.

Now we have $J$ which is defined in (2.1). But $I_{\epsilon}$ is defined in a different set (1.10). We trivially extend both to

$$
\begin{equation*}
\left\{u \in L^{2}(\Omega): u=u(|x|)\right\} \tag{2.8}
\end{equation*}
$$

the radial $L^{2}$-functions, by setting $I_{\epsilon}(u)=\infty$ if $u$ is in (2.8) but not in (1.10) and similarly $J(u)=\infty$ if $u$ is in (2.8) but not in (2.1). In (2.8) distance is measured by the $L^{2}$ norm $\|\cdot\|_{2}$.

The $\Gamma$-convergence of $\epsilon^{-1} I_{\epsilon}$ to $J$ is characterized by the two properties of the following lemma.

Lemma 2.1. As $\epsilon \rightarrow 0, \epsilon^{-1} I_{\epsilon} \Gamma$-converges to $J$ in the following sense:

1. For every family of functions $\phi_{\epsilon}$ in (2.8) with $\lim _{\epsilon \rightarrow 0}\left\|\phi_{\epsilon}-\phi\right\|_{2}=0$, $\lim \inf _{\epsilon \rightarrow 0} \epsilon^{-1} I_{\epsilon}\left(\phi_{\epsilon}\right) \geq J(\phi)$.
2. For every $\phi$ in (2.8), there is a family of functions $\phi_{\epsilon}$ in (2.8) such that $\lim _{\epsilon \rightarrow 0}\left\|\phi_{\epsilon}-\phi\right\|_{2}=0$ and $\lim \sup _{\epsilon \rightarrow 0} \epsilon^{-1} I_{\epsilon}\left(\phi_{\epsilon}\right) \leq J(\phi)$.
One important consequence of the $\Gamma$-convergence of $\epsilon^{-1} I_{\epsilon}$ is the following existence result.

Lemma 2.2. If $u_{0} \in \mathcal{A}_{K}^{a}$ (or $\mathcal{A}_{K}^{b}$, respectively) is an isolated local minimum of $J$ in $\mathcal{A}_{K}^{a}$ (or $\mathcal{A}_{K}^{b}$, respectively), for sufficiently small $\epsilon$, there exists a local minimizer $u_{\epsilon}$ of $I_{\epsilon}$, and $\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon}-u_{0}\right\|_{2}=0$.

These two lemmas may be proved by mimicking the argument in Ren and Wei [22]. Lemma 2.2 suggests that we look for minima of $J$ in $\mathcal{A}_{K}^{a}$ and $\mathcal{A}_{K}^{b}$. We do this in the rest of this section. Moreover, we will also find critical points of $J$ that are not local minima.

Let $G=G(r, s)$ be the Green's function

$$
\begin{equation*}
-G_{r r}-\frac{n-1}{r} G_{r}+G=\delta(r-s) \tag{2.9}
\end{equation*}
$$

Note that $G(r, s)$ is not symmetric in $r$ and $s$, but $r^{n-1} G(r, s)$ is. We define

$$
\begin{equation*}
v(r)=\int_{0}^{1} G(r, s) u(s) d s \tag{2.10}
\end{equation*}
$$

to be the solution of

$$
\begin{equation*}
-v_{r r}-\frac{n-1}{r} v_{r}+v=u \tag{2.11}
\end{equation*}
$$

When it is in $\mathcal{A}_{K}^{a}$ or $\mathcal{A}_{K}^{b}, u$ is determined by its jump points $r_{1}, r_{2}, \ldots, r_{K}$, which we term interfaces. Collectively we set $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{K}\right)$. Because $u$ depends on $\mathbf{r}$, we often write $u=u(r ; \mathbf{r})$ and correspondingly $v=v(r ; \mathbf{r})$.

The nonlocal part of $J$ may be rewritten as

$$
\begin{equation*}
\int_{0}^{1}\left|(1-\Delta)^{-1 / 2} u(\cdot ; \mathbf{r})\right|^{2} r^{n-1} d r=\int_{0}^{1} v(r ; \mathbf{r}) u(r ; \mathbf{r}) r^{n-1} d r \tag{2.12}
\end{equation*}
$$

We view $J$ as a function of $\mathbf{r}: J=J(\mathbf{r})$. Now we compute the derivative of $J$. Note that

$$
\begin{align*}
\frac{\partial}{\partial r_{1}} \int_{0}^{1} v(r) u(r) r^{n-1} d r & =\frac{\partial}{\partial r_{1}}\left[\int_{0}^{r_{1}} v(r) a r^{n-1} d r+\int_{r_{1}}^{r_{2}} v(r) b r^{n-1} d r+\ldots\right] \\
& =(a-b) v\left(r_{1}\right) r_{1}^{n-1}+\int_{0}^{1} \frac{\partial v(r ; \mathbf{r})}{\partial r_{1}} u(r ; \mathbf{r}) r^{n-1} d r \tag{2.13}
\end{align*}
$$

Because

$$
\begin{align*}
\frac{\partial v(r ; \mathbf{r})}{\partial r_{1}} & =\frac{\partial}{\partial r_{1}}\left[\int_{0}^{r_{1}} G(r, s) a d s+\int_{r_{1}}^{r_{2}} G(r, s) b d s+\ldots\right] \\
& =(a-b) G\left(r, r_{1}\right) \tag{2.14}
\end{align*}
$$

we find

$$
\begin{align*}
& \frac{\partial}{\partial r_{1}} \int_{0}^{1} v(r) u(r) r^{n-1} d r \\
& \quad=(a-b) v\left(r_{1}\right) r_{1}^{n-1}+(a-b) \int_{0}^{1} G\left(r, r_{1}\right) u(r ; \mathbf{r}) r^{n-1} d r \\
& \quad=(a-b) v\left(r_{1}\right) r_{1}^{n-1}+(a-b) \int_{0}^{1} G\left(r_{1}, r\right) u(r ; \mathbf{r}) r_{1}^{n-1} d r \\
&  \tag{2.15}\\
& \quad=(a-b) v\left(r_{1}\right) r_{1}^{n-1}+(a-b) v\left(r_{1}\right) r_{1}^{n-1}=2(a-b) v\left(r_{1}\right) r_{1}^{n-1} .
\end{align*}
$$

We have used the symmetry of $r^{n-1} G\left(r, r_{1}\right)$. For a general $r_{j}$ we have

$$
\begin{equation*}
\frac{\partial}{\partial r_{j}} \int_{0}^{1} v(r) u(r) r^{n-1} d r=2(-1)^{j}(b-a) v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1} \tag{2.16}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{\partial J(\mathbf{r})}{\partial r_{j}}=\omega_{n-1}\left[(n-1) \tau r_{j}^{n-2}+\gamma(b-a)(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1}\right], \quad \mathbf{r} \in \mathcal{A}_{K}^{a} \tag{2.17}
\end{equation*}
$$

The gradient of $J$ in $\mathcal{A}_{K}^{b}$ is a bit different:

$$
\begin{equation*}
\frac{\partial J(\mathbf{r})}{\partial r_{j}}=\omega_{n-1}\left[(n-1) \tau r_{j}^{n-2}+\gamma(a-b)(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1}\right], \quad \mathbf{r} \in \mathcal{A}_{K}^{b} \tag{2.18}
\end{equation*}
$$

The existence of critical points of $J$ depends on $a, b$, and $\gamma$. We consider the following three cases:

- Case I. $a<b<0$.
- Case II. $0<a<b$.
- Case III. $a<0<b$.

The first two cases are relatively simple. We have the following result. Lemma 2.3 .

1. If $a<b<0$ and $\gamma>\gamma_{I}$ where

$$
\begin{equation*}
\gamma_{I}=\frac{(n-1) \tau}{(a-b) b} \tag{2.19}
\end{equation*}
$$

there is a local maximum in $\mathcal{A}_{1}^{b}$. There are no critical points in other classes.
2. If $0<a<b$ and $\gamma>\gamma_{I I}$ where

$$
\begin{equation*}
\gamma_{I I}=\frac{(n-1) \tau}{(b-a) a} \tag{2.20}
\end{equation*}
$$

there is a local maximum in $\mathcal{A}_{1}^{a}$. There are no critical points in other classes.

Proof. We consider only case I, for case II may be similarly handled. Note that $u \leq 0$ implies that $v<0$. In each $\mathcal{A}_{K}^{a}, K \geq 1, \frac{\partial J}{\partial r_{1}}>0$. There is no critical point in $\mathcal{A}_{K}^{a}$. In $\mathcal{A}_{K}^{b}$ for $K \geq 2, \frac{\partial J}{\partial r_{2}}>0$. So there is no critical point in $\mathcal{A}_{K}^{b}, K \geq 2$. The only class left is $\mathcal{A}_{1}^{b}$. In this class

$$
\frac{\partial J}{\partial r_{1}}=\omega_{n-1} r_{1}^{n-2}\left[(n-1) \tau-\gamma(a-b) v\left(r_{1} ; r_{1}\right) r_{1}\right]
$$

The quantity inside the brackets is $(n-1) \tau$ when $r_{1}=0$ and $(n-1) \tau-\gamma(a-b) v(1)=$ $(n-1) \tau-\gamma(a-b) b$ when $r_{1}=1$. Hence when $\gamma>\gamma_{I}$ there is a local maximum of $J$ in $\mathcal{A}_{1}^{b}$, where $\gamma_{I}$ is given in (2.19). Here since when $b=0, \gamma_{I}=\infty$, the condition $\gamma>\gamma_{I}$ can be satisfied only when $b<0$.

Case III is the most interesting. We have the following lemma.
Lemma 2.4. Suppose $a<0<b$.

1. When $\gamma$ is sufficiently large, $J$ attains a global minimum in $\mathcal{A}_{K}^{a}\left(\right.$ or $\left.\mathcal{A}_{K}^{b}\right) —$ not on the boundary of $\mathcal{A}_{K}^{a}\left(\right.$ or $\left.\mathcal{A}_{K}^{b}\right)$.
2. Given $\gamma^{\prime}>0$ and any compact subset $\mathcal{K}^{\prime}$ of $\mathcal{A}_{K}^{a}$ (or $\mathcal{A}_{K}^{b}$ ) one can find a compact subset $\mathcal{K}$, such that $\mathcal{K}^{\prime} \subset \mathcal{K}$ and for all $\gamma \in\left[0, \gamma^{\prime}\right]$ the topological degree of $\operatorname{grad} J$ on $\mathcal{K}$ about $\overrightarrow{0}$ is zero.
3. When $\gamma$ is large, there exist at least two critical points of $J$ in each $\mathcal{A}_{K}^{a}$ (or $\left.\mathcal{A}_{K}^{b}\right)$.
Proof. To prove part 1, we note that as far as the minimum is concerned the condition that $\gamma$ is large is equivalent to the condition that $\tau$ is small. Or $J$ can be considered as a perturbation of the function

$$
\begin{equation*}
J_{0}(\mathbf{r})=\frac{\omega_{n-1} \gamma}{2} \int_{0}^{1}\left|\left((1-\Delta)^{-1 / 2} u(\cdot ; \mathbf{r})\right)^{2}\right| r^{n-1} d r, \quad \mathbf{r} \in \mathcal{A}_{K}^{a}\left(\text { or } \mathcal{A}_{K}^{b}\right) \tag{2.21}
\end{equation*}
$$

We recall that $\mathcal{A}_{K}^{a}$ (and, similarly, $\mathcal{A}_{K}^{b}$ ) is identified with

$$
\left\{\mathbf{r}=\left(r_{1}, \ldots, r_{K}\right): 0<r_{1}<\cdots<r_{K}\right\}
$$

so that the boundary of $\mathcal{A}_{K}^{a}$ is not included in $\mathcal{A}_{K}^{a}$. We study $J_{0}$ on the boundary of $\mathcal{A}_{K}^{a}$ (the case $\mathcal{A}_{K}^{b}$ is left to the reader), which consists of three pieces: (1) $r_{1}=0$, (2) $r_{K}=1$, and (3) $r_{j}=r_{j+1}$ for some $j=1,2, \ldots, K-1$.

In $\mathcal{A}_{K}^{a}$,

$$
\begin{equation*}
\frac{\partial J_{0}}{\partial r_{j}}=\omega_{n-1} \gamma(b-a)(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1} \tag{2.22}
\end{equation*}
$$

If the minimum of $J_{0}$ is achieved on $r_{1}=0$, say, at $\mathbf{r}=\left(0, r_{2}, r_{3}, \ldots\right)$, then

$$
v\left(r_{2} ; \mathbf{r}\right)=v\left(r_{3} ; \mathbf{r}\right)=\cdots=v\left(r_{K} ; \mathbf{r}\right)=0
$$

However, $v\left(r_{2} ; \mathbf{r}\right)=0$ and $u(r ; \mathbf{r})=b>0$ for $r \in\left(0, r_{2}\right)$ imply that $v(r ; \mathbf{r})>0$ for $r \in\left[0, r_{2}\right)$ by the maximum principal. Then at this $\mathbf{r}$

$$
\begin{equation*}
\frac{\partial J_{0}(\mathbf{r})}{\partial r_{1}}=-\omega_{n-1} \gamma(b-a) v(0 ; \mathbf{r})<0 \tag{2.23}
\end{equation*}
$$

This means that the gradient of $J_{0}$ points outward at this $\mathbf{r}$. Then $\mathbf{r}$ cannot be a minimum point.

If the minimum of $J$ is achieved at $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{K-1}, 1\right)$ on the boundary piece $r_{N}=1$, then

$$
v\left(r_{1} ; \mathbf{r}\right)=v\left(r_{2} ; \mathbf{r}\right)=\cdots=v\left(r_{K-1} ; \mathbf{r}\right)=0
$$

Since for $r \in\left(r_{K-1}, 1\right)$,

$$
u(r ; \mathbf{r})= \begin{cases}a<0 & \text { if } K \text { is odd } \\ b>0 & \text { if } K \text { is even }\end{cases}
$$

$v\left(r_{K-1} ; \mathbf{r}\right)=0$ implies that $v(r)$ is negative if $K$ is odd and positive if $K$ is even on $\left(r_{K-1}, 1\right]$. Then

$$
\begin{equation*}
\frac{\partial J_{0}}{\partial r_{K}}=\gamma(b-a)(-1)^{K} v(1 ; \mathbf{r})>0 \tag{2.24}
\end{equation*}
$$

Hence the gradient of $J$ points outward at this $\mathbf{r}$ and it cannot be the minimum.
If the minimum of $J$ is achieved at a boundary point $\mathbf{r}$ on $r_{j}=r_{j+1}$, we have two possibilities. First we may have $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{j-1}, r_{j}, r_{j+1}, r_{j+2}, \ldots, r_{K}\right)$ with $r_{1}<r_{2}<\cdots<r_{j-1}<r_{j}=r_{j+1}<r_{j+2}<\cdots<r_{K}$. This means two interfaces coincide but other interfaces stay separate. Then

$$
v\left(r_{1} ; \mathbf{r}\right)=\cdots=v\left(r_{j-1} ; \mathbf{r}\right)=v\left(r_{j+2} ; \mathbf{r}\right)=\cdots=v\left(r_{K} ; \mathbf{r}\right)=0
$$

When $r \in\left(r_{j-1}, r_{j+2}\right)$,

$$
u(r ; \mathbf{r})= \begin{cases}a<0 & \text { if } j \text { is odd } \\ b>0 & \text { if } j \text { is even }\end{cases}
$$

Then, since $v\left(r_{j-1} ; \mathbf{r}\right)=v\left(r_{j+2} ; \mathbf{r}\right)=0$ for $r \in\left(r_{j-1}, r_{j+2}\right), v(r ; \mathbf{r})$ is negative if $j$ is odd and positive if $j$ is even by the maximal principal. Note that at the minimum $\mathbf{r}$ the outward normal direction is $\nu=(0,0, \ldots 0,1,-1,0, \ldots, 0)$, where 1 is the $j$ th entry and -1 the $(j+1)$ th entry. The directional derivative along $\nu$ is

$$
\begin{aligned}
\frac{\partial J}{\partial \nu} & =\gamma(b-a)\left[(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1}-(-1)^{j+1} v\left(r_{j+1} ; \mathbf{r}\right) r_{j+1}^{n-1}\right] \\
& =2 \gamma(b-a)(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1}>0
\end{aligned}
$$

Hence $\mathbf{r}$ cannot be the minimum.
In this case there is also the possibility that more than two interfaces collapse at one point, where the minimum is attained-for example, at $\mathbf{r}$ where $r_{1}<r_{2}<\cdots<$ $r_{j-2}<r_{j-1}=r_{j}=r_{j+1}<r_{j+2}<\cdots<r_{K}$. However, this point can be viewed as a point on the boundary of $\mathcal{A}_{K-1}^{a}$. We can make an induction assumption that in every $\mathcal{A}_{N}^{a}$ or $\mathcal{A}_{N}^{b}$ with $N \leq K-1$, the minimum of $J_{0}$ is not achieved on the boundary. Therefore this possibility needs no consideration.

Therefore the minimum of $J_{0}$ is achieved on a compact subset of $\mathcal{A}_{K}^{a}$. Hence for large $\gamma$, the minimum of $J$ is also achieved inside $\mathcal{A}_{K}^{a}$.

To prove part 2, we treat $\gamma$ in $J$ as a parameter for the homotopy argument. We consider the topological degree of $\operatorname{grad} J$. We are given a compact subset $\mathcal{K}^{\prime}$ of $\mathcal{A}_{K}^{a}$ and $\gamma$ in $\left[0, \gamma^{\prime}\right]$.

First we show that $\operatorname{grad} J$ is not $\overrightarrow{0}$ on the boundary of some compact $\mathcal{K} \supset \mathcal{K}^{\prime}$. When $\gamma=0$,

$$
\begin{equation*}
\frac{\partial J}{\partial r_{j}}=(n-1) \omega_{n-1} \tau r_{j}^{n-2} \tag{2.25}
\end{equation*}
$$

which is not 0 anywhere in $\mathcal{A}_{K}^{a}$. When $\gamma>0$, we consider the three pieces of the boundary of $\mathcal{A}_{K}^{a}$ again.

Although on the piece $r_{1}=0$ of the boundary $\partial J / \partial r_{1}=0$ if $n>2$, we move slightly away from $r_{1}=0$ and consider small and positive $r_{1}$. Then

$$
\begin{equation*}
\frac{\partial J}{\partial r_{1}}=(n-1) \omega_{n-1} \tau r_{1}^{n-2}+\gamma O\left(r_{1}^{n-1}\right)>0 \tag{2.26}
\end{equation*}
$$

Hence grad $J$ is not $\overrightarrow{0}$ when $r_{1}$ is positive and small.
On the second piece $\mathbf{r}_{K}=1$,

$$
\begin{align*}
\frac{\partial J}{\partial r_{K-1}} & =(n-1) \omega_{n-1} \tau r_{K-1}^{n-2}+\omega_{n-1} \gamma(b-a)(-1)^{K-1} v\left(r_{K-1} ; \mathbf{r}\right) r_{K-1}^{n-1}  \tag{2.27}\\
\frac{\partial J}{\partial r_{K}} & =(n-1) \omega_{n-1} \tau+\omega_{n-1} \gamma(b-a)(-1)^{K} v(1 ; \mathbf{r}) \tag{2.28}
\end{align*}
$$

For $r \in\left(r_{K-1}, 1\right), u(r ; \mathbf{r})=a<0$ if $K$ is odd and $u(r ; \mathbf{r})=b>0$ if $K$ is even. If $\frac{\partial J}{\partial r_{K-1}}=0$, then $v\left(r_{K-1} ; \mathbf{r}\right)$ is negative if $K$ is odd and positive if $K$ is even. Then for $r \in\left[r_{K-1}, 1\right], v(r ; \mathbf{r})$ is negative if $K$ is odd and positive if $K$ is even. In particular, $v(1 ; \mathbf{r})$ is negative if $K$ is odd and positive if $K$ is even. Then $\frac{\partial J}{\partial r_{K}}$ is always positive. Hence grad $J$ is not $\overrightarrow{0}$ on the second piece of the boundary.

On the third piece of the boundary $r_{j}=r_{j+1}$,

$$
\begin{align*}
\frac{\partial J}{\partial r_{j}} & =(n-1) \omega_{n-1} \tau r_{j}^{n-2}+\omega_{n-1} \gamma(b-a)(-1)^{j} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1}  \tag{2.29}\\
\frac{\partial J}{\partial r_{j+1}} & =(n-1) \omega_{n-1} \tau r_{j}^{n-2}+\omega_{n-1} \gamma(b-a)(-1)^{j+1} v\left(r_{j} ; \mathbf{r}\right) r_{j}^{n-1} \tag{2.30}
\end{align*}
$$

These two partial derivatives cannot simultaneously be 0 . Hence $\operatorname{grad} J$ is not $\overrightarrow{0}$ on the third piece of the boundary.

Now we can find a compact subset $\mathcal{K} \supset \mathcal{K}^{\prime}$ of $\mathcal{A}_{K}^{a}$ so that for all $\gamma \in\left[0, \gamma^{\prime}\right], \operatorname{grad} J$ is not $\overrightarrow{0}$ on the boundary of $\mathcal{K}$. Consequently we can define the topological degree of $\operatorname{grad} J$ in $\mathcal{K}$ about $\overrightarrow{0}$ :

$$
\begin{equation*}
\operatorname{Deg}(\operatorname{grad} J, \mathcal{K}, \overrightarrow{0}) \tag{2.31}
\end{equation*}
$$

Note that in part 2 of the lemma, $\gamma$ is allowed to be 0 . This is important, because when $\gamma=0, \operatorname{grad} J \neq \overrightarrow{0}$ in $\mathcal{A}_{K}^{a}$. Hence $\operatorname{Deg}(\operatorname{grad} J, \mathcal{K}, \overrightarrow{0})=0$ when $\gamma=0$. By the invariance of the degree under continuous deformation, $\operatorname{Deg}(\operatorname{grad} J, \mathcal{K}, \overrightarrow{0})=0$ for all $\gamma \in\left[0, \gamma^{\prime}\right]$. This proves part 2 of the lemma.

The third part of the lemma follows from parts 1 and 2 . For large $\gamma$, there is a minimum, say, $\mathbf{r}_{*}$, in $\mathcal{A}_{K}^{a}$. This gives one critical point of $J$. If this is the only critical point of $J$ in $\mathcal{A}_{K}^{a}$, we can find an open ball $\mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right)$ of radius $\eta$ centered at $\mathbf{r}_{*}$ whose
closure is a subset of $\mathcal{A}_{K}^{a}$. Let $\mathcal{K}$ be a compact subset of $\mathcal{A}_{K}^{a}$ given in part 2 of the lemma, and it is large enough to contain $\mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right)$ as a subset. Then

$$
\begin{equation*}
\operatorname{Deg}(\operatorname{grad} J, \mathcal{K}, \overrightarrow{0})=\operatorname{Deg}\left(\operatorname{grad} J, \overline{\mathcal{B}}_{\eta}\left(\mathbf{r}_{*}\right), \overrightarrow{0}\right)+\operatorname{Deg}\left(\operatorname{grad} J, \mathcal{K} \backslash \mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right), \overrightarrow{0}\right) \tag{2.32}
\end{equation*}
$$

We know that $\operatorname{Deg}(\operatorname{grad} J, \mathcal{K}, \overrightarrow{0})=0$ from part 2. Also $\operatorname{Deg}\left(\operatorname{grad} J, \mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right), \overrightarrow{0}\right)=1$ because the minimum $\mathbf{r}_{*}$ is the only critical point in $\mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right)$. Therefore $\operatorname{Deg}(\operatorname{grad} J$, $\left.\mathcal{K} \backslash \mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right), \overrightarrow{0}\right)=-1 \neq 0$. There is another critical point in $\mathcal{K} \backslash \mathcal{B}_{\eta}\left(\mathbf{r}_{*}\right)$.

The reader is probably tempted to combine Lemmas 2.2 and 2.4. Since there is a minimum of $J$ in $\mathcal{A}_{K}^{a}$ when $\gamma$ is large, one would like to show that this minimum is isolated and then following Lemma 2.2 conclude that $I_{\epsilon}$ has a local minimizer near the minimum of $J$. When $K=1$ or $K=2$, it is indeed easy to show that the local minimum of $J$ is isolated. However, for general $K$, we do not have a proof.

Moreover, in part 3 of Lemma 2.4 we have also found another critical point of $J$ for large $\gamma$. This critical point is in general not a local minimum of J. Lemma 2.2 is hence not applicable.

Similarly, the local maxima found in Lemma 2.3 are not of much use in the $\Gamma$ convergence theory.

To make use of all the critical points of $J$ found in Lemmas 2.3 and 2.4, we now abandon the $\Gamma$-convergence theory and proceed differently. Our new reduction approach may roughly be regarded as a convergence theory at the $C^{2}$ level, while the $\Gamma$-convergence theory is at the $C^{0}$ level. Using this argument we will be able to prove that in case III there are at least two critical points of $I_{\epsilon}$ with $K$ interfaces when $\gamma$ is sufficiently large (see Theorem 1.1). Similarly, in cases I and II there is a critical point of $I_{\epsilon}$ with one interface if $\gamma$ is large (see Theorem 1.2).
3. Lyapunov-Schmidt reduction procedure. The Lyapunov-Schmidt reduction procedure involves the first and second derivatives of $I_{\epsilon}$. For this reason we vaguely regard it as a reduction theory at the $C^{2}$ level.

We construct a manifold $\mathcal{M}$ of approximate solutions parameterized by $\mathbf{r}=$ $\left(r_{1}, r_{2}, \ldots, r_{K}\right)$. First define

$$
\begin{equation*}
s(r ; \mathbf{r})=a \text { in }\left(0, r_{1}\right), b \text { in }\left(r_{1}, r_{2}\right), a \text { in }\left(r_{2}, r_{3}\right), \ldots, \tag{3.1}
\end{equation*}
$$

which gives a profile away from the interfaces. Clearly $s(\cdot ; \mathbf{r}) \in \mathcal{A}_{K}^{a}$. We also identify the domain of $\mathbf{r}$ with $\mathcal{A}_{K}^{a}$. From now to the end of the paper we construct the two solutions in Theorem 1.1 that satisfy $\lim _{\epsilon \rightarrow 0} u_{\epsilon}^{a}(0)=a$ and the solution in part 2 of Theorem 1.2. Similar arguments can give the other solutions, starting with an $s(\cdot ; \mathbf{r}) \in \mathcal{A}_{K}^{b}$. We leave the details to the reader.

The interface profile is the solution $H(t)$ of the differential equation

$$
\begin{equation*}
-H_{t t}+f(H)=0, H(-\infty)=a, H(\infty)=b, H(0)=\frac{a+b}{2} \tag{3.2}
\end{equation*}
$$

$H(t)$ approaches $a$ (or $b$, respectively) exponentially fast as $t$ tends to $-\infty$ (or $\infty$, respectively) in the sense that there exist positive $C_{1}, C_{2}$ so that

$$
\begin{equation*}
0<H(t)-a<C_{1} e^{C_{2} t} \text { if } t<0, \text { and } 0<b-H(t)<C_{1} e^{-C_{2} t} \text { if } t>0 \tag{3.3}
\end{equation*}
$$

Near $r_{j}$ we use $H\left(\left(r-r_{j}\right) / \epsilon\right)$ if $j$ is odd, or $H\left(-\left(r-r_{j}\right) / \epsilon\right)$ if $j$ is even.

The outer approximation $s(\cdot ; \mathbf{r})$ and the inner approximation $H$ must be connected by a smooth cut-off function $\chi$ to make

$$
\begin{equation*}
w(r ; \mathbf{r})=\sum_{j=1}^{K} \chi\left(r-r_{j}\right) H\left((-1)^{j+1} \frac{r-r_{j}}{\epsilon}\right)+\left(1-\sum_{j=1}^{K} \chi\left(r-r_{j}\right)\right) s(r ; \mathbf{r}) \tag{3.4}
\end{equation*}
$$

where $\chi$ is defined to be

$$
\chi(r)=\left\{\begin{array}{lll}
1 & \text { in } \quad\left(-\epsilon^{\alpha}, \epsilon^{\alpha}\right)  \tag{3.5}\\
0 & \text { in } \quad \mathbf{R} \backslash\left(-2 \epsilon^{\alpha}, 2 \epsilon^{\alpha}\right) .
\end{array}\right.
$$

The exponent $\alpha$ in (3.5) satisfies

$$
\begin{equation*}
0<\alpha<1 \tag{3.6}
\end{equation*}
$$

$\chi$ satisfies

$$
\begin{equation*}
\chi=O(1), \chi^{\prime}=O\left(\epsilon^{-\alpha}\right), \chi^{\prime \prime}=O\left(\epsilon^{-2 \alpha}\right) \tag{3.7}
\end{equation*}
$$

The manifold $\mathcal{M}$ is

$$
\begin{equation*}
\mathcal{M}=\left\{w(\cdot ; \mathbf{r}): \mathbf{r} \in \mathcal{A}_{K}^{a}\right\} \tag{3.8}
\end{equation*}
$$

which is parameterized by $\mathbf{r}$ in $\mathcal{A}_{K}^{a}$.
We define two function spaces $\mathcal{X}$ and $\mathcal{Y}$,

$$
\begin{equation*}
\mathcal{X}=\left\{u \in W^{2,2}(\Omega): u=u(|x|), u_{r}(1)=0\right\} ; \quad \mathcal{Y}=\left\{q \in L^{2}(\Omega): q=q(|x|)\right\} \tag{3.9}
\end{equation*}
$$

and a nonlinear operator $S_{\epsilon}: \mathcal{X} \rightarrow \mathcal{Y}$ by

$$
\begin{equation*}
S_{\epsilon}(u)=-\epsilon^{2} \Delta u+f(u)+\epsilon \gamma(1-\Delta)^{-1} u \tag{3.10}
\end{equation*}
$$

Equation (1.5) is $S_{\epsilon}(u)=0$.
Lemma 3.1. $S_{\epsilon}(w)=O(\epsilon)$ locally uniformly in $\mathbf{r}$ and $\gamma$. More precisely, for each compact subset $\mathcal{K}$ of $\mathcal{A}_{K}^{a}$ and $\left[\gamma_{1}, \gamma_{2}\right], 0<\gamma_{1}<\gamma_{2}$, there exist $C>0$ and $\epsilon_{0}>0$ such that for all $\mathbf{r} \in \mathcal{K}, \gamma \in\left[\gamma_{1}, \gamma_{2}\right]$ and $\epsilon<\epsilon_{0},\left\|S_{\epsilon}(w(\cdot ; \mathbf{r}))\right\|_{\infty} \leq C \epsilon$.

Proof. Given $\mathcal{K}$ and $\left[\gamma_{1}, \gamma_{2}\right]$, we let $\mathbf{r} \in \mathcal{K}$ and $\gamma \in\left[\gamma_{1}, \gamma_{2}\right]$. Then

$$
\begin{align*}
S_{\epsilon}(w) & =-\epsilon^{2}\left(w_{r r}+\frac{n-1}{r} w_{r}\right)+f(w)+\epsilon \gamma(1-\Delta)^{-1} w \\
& =\left(-\epsilon^{2} w_{r r}+f(w)\right)-\epsilon^{2} \frac{n-1}{r} w_{r}+\epsilon \gamma(1-\Delta)^{-1} w \\
& =O\left(e^{-C / \epsilon}\right)+O(\epsilon)+O(\epsilon)=O(\epsilon) \tag{3.11}
\end{align*}
$$

The lemma follows. $\quad \square$
For each $j=1,2, \ldots, K$, let us define

$$
\begin{equation*}
h_{j}(r)=H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right) \kappa\left(\frac{r-r_{j}}{\sqrt{\epsilon}}\right)=H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right)+O\left(e^{-C / \sqrt{\epsilon}}\right) \tag{3.12}
\end{equation*}
$$

where $\kappa$ is a smooth, even, cut-off function

$$
\kappa(s)= \begin{cases}1 & \text { if }|s| \leq 1  \tag{3.13}\\ 0 & \text { if }|s| \geq 2\end{cases}
$$

Here $O\left(e^{-C / \sqrt{\epsilon}}\right)$ is an exponentially small quantity with respect to $\epsilon$ because of the exponentially fast decay rate of $H^{\prime}: H^{\prime}(t) \leq C_{1} e^{-C_{2}|t|}$. Therefore $h_{j}^{\prime}(0)=h_{j}^{\prime}(1)=0$, $\left\|h_{j}^{\prime}-\epsilon^{-1} H^{\prime \prime}\left(\frac{-r_{j}}{\epsilon}\right)\right\|_{\infty}=O\left(\epsilon^{-C / \sqrt{\epsilon}}\right)$, and $\left\|h_{j}^{\prime \prime}-\epsilon^{-2} H^{\prime \prime \prime}\left(\frac{-r_{j}}{\epsilon}\right)\right\|_{\infty}=O\left(\epsilon^{-C / \sqrt{\epsilon}}\right)$. Note that $h_{j}$ depends on $\mathbf{r}$ so we sometimes write it as $h_{j}(r ; \mathbf{r})$.

At each $w(\cdot ; \mathbf{r})$ of the manifold we define the space

$$
\begin{equation*}
\mathcal{F}_{\mathbf{r}}=\left\{\phi \in \mathcal{X}: \phi \perp h_{j}, j=1,2, \ldots, K\right\} \tag{3.14}
\end{equation*}
$$

where $\perp$ is defined from the inner product

$$
\begin{equation*}
\langle A, B\rangle=\int_{0}^{1} A(r) B(r) r^{n-1} d r \tag{3.15}
\end{equation*}
$$

Then $w_{\mathbf{r}}+\mathcal{F}_{\mathbf{r}}$ is a subset of $\mathcal{X}$, which we call the $\mathbf{r}$-fiber of $\mathcal{M}$ in $\mathcal{X}$. Define $\mathcal{E}_{\mathbf{r}}$ to be the subspace

$$
\begin{equation*}
\mathcal{E}_{\mathbf{r}}=\left\{q \in \mathcal{Y}: q \perp h_{j}, j=1,2, \ldots, K\right\} \tag{3.16}
\end{equation*}
$$

of $\mathcal{Y}$. Let the projection from $\mathcal{Y}$ to $\mathcal{E}_{\mathbf{r}}$ be $\pi_{\mathbf{r}}: \mathcal{Y} \rightarrow \mathcal{E}_{\mathbf{r}}$, defined by

$$
\begin{equation*}
\pi_{\mathbf{r}}(q)=q-\sum_{j=1}^{K} \frac{\left\langle q, h_{j}\right\rangle}{\left\|h_{j}\right\|_{2}^{2}} h_{j} . \tag{3.17}
\end{equation*}
$$

At each $w(\cdot ; \mathbf{r})$ we look for a $\phi(\cdot ; \mathbf{r}) \in \mathcal{F}_{\mathbf{r}}$ so that

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ S_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))=0 \tag{3.18}
\end{equation*}
$$

This means that we solve $S_{\epsilon}(u)=0$ in the fiber direction. For each $\phi \in \mathcal{F}_{\mathbf{r}}$ we expand

$$
\begin{equation*}
S_{\epsilon}(w+\phi)=S_{\epsilon}(w)+L_{\mathbf{r}}(\phi)+R_{\mathbf{r}}(\phi) \tag{3.19}
\end{equation*}
$$

where the linearized operator of $S_{\epsilon}$ at $w(\cdot ; \mathbf{r})$ is denoted by $L_{\mathbf{r}}: \mathcal{X} \rightarrow \mathcal{Y}$, defined by

$$
\begin{equation*}
L_{\mathbf{r}} \phi:=-\epsilon^{2}\left(\phi_{r r}+\frac{n-1}{r} \phi_{r}\right)+f^{\prime}(w(r ; \mathbf{r})) \phi+\epsilon \gamma(1-\Delta)^{-1} \phi \tag{3.20}
\end{equation*}
$$

and the remainder is

$$
\begin{equation*}
R_{\mathbf{r}}(\phi)=f(w+\phi)-f(w)-f^{\prime}(w) \phi \tag{3.21}
\end{equation*}
$$

Then (3.18) is written as

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ S_{\epsilon}(w)+\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)+\pi_{\mathbf{r}} \circ R_{\mathbf{r}}(\phi)=0 \tag{3.22}
\end{equation*}
$$

Regarding the linear operator $\pi_{\mathbf{r}} \circ L_{\mathbf{r}}$,

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}: \mathcal{F}_{\mathbf{r}} \rightarrow \mathcal{E}_{\mathbf{r}} \tag{3.23}
\end{equation*}
$$

(note that it is defined on $\mathcal{F}_{\mathbf{r}}-$ not on $\mathcal{X}$ ), we have the following lemma.
Lemma 3.2.

1. There exists $C_{1}>0$ independent of $\epsilon$ such that $\|\phi\|_{\infty} \leq C_{1}\left\|\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)\right\|_{\infty}$ for all $\phi \in \mathcal{F}_{\mathbf{r}}$. In particular, $\pi_{\mathbf{r}} \circ L_{\mathbf{r}}$ is one-to-one from $\overline{\mathcal{F}}_{\mathbf{r}}$ to $\mathcal{E}_{\mathbf{r}}$.
2. $\pi_{\mathbf{r}} \circ L_{\mathbf{r}}$ is onto from $\mathcal{F}_{\mathbf{r}}$ to $\mathcal{E}_{\mathbf{r}}$.

Proof. To prove part 1 we argue by contradiction. Suppose the conclusion is false. Then there exists $\psi_{\epsilon} \in \mathcal{F}_{\mathbf{r}}$ for each $\epsilon$ such that $\left\|\psi_{\epsilon}\right\|_{\infty}=1$ and along a subsequence of $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\left\|\pi_{\mathbf{r}} \circ L_{\mathbf{r}}\left(\psi_{\epsilon}\right)\right\|_{\infty} \rightarrow 0 \tag{3.24}
\end{equation*}
$$

To simplify notation, we write $\psi$ instead of $\psi_{\epsilon}$. We rewrite (3.24) as

$$
\begin{equation*}
-\epsilon^{2}\left(\psi_{r r}+\frac{n-1}{r} \psi_{r}\right)+f^{\prime}(w) \psi+\epsilon \gamma(1-\Delta)^{-1} \psi-\sum_{j=1}^{K} \beta_{j} h_{j}=o(1) \tag{3.25}
\end{equation*}
$$

for some $\beta_{j} \in \mathbf{R}$. More specifically, $\beta_{j}$ are given by

$$
\begin{equation*}
\beta_{j}=\frac{\left\langle L_{\mathbf{r}}(\psi), h_{j}\right\rangle}{\left\|h_{j}\right\|_{2}^{2}} \tag{3.26}
\end{equation*}
$$

We must estimate the size of $\beta_{j}$. To this end we multiply (3.25) by $h_{k}$ and integrate. Then

$$
\begin{align*}
\int_{0}^{1} & {\left[\left(-\epsilon^{2}\left(\psi_{r r}+\frac{n-1}{r} \psi_{r}\right)+f^{\prime}(w) \psi+\epsilon \gamma(1-\Delta)^{-1} \psi\right) h_{k}\right] r^{n-1} d r }  \tag{3.27}\\
& +\sum_{j=1}^{K} \beta_{j}\left\langle h_{j}, h_{k}\right\rangle=o(\epsilon)
\end{align*}
$$

Simple calculations simplify the second part on the left side, so

$$
\begin{align*}
\int_{0}^{1} & {\left[\left(-\epsilon^{2}\left(\psi_{r r}+\frac{n-1}{r} \psi_{r}\right)+f^{\prime}(w) \psi+\epsilon \gamma(1-\Delta)^{-1} \psi\right) h_{k}\right] r^{n-1} d r }  \tag{3.28}\\
& +\sum_{j=1}^{K} \beta_{j}\left(\epsilon \tau r_{j}^{n-1} \delta_{j k}+O\left(\epsilon^{2}\right)\right)=o(\epsilon)
\end{align*}
$$

where $\delta_{j k}=1$ if $j \neq k$ and 0 if $j=k$. Also we have used the fact that

$$
\begin{equation*}
\tau=\int_{\mathbf{R}}\left(H^{\prime}\right)^{2} d t \tag{3.29}
\end{equation*}
$$

This $\tau$ is the same as the one given in (2.5). These two expressions give the same value because of (3.2), which $H$ satisfies, and its first integral

$$
\begin{equation*}
-\frac{1}{2}\left(H^{\prime}(t)\right)^{2}+W(H(t))=0 \tag{3.30}
\end{equation*}
$$

The first part of the left side of (3.28) is estimated as follows:

$$
\begin{align*}
\int_{0}^{1} & {\left[\left(-\epsilon^{2}\left(\psi_{r r}+\frac{n-1}{r} \psi_{r}\right)+f^{\prime}(w) \psi+\epsilon \gamma(1-\Delta)^{-1} \psi\right) h_{k}\right] r^{n-1} d r }  \tag{3.31}\\
& =\int_{0}^{1}\left(-\epsilon^{2}\left(h_{k}^{\prime \prime}+\frac{n-1}{r} h_{k}^{\prime}\right) \psi+f^{\prime}(w) h_{k} \psi\right) r^{n-1} d r+\epsilon \gamma \int_{0}^{1}\left((1-\Delta)^{-1} \psi\right) h_{k} r^{n-1} d r \\
& =\int_{0}^{1}-\epsilon^{2} \frac{n-1}{r} h_{k}^{\prime} \psi r^{n-1} d r+O\left(\epsilon^{2}\right)=O\left(\epsilon^{2}\right)
\end{align*}
$$

This simplifies (3.28) to

$$
\begin{equation*}
\sum_{j=1}^{2 N} \beta_{j}\left(\epsilon \tau \delta_{j k}+O\left(\epsilon^{2}\right)\right)=o(\epsilon) \tag{3.32}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\beta_{j}=o(1) \tag{3.33}
\end{equation*}
$$

Let $y \in[0,1]$ such that, without loss of generality, $\psi(y)=\|\psi\|_{\infty}=1$. We claim that $y-r_{j}=O(\epsilon)$ for some $j$. Otherwise, at $y$,

$$
\begin{align*}
L_{\mathbf{r}}(\psi)(y) & =-\epsilon^{2} \Delta \psi(y)+f^{\prime}(w(y)) \psi(y)+\epsilon \gamma\left((1-\Delta)^{-1} \psi\right)(y) \\
& \geq 0+f^{\prime}(w(y))+\epsilon \gamma\left((1-\Delta)^{-1} \psi\right)(y) \\
& =f^{\prime}(w(y))+O(\epsilon)=f^{\prime}(a)+o(1) \tag{3.34}
\end{align*}
$$

Combining (3.33) and (3.34), we obtain

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\psi)(y) \geq f^{\prime}(a)-\sum_{j=1}^{K} \beta_{j} h_{j}(y)+o(1) \geq f^{\prime}(0)+o(1) \tag{3.35}
\end{equation*}
$$

which contradicts (3.24).
We have thus proved that $y-\xi_{j}=O(\epsilon)$ for some $j$, along a subsequence of $\epsilon \rightarrow 0$.
Define $\Psi(t)=\psi\left(r_{j}+\epsilon t\right)$. Then (3.25) and (3.33) imply

$$
\begin{equation*}
-\Psi^{\prime \prime}+f^{\prime}\left(w_{\mathbf{r}}\left(r_{j}+\epsilon t\right)\right) \Psi=o(1) \tag{3.36}
\end{equation*}
$$

uniformly on any compact subset of $\mathbf{R}$. From here we may pass to the limit and find $\Psi_{\infty}$ so that $\Psi \rightarrow \Psi_{\infty}$ in $C_{l o c}^{2}(\mathbf{R})$. Moreover, $\Psi_{\infty} \neq 0$ since $\Psi\left(\left(y-\xi_{j}\right) / \epsilon\right)=1$, and

$$
\begin{equation*}
-\Psi_{\infty}^{\prime \prime}+f^{\prime}(H) \Psi_{\infty}=0 \tag{3.37}
\end{equation*}
$$

The bounded solutions of this equation are scalar multiples of $H^{\prime}$. Hence $\Psi_{\infty}=c H^{\prime}$ for some $c \neq 0$.

On the other hand, since $\psi \in \mathcal{F}_{\mathbf{r}}$ means that $\psi \perp h_{j}$, we deduce that

$$
\begin{align*}
0 & =\left\langle\psi, h_{j}\right\rangle=\epsilon \int_{-r_{j} / \epsilon}^{\left(1-r_{j}\right) / \epsilon} \Psi(t)\left(H^{\prime}(t)-O\left(e^{-C / \sqrt{\epsilon}}\right)\right)\left(r_{j}+\epsilon t\right)^{n-1} d t  \tag{3.38}\\
& =\epsilon\left(c r_{j}^{n-1} \int_{\mathbf{R}}\left(H^{\prime}(t)\right)^{2} d t+o(1)\right)
\end{align*}
$$

which is impossible, for $c \neq 0$. We have thus proved part 1 of the lemma.
To prove part 2 of the lemma we need to solve

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=p \tag{3.39}
\end{equation*}
$$

in $\mathcal{F}_{\mathbf{r}}$ for any given $p \in \mathcal{E}_{\mathbf{r}}$. By applying $\pi_{\mathbf{r}} \circ(1-\Delta)^{-1}$ to both sides of (3.39) we consider the equation

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ(1-\Delta)^{-1} \circ \pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=\pi_{\mathbf{r}} \circ(1-\Delta)^{-1} p \tag{3.40}
\end{equation*}
$$

The linear operator $\pi_{\mathbf{r}} \circ(1-\Delta)^{-1} \circ \pi_{\mathbf{r}} \circ L_{\mathbf{r}}$ on the left side maps from $\mathcal{F}_{\mathbf{r}}$ to itself. For this operator $\mathcal{F}_{\mathbf{r}}$ is viewed as a Banach space whose norm is inherited from the $W^{2,2}(\Omega)$ norm. The operator has the form

$$
\begin{equation*}
\epsilon^{2}(\text { identity operator })+\text { compact operator. } \tag{3.41}
\end{equation*}
$$

According to the Fredholm alternative, (3.40) is solvable if

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ(1-\Delta)^{-1} \circ \pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=0 \tag{3.42}
\end{equation*}
$$

has only the trivial solution. To see this we write (3.42) as

$$
\begin{equation*}
(1-\Delta)^{-1} \circ \pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=\sum_{j=1}^{K} \alpha_{j} h_{j} \tag{3.43}
\end{equation*}
$$

for some $\alpha_{j} \in \mathbf{R}$. Apply $1-\Delta$ to the last equation to find

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=\sum_{j=1}^{K} \alpha_{j}\left(-\Delta h_{j}+h_{j}\right) \tag{3.44}
\end{equation*}
$$

We multiply it by $h_{k}$ and integrate to deduce

$$
\begin{align*}
0 & =\sum_{j=1}^{K} \alpha_{j} \int_{\Omega}\left(\nabla h_{j} \cdot \nabla h_{k}+h_{j} h_{k}\right) d x  \tag{3.45}\\
& =\alpha_{k} \int_{\Omega}\left(\left|\nabla h_{k}\right|^{2}+h_{k}^{2}\right) d x, k=1,2, \ldots, K
\end{align*}
$$

which implies that $\alpha_{j}=0, j=1,2, \ldots, K$. Then (3.44) becomes

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=0 \tag{3.46}
\end{equation*}
$$

The first part of the lemma implies that $\phi=0$.
Hence (3.40) is solvable; i.e., for any $p \in \mathcal{E}_{\mathbf{r}}$ there exist $\phi \in \mathcal{F}_{\mathbf{r}}$ and $\beta_{j} \in \mathbf{R}$ such that

$$
\begin{equation*}
(1-\Delta)^{-1} \circ \pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=(1-\Delta)^{-1} p+\sum_{j=1}^{K} \beta_{j} h_{j} \tag{3.47}
\end{equation*}
$$

Apply $1-\Delta$ to the last equation to deduce

$$
\begin{equation*}
\pi_{\mathbf{r}} \circ L_{\mathbf{r}}(\phi)=p+\sum_{j=1}^{K} \beta_{j}\left(-\Delta h_{j}+h_{j}\right) \tag{3.48}
\end{equation*}
$$

We again multiply by $h_{k}$ and integrate to obtain

$$
\begin{equation*}
0=\sum_{j=1}^{K} \beta_{j} \int_{\Omega} \nabla h_{j} \cdot \nabla h_{k} d x=\beta_{k} \epsilon \int_{\Omega}\left(\left|\nabla h_{k}\right|^{2}+h_{k}^{2}\right) d x, k=1,2, \ldots, K \tag{3.49}
\end{equation*}
$$

which implies that $\beta_{j}=0$ for all $j=1,2, \ldots, K$. Then (3.48) becomes (3.39).
We are now ready to solve (3.18).
Lemma 3.3. There exists $\phi(\cdot ; \mathbf{r}) \in \mathcal{F}_{\mathbf{r}}$ with $\|\phi(\cdot ; \mathbf{r})\|_{\infty}=O(\epsilon)$ so that $\pi_{\mathbf{r}} \circ$ $S_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))=0$.

Proof. We write (3.22) in a fixed point form:

$$
\begin{equation*}
\phi=\left(\pi_{\mathbf{r}} \circ L_{\mathbf{r}}\right)^{-1}\left(-\pi_{\mathbf{r}} \circ S_{\epsilon}(w)-\pi_{\mathbf{r}} \circ R_{\mathbf{r}}(\phi)\right) \tag{3.50}
\end{equation*}
$$

We define the operator $T_{\mathbf{r}}$ from $\mathcal{D}\left(T_{\mathbf{r}}\right)$ to itself,

$$
\begin{equation*}
T_{\mathbf{r}}(\phi)=\left(\pi_{\mathbf{r}} \circ L_{\mathbf{r}}\right)^{-1}\left(-\pi_{\mathbf{r}} \circ S_{\epsilon}(w)-\pi_{\mathbf{r}} \circ R_{\mathbf{r}}(\phi)\right) \tag{3.51}
\end{equation*}
$$

where the domain $\mathcal{D}\left(T_{\mathbf{r}}\right)$ of $T_{\mathbf{r}}$ is

$$
\begin{equation*}
\mathcal{D}\left(T_{\mathbf{r}}\right)=\left\{\phi \in L^{\infty}(0,1): \phi \perp h_{j}, j=1,2, \ldots, K\right\} . \tag{3.52}
\end{equation*}
$$

Let $\mathcal{B}_{\mathbf{r}}$ be a closed ball in $\mathcal{D}\left(T_{\mathbf{r}}\right)$ defined by

$$
\begin{equation*}
\mathcal{B}_{\mathbf{r}}=\left\{\phi \in \mathcal{D}\left(T_{\mathbf{r}}\right):\|\phi\|_{\infty} \leq C_{2} \epsilon\right\} \tag{3.53}
\end{equation*}
$$

where $C_{2}$ is a constant independent of $\epsilon$ to be determined soon. For every $\phi \in \mathcal{B}_{\mathbf{r}}$, by Lemma 3.1

$$
\begin{align*}
\left\|T_{\mathbf{r}}(\phi)\right\|_{\infty} & \leq C_{1}\left\|\pi_{\mathbf{r}} \circ S_{\epsilon}(w)\right\|_{\infty}+C_{1}\left\|\pi_{\mathbf{r}} \circ R_{\mathbf{r}}(\phi)\right\|_{\infty} \\
& \leq C_{3} \epsilon+C_{5}\left(1+O\left(\|\phi\|_{\infty}\right)\right)\|\phi\|_{\infty}^{2} \\
& \leq C_{3} \epsilon+C_{6} C_{2}^{2}\left(1+C_{2} \epsilon\right) \epsilon^{2} \tag{3.54}
\end{align*}
$$

where we have estimated $R_{\mathbf{r}}(\phi)$ as

$$
\begin{equation*}
\left\|R_{\mathbf{r}}(\phi)\right\|_{\infty} \leq 2\left\|f\left(w_{\mathbf{r}}+\phi\right)-f\left(w_{\mathbf{r}}\right)-f^{\prime}\left(w_{\mathbf{r}}\right) \phi\right\|_{\infty} \leq C_{4}\left(1+O\left(\|\phi\|_{\infty}\right)\right)\|\phi\|_{\infty}^{2} \tag{3.55}
\end{equation*}
$$

for some $C_{4}$ depending only on $f$. In (3.54) the constants $C_{3}$ and $C_{6}$ are again independent of $\epsilon$. If we choose $C_{2}$ to be sufficiently large, then when $\epsilon$ is small enough (3.54) is bounded by $C_{2} \epsilon$. Therefore by choosing such $C_{2}$ we see that $\mathcal{D}\left(T_{\mathbf{r}}\right)$ maps $\mathcal{B}_{\mathbf{r}}$ to itself.

Next we prove that $T_{\mathbf{r}}$ is a contraction mapping in $\mathcal{D}\left(T_{\mathbf{r}}\right)$. Take $\phi_{1}$ and $\phi_{2}$ in $\mathcal{D}\left(T_{\mathbf{r}}\right)$. Then

$$
\begin{align*}
\left\|T_{\mathbf{r}}\left(\phi_{1}\right)-T_{\mathbf{r}}\left(\phi_{2}\right)\right\|_{\infty} & \leq C_{1}\left\|\pi_{\mathbf{r}} \circ\left(R_{\mathbf{r}}\left(\phi_{1}\right)-R_{\mathbf{r}}\left(\phi_{2}\right)\right)\right\|_{\infty} \leq C_{7}\left\|R_{\mathbf{r}}\left(\phi_{1}\right)-R_{\mathbf{r}}\left(\phi_{2}\right)\right\|_{\infty} \\
& \leq C_{8}\left\|f\left(w_{\mathbf{r}}+\phi_{1}\right)-f\left(w_{\mathbf{r}}+\phi_{2}\right)-f^{\prime}\left(w_{\mathbf{r}}\right)\left(\phi_{1}-\phi_{2}\right)\right\|_{\infty} \\
& \leq C_{8}\left\|f^{\prime}\left(w_{\mathbf{r}}+\phi_{2}+\theta\left(\phi_{1}-\phi_{2}\right)\right)\left(\phi_{1}-\phi_{2}\right)-f^{\prime}\left(w_{\mathbf{r}}\right)\left(\phi_{1}-\phi_{2}\right)\right\|_{\infty} \\
& \leq C_{8}\left\|f^{\prime}\left(w_{\mathbf{r}}+\phi_{2}+\theta\left(\phi_{1}-\phi_{2}\right)\right)-f^{\prime}\left(w_{\mathbf{r}}\right)\right\|_{\infty}\left\|\phi_{1}-\phi_{2}\right\|_{\infty} \\
& \leq O\left(\left\|\phi_{1}\right\|_{\infty}+\left\|\phi_{2}\right\|_{\infty}\right)\left\|\phi_{1}-\phi_{2}\right\|_{\infty} \\
& \leq C_{9} \epsilon\left\|\phi_{1}-\phi_{2}\right\|_{\infty}, \tag{3.56}
\end{align*}
$$

which implies that $T_{\mathbf{r}}$ is a contraction mapping if $\epsilon$ is sufficiently small. In these estimates $\theta=\theta(x) \in(0,1)$ comes from the mean value theorem.
4. $C^{1}$-convergence of the reduced problem. We now define

$$
\begin{equation*}
Q_{\epsilon}(\mathbf{r})=I_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r})) \tag{4.1}
\end{equation*}
$$

where $w(\cdot ; \mathbf{r})$ is the approximate solution constructed in (3.4) and $\phi(\cdot ; \mathbf{r})$ is given in Lemma 3.3. We may view $Q_{\epsilon}$ as a function defined on $\mathcal{A}_{K}^{a}$.

Lemma 4.1. If $\mathbf{r} \in A_{K}^{a}$ is a critical point of $Q_{\epsilon}$, then $S_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))=0$.
Proof. Let $\mathbf{r}_{*}$ be a critical point of $Q_{\epsilon}$. Set $g(r ; \mathbf{r})=(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))$. At $\mathbf{r}=\mathbf{r}_{*}$ we have, for each $l$,

$$
\begin{aligned}
0 & =\frac{\partial Q_{\epsilon}\left(\mathbf{r}_{*}\right)}{\partial r_{l}}=\int_{0}^{1}\left(-\epsilon^{2} \Delta g+f(g)+\epsilon \gamma(1-\Delta)^{-1} g\right) \frac{\partial g}{\partial r_{l}} r^{n-1} d r \\
& =\sum_{m=1}^{K} c_{m} \int_{0}^{1} h_{m} \frac{\partial g}{\partial r_{l}} r^{n-1} d r
\end{aligned}
$$

Here we have assumed that at $\mathbf{r}_{*}, S_{\epsilon}(g)=\sum_{m=1}^{K} c_{m} h_{m}$, because $\pi_{\mathbf{r}}\left(S_{\epsilon}(g)\right)=0$. The last equation asserts that the coefficients $c_{m}$ satisfy a linear homogeneous system whose $m l$ matrix entry is $\int_{0}^{1} h_{m} \frac{\partial g}{\partial r_{l}} d x$ at $\mathbf{r}=\mathbf{r}_{*}$.

Recall that $g=w+\phi$ and $h_{m} \perp \phi$ for all $\mathbf{r}$. We differentiate $0=\int_{0}^{1} h_{m} \phi r^{n-1} d r$ with respect to $r_{l}$ to obtain

$$
\int_{0}^{1} h_{m} \frac{\partial \phi(r ; \mathbf{r})}{\partial r_{l}} r^{n-1} d r=-\int_{0}^{1} \frac{\partial h_{m}(r ; \mathbf{r})}{\partial r_{l}} \phi(r ; \mathbf{r}) r^{n-1} d r
$$

Therefore, since $\phi=O(\epsilon)$,
$\int_{0}^{1} h_{m} \frac{\partial g}{\partial r_{l}} r^{n-1} d r=\int_{0}^{1}\left(h_{m} \frac{\partial w}{\partial r_{l}}-\frac{\partial h_{m}}{\partial r_{l}} \phi\right) r^{n-1} d r=\delta_{m l} r_{l}^{n-1} \int_{R}\left(H^{\prime}(t)\right)^{2} d t+O(\epsilon)$.
Therefore the coefficient matrix is nonsingular. This implies $c_{m}=0$, i.e., $S_{\epsilon}\left(g\left(\cdot ; \mathbf{r}_{*}\right)\right)=$ 0 . $\quad$

The reduced problem $Q_{\epsilon}$, scaled by $\epsilon^{-1}$, converges to $J$ given in (2.4) in $C^{1}$ locally in $\mathbf{r}$ and locally in $\gamma$.

Lemma 4.2. Given a compact subset $\mathcal{K}$ of $\mathcal{A}_{K}^{a}$ and an interval $\left[\gamma_{1}, \gamma_{2}\right]$, with $0<\gamma_{1}<\gamma_{2}<\infty$, we have that for every $\delta>0$ there exists $\epsilon_{0}>0$ such that when $\epsilon<\epsilon_{0},\left|\epsilon^{-1} Q_{\epsilon}(\mathbf{r})-J(\mathbf{r})\right|<\delta$ and $\left|\operatorname{grad} \epsilon^{-1} Q_{\epsilon}(\mathbf{r})-\operatorname{grad} J(\mathbf{r})\right|<\delta$ for all $\mathbf{r} \in \mathcal{K}$ and $\gamma \in\left[\gamma_{1}, \gamma_{2}\right]$.

Proof. Given $\mathcal{K}$ and $\left[\gamma_{1}, \gamma_{2}\right]$, we let $\mathbf{r} \in \mathcal{K}$ and $\gamma \in\left[\gamma_{1}, \gamma_{2}\right]$. We first show the $C^{0}$-convergence. Expand $I_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))$ to find

$$
\begin{equation*}
Q_{\epsilon}(\mathbf{r})=I_{\epsilon}(w)+\int_{0}^{1} S_{\epsilon}(w) \phi r^{n-1} d r+\frac{1}{2} \int_{0}^{1} \phi L_{\mathbf{r}} \phi d x+O\left(\epsilon^{3}\right) \tag{4.2}
\end{equation*}
$$

The equation $\pi_{\mathbf{r}} \circ S_{\epsilon}(w+\phi)=0$ implies that $S_{\epsilon}(w+\phi)=\sum_{j=1}^{K} \beta_{j} h_{j}$ for some $\beta_{j} \in \mathbf{R}$, which can be written as

$$
\begin{equation*}
S_{\epsilon}(w)+L_{\mathbf{r}} \phi+O\left(\epsilon^{2}\right)=\sum_{j=1}^{K} \beta_{j} h_{j} \tag{4.3}
\end{equation*}
$$

Multiply (4.3) by $\phi$ and integrate to find

$$
\begin{equation*}
\int_{0}^{1} S_{\epsilon}(w) \phi r^{n-1} d r+\int_{0}^{1} \phi L_{\mathbf{r}} \phi r^{n-1} d r+O\left(\epsilon^{3}\right)=0 \tag{4.4}
\end{equation*}
$$

since $\phi \perp h_{j}$. Substituting (4.4) into (4.2), we deduce

$$
\begin{equation*}
Q_{\epsilon}(\mathbf{r})=I_{\epsilon}(w)+\frac{1}{2} \int_{0}^{1} S_{\epsilon}(w) \phi r^{n-1} d r+O\left(\epsilon^{3}\right) \tag{4.5}
\end{equation*}
$$

By Lemma 3.1 we obtain

$$
\begin{equation*}
\int_{0}^{1} S_{\epsilon}(w) \phi r^{n-1} d r=O\left(\epsilon^{2}\right) \tag{4.6}
\end{equation*}
$$

Now (4.5) becomes

$$
\begin{equation*}
Q_{\epsilon}(\mathbf{r})=I_{\epsilon}(w(\cdot ; \mathbf{r}))+O\left(\epsilon^{2}\right) \tag{4.7}
\end{equation*}
$$

So we turn our attention to $I_{\epsilon}(w(\cdot ; \mathbf{r}))$. Note that

$$
\begin{aligned}
I_{\epsilon}(w(\cdot ; \mathbf{r})) & =\omega_{n-1} \int_{0}^{1}\left[\frac{\epsilon^{2}}{2}\left|w_{r}\right|^{2}+W(w)\right] r^{n-1} d r+\frac{\omega_{n-1} \epsilon \sigma}{2} \int_{0}^{1}\left|(1-\Delta)^{-1 / 2} w\right|^{2} r^{n-1} d r \\
& =\omega_{n-1} \epsilon \tau \sum_{j=1}^{K} r_{j}^{n-1}+\frac{\omega_{n-1} \epsilon \gamma}{2} \int_{0}^{1}\left|(1-\Delta)^{-1 / 2} w\right|^{2} r^{n-1} d r+O\left(\epsilon^{2}\right) \\
(4.8) \quad & =\epsilon J(\mathbf{r})+O\left(\epsilon^{2}\right)
\end{aligned}
$$

Before arriving at (4.8) we have used the fact that

$$
\int_{\mathbf{R}}\left[\frac{1}{2}\left(H^{\prime}\right)^{2}+W(H)\right] d t=\tau
$$

which follows from the first integral (3.30) of $H$ and the definition of $\tau$. Therefore,

$$
\begin{equation*}
Q_{\epsilon}(\mathbf{r})=\epsilon J(\mathbf{r})+O\left(\epsilon^{2}\right) \tag{4.9}
\end{equation*}
$$

proving the convergence at the $C^{0}$ level.
Next we show the convergence of $\operatorname{grad}\left(\epsilon^{-1} Q_{\epsilon}\right)$. We calculate

$$
\begin{align*}
\frac{\partial Q_{\epsilon}(\mathbf{r})}{\partial r_{j}} & =\frac{\partial}{\partial r_{j}} I_{\epsilon}(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r})) \\
& =\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial(w(\cdot ; \mathbf{r})+\phi(\cdot ; \mathbf{r}))}{\partial r_{j}} d x \\
& =\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x+\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial \phi(\cdot ; \mathbf{r})}{\partial r_{j}} d x \tag{4.10}
\end{align*}
$$

We estimate the second integral in (4.10) first. Note that since $\pi_{\mathbf{r}}\left(S_{\epsilon}(w+\phi)\right)=0$,

$$
S_{\epsilon}(w+\phi)=\sum_{l=1}^{K} \beta_{l} h_{l}
$$

for some $\beta_{l} \in \mathbf{R}$. Since when $l \neq m, h_{l}$, and $h_{m}$ are supported in disjoint sets, the $h_{l}$ 's are perpendicular to each other. We find

$$
\beta_{l}=\frac{\left\langle S_{\epsilon}(w+\phi), h_{l}\right\rangle}{\left\|h_{l}\right\|_{2}^{2}}
$$

To estimate the numerator on the right side we write

$$
S_{\epsilon}(w+\phi)=S_{\epsilon}(w)+L_{\mathbf{r}} \phi+R_{\mathbf{r}}(\phi)
$$

From Lemma 3.1 we find

$$
\left|\left\langle S_{\epsilon}(w), h_{l}\right\rangle\right| \leq\left\|S_{\epsilon}(w)\right\|_{\infty}\left\|h_{l}\right\|_{1}=O(\epsilon) O(\epsilon)=O\left(\epsilon^{2}\right)
$$

From Lemma 3.3 we have

$$
\left|\left\langle L_{\mathbf{r}} \phi, h_{l}\right\rangle\right|=\left|\left\langle L_{\mathbf{r}} h_{l}, \phi\right\rangle\right| \leq\left\|L_{\mathbf{r}} h_{l}\right\|_{1}\|\phi\|_{\infty}=O\left(\epsilon^{2}\right) O(\epsilon)=O\left(\epsilon^{3}\right)
$$

and

$$
\left|\left\langle R_{\mathbf{r}}(\phi), h_{l}\right\rangle\right| \leq\left\|R_{\mathbf{r}}(\phi)\right\|_{\infty}\left\|h_{l}\right\|_{1}=O\left(\epsilon^{2}\right) O(\epsilon)=O\left(\epsilon^{3}\right)
$$

Combing the last three estimates we obtain

$$
\left\langle S_{\epsilon}(w+\phi), h_{l}\right\rangle=O\left(\epsilon^{2}\right)
$$

Since $\left\|h_{l}\right\|_{2}^{2}$ is of order $\epsilon$, we deduce

$$
\begin{equation*}
\beta_{l}=O(\epsilon) \tag{4.11}
\end{equation*}
$$

The fact $\phi \perp h_{l}$ implies, after differentiating $\left\langle\phi, h_{l}\right\rangle=0$ with respect to $r_{j}$, that

$$
\begin{equation*}
\int_{0}^{1} \frac{\partial \phi(r ; \mathbf{r})}{\partial r_{j}} h_{j} r^{n-1} d r+\int_{0}^{1} \frac{\partial h_{l}(r ; \mathbf{r})}{\partial r_{j}} \phi r^{n-1} d r=0 \tag{4.12}
\end{equation*}
$$

Hence the second integral in (4.10) becomes

$$
\begin{align*}
\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial \phi(\cdot ; \mathbf{r})}{\partial r_{j}} d x & =\sum_{l=1}^{K} \omega_{n-1} \beta_{l} \int_{0}^{1} h_{j} \frac{\partial \phi}{\partial r_{j}} r^{n-1} d r  \tag{4.13}\\
& =-\sum_{l=1}^{K} \omega_{n-1} \beta_{l} \int_{0}^{1} \phi \frac{\partial h_{l}}{\partial r_{j}} r^{n-1} d r
\end{align*}
$$

Our estimate of $\beta_{l},(4.11)$, and Lemma 3.3 imply that the last quantity of (4.13) is of order $\epsilon^{2}$ :

$$
\begin{equation*}
\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial \phi(\cdot ; \mathbf{r})}{\partial r_{j}} d x=O\left(\epsilon^{2}\right) \tag{4.14}
\end{equation*}
$$

It remains to calculate the first integral in (4.10). We again write $S_{\epsilon}(w+\phi)=$ $S_{\epsilon}(w)+L_{\mathbf{r}} \phi+R_{\mathbf{r}}(\phi)$ so that

$$
\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x=\int_{\Omega}\left[S_{\epsilon}(w) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}}+L_{\mathbf{r}} \phi \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}}+R_{\mathbf{r}}(\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}}\right] d x
$$

We must separate two cases: $j$ is odd and $j$ is even. When $j$ is odd, $w(r)$ is $H\left(\frac{r-r_{j}}{\epsilon}\right)$ for $r$ near $r_{j}$. Moreover,

$$
\begin{equation*}
\frac{\partial w(r ; \mathbf{r})}{\partial r_{j}}=-\epsilon^{-1} H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right)+O\left(e^{-C / \epsilon}\right) \tag{4.15}
\end{equation*}
$$

In this case we argue as in the estimations leading to (4.11) to conclude that

$$
\int_{\Omega} L_{\mathbf{r}} \phi \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x=O\left(\epsilon^{2}\right), \quad \int_{\Omega} R_{\mathbf{r}}(\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x=O\left(\epsilon^{2}\right)
$$

Therefore,

$$
\begin{align*}
& \int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x=\int_{\Omega} S_{\epsilon}(w) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x+O\left(\epsilon^{2}\right)  \tag{4.16}\\
= & \omega_{n-1} \int_{0}^{1}\left[-\epsilon^{2}\left(w_{r r}+\frac{n-1}{r} w_{r}\right)+f(w)+\epsilon \gamma(1-\Delta)^{-1} w\right] \frac{\partial w(r ; \mathbf{r})}{\partial r_{j}} r^{n-1} d r \\
& +O\left(\epsilon^{2}\right) \\
= & \omega_{n-1} \int_{0}^{1}\left[-\epsilon^{2} \frac{n-1}{r} w_{r}+\epsilon \gamma(1-\Delta)^{-1} w\right]\left(-\epsilon^{-1} H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right)\right) r^{n-1} d r+O\left(\epsilon^{2}\right) \\
= & \omega_{n-1} \int_{0}^{1}\left[-\epsilon \frac{n-1}{r} H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right)+\epsilon \gamma(1-\Delta)^{-1} w\right]\left(-\epsilon^{-1} H^{\prime}\left(\frac{r-r_{j}}{\epsilon}\right)\right) r^{n-1} d r \\
& +O\left(\epsilon^{2}\right) \\
= & \omega_{n-1} \epsilon\left[(n-1) \tau r_{j}^{n-2}-(b-a) \gamma r_{j}^{n-1}\left((1-\Delta)^{-1} w(\cdot ; \mathbf{r})\right)\left(r_{j}\right)\right]+O\left(\epsilon^{2}\right)
\end{align*}
$$

Similarly when $j$ is even, $w(r)$ is $H\left(-\frac{r-r_{j}}{\epsilon}\right)$ for $r$ near $r_{j}$ and

$$
\begin{equation*}
\frac{\partial w(r ; \mathbf{r})}{\partial r_{j}}=\epsilon^{-1} H^{\prime}\left(-\frac{r-r_{j}}{\epsilon}\right)+O\left(e^{-C / \epsilon}\right) \tag{4.17}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x \\
& =\omega_{n-1} \epsilon\left[(n-1) \tau r_{j}^{n-2}+(b-a) \gamma r_{j}^{n-1}\left((1-\Delta)^{-1} w(\cdot ; \mathbf{r})\right)\left(r_{j}\right)\right]+O\left(\epsilon^{2}\right) \\
& =\omega_{n-1} \epsilon\left[(n-1) \tau r_{j}^{n-2}+(b-a) \gamma r_{j}^{n-1}\left((1-\Delta)^{-1} s(\cdot ; \mathbf{r})\right)\left(r_{j}\right)\right]+O\left(\epsilon^{2}\right) \tag{4.18}
\end{align*}
$$

Recall that $s \in \mathcal{A}_{K}^{a}$ is the outer part of $w$ defined in (3.1). In conclusion, by (4.10), (4.14), (4.16), (4.18), and the calculations of $\partial J / \partial r_{j}$ in section 2 , we have that

$$
\begin{equation*}
\frac{\partial Q_{\epsilon}(\mathbf{r})}{\partial r_{j}}=\int_{\Omega} S_{\epsilon}(w+\phi) \frac{\partial w(\cdot ; \mathbf{r})}{\partial r_{j}} d x+O\left(\epsilon^{2}\right)=\epsilon \frac{\partial J(\mathbf{r})}{\partial r_{j}}+O\left(\epsilon^{2}\right) \tag{4.19}
\end{equation*}
$$

This proves the lemma.
We are now ready to prove our main results.
Proof of Theorem 1.1. Lemma 2.4, part 1, asserts that $J$ is minimized at a point in the interior of $\mathcal{A}_{K}^{a}$ if $\gamma$ is large. By Lemma 4.2 we conclude that $Q_{\epsilon}$ has a local
minimum $\mathbf{r}_{\epsilon}$ in $\mathcal{A}_{K}^{a}$. As $\epsilon \rightarrow 0, \mathbf{r}_{\epsilon}$ converges, possibly along a subsequence, to $\mathbf{r}_{*} \in \mathcal{A}_{K}^{a}$, which is a minimizer of $J$. Choose a small neighborhood $\mathcal{K}_{1}$ of $r_{*}$ so that $\mathbf{r}_{\epsilon} \in \mathcal{K}_{1}$. If there are several critical points of $Q_{\epsilon}$ in $\mathcal{K}_{1}$, we are finished. If there is only one, it is an isolated strict local minimum and hence has index 1 . On the other hand, there exists a neighborhood $\mathcal{K}$ of $\mathcal{K}_{1}$ on which the degree of grad $J$ is zero by Lemma 2.4, part 2. Hence, by continuity, the same is true for $\operatorname{grad} Q_{\epsilon}$ for small $\epsilon$. Hence there must be another critical point of $Q_{\epsilon}$ in $\mathcal{K}$, as required.

Proof of Theorem 1.2. We combine Lemmas 2.3 and 4.2.
5. Solutions with layers near the boundary. In this section, we construct solutions with multiple layers near the boundary of $\Omega$ and prove Theorem 1.3. Let $m^{2}=f^{\prime}(a)=f^{\prime}(b)=(b-a)^{2} / 2>0$. First, we construct an approximate solution.

Let $\xi(t)$ be a smooth function, such that $0 \leq \xi \leq 1, \xi(t)=0$ for $t \leq \frac{1}{2}$, and $\xi=1$ for $t \geq \frac{2}{3}$. Let $\mathbf{r}=\left(r_{0}, \bar{r}_{1}, r_{1}, \ldots, \bar{r}_{k}, r_{k}\right) \in D_{\epsilon, k}$, where $D_{\epsilon, k}$ is the set containing all $\mathbf{r}$ satisfying

$$
1-M \epsilon \ln \frac{1}{\epsilon}<r_{0}<\bar{r}_{1}<r_{1}<\cdots<\bar{r}_{k}<r_{k}<1-\alpha \epsilon \ln \frac{1}{\epsilon}
$$

and

$$
\bar{r}_{j}-r_{j-1} \geq \alpha \epsilon \ln \frac{1}{\epsilon}, \quad r_{j}-\bar{r}_{j} \geq \alpha \epsilon \ln \frac{1}{\epsilon}, \quad j=1, \ldots, k
$$

where $\alpha>0$ is a small constant and $M>0$ is a large constant.
Define

$$
v_{\epsilon, j}(r)=(1-\xi) b+\xi(r) H\left(\frac{r_{j}-r}{\epsilon}\right), \quad j=0,1, \ldots, k
$$

and

$$
\bar{v}_{\epsilon, j}(r)=(1-\xi) a+\xi(r) H\left(\frac{r-\bar{r}_{j}}{\epsilon}\right), \quad j=1, \ldots, k
$$

It is easy to check that $v_{\epsilon, j}$ and $\bar{v}_{\epsilon, j}$ satisfy

$$
\begin{equation*}
-\epsilon^{2} \Delta v=-f(v)+O\left(\epsilon^{2}\left|v^{\prime}\right|+\epsilon^{2}\right)=-f(v)+O(\epsilon) \tag{5.1}
\end{equation*}
$$

Let

$$
w_{\epsilon, k}(r)=v_{\epsilon, 0}+\sum_{j=1}^{k}\left(v_{\epsilon, j}+\bar{v}_{\epsilon, j}-a-b\right) .
$$

Then, using (5.1), we obtain

$$
\begin{align*}
- & \epsilon^{2} \Delta w_{\epsilon, k}+m^{2} w_{\epsilon, k} \\
= & -\epsilon^{2} \Delta v_{\epsilon, 0}-\sum_{j=1}^{k}\left(\epsilon^{2} \Delta v_{\epsilon, j}+\epsilon^{2} \Delta \bar{v}_{\epsilon, j}\right)+m^{2} w_{\epsilon, k} \\
= & -f\left(v_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(f\left(v_{\epsilon, j}\right)+f\left(\bar{v}_{\epsilon, j}\right)\right)+m^{2} w_{\epsilon, k} \\
& +\epsilon O\left(\epsilon\left|v_{\epsilon, 0}^{\prime}\right|+\epsilon \sum_{j=1}^{k}\left(\left|v_{\epsilon, j}^{\prime}\right|+\left|\bar{v}_{\epsilon, j}^{\prime}\right|\right)+\epsilon\right) \tag{5.2}
\end{align*}
$$

Since $w_{\epsilon, k}$ does not satisfy $w_{\epsilon, k}^{\prime}(1)=0$, we need to make a projection as follows. Let $P w_{\epsilon, k}$ be the solution of

$$
\left\{\begin{array}{l}
-\epsilon^{2} \Delta P w_{\epsilon, k}+m^{2} P w_{\epsilon, k}=-\epsilon^{2} \Delta w_{\epsilon, k}+m^{2} w_{\epsilon, k} \quad \text { in } \Omega  \tag{5.3}\\
\left(P w_{\epsilon, k}\right)^{\prime}(1)=0
\end{array}\right.
$$

We denote $\varphi_{\epsilon}=w_{\epsilon, k}-P w_{\epsilon, k}$. Then $\varphi_{\epsilon}$ satisfies

$$
\left\{\begin{array}{l}
-\epsilon^{2} \Delta \varphi_{\epsilon}+m^{2} \varphi_{\epsilon}=0 \text { in } \Omega  \tag{5.4}\\
\varphi_{\epsilon}^{\prime}(1)=w_{\epsilon, k}^{\prime}(1)
\end{array}\right.
$$

By the maximum principle, we see $\varphi_{\epsilon}<0$.
We have the following estimates for $\varphi_{\epsilon}$.
Lemma 5.1. For any small $\theta>0$, there is a constant $C>0$, such that

$$
\left|\varphi_{\epsilon}(r)\right| \leq C e^{-m\left(1-r_{k}\right) / \epsilon} e^{-m(1-\theta)(1-r) / \epsilon}
$$

In particular,

$$
\left|\varphi_{\epsilon}(r)\right| \leq C e^{-m(1-\theta)\left|r-r_{k}\right| / \epsilon}
$$

Proof. Let $G_{\epsilon}(Y, y)$ and $G(Y, y)$ be the Green function of $-\epsilon^{2} \Delta+m^{2} I$ in $\Omega$ and $-\Delta+m^{2} I$ in $\Omega_{\epsilon, y}=\{Y: \epsilon Y+y \in \Omega\}$ subject to the Neumann boundary condition, respectively. Then

$$
G_{\epsilon}(Y, y)=\frac{1}{\epsilon^{n}} G\left(\frac{Y-y}{\epsilon}, 0\right)
$$

We have

$$
\varphi_{\epsilon}(y)=\epsilon^{2} \int_{\partial \Omega} G_{\epsilon}(Y, y) w_{\epsilon, k}^{\prime}(1) d Y
$$

This, together with $\left|w_{\epsilon, k}^{\prime}(1)\right|=\epsilon^{-1}\left|\sum_{j=1}^{k} H^{\prime}\left(\frac{1-\bar{r}_{j}}{\epsilon}\right)-\sum_{j=0}^{k} H^{\prime}\left(\frac{1-r_{j}}{\epsilon}\right)\right| \leq C \epsilon^{-1}$ $e^{-m\left(1-r_{k}\right) / \epsilon}$, gives

$$
\begin{align*}
& \left|\varphi_{\epsilon}(y)\right| \leq C \epsilon e^{-m\left(1-r_{k}\right) / \epsilon} \int_{\partial \Omega}\left|G_{\epsilon}(Y, y)\right| d Y \\
& =C \epsilon e^{-m\left(1-r_{k}\right) / \epsilon} \frac{1}{\epsilon^{n}} \int_{\partial \Omega}\left|G\left(\frac{Y-y}{\epsilon}, 0\right)\right| d Y \\
& =C e^{-m\left(1-r_{k}\right) / \epsilon} \int_{\partial \Omega_{\epsilon, y}}|G(Y, 0)| d Y \leq C e^{-m\left(1-r_{k}\right) / \epsilon} e^{-m(1-\theta)(1-r) / \epsilon} \tag{5.5}
\end{align*}
$$

since $G(Y, 0) \sim \frac{1}{|Y|^{N-2}}$ as $|Y| \rightarrow 0$, and $|G(Y, 0)| \leq C e^{-m|Y|}$ as $|Y| \rightarrow+\infty$.
Since for $r \in[0,1]$ we have

$$
\left|r-r_{k}\right| \leq\left|1-r_{k}\right|+|r-1|=1-r_{k}+1-r
$$

as a result

$$
\left|\varphi_{\epsilon}(y)\right| \leq C e^{-m\left(1-r_{k}\right) / \epsilon} e^{-m(1-\theta)(1-r) / \epsilon} \leq C e^{-m(1-\theta)\left|r-r_{k}\right| / \epsilon} .
$$

So, we have proved the lemma.
Define

$$
I^{*}(u)=\frac{\epsilon^{2}}{2} \int_{\Omega}|D u|^{2}+\int_{\Omega} W(u)
$$

where $W(t)=\int_{a}^{t} f(s) d s$.
Next, we estimate $I^{*}\left(P w_{\epsilon, k}\right)$. We have
Proposition 5.2.

$$
\begin{aligned}
& I^{*}\left(P w_{\epsilon, k}\right)=\epsilon A r_{0}^{n-1}+\epsilon A \sum_{j=1}^{k}\left(\bar{r}_{j}^{n-1}+r_{j}^{n-1}\right) \\
& -B \epsilon \sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)-B_{\epsilon} \omega_{n-1} \epsilon e^{-2 m\left(1-r_{k}\right) / \epsilon} \\
& +\epsilon O\left(\sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+e^{-2(1+\sigma) m\left(1-r_{k}\right) / e}+\epsilon\right)
\end{aligned}
$$

where $A>0$ and $B>0$ are some constants independent of $\epsilon, B_{\epsilon}>0$ is a constant depending on $\epsilon$, satisfying $b_{2} \geq B_{\epsilon} \geq b_{1}>0$ for some constants $b_{2}$ and $b_{1}$, and $\sigma>0$ is a constant.

From Proposition 5.2, we see that there are three factors that affect the energy of $P w_{\epsilon, k}$ :
(i) The contribution from the layers is

$$
\epsilon A r_{0}^{n-1}+\epsilon A \sum_{j=1}^{k}\left(\bar{r}_{j}^{n-1}+r_{j}^{n-1}\right)
$$

(ii) The contribution from the interaction between the layers is

$$
-B \epsilon \sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)
$$

(iii) The contribution from the Neumann boundary condition is

$$
B_{\epsilon} \omega_{n-1} \epsilon e^{-2 m\left(1-r_{k}\right) / \epsilon} .
$$

So, we conclude that the energy will decrease if the layer moves away from the boundary, or the layers move toward each other, or the layer moves toward the boundary. As a result, if $I^{*}\left(P w_{\epsilon, k}\right)$ attains its maximum, the layers must be suitably separated and stay suitably close to the boundary.

We will prove Proposition 5.2 by proving three lemmas.
Let

$$
\hat{f}(t)=f(t+a)
$$

Then $\hat{F}(t)=\int_{0}^{t} \hat{f}(s) d s=W(t+a)$.

Denote $\psi_{\epsilon, j}=v_{\epsilon, j}-a, j=0, \ldots, k, \bar{\psi}_{\epsilon, j}=\bar{v}_{\epsilon, j}-a, j=1, \ldots, k$, and $\tilde{v}_{\epsilon, j}=$ $\psi_{\epsilon, j}+\bar{\psi}_{\epsilon, j}-(b-a)=v_{\epsilon, j}+\bar{v}_{\epsilon, j}-b-a, j=1, \ldots, k, \tilde{v}_{\epsilon, 0}=\psi_{\epsilon, 0}$. So, with this notation, we see that

$$
f\left(v_{\epsilon, j}\right)=\hat{f}\left(\psi_{\epsilon, j}\right), \quad f\left(\bar{v}_{\epsilon, j}\right)=\hat{f}\left(\bar{\psi}_{\epsilon, j}\right),
$$

and

$$
W\left(w_{\epsilon, k}\right)=\hat{F}\left(\bar{w}_{\epsilon, k}\right),
$$

where $\bar{w}_{\epsilon, k}=w_{\epsilon, k}-a=\sum_{j=0}^{k} \tilde{v}_{j}$.
It is easy to see that

$$
P \bar{w}_{\epsilon, k}=P w_{\epsilon, k}-a .
$$

Let

$$
\hat{I}^{*}(u)=\frac{\epsilon^{2}}{2} \int_{\Omega}|D u|^{2}+\int_{\Omega} \hat{F}(u)
$$

By (5.2) and (5.3), we have

$$
\begin{align*}
& I^{*}\left(P w_{\epsilon, k}\right)=\hat{I}^{*}\left(P \bar{w}_{\epsilon, k}\right)  \tag{5.6}\\
&= \frac{1}{2} \int_{\Omega}\left(\epsilon^{2}\left|D P \bar{w}_{\epsilon, k}\right|^{2}+m^{2}\left(P \bar{w}_{\epsilon, k}\right)^{2}\right)+\int_{\Omega} \hat{F}\left(P \bar{w}_{\epsilon, k}\right)-\frac{1}{2} m^{2} \int_{\Omega}\left(P \bar{w}_{\epsilon, k}\right)^{2} \\
&= \frac{1}{2} \int_{\Omega}\left(-\hat{f}\left(\psi_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\bar{f}\left(\hat{\psi}_{\epsilon, j}\right)\right)+m^{2} \hat{w}_{\epsilon, k}\right) P \bar{w}_{\epsilon, k} \\
&+\epsilon O\left(\int_{\Omega}\left(\epsilon\left|\psi_{\epsilon, 0}^{\prime}\right|+\epsilon \sum_{j=1}^{k}\left(\left|\psi_{\epsilon, j}^{\prime}\right|+\left|\bar{\psi}_{\epsilon, j}^{\prime}\right|\right)\right)\left|P w_{\epsilon, k}\right|\right) \\
&+\int_{\Omega}\left(\hat{F}\left(P \bar{w}_{\epsilon, k}\right)-\frac{m^{2}}{2}\left(P \bar{w}_{\epsilon, k}\right)^{2}\right) \\
&= \frac{1}{2} \int_{\Omega}\left(-\hat{f}\left(\psi_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)\right) \bar{w}_{\epsilon, k}+\int_{\Omega} \hat{F}\left(\bar{w}_{\epsilon, k}\right) \\
&+\int_{\Omega}\left(-\hat{f}\left(\bar{w}_{\epsilon, k}\right)+\frac{1}{2}\left(\hat{f}\left(\psi_{\epsilon, 0}\right)+\sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)\right)+\frac{1}{2} m^{2} \bar{w}_{\epsilon, k}\right) \varphi_{\epsilon} \\
&+\int_{\Omega}\left(\hat{F}\left(P \bar{w}_{\epsilon, k}\right)-\hat{F}\left(\bar{w}_{\epsilon, k}\right)+\hat{f}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}-\frac{1}{2} m^{2} \varphi_{\epsilon}^{2}\right)+O\left(\epsilon^{2}\right) \\
&= \hat{I}_{1}+\hat{I}_{2}+\hat{I}_{3}+O\left(\epsilon^{2}\right) .
\end{align*}
$$

Lemma 5.3. We have

$$
\left|\hat{I}_{3}\right| \leq C \epsilon e^{-(3-\theta) m\left(1-r_{k}\right) / \epsilon}
$$

where $\theta>0$ is any small constant.
Proof. By definition, we have

$$
\begin{equation*}
\hat{I}_{3}=\frac{1}{2} \int_{\Omega}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)+O\left(\int_{\Omega}\left|\varphi_{\epsilon}\right|^{3}\right) . \tag{5.7}
\end{equation*}
$$

Write
$\int_{\Omega}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)=\int_{r_{k}<r \leq 1}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)+\int_{r \leq r_{k}}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)$

$$
\begin{equation*}
=\int_{r_{k}<r \leq 1}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)+O\left(\int_{r \leq r_{k}} \varphi_{\epsilon}^{2}\right) . \tag{5.8}
\end{equation*}
$$

Using Lemma 5.1, we obtain for $r \leq r_{k}$

$$
\left|\varphi_{\epsilon}(r)\right| \leq C e^{-m\left(1-r_{k}\right) / \epsilon} e^{-m(1-\theta)(1-r) / \epsilon} \leq C e^{-(2-\theta) m\left(1-r_{k}\right) / \epsilon}
$$

Thus,

$$
\begin{align*}
& \int_{r \leq r_{k}}\left|\varphi_{\epsilon}\right|^{2} \leq C e^{-(2-\theta) 2 m\left(1-r_{k}\right) / \epsilon} \int_{r \leq r_{k}}\left|\varphi_{\epsilon}\right|^{\theta}  \tag{5.9}\\
& \quad \leq C e^{-(2-\theta) 2 m\left(1-r_{k}\right) / \epsilon} \int_{r \leq r_{k}} e^{-\theta(1-\theta) m\left|r-r_{k}\right| / \epsilon} \\
& \quad \leq C \epsilon e^{-(2-\theta) 2 m\left(1-r_{k}\right) / \epsilon} .
\end{align*}
$$

On the other hand, for $r \geq r_{k}$, we have

$$
\begin{align*}
& \hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}=\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-\hat{f}^{\prime}(0) \varphi_{\epsilon}^{2}  \tag{5.10}\\
& \quad=O\left(\left|\bar{w}_{\epsilon, k}\right| \varphi_{\epsilon}^{2}\right)=O\left(e^{-m\left(r-r_{k}\right) / \epsilon} e^{-(2-\theta) m\left(1-r_{k}\right) / \epsilon} e^{-m(2-\theta)(1-\theta)(1-r) / \epsilon}\left|\varphi_{\epsilon}^{\theta}\right|\right) \\
& \quad=O\left(e^{-m(3-\theta)\left(1-r_{k}\right) / \epsilon}\left|\varphi_{\epsilon}^{\theta}\right|\right) .
\end{align*}
$$

Using (5.10), we obtain

$$
\begin{align*}
& \int_{r_{k}<r \leq 1}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)  \tag{5.11}\\
& \leq C e^{-m(3-\theta)\left(1-r_{k}\right) / \epsilon} \int_{\Omega}\left|\varphi_{\epsilon}^{\theta}\right| \leq C \epsilon e^{-m(3-\theta)\left(1-r_{k}\right) / \epsilon}
\end{align*}
$$

Combining (5.9) and (5.10), we are led to

$$
\begin{equation*}
\int_{\Omega}\left(\hat{f}^{\prime}\left(\bar{w}_{\epsilon, k}\right) \varphi_{\epsilon}^{2}-m^{2} \varphi_{\epsilon}^{2}\right)=O\left(\epsilon e^{-m(3-\theta)\left(1-r_{k}\right) / \epsilon}\right) \tag{5.12}
\end{equation*}
$$

Finally,
$\int_{\Omega}\left|\varphi_{\epsilon}\right|^{3}=\int_{r_{k}<r \leq 1}\left|\varphi_{\epsilon}\right|^{3}+\int_{r \leq r_{k}}\left|\varphi_{\epsilon}\right|^{3} \leq C \epsilon e^{-m(3-\theta)\left(1-r_{k}\right) / \epsilon}+C \epsilon e^{-(2-\theta) 2 m\left(1-r_{k}\right) / \epsilon}$

$$
\begin{equation*}
\leq C \epsilon e^{-(3-\theta) m\left(1-r_{k}\right) / \epsilon} \tag{5.13}
\end{equation*}
$$

Combining (5.7), (5.12), and (5.13), we obtain the result.
Lemma 5.4. We have

$$
\begin{aligned}
\hat{I}_{1}= & \epsilon A r_{0}^{n-1}+\epsilon A \sum_{j=1}^{k}\left(\bar{r}_{j}^{n-1}+r_{j}^{n-1}\right)-B \epsilon \sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right) \\
& +\epsilon O\left(\sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\epsilon\right)
\end{aligned}
$$

where $A=\omega_{n-1} \int_{-\infty}^{+\infty}\left(W(H(t))-\frac{1}{2} f(H(t)) H(t)\right) d t>0, B>0$ is a constant, and $\sigma>0$ is a small constant.

Proof. It is easy to check that for any bounded $t_{1}$ and $t_{2}$,

$$
\hat{F}\left(t_{1}+t_{2}\right)-\hat{F}\left(t_{1}\right)-\hat{F}\left(t_{2}\right)=\hat{f}\left(t_{1}\right) t_{2}+\left(\hat{f}\left(t_{2}\right)-\hat{f}^{\prime}(0) t_{2}\right) t_{1}+O\left(\left|t_{1} t_{2}\right|^{2}\right)
$$

Thus,
$\hat{F}\left(\bar{w}_{\epsilon, k}\right)=\sum_{j=0}^{k} \hat{F}\left(\tilde{v}_{\epsilon, j}\right)+\sum_{i<j} \hat{f}\left(\tilde{v}_{\epsilon, i}\right) \tilde{v}_{\epsilon, j}+\sum_{i=1}^{k-1}\left(\hat{f}\left(\sum_{j=i+1}^{k} \tilde{v}_{\epsilon, j}\right)-\hat{f}^{\prime}(0) \sum_{j=i+k}^{k} \tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, i}$

$$
\begin{equation*}
+O\left(\sum_{i \neq j}\left|\tilde{v}_{\epsilon, i} \tilde{v}_{\epsilon, j}\right|^{2}\right) \tag{5.14}
\end{equation*}
$$

Using (5.14), we can write

$$
\begin{gather*}
\hat{I}_{1}=\sum_{j=0}^{k} \int_{\Omega}\left(\hat{F}\left(\tilde{v}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, j}\right)+\frac{1}{2} \int_{\Omega} \sum_{j=1}^{k}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \bar{w}_{\epsilon, k} \\
5.15)+\sum_{i=1}^{k-1} \int_{\Omega}\left(\hat{f}\left(\sum_{j=i+1}^{k} \tilde{v}_{\epsilon, j}\right)-\hat{f}^{\prime}(0) \sum_{j=i+1}^{k} \tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, i}+O\left(\sum_{i \neq j} \int_{\Omega}\left|\tilde{v}_{\epsilon, i} \tilde{v}_{\epsilon, j}\right|^{2}\right) . \tag{5.15}
\end{gather*}
$$

It is easy to prove that

$$
\begin{equation*}
\int_{\Omega}\left|\tilde{v}_{\epsilon, i} \tilde{v}_{\epsilon, j}\right|^{2}=\epsilon O\left(e^{-2 m\left|\bar{r}_{j}-r_{i}\right| / \epsilon}\right), \quad j>i \tag{5.16}
\end{equation*}
$$

On the other hand, since for any $t \in(0, b-a)$,

$$
\hat{f}(t)-\hat{f}^{\prime}(0) t<0
$$

we see

$$
\begin{equation*}
\int_{\Omega}\left(\hat{f}\left(\sum_{j=i+1}^{k} \tilde{v}_{\epsilon, j}\right)-\hat{f}^{\prime}(0) \sum_{j=i+1}^{k} \tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, i}=-(B+o(1)) \epsilon e^{-m\left(\bar{r}_{i+1}-r_{i}\right) / \epsilon} \tag{5.17}
\end{equation*}
$$

where $o(1) \rightarrow 0$ as $\epsilon \rightarrow 0$, and

$$
B=-\int_{-\infty}^{+\infty}\left(\hat{f}(H(t)-a)-\hat{f}^{\prime}(0)(H(t)-a)\right) e^{-m t} d t>0
$$

Since $\hat{f}(t)=-\hat{f}(b-a-t)$, we obtain

$$
\begin{aligned}
& \hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right) \\
& =-\hat{f}\left(b-a-\psi_{\epsilon, j}+b-a-\bar{\psi}_{\epsilon, j}\right)+\hat{f}\left(b-a-\psi_{\epsilon, j}\right)+\hat{f}\left(b-a-\bar{\psi}_{\epsilon, j}\right) \\
& =O\left(\mid\left(b-a-\psi_{\epsilon, j} \|\left(b-a-\bar{\psi}_{\epsilon, j} \mid\right)\right.\right.
\end{aligned}
$$

Thus, for $i \neq j$, we see

$$
\int_{\Omega}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \tilde{v}_{i}=\epsilon O\left(\sum_{j=1}^{k}\left(e^{-2 m\left|\bar{r}_{j}-r_{j-1}\right| / \epsilon}+e^{-2 m\left|r_{j}-\bar{r}_{j}\right| / \epsilon}\right)\right)
$$

So, we have

$$
\left.\begin{array}{l}
\sum_{j=0}^{k} \int_{\Omega}\left(\hat{F}\left(\tilde{v}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, j}\right)+\frac{1}{2} \int_{\Omega} \sum_{j=1}^{k}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \bar{w}_{\epsilon, k} \\
=\sum_{j=0}^{k} \int_{\Omega}\left(\hat{F}\left(\tilde{v}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\tilde{v}_{\epsilon, j}\right) \tilde{v}_{\epsilon, j}\right)+\frac{1}{2} \int_{\Omega} \sum_{j=1}^{k}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \tilde{v}_{j} \\
\\
\quad+\epsilon O\left(\sum_{j=1}^{k}\left(e^{-2 m\left|\bar{r}_{j}-r_{j-1}\right| / \epsilon}+e^{-2 m\left|r_{j}-\bar{r}_{j}\right| / \epsilon}\right)\right) \\
= \\
\quad \sum_{j=0}^{k} \int_{\Omega} \hat{F}\left(\tilde{v}_{\epsilon, j}\right)-\frac{1}{2} \int_{\Omega} \sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \tilde{v}_{j} \\
\text { (5.18) }
\end{array}\right)+\epsilon O\left(\sum_{j=1}^{k}\left(e^{-2 m\left|\bar{r}_{j}-r_{j-1}\right| / \epsilon}+e^{-2 m\left|r_{j}-\bar{r}_{j}\right| / \epsilon}\right)\right) . ~ \$
$$

But from $\hat{f}(t)=-\hat{f}(b-a-t)$, we see

$$
\hat{f}\left(\psi_{\epsilon, j}\right)\left(\bar{\psi}_{\epsilon, j}-(b-a)\right)=\hat{f}\left(b-a-\psi_{\epsilon, j}\right)\left(b-a-\bar{\psi}_{\epsilon, j}\right)
$$

and

$$
\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\left(\psi_{\epsilon, j}-(b-a)\right)=\hat{f}\left(b-a-\bar{\psi}_{\epsilon, j}\right)\left(b-a-\psi_{\epsilon, j}\right)
$$

We also have

$$
\begin{align*}
& \hat{F}\left(\tilde{v}_{\epsilon, j}\right)=\hat{F}\left(b-a-\tilde{v}_{\epsilon, j}\right)=\hat{F}\left(b-a-\psi_{\epsilon, j}+b-a-\bar{\psi}_{\epsilon, j}\right) \\
&= \hat{F}\left(b-a-\psi_{\epsilon, j}\right)+\hat{F}\left(b-a-\bar{\psi}_{\epsilon, j}\right) \\
&+\frac{1}{2} \hat{f}\left(b-a-\psi_{\epsilon, j}\right)\left(b-a-\bar{\psi}_{\epsilon, j}\right) \\
& \quad+\frac{1}{2}\left(\hat{f}\left(b-a-\bar{\psi}_{\epsilon, j}\right)-\hat{f}^{\prime}(0)\left(b-a-\bar{\psi}_{\epsilon, j}\right)\right)\left(b-a-\psi_{\epsilon, j}\right) \\
& \quad+\frac{1}{2} \hat{f}\left(b-a-\bar{\psi}_{\epsilon, j}\right)\left(b-a-\psi_{\epsilon, j}\right) \\
& \quad+\frac{1}{2}\left(\hat{f}\left(b-a-\psi_{\epsilon, j}\right)-\hat{f}^{\prime}(0)\left(b-a-\psi_{\epsilon, j}\right)\right)\left(b-a-\bar{\psi}_{\epsilon, j}\right) \\
& \quad+O\left(\left|b-a-\psi_{\epsilon, j}\right|^{2}\left|b-a-\bar{\psi}_{\epsilon, j}\right|^{2}\right) . \tag{5.19}
\end{align*}
$$

Using (5.19), we obtain

$$
\begin{aligned}
& \int_{\Omega} \hat{F}\left(\tilde{v}_{\epsilon, j}\right)-\frac{1}{2} \int_{\Omega}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right) \tilde{v}_{j} \\
&= \int_{\Omega}\left(\hat{F}\left(\psi_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\psi_{\epsilon, j}\right) \psi_{\epsilon, j}\right)+\int_{\Omega}\left(\hat{F}\left(\bar{\psi}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\bar{\psi}_{\epsilon, j}\right) \bar{\psi}_{\epsilon, j}\right) \\
&-(B+o(1)) \epsilon e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+\epsilon O\left(\sum_{j=1}^{k} e^{-2 m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)
\end{aligned}
$$

Combining (5.15), (5.16), (5.17), (5.18), and (5.20), we obtain

$$
\begin{aligned}
\hat{I}_{1}= & \sum_{j=0}^{k} \int_{\Omega}\left(\hat{F}\left(\psi_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\psi_{\epsilon, j}\right) \psi_{\epsilon, j}\right)+\sum_{j=1}^{k} \int_{\Omega}\left(\hat{F}\left(\bar{\psi}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\bar{\psi}_{\epsilon, j}\right) \bar{\psi}_{\epsilon, j}\right) \\
& -(B+o(1)) \epsilon \sum_{j=1}^{k}\left(e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right) \\
) & +\epsilon O\left(\sum_{j=1}^{k}\left(e^{-2 m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-2 m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)\right)
\end{aligned}
$$

Finally, let $\hat{H}(t)=H(t)-a$. Then we have

$$
\begin{align*}
& \int_{\Omega} \hat{F}\left(\psi_{\epsilon, j}\right)=\omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\left(1-r_{j}\right) / \epsilon}^{r_{j} / \epsilon} \hat{F}(\hat{H}(t)) d t+O\left(\epsilon^{2}\right)  \tag{5.22}\\
& \quad=\omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\infty}^{+\infty} \hat{F}(\hat{H}(t)) d t-\omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} \hat{F}(\hat{H}(t)) d t+O\left(\epsilon^{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
\int_{\Omega} \hat{f}\left(\psi_{\epsilon, j}\right) \psi_{\epsilon, j}= & \omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\infty}^{+\infty} \hat{f}(\hat{H}(t)) \hat{H}(t) d t-\omega_{n-1} \epsilon r_{j}^{n-1}  \tag{5.23}\\
& \times \int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} \hat{f}(\hat{H}(t)) \hat{H}(t) d t+O\left(\epsilon^{2}\right)
\end{align*}
$$

But from $\hat{F}(0)=\hat{f}(0)=0$, we see

$$
\begin{align*}
& \left|\int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} \hat{F}(\hat{H}(t)) d t-\frac{1}{2} \int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} \hat{f}(\hat{H}(t)) \hat{H}(t) d t\right| \\
& \leq \int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} \hat{H}^{3}(t) d t=O\left(\int_{-\infty}^{-\left(1-r_{j}\right) / \epsilon} e^{3 m t} d t\right) \\
& \leq C e^{-3 m\left(1-r_{j}\right) / \epsilon} \tag{5.24}
\end{align*}
$$

Combining (5.22), (5.23), and (5.24), we are led to

$$
\begin{align*}
& \int_{\Omega}\left(\hat{F}\left(\psi_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\psi_{\epsilon, j}\right) \psi_{\epsilon, j}\right) \\
& =\omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\infty}^{+\infty} \hat{F}(\hat{H}(t)) d t-\frac{1}{2} \omega_{n-1} \epsilon r_{j}^{n-1} \int_{-\infty}^{+\infty} \hat{f}(\hat{H}(t)) \hat{H}(t) d t \\
& \quad+\epsilon O\left(\epsilon+e^{-3 m\left(1-r_{j}\right) / \epsilon}\right) \\
& =\omega_{n-1} \epsilon r_{j}^{n-1} A+\epsilon O\left(\epsilon+e^{-3 m\left(1-r_{k}\right) / \epsilon}\right) \tag{5.25}
\end{align*}
$$

Similarly, we can obtain

$$
\begin{equation*}
\int_{\Omega}\left(\hat{F}\left(\bar{\psi}_{\epsilon, j}\right)-\frac{1}{2} \hat{f}\left(\bar{\psi}_{\epsilon, j}\right) \bar{\psi}_{\epsilon, j}\right)=\omega_{n-1} \epsilon \bar{r}_{j}^{n-1} A+\epsilon O\left(\epsilon+e^{-3 m\left(1-r_{k}\right) / \epsilon}\right) \tag{5.26}
\end{equation*}
$$

Combining (5.21), (5.25), and (5.26), we prove this lemma.
Lemma 5.5. We have

$$
\begin{aligned}
& \hat{I}_{2}=-\epsilon B_{\epsilon} \omega_{n-1} e^{-2 m\left(1-r_{k}\right) / \epsilon}+\epsilon O\left(e^{-2 m\left(1-r_{k}\right) / \epsilon}+\epsilon\right) \\
& +\epsilon O\left(\sum_{j=1}^{k}\left(e^{-2(1+\sigma)\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-2(1+\sigma)\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)\right)
\end{aligned}
$$

where $B_{\epsilon}$ is a constant with $b_{2} \geq B_{\epsilon} \geq b_{1}>0$, and $\sigma>0$ is a small constant.
Proof. We have

$$
\begin{align*}
\hat{I}_{2}= & \frac{1}{2} \int_{\Omega}\left(-\hat{f}\left(\psi_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)+m^{2} \bar{w}_{\epsilon, k}\right) \varphi_{\epsilon} \\
& -\int_{\Omega}\left(\hat{f}\left(\bar{w}_{\epsilon, k}\right)-\hat{f}\left(\psi_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(\hat{f}\left(\psi_{\epsilon, j}\right)+\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)\right) \varphi_{\epsilon} \\
= & \hat{I}_{2,1}+\hat{I}_{2,2} \tag{5.28}
\end{align*}
$$

It is easy to see that

$$
\begin{gathered}
\left|\hat{I}_{2,2}\right| \leq C \epsilon\left(\sum_{j=1}^{k}\left(e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)\right)\left\|\varphi_{\epsilon}\right\|_{\infty}^{1-\theta} \\
\leq C \epsilon\left(\sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)\right) e^{-m(1-\theta)\left(1-r_{k}\right) / \epsilon} \\
(5.29) \leq C \epsilon\left(\sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}\right)
\end{gathered}
$$

On the other hand, using (5.2) and (5.4), we see

$$
\begin{align*}
\hat{I}_{2,1}= & \frac{1}{2} \int_{\Omega}\left(-\epsilon^{2} \Delta \bar{w}_{\epsilon, k}+m^{2} \bar{w}_{\epsilon, k}+\epsilon O\left(\epsilon\left|\psi_{\epsilon, 0}^{\prime}\right|+\epsilon \sum_{j=1}^{k}\left(\left|\psi_{\epsilon, j}^{\prime}\right|+\left|\bar{\psi}_{\epsilon, j}^{\prime}\right|\right)+\epsilon\right)\right) \varphi_{\epsilon}  \tag{5.30}\\
= & \frac{1}{2} \omega_{n-1} \epsilon^{2}\left(-\bar{w}_{\epsilon, k}^{\prime}(1) \varphi_{\epsilon}(1)+\bar{w}_{\epsilon, k}(1) \bar{w}_{\epsilon, k}^{\prime}(1)\right) \\
& +\epsilon O\left(\int_{\Omega}\left(\epsilon\left|\psi_{\epsilon, 0}^{\prime}\right|+\epsilon \sum_{j=1}^{k}\left(\left|\psi_{\epsilon, j}^{\prime}\right|+\left|\bar{\psi}_{\epsilon, j}^{\prime}\right|\right)+\epsilon\right)\left|\varphi_{\epsilon}\right|\right) \\
= & -B_{\epsilon} \omega_{n-1} \epsilon e^{-2 m\left(1-r_{k}\right) / \epsilon}+\epsilon O\left(\int_{\Omega}\left(\epsilon\left|\psi_{\epsilon, 0}^{\prime}\right|+\epsilon \sum_{j=1}^{k}\left(\left|\psi_{\epsilon, j}^{\prime}\right|+\left|\bar{\psi}_{\epsilon, j}^{\prime}\right|\right)+\epsilon\right)\left|\varphi_{\epsilon}\right|\right)
\end{align*}
$$

where $B_{\epsilon}=\frac{1}{2} e^{2 m\left(1-r_{j}\right) / \epsilon}\left(\epsilon \bar{w}_{\epsilon, k}^{\prime}(1) \varphi_{\epsilon}(1)-\epsilon \bar{w}_{\epsilon, k}(1) \bar{w}_{\epsilon, k}^{\prime}(1)\right)$. By Lemma 5.1, noting that $\varphi_{\epsilon}<0, w_{\epsilon, k}(1) \sim e^{-m\left(1-r_{k}\right) / \epsilon}$, and $\epsilon w_{\epsilon, k}^{\prime}(1) \sim-e^{-m\left(1-r_{k}\right) / \epsilon}$, we see easily that there are $b_{2}>b_{1}>0$, independent of $\epsilon$, such that $b_{2} \geq B_{\epsilon} \geq b_{1}$.

We have

$$
\begin{aligned}
& \epsilon \int_{\Omega}\left|\psi_{\epsilon, j}^{\prime}\right|\left|\varphi_{\epsilon}\right|=\epsilon \int_{r \leq r_{k}}\left|\psi_{\epsilon, j}^{\prime}\right|\left|\varphi_{\epsilon}\right|+\epsilon \int_{r \geq r_{k}}\left|\psi_{\epsilon, j}^{\prime}\right|\left|\varphi_{\epsilon}\right| \\
& \leq C \epsilon e^{-(2-\theta) m\left(1-r_{k}\right) / \epsilon}+C e^{-m\left(1-r_{k}\right) / \epsilon} \int_{r \geq r_{k}} e^{-m\left(r-r_{j}\right) / \epsilon} e^{-(1-\theta) m(1-r) / \epsilon} \\
& \leq C \epsilon e^{-(2-\theta) m\left(1-r_{k}\right) / \epsilon}+C e^{-(2-\theta) m\left(1-r_{k}\right) / \epsilon} \epsilon \ln \frac{1}{\epsilon}
\end{aligned}
$$

$$
\begin{equation*}
\leq C\left(e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\epsilon\right) \tag{5.31}
\end{equation*}
$$

$$
\begin{equation*}
\epsilon \int_{\Omega}\left|\bar{\psi}_{\epsilon, j}^{\prime}\right|\left|\varphi_{\epsilon}\right| \leq C\left(e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\epsilon\right) \tag{5.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon \int_{\Omega}\left|\varphi_{\epsilon}\right| \leq C\left(e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\epsilon\right) \tag{5.33}
\end{equation*}
$$

Combining (5.30), (5.31), (5.32), and (5.33), we obtain

$$
\begin{equation*}
\hat{I}_{2,1}=-B_{\epsilon} \omega_{n-1} \epsilon e^{-2 m\left(1-r_{k}\right) / \epsilon}+\epsilon O\left(e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\epsilon\right) \tag{5.34}
\end{equation*}
$$

So, the result follows from (5.28), (5.29), and (5.34).
Proof of Proposition 5.2. The proof follows from Lemmas 5.3, 5.4, and 5.5. Now, we look at the reduction. We have

$$
\begin{align*}
& S_{\epsilon}\left(P w_{\epsilon, k}\right)=-\epsilon^{2} \Delta P w_{\epsilon, k}+f\left(P w_{\epsilon, k}\right)+\epsilon \gamma(1-\Delta)^{-1} P w_{\epsilon, k} \\
& =f\left(w_{\epsilon, k}\right)-f\left(v_{\epsilon, 0}\right)-\sum_{j=1}^{k}\left(f\left(v_{\epsilon, j}\right)+f\left(\bar{v}_{\epsilon, j}\right)\right)  \tag{5.35}\\
& \quad+f\left(P w_{\epsilon, k}\right)-f\left(w_{\epsilon, k}\right)+m^{2}\left(w_{\epsilon, k}-P w_{\epsilon, k}\right)+O(\epsilon)  \tag{5.36}\\
& =O\left(e^{-m\left(1-r_{k}\right) / \epsilon}+\sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+\epsilon\right) \tag{5.37}
\end{align*}
$$

Similar to the discussion in section 3, we can prove the following result.
Lemma 5.6. There is a $\phi_{\epsilon} \in \mathcal{F}_{\mathbf{r}}$, such that $\pi_{\mathbf{r}} \circ S_{\epsilon}\left(w_{\epsilon, k}+\phi_{\epsilon}\right)=0$. Moreover,

$$
\left\|\phi_{\epsilon}\right\|_{\infty} \leq C\left(e^{-m\left(1-r_{k}\right) / \epsilon}+\sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+\epsilon\right)
$$

Lemma 5.7. We have

$$
\begin{gathered}
I_{\epsilon}\left(P w_{\epsilon, k}+\phi_{\epsilon}\right)=I_{\epsilon}\left(P w_{\epsilon, k}\right) \\
+\epsilon O\left(e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}+e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}\right)+\epsilon\right)
\end{gathered}
$$

where $\sigma>0$ is a small constant.
Proof. First, we estimate $\left\|\phi_{\epsilon}\right\|_{2}$.
We have

$$
\begin{aligned}
& \left\|\phi_{\epsilon}\right\|_{2} \leq C\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}+C\left\|R_{\mathbf{r}}\left(\phi_{\epsilon}\right)\right\|_{2} \\
& \leq C\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}+C\left\|\phi_{\epsilon}^{2}\right\|_{2} \\
& \leq C\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}+C\left\|\phi_{\epsilon}\right\|_{\infty}\left\|\phi_{\epsilon}\right\|_{2} \\
& \leq C\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}+o(1)\left\|\phi_{\epsilon}\right\|_{2},
\end{aligned}
$$

where $o(1)=\left\|\phi_{\epsilon}\right\|_{\infty} \rightarrow 0$ as $\epsilon \rightarrow 0$. Thus,

$$
\begin{equation*}
\left\|\phi_{\epsilon}\right\|_{2} \leq C\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2} \tag{5.38}
\end{equation*}
$$

We obtain, from (5.37),

$$
\begin{align*}
& \left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2} \leq\left\|\hat{f}\left(\bar{w}_{\epsilon, k}\right)-\sum_{j=0}^{k} \hat{f}\left(\tilde{v}_{\epsilon, j}\right)\right\|_{2} \\
& +\left\|\sum_{j=1}^{k}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)\right\|_{2} \\
& +\left\|f\left(P w_{\epsilon, k}\right)-f\left(w_{\epsilon, k}\right)+m^{2}\left(w_{\epsilon, k}-P w_{\epsilon, k}\right)\right\|_{2}+C \epsilon \tag{5.39}
\end{align*}
$$

It is easy to prove that

$$
\begin{aligned}
& \left\|\hat{f}\left(\bar{w}_{\epsilon, k}\right)-\sum_{j=0}^{k} \hat{f}\left(\tilde{v}_{\epsilon, j}\right)\right\|_{2}^{2} \\
& \leq C \epsilon \sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right),
\end{aligned}
$$

and

$$
\begin{align*}
& \left\|\sum_{j=1}^{k}\left(\hat{f}\left(\tilde{v}_{\epsilon, j}\right)-\hat{f}\left(\psi_{\epsilon, j}\right)-\hat{f}\left(\bar{\psi}_{\epsilon, j}\right)\right)\right\|_{2}^{2} \\
& \leq C \epsilon \sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right) . \tag{5.41}
\end{align*}
$$

Moreover, from

$$
f\left(P w_{\epsilon, k}\right)-f\left(w_{\epsilon, k}\right)+m^{2}\left(w_{\epsilon, k}-P w_{\epsilon, k}\right)=\left(m^{2}-f^{\prime}\left(w_{\epsilon, k}\right)\right) \varphi_{\epsilon}+O\left(\varphi_{\epsilon}^{2}\right)
$$

we obtain

$$
\begin{align*}
& \left\|f\left(P w_{\epsilon, k}\right)-f\left(w_{\epsilon, k}\right)+m^{2}\left(w_{\epsilon, k}-P w_{\epsilon, k}\right)\right\|_{2}^{2} \\
& \leq C \int_{\Omega} \varphi_{\epsilon}^{4}+C \int_{\Omega}\left(m^{2}-f^{\prime}\left(w_{\epsilon, k}\right)\right)^{2} \varphi_{\epsilon}^{2} \\
& \leq C \epsilon e^{-3 m\left(1-r_{k}\right) / \epsilon}+C \int_{\Omega}\left(m^{2}-f^{\prime}\left(w_{\epsilon, k}\right)\right)^{2} \varphi_{\epsilon}^{2} \tag{5.42}
\end{align*}
$$

But

$$
\begin{align*}
& \int_{\Omega}\left(m^{2}-f^{\prime}\left(w_{\epsilon, k}\right)\right)^{2} \varphi_{\epsilon}^{2} \\
& \leq C \int_{r \leq r_{k}} \varphi_{\epsilon}^{2}+C \int_{r \geq r_{k}}\left|w_{\epsilon, k}-a\right| \varphi_{\epsilon}^{2} \\
& \leq C \epsilon e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon} \tag{5.43}
\end{align*}
$$

Combining (5.39)-(5.43), we obtain

$$
\begin{align*}
\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}^{2} \leq & C \epsilon e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}  \tag{5.44}\\
& +C \epsilon \sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)
\end{align*}
$$

Using (5.38), we obtain

$$
\begin{align*}
\left\|\phi_{\epsilon}\right\|_{2}^{2} \leq & C \epsilon e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}  \tag{5.45}\\
& +C \epsilon \sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)
\end{align*}
$$

Similar to section 4, using (5.44) and (5.45), we have

$$
\begin{aligned}
& I_{\epsilon}\left(P w_{\epsilon, k}+\phi_{\epsilon}\right) \\
& =I_{\epsilon}\left(P w_{\epsilon, k}\right)+O\left(\left\|S_{\epsilon}\left(P w_{\epsilon, k}\right)\right\|_{2}\left\|\phi_{\epsilon}\right\|_{2}+\left\|\phi_{\epsilon}\right\|_{2}^{2}\right) \\
& =I_{\epsilon}\left(P w_{\epsilon, k}\right) \\
& \quad+\epsilon O\left(\epsilon+e^{-(2+\sigma) m\left(1-r_{k}\right) / \epsilon}+\sum_{j=1}^{k}\left(e^{-(1+\sigma) m\left(r_{j}-\bar{r}_{j}\right) / \epsilon}+e^{-(1+\sigma) m\left(\bar{r}_{j}-r_{j-1}\right) / \epsilon}\right)\right)
\end{aligned}
$$

So we have proved this lemma.
Proof of Theorem 1.3. We just need to consider the case $b>0$. For $a<b \leq 0$, we let $u_{1}=-u$ and $v_{1}=-v$. Then $u_{1}$ and $v_{1}$ will satisfy a similar system with $f_{1}(t)=(t+a)\left(t+\frac{a+b}{2}\right)(t+b)$, and $-a>-b \geq 0$. From now on, we always assume that $b>0$.

Consider

$$
\begin{equation*}
\max _{\mathbf{r}_{\epsilon} \in D_{\epsilon, k}} Q_{\epsilon}(\mathbf{r}) \tag{5.46}
\end{equation*}
$$

where $Q_{\epsilon}(\mathbf{r})=I_{\epsilon}\left(P w_{\epsilon, k}+\phi_{\epsilon}\right)$.
Let $\mathbf{r}_{\epsilon} \in D_{\epsilon, k}$ be a maximum point of (5.46). We will prove that $\mathbf{r}_{\epsilon}$ is an interior point of $D_{\epsilon, k}$. So it is a critical point of $I_{\epsilon}\left(P w_{\epsilon, k}+\phi_{\epsilon}\right)$.

Let $L>0$ be a large number, such that $m L>4$. Choose $\mathbf{r}_{\epsilon}^{*} \in D_{\epsilon, k}$, such that $r_{k}^{*}=1-L \epsilon \ln \frac{1}{\epsilon}, \bar{r}_{j}^{*}=r_{j}^{*}-L \epsilon \ln \frac{1}{\epsilon}$, and $r_{j-1}^{*}=\bar{r}_{j}^{*}-L \epsilon \ln \frac{1}{\epsilon}$. For this $r_{\epsilon}^{*}$, using Proposition 5.2, we have

$$
\begin{equation*}
I^{*}\left(P w_{\epsilon, k}\right)=\epsilon(2 k+1) A+\epsilon O\left(\epsilon \ln \frac{1}{\epsilon}\right) \tag{5.47}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\int_{\Omega} P w_{\epsilon, k}(1-\Delta)^{-1} P w_{\epsilon, k}=\int_{\Omega} b(1-\Delta)^{-1} b+O\left(\epsilon \ln \frac{1}{\epsilon}\right) \tag{5.48}
\end{equation*}
$$

Combining (5.47) and (5.48), we obtain

$$
\begin{equation*}
Q_{\epsilon}\left(\mathbf{r}_{\epsilon}^{*}\right)=\epsilon(2 k+1) A+\frac{1}{2} \gamma \epsilon \int_{\Omega} b(1-\Delta)^{-1} b+\epsilon O\left(\epsilon \ln \frac{1}{\epsilon}\right) \tag{5.49}
\end{equation*}
$$

We have, from $Q_{\epsilon}\left(\mathbf{r}_{\epsilon}\right) \geq Q_{\epsilon}\left(\mathbf{r}_{\epsilon}^{*}\right)$,

$$
\begin{aligned}
& \epsilon A r_{\epsilon, 0}^{n-1}+\epsilon A \sum_{j=1}^{k}\left(\bar{r}_{\epsilon, j}^{n-1}+r_{\epsilon, j}^{n-1}\right)+\frac{1}{2} \gamma \epsilon \int_{\Omega} P w_{\epsilon, k}(1-\Delta)^{-1} P w_{\epsilon, k} \\
& \quad-(B+o(1)) \epsilon \sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{\epsilon, j}-r_{\epsilon, j-1}\right) / \epsilon}+e^{-m\left(r_{\epsilon, j}-\bar{r}_{\epsilon, j}\right) / \epsilon}\right) \\
& \quad-\left(B_{\epsilon}+o(1)\right) \omega_{n-1} \epsilon e^{-2 m\left(1-r_{\epsilon, k}\right) / \epsilon}+O\left(\epsilon^{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
\geq \epsilon(2 k+1) A+\frac{1}{2} \gamma \epsilon \int_{\Omega} b(1-\Delta)^{-1} b+\epsilon O\left(\epsilon \ln \frac{1}{\epsilon}\right) \tag{5.50}
\end{equation*}
$$

Since $\left|b-P w_{\epsilon, k}\right| \leq C \epsilon^{2}$ if $r \leq 1-2 M \epsilon \ln \frac{1}{\epsilon}$, it is easy to check that

$$
\int_{\Omega}\left|(1-\Delta)^{-1}\left(b-P w_{\epsilon, k}\right)\right|^{2} \leq C \int_{\Omega}\left|b-P w_{\epsilon, k}\right|^{2} \leq C \epsilon \ln \frac{1}{\epsilon}
$$

As a result,

$$
\begin{align*}
& \int_{\Omega} b(1-\Delta)^{-1} b-\int_{\Omega} P w_{\epsilon, k}(1-\Delta)^{-1} P w_{\epsilon, k} \\
& =-2 \int_{\Omega}\left(P w_{\epsilon, k}-b\right)(1-\Delta)^{-1} b+\int_{\Omega}\left(P w_{\epsilon, k}-b\right)(1-\Delta)^{-1}\left(P w_{\epsilon, k}-b\right) \\
& =2 \int_{\Omega}\left(b-w_{\epsilon, k}\right)(1-\Delta)^{-1} b+2 \int_{\Omega} \varphi_{\epsilon}(1-\Delta)^{-1} b+O\left(\epsilon^{2} \ln ^{2} \frac{1}{\epsilon}\right) \tag{5.51}
\end{align*}
$$

But

$$
\begin{equation*}
\left|\int_{\Omega} \varphi_{\epsilon}(1-\Delta)^{-1} b\right| \leq C \int_{\Omega}\left|\varphi_{\epsilon}\right| \leq C \epsilon \tag{5.52}
\end{equation*}
$$

Combining (5.51) and (5.52), we obtain

$$
\begin{gather*}
\int_{\Omega} b(1-\Delta)^{-1} b-\int_{\Omega} P w_{\epsilon, k}(1-\Delta)^{-1} P w_{\epsilon, k}  \tag{5.53}\\
\quad=2 \int_{\Omega}\left(b-w_{\epsilon, k}\right)(1-\Delta)^{-1} b+O(\epsilon)
\end{gather*}
$$

So, it follows from (5.50) and (5.53) that

$$
\begin{align*}
& \epsilon A\left(1-r_{\epsilon, 0}^{n-1}\right)+\epsilon A \sum_{j=1}^{k}\left(1-\bar{r}_{\epsilon, j}^{n-1}+1-r_{\epsilon, j}^{n-1}\right) \\
& \quad+\frac{1}{2} \gamma \epsilon \int_{\Omega}\left(b-w_{\epsilon, k}\right)(1-\Delta)^{-1} b \\
& \quad+(B+o(1)) \epsilon \sum_{j=1}^{k}\left(e^{-m\left(\bar{r}_{\epsilon, j}-r_{\epsilon, j-1}\right) / \epsilon}+e^{-m\left(r_{\epsilon, j}-\bar{r}_{\epsilon, j}\right) / \epsilon}\right) \\
& \quad+\left(B_{\epsilon}+o(1)\right) \omega_{n-1} \epsilon e^{-2 m\left(1-r_{\epsilon, k}\right) / \epsilon} \\
& \leq  \tag{5.54}\\
& \quad C \epsilon^{2} \ln \frac{1}{\epsilon}
\end{align*}
$$

Since all the terms in the left-hand side of (5.54) are positive, we obtain

$$
1-r_{\epsilon, 0}^{n-1} \leq C \epsilon \ln \frac{1}{\epsilon}
$$

and

$$
e^{-m\left(\bar{r}_{\epsilon, j}-r_{\epsilon, j-1}\right) / \epsilon}, \quad e^{-m\left(r_{\epsilon, j}-\bar{r}_{\epsilon, j}\right) / \epsilon}, \quad e^{-2 m\left(1-r_{\epsilon, k}\right) / \epsilon} \leq C \epsilon \ln \frac{1}{\epsilon} .
$$

So $\left|\bar{r}_{\epsilon, j}-r_{\epsilon, j-1}\right| \geq c^{\prime} \epsilon \ln \frac{1}{\epsilon},\left|r_{\epsilon, j}-\bar{r}_{\epsilon, j}\right| \geq c^{\prime} \epsilon \ln \frac{1}{\epsilon}, 1-r_{\epsilon, 0} \leq C \epsilon \ln \frac{1}{\epsilon}$, and $1-r_{\epsilon, k} \geq$ $c^{\prime} \epsilon \ln \frac{1}{\epsilon}$. This shows that $\mathbf{r}_{\epsilon}$ is an interior point of $D_{\epsilon, k}$ if $M>0$ is large and $\alpha>0$ is small.

Remark 5.8. In the case $b>0$, if $\gamma=0$, or $\gamma>0$ and $a \leq 0$, then we can use the above techniques to show that (1.1) has a solution, which is close to $P w_{\epsilon, k}^{*}$, where

$$
w_{\epsilon, k}^{*}=\sum_{j=1}^{k-1}\left(v_{\epsilon, j}+\bar{v}_{\epsilon, j}-a-b\right)+\bar{v}_{\epsilon, k}
$$

In this case, similar to (5.54), we have

$$
\begin{aligned}
& \epsilon A\left(1-\bar{r}_{\epsilon, k}^{n-1}\right)+\epsilon A \sum_{j=1}^{k-1}\left(1-\bar{r}_{\epsilon, j}^{n-1}+1-r_{\epsilon, j}^{n-1}\right) \\
& \quad+\frac{1}{2} \gamma \epsilon \int_{\Omega}\left(a-w_{\epsilon, k}^{*}\right)(1-\Delta)^{-1} a \\
& \quad+(B+o(1)) \epsilon \sum_{j=1}^{k-1}\left(e^{-m\left(\bar{r}_{\epsilon, j}-r_{\epsilon, j-1}\right) / \epsilon}+e^{-m\left(r_{\epsilon, j}-\bar{r}_{\epsilon, j}\right) / \epsilon}\right) \\
& \quad+\left(B_{\epsilon}+o(1)\right) \omega_{n-1} \epsilon e^{-2 m\left(1-\bar{r}_{\epsilon, k}\right) / \epsilon} \\
& \leq \\
& \quad C \epsilon^{2} \ln \frac{1}{\epsilon}
\end{aligned}
$$

We know that $a-w_{\epsilon, k}^{*}$ is always nonpositive. So, if $a \leq 0$, the term $\int_{\Omega}\left(a-w_{\epsilon, k}^{*}\right)(1-$ $\Delta)^{-1} a$ is nonnegative. Thus, if $\gamma=0$, or $\gamma>0$ and $a \leq 0$, the left-hand side of (5.55) is always nonnegative. As a result, we can use (5.55) to deduce that $\mathbf{r}_{\epsilon}$ is an interior point of $D_{\epsilon, k}$.
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#### Abstract

The white noise hypothesis (WNH) assumes that in the uniform pulse code modulation (PCM) quantization scheme the errors in individual channels behave like white noise; i.e., they are independent and identically distributed random variables. The WNH is key to estimating the mean square quantization error (MSE). But is the WNH valid? In this paper we take a close look at the WNH. We show that in a redundant system the errors from individual channels can never be independent. Thus to an extent the WNH is invalid. Our numerical experiments also indicate that with coarse quantization the WNH is far from valid. However, as the main result of this paper we show that with fine quantizations the WNH is essentially valid in that the errors from individual channels become asymptotically pairwise independent, each uniformly distributed in $[-\Delta / 2, \Delta / 2$ ), where $\Delta$ denotes the stepsize of the quantization.
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1. Introduction. In processing, transmitting, and storing analogue signals it is often necessary to make atomic decompositions of the signal using a given set of atoms, or dictionary $\left\{\mathbf{v}_{j}\right\}$. In this approach, a signal $\mathbf{x}$ is represented as a linear combination of $\left\{\mathbf{v}_{j}\right\}$,

$$
\mathbf{x}=\sum_{j} c_{j} \mathbf{v}_{j}
$$

In practice $\left\{\mathbf{v}_{j}\right\}$ is a finite set. Furthermore, for the purpose of error correction, recovery from data erasures or robustness, redundancy is built into $\left\{\mathbf{v}_{j}\right\}$; i.e., more elements than needed are in $\left\{\mathbf{v}_{j}\right\}$. Instead of a true basis, $\left\{\mathbf{v}_{j}\right\}$ is chosen to be a frame. Since $\left\{\mathbf{v}_{j}\right\}$ is a finite set, we may without loss of generality assume $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ are vectors in $\mathbb{R}^{d}$ with $N \geq d$.

Let $F=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{N}\right]$ be the $d \times N$ matrix whose columns are $\mathbf{v}_{1}, \ldots, \mathbf{v}_{N}$. We say $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ is a frame if $F$ has rank $d$. Let $\lambda_{\text {max }} \geq \lambda_{\text {min }}>0$ be the maximal and minimal eigenvalues of $F F^{T}$, respectively. It is easily checked that

$$
\begin{equation*}
\lambda_{\min }\|\mathbf{x}\|^{2} \leq \sum_{j=1}^{N}\left|\mathbf{x} \cdot \mathbf{v}_{j}\right|^{2} \leq \lambda_{\max }\|\mathbf{x}\|^{2} \tag{1.1}
\end{equation*}
$$

$\lambda_{\max }$ and $\lambda_{\min }$ are called the upper and lower frame bounds for the frame, respectively. If $\lambda_{\max }=\lambda_{\min }=\lambda$, in which case $F F^{T}=\lambda I_{d}$, we call $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ a tight frame with frame constant $\lambda$. Note that any signal $\mathbf{x} \in \mathbb{R}^{d}$ can be easily reconstructed using the

[^118]data $\left\{\mathbf{x} \cdot \mathbf{v}_{j}\right\}_{j=1}^{N}$. Set $\mathbf{y}=\left[\mathbf{x} \cdot \mathbf{v}_{1}, \mathbf{x} \cdot \mathbf{v}_{2}, \ldots, \mathbf{x} \cdot \mathbf{v}_{N}\right]^{T}$. Then $\mathbf{y}=F^{T} \mathbf{x}$ and
$$
\left(F F^{T}\right)^{-1} F \mathbf{y}=\left(F F^{T}\right)^{-1} F F^{T} \mathbf{x}=\mathbf{x}
$$

Let $G=\left(F F^{T}\right)^{-1} F=\left[\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{N}\right]$. The set of columns $\left\{\mathbf{u}_{j}\right\}_{j=1}^{N}$ of $G$ is called the canonical dual frame of the frame $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$. We have the reconstruction

$$
\begin{equation*}
\mathbf{x}=\sum_{j=1}^{N}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j} \tag{1.2}
\end{equation*}
$$

If $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ is a tight frame with frame constant $\lambda$, then $G=\lambda^{-1} F$, and we have the reconstruction

$$
\begin{equation*}
\mathbf{x}=\frac{1}{\lambda} \sum_{j=1}^{N}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{v}_{j} \tag{1.3}
\end{equation*}
$$

In digital applications, quantizations will have to be performed. The simplest scheme is the pulse code modulation ( PCM ) quantization scheme, in which the coefficients $\left\{\mathbf{x} \cdot \mathbf{v}_{j}\right\}_{j=1}^{N}$ are quantized. In this paper we consider exclusively uniform quantizations. Let $\mathcal{A}=\Delta \mathbb{Z}$, where $\Delta>0$ is the quantization step. With uniform quantization a real value $t$ is replaced with the value in $\mathcal{A}$ that is the closest to $t$. So, in our setting, $t$ is replaced with $Q_{\Delta}(t)$ given by

$$
Q_{\Delta}(t):=\left\lfloor\frac{t}{\Delta}+\frac{1}{2}\right\rfloor \Delta .
$$

Thus, given a frame $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ and its canonical dual frame $\left\{\mathbf{u}_{j}\right\}_{j=1}^{N}$, instead of using the data $\left\{\mathbf{x} \cdot \mathbf{v}_{j}\right\}_{j=1}^{N}$ and (1.2) to obtain a perfect reconstruction, we use the data $\left\{Q_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ and obtain an imperfect reconstruction

$$
\begin{equation*}
\tilde{\mathbf{x}}=\sum_{j=1}^{N} Q_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j} \tag{1.4}
\end{equation*}
$$

This raises the following question: How good is the reconstruction? This question has been studied in terms of both the worst case error and the mean square error (MSE); see, e.g., [13]. Note that the error from the reconstruction is

$$
\begin{equation*}
\mathbf{x}-\tilde{\mathbf{x}}=\sum_{j=1}^{N} \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j} \tag{1.5}
\end{equation*}
$$

where $\tau_{\Delta}(t):=t-Q_{\Delta}(t)=\left(\left\{\frac{t}{\Delta}+\frac{1}{2}\right\}-\frac{1}{2}\right) \Delta$, with $\{\cdot\}$ denoting the fractional part. While an a priori error bound is relatively straightforward to obtain, the MSE, MSE $:=\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)$, assuming certain probability distribution for $\mathbf{x}$, is much harder. To simplify the problem, the so-called white noise hypothesis (WNH), is employed by engineers and mathematicians in this area (see, e.g., [2, 3, 13]). The WNH asserts the following:

- Each $\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)$ is uniformly distributed in $[-\Delta / 2, \Delta / 2)$; hence it has mean 0 and variance $\Delta^{2} / 12$.
- $\left\{\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ are independent random variables.

With the WNH it is an easy derivation, which we furnish in the next section, that the MSE is given by

$$
\begin{equation*}
\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}=\frac{\Delta^{2}}{12} \sum_{j=1}^{N}\left\|\mathbf{u}_{j}\right\|^{2} \tag{1.6}
\end{equation*}
$$

where $\left\{\lambda_{j}\right\}$ are the eigenvalues of $F F^{T}$.
Note that using (1.6) the MSE for quantization decreases by a factor of 4 if we decrease $\Delta$ by a factor of 2 . It amounts to an increase in signal to noise ratio of approximately $6 \mathrm{~dB}\left(10 \log _{10} 4 \approx 6\right)$. This is often referred to as the $6 d B$-per-bit-rule.

The WNH is often called Bennett's white noise assumption $[2,3]$. Bennett studied quantization error (distortion) in his fundamental paper [4] in the scalar setting. He demonstrated that under the assumption that the scalar random variable has a smooth density, the quantization error behaves like uniformly distributed "random noise" when $\Delta$ is small, resulting in the MSE of approximately $\Delta^{2} / 12$. Bennett also studied quantization errors in the nonuniform quantization setting, which can often be reduced to the uniform setting by the use of companders. The current interest in the WNH stems from the study of vector quantization, in which several correlated signals are quantized simultaneously such as in our setting. A vast literature on vector quantization and on vector quantization errors exists, and for an excellent and comprehensive survey on vector quantization see Gray and Neuhoff [14]. A weaker form of the WNH, which states that the error components are approximately uncorrelated in the high resolution setting, i.e., when $\Delta$ is small, is often found in engineering literature without rigorous proof (see [11] and the discussion in [22]). A rigorous proof of this weaker form of the WNH was first given in Viswanathan and Zamir [22]. More precisely, they proved that if two random variables $X, Y$ have a joint density function, then $\frac{1}{\Delta^{2}} \mathcal{E}\left(\tau_{\Delta}(X) \tau_{\Delta}(Y)\right) \longrightarrow 0$ as $\Delta \rightarrow 0$. Viswanathan and Zamir also proved similar results in the nonuniform quantization setting, under much stronger assumptions.

It should be pointed out that much of the advantage of vector quantization comes from the fact that the quantizations are not necessarily performed independently on each channel. As a result there are many interesting and challenging mathematical problems in nonuniform vector quantization. While the focus of this paper is on uniform quantization, we hope it will be a very first step in resolving the problem in the more general setting.

The objective of this paper is a rather modest one. Given the vast literature on quantization errors and some of the general confusion regarding the WNH, this paper aims to provide a complete analysis and rigorous mathematical theorems on the behavior of quantization errors. These results are by no means difficult, and they are also rather intuitive. Nevertheless we feel there is a need to have them written. If nothing else we hope this paper will serve to clarify the WNH in the uniform quantization setting. As a very simple result we show that, under the assumption that the distribution of $\mathbf{x}$ has a density (absolutely continuous), the components of the quantization errors $\left\{\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ can never be independent if $N>d$. However, we show that asymptotically the WNH is almost valid by proving stronger and more general results than those in [22]. More precisely, we prove that if a set of vectors $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{k}\right\}$ is linearly independent, then the normalized quantization errors $\left\{\frac{1}{\Delta} \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{u}_{j}\right)\right\}_{j=1}^{k}$ converge in distribution to independent and uniformly distributed random variables as $\Delta \rightarrow 0^{+}$. Applying this to the frame setting, we show that if the vectors $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ are pairwise linearly independent, then $\left\{\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ becomes asymptotically pairwise
independent and thus pairwise uncorrelated, and each $\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)$ becomes asymptotically uniformly distributed on $[-\Delta / 2, \Delta / 2]$. These slightly weaker assumptions are sufficient to lead to the MSE given by (1.6) asymptotically. Furthermore, we also characterize completely the asymptotic behavior of the MSE if some $\mathbf{v}_{j}$ 's are parallel. These and other results are stated and proved in subsequent sections.
2. A priori error bound and MSE under the WNH. In this section we derive an a priori error bound and a formula for the MSE under the WNH. These results are not new. We include them for self-containment. We use the following settings throughout this section: Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ be a frame in $\mathbb{R}^{d}$ with corresponding frame matrix $F=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{N}\right]$. The eigenvalues of $F F^{T}$ are $\lambda_{\max }=\lambda_{1} \geq \lambda_{2} \geq$ $\cdots \geq \lambda_{d}=\lambda_{\text {min }}>0$. Let $\left\{\mathbf{u}_{j}\right\}_{j=1}^{N}$ be the canonical dual frame with corresponding matrix $G=\left(F F^{T}\right)^{-1} F$. For any $\mathbf{x}=\sum_{j=1}^{N}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j}$, using the quantization alphabet $\mathcal{A}=\Delta \mathbb{Z}$, we have the PCM quantized reconstruction

$$
\tilde{\mathbf{x}}=\sum_{j=1}^{N} Q_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j}
$$

Proposition 2.1. For any $\mathbf{x} \in \mathbb{R}^{d}$ we have

$$
\begin{equation*}
\|\mathbf{x}-\tilde{\mathbf{x}}\| \leq \frac{1}{2} \sqrt{\frac{N}{\lambda_{\min }}} \Delta \tag{2.1}
\end{equation*}
$$

If in addition $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ is a tight frame with frame constant $\lambda$, then

$$
\begin{equation*}
\|\mathbf{x}-\tilde{\mathbf{x}}\| \leq \frac{1}{2} \sqrt{\frac{N}{\lambda}} \Delta \tag{2.2}
\end{equation*}
$$

Proof. We have $\mathbf{x}-\tilde{\mathbf{x}}=\sum_{j=1}^{N} \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j}=G \mathbf{y}$, where $\mathbf{y}=\left[\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{1}\right), \ldots\right.$, $\left.\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{N}\right)\right]^{T}$. Thus $\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}=\mathbf{y}^{T} G^{T} G \mathbf{y} \leq \rho\left(G^{T} G\right)\|\mathbf{y}\|^{2}$, where $\rho(\cdot)$ denotes the spectral radius. Now $\rho\left(G^{T} G\right)=\rho\left(G G^{T}\right)=\rho\left(\left(F F^{T}\right)^{-1}\right)=\lambda_{\text {min }}^{-1}$. Observe that $\left|\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right| \leq \Delta / 2$. Thus $\|\mathbf{y}\|^{2} \leq N(\Delta / 2)^{2}$. This yields an a priori error bound (2.1). The bound (2.2) is an immediate corollary.

Proposition 2.2. Under the WNH, the MSE is

$$
\begin{equation*}
\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}=\frac{\Delta^{2}}{12} \sum_{j=1}^{N}\left\|\mathbf{u}_{j}\right\|^{2} \tag{2.3}
\end{equation*}
$$

In particular, if $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ is a tight frame with frame constant $\lambda$, then

$$
\begin{equation*}
\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)=\frac{d}{12 \lambda} \Delta^{2} \tag{2.4}
\end{equation*}
$$

Proof. Denote $G^{T} G=\left[b_{i j}\right]_{i, j=1}^{N}$ and again let $\mathbf{y}=\left[\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{1}\right), \ldots, \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{N}\right)\right]^{T}$. Note that with the WNH, $\mathcal{E}\left(y_{i} y_{j}\right)=\mathcal{E}\left(\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{i}\right) \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right)=\left(\Delta^{2} / 12\right) \delta_{i j}$. Now $\mathbf{x}-\tilde{\mathbf{x}}=G \mathbf{y}$, and hence

$$
\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)=\mathcal{E}\left(\mathbf{y}^{T} G^{T} G \mathbf{y}\right)=\sum_{i, j=1}^{N} b_{i j} \mathcal{E}\left(y_{i} y_{j}\right)=\sum_{i=1}^{N} b_{i i} \frac{\Delta^{2}}{12}=\frac{\Delta^{2}}{12} \operatorname{tr}\left(G^{T} G\right)
$$

Finally, $\operatorname{tr}\left(G^{T} G\right)=\sum_{j=1}^{N}\left\|\mathbf{u}_{j}\right\|^{2}$, and $\operatorname{tr}\left(G^{T} G\right)=\operatorname{tr}\left(G G^{T}\right)=\operatorname{tr}\left(\left(F F^{T}\right)^{-1}\right)=\sum_{j=1}^{d}$ $\lambda_{j}^{-1}$ 。

Remark. The MSE formulae (2.3)-(2.4) still hold if the independence of $\left\{\tau_{\Delta}(\mathbf{x}\right.$. $\left.\left.\mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ in the WNH is replaced with the weaker condition that $\left\{\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ are uncorrelated.
3. A closer look at the WNH. The WNH asserts that the error components $\left\{\tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ are independent and identically distributed random variables. Intuitively this cannot be true if $N>d$. This is indeed the case in general. The following is a simple result.

ThEOREM 3.1. Let $\mathbf{X} \in \mathbb{R}^{d}$ be an absolutely continuous random vector. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ be nonzero vectors in $\mathbb{R}^{d}$ with $N>d$. Then the random variables $\left\{\tau_{\Delta}(\mathbf{X}\right.$. $\left.\left.\mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ are not independent.

Proof. Let $F$ be the frame matrix for the frame $\left\{\mathbf{v}_{j}\right\}$. Then $\operatorname{dim}\left(\operatorname{range}\left(F^{T}\right)\right) \leq d$, and therefore $\mathcal{L}\left(\right.$ range $\left.\left(F^{T}\right)\right)=0$, where $\mathcal{L}$ is the Lebesgue measure on $\mathbb{R}^{N}$. Let $\mathbf{Y}=\left[Y_{1}, \ldots, Y_{N}\right]^{T}:=F_{\tilde{\mathbf{Y}}} \mathbf{T} \mathbf{X}$, and let $\tilde{\mathbf{Y}}=\left[Q_{\Delta}\left(Y_{1}\right), \ldots, Q_{\Delta}\left(Y_{N}\right)\right]^{T}$ be the quantized $\mathbf{Y}$. Denote $\mathbf{Z}=\mathbf{Y}-\tilde{\mathbf{Y}}=\left[Z_{1}, \ldots, Z_{N}\right]^{T}$. Note that $Y_{j}=\mathbf{v}_{j} \cdot \mathbf{X}$, so each $Y_{j}$ is absolutely continuous, and therefore so is each $Z_{j}$. If $\left\{Z_{j}\right\}$ are independent, then $\mathbf{Z}$ must be absolutely continuous.

Now, set $\Omega:=\operatorname{range}\left(F^{T}\right)+\Delta \mathbb{Z}^{N}$. Then $\mathcal{L}(\Omega)=0$ because $\Delta \mathbb{Z}^{N}$ is a countable set. However, $\mathbf{Z}$ takes values in $\Omega$, so $P(\mathbf{Z} \in \Omega)=1$. This contradicts the absolute continuity of $\mathbf{Z}$.

Remark. Actually for Theorem 3.1 to hold we need only to assume that $\mathbf{X}$ has an absolutely continuous component, i.e., $\mathbf{X}=\mathbf{X}_{c}+\mathbf{X}_{s}$, where $\mathbf{X}_{c} \neq 0$ is absolutely continuous and $\mathbf{X}_{s}$ is singular. However, the theorem can fail without the absolute continuity condition, even if each component of $\mathbf{X}$ may be absolutely continuous. The simplest example is to take $\mathbf{X}=[X,-X]^{T}$, where $X$ is any random variable and $\mathbf{v}_{1}=[1,1]^{T}$ and $\mathbf{v}_{2}=[1,-1]^{T}$.

Even when $N=d$ the WNH holds only under rather strict conditions. The following is another simple result.

Proposition 3.2. Let $\mathbf{X}=\left[X_{1}, \ldots, X_{m}\right]^{T}$ be a random vector in $\mathbb{R}^{m}$ whose distribution has density function $g\left(x_{1}, \ldots, x_{m}\right)$.
(1) The error components $\left\{\tau_{\Delta}\left(X_{j}\right)\right\}_{j=1}^{m}$ are independent if and only if there exist complex numbers $\left\{\beta_{j}(n): 1 \leq j \leq m, n \in \mathbb{Z}\right\}$ such that

$$
\begin{equation*}
\widehat{g}\left(\frac{a_{1}}{\Delta}, \ldots, \frac{a_{m}}{\Delta}\right)=\beta_{1}\left(a_{1}\right) \cdots \beta_{m}\left(a_{m}\right) \tag{3.1}
\end{equation*}
$$

for all $\left[a_{1}, \ldots, a_{m}\right]^{T} \in \mathbb{Z}^{m}$.
(2) Let $h_{j}(t)$ be the marginal density of $X_{j}$. Then $\left\{\tau_{\Delta}\left(X_{j}\right)\right\}_{j=1}^{m}$ are identically distributed if and only if

$$
\sum_{n \in \mathbb{Z}} h_{j}(t-n \Delta)=H(t) \quad \text { a.e. }
$$

for some $H(t)$ independent of $j$. They are uniformly distributed on $[-\Delta / 2$, $\Delta / 2$ ] if and only if $H(t)=1 / \Delta$ a.e.
Proof. To prove (1) denote $\mathcal{I}_{\Delta}=[-\Delta / 2, \Delta / 2]$ and $\mathbf{Y}=\left[\tau_{\Delta}\left(X_{1}\right), \ldots, \tau_{\Delta}\left(X_{m}\right)\right]^{T}$. Observe that $\mathbf{Y}$ has a density

$$
\begin{equation*}
G(\mathbf{y}):=\sum_{\mathbf{a} \in \mathbb{Z}^{m}} g(\mathbf{y}-\Delta \mathbf{a}) \tag{3.2}
\end{equation*}
$$

for $\mathbf{y} \in \mathcal{I}_{\Delta}^{m}$. The density $G(\mathbf{y})$ is periodic with period $\Delta$, and it is well known that its Fourier series is given by $G(\mathbf{y})=\sum_{\mathbf{a} \in \mathbb{Z}^{m}} c_{\mathbf{a}} e^{2 i \pi \frac{\mathbf{a}}{\Delta} \cdot \mathbf{y}}$, where $c_{\mathbf{a}}=\widehat{g}\left(\frac{\mathbf{a}}{\Delta}\right)$. But $\left\{Y_{j}\right\}_{j=1}^{m}$ are independent if and only if on $\mathcal{I}_{\Delta}^{m}$ we have $g\left(y_{1}, \ldots, y_{m}\right)=g_{1}\left(y_{1}\right) \cdots g_{m}\left(y_{m}\right)$. This happens if and only if

$$
\widehat{g}\left(\frac{a_{1}}{\Delta}, \frac{a_{2}}{\Delta}, \ldots, \frac{a_{m}}{\Delta}\right)=h_{1}\left(\frac{a_{1}}{\Delta}\right) h_{2}\left(\frac{a_{2}}{\Delta}\right) \cdots h_{m}\left(\frac{a_{m}}{\Delta}\right)
$$

for all $\mathbf{a}=\left[a_{1}, \ldots, a_{m}\right]^{T} \in \mathbb{Z}^{m}$, with $h_{j}(\xi)=\widehat{g}_{i}(\xi)$. This part of the theorem is proved by setting $\beta_{j}(n)=h_{j}(n)$.

The proof of (2) follows directly from the fact that the density of $\tau_{\Delta}\left(X_{j}\right)$ is $\sum_{n \in \mathbb{Z}} h_{j}(t-\Delta n)$ for $t \in \mathcal{I}_{\Delta}$.

Proposition 3.2 puts strong constraints on the distribution of $\mathbf{x}$ for the WNH to hold. Let $\mathbf{X} \in \mathbb{R}^{d}$ be a random vector with joint density $f(\mathbf{x})$. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{d}$ be linearly independent, and let $\mathbf{Y}=\left[\mathbf{X} \cdot \mathbf{v}_{1}, \mathbf{X} \cdot \mathbf{v}_{2}, \ldots, \mathbf{X} \cdot \mathbf{v}_{d}\right]^{T}$. Then the joint density of $\mathbf{Y}$ is $g(\mathbf{y})=|\operatorname{det}(F)|^{-1} f\left(\left(F^{T}\right)^{-1} \mathbf{y}\right)$, where $F=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{d}\right]$. Thus, both the independence and the identical distribution assumptions in the WNH, even for $N=d$, will be false unless very exact conditions are met. For instance, if we take $\mathbf{X}$ to be Gaussian and $F$ to be unitary, then the independence property is satisfied only when $F$ diagonalizes the covariance matrix of $\mathbf{X}$.

Corollary 3.3. Let $\mathbf{X} \in \mathbb{R}^{d}$ be a random vector with joint density $f(\mathbf{x})$ and $\left\{\mathbf{v}_{j}\right\}_{j=1}^{d}$ be linearly independent vectors in $\mathbb{R}^{d}$. Let $\mathbf{Y}=F^{T} \mathbf{X}=\left[\mathbf{X} \cdot \mathbf{v}_{1}, \ldots, \mathbf{X} \cdot \mathbf{v}_{N}\right]^{T}$ and $g(\mathbf{y})=|\operatorname{det}(F)|^{-1} f\left(\left(F^{T}\right)^{-1} \mathbf{y}\right)$, where $F=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right]$.
(1) $\left\{\tau_{\Delta}\left(Y_{j}\right)\right\}_{j=1}^{d}$ are independent random variables if and only if there exist complex numbers $\left\{\beta_{j}(n): 1 \leq j \leq d, n \in \mathbb{Z}\right\}$ such that

$$
\begin{equation*}
\widehat{g}\left(\frac{a_{1}}{\Delta}, \ldots, \frac{a_{d}}{\Delta}\right)=\beta_{1}\left(a_{1}\right) \cdots \beta_{d}\left(a_{d}\right) \tag{3.3}
\end{equation*}
$$

for all $\left[a_{1}, \ldots, a_{d}\right]^{T} \in \mathbb{Z}^{d}$.
(2) Let $h_{j}(t)=\int_{\mathbb{R}^{d-1}} g\left(x_{1}, \ldots, x_{j-1}, t, x_{j+1}, \ldots, x_{d}\right) d x_{1} \ldots d x_{j-1} d x_{j+1} \ldots d x_{d}$. Then $\left\{\tau_{\Delta}\left(X_{j}\right)\right\}_{j=1}^{d}$ are identically distributed if and only if $\sum_{n \in \mathbb{Z}} h_{j}(t-$ $n \Delta)=H(t)$ a.e. for some $H(t)$ independent of $j$. They are uniformly distributed on $\left[-\frac{\Delta}{2}, \frac{\Delta}{2}\right]$ if and only if $H(t)=1 / \Delta$ a.e.
Proof. We have only to observe that $g(\mathbf{y})$ is the density of $\mathbf{Y}$ and that $h_{j}$ is the marginal density of $Y_{j}$. The corollary now follows directly from the theorem.

From a practical point of view, with coarse quantization the MSE cannot be estimated simply by (1.6). Thus the "6-dB-per-bit" rule may not apply. We shall demonstrate this with numerical results. However, with high resolution quantization the formula (1.6) becomes increasingly accurate. We show this in the next section.
4. Asymptotic behavior of errors: Linear independence case. In many practical applications such as a music CD, fine quantizations with 16 bits or more have been adopted. Although the WNH is not valid in general, with fine quantizations we prove here that a weaker version of the WNH is close to being valid, which yields an asymptotic formula for the PCM quantized MSE. Our result here strengthens an asympototic result in [22].

We again consider the same setup as before. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ be a frame in $\mathbb{R}^{d}$ with corresponding frame matrix $F=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{N}\right]$. The eigenvalues of $F F^{T}$ are $\lambda_{\max }=\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{d}=\lambda_{\text {min }}>0$. Let $\left\{\mathbf{u}_{j}\right\}_{j=1}^{N}$ be the canonical dual frame with corresponding matrix $G=\left(F F^{T}\right)^{-1} F$. For any $\mathbf{x} \in \mathbb{R}^{d}$ we have $\mathbf{x}=\sum_{j=1}^{N}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j}$.

Using the quantization alphabet $\mathcal{A}=\Delta \mathbb{Z}$ we have the PCM reconstruction (1.4). Note that $\tilde{\mathbf{x}}=\tilde{\mathbf{x}}(\Delta)$ as it depends on $\Delta$. With the WNH we obtain the MSE

$$
\mathrm{MSE}=\mathcal{E}\left(\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{N} \lambda_{j}^{-1}
$$

To study the asymptotic behavior of the error components, we study as $\Delta \rightarrow 0^{+}$the normalized quantization error

$$
\begin{equation*}
\frac{1}{\Delta}(\mathbf{x}-\tilde{\mathbf{x}})=\sum_{j=1}^{N} \frac{1}{\Delta} \tau_{\Delta}\left(\mathbf{x} \cdot \mathbf{v}_{j}\right) \mathbf{u}_{j} \tag{4.1}
\end{equation*}
$$

ThEOREM 4.1. Let $\mathbf{X} \in \mathbb{R}^{d}$ be an absolutely continuous random vector. Let $\mathbf{w}_{1}, \ldots, \mathbf{w}_{m}$ be linearly independent vectors in $\mathbb{R}^{d}$. Then

$$
\left[\frac{1}{\Delta} \tau_{\Delta}\left(\mathbf{X} \cdot \mathbf{w}_{1}\right), \ldots, \frac{1}{\Delta} \tau_{\Delta}\left(\mathbf{X} \cdot \mathbf{w}_{m}\right)\right]^{T}
$$

converges in distribution as $\Delta \rightarrow 0^{+}$to a random vector uniformly distributed in $[-1 / 2,1 / 2]^{m}$.

Proof. Denote $Y_{j}=\mathbf{X} \cdot \mathbf{w}_{j}$. Since $\left\{\mathbf{w}_{j}\right\}$ are linearly independent, $\mathbf{Y}=\left[Y_{1}, \ldots, Y_{m}\right]^{T}$ is absolutely continuous with some joint density $f(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{m}$. As a consequence of (3.2) one has that the distribution of $\mathbf{Z}=\left[Z_{1}, \ldots, Z_{m}\right]^{T}$, where $Z_{j}=\frac{1}{\Delta} \tau_{\Delta}\left(Y_{j}\right)=$ $\left\{\frac{Y_{j}}{\Delta}+\frac{1}{2}\right\}-\frac{1}{2}$, is

$$
\begin{equation*}
f_{\Delta}(\mathbf{x}):=\Delta^{m} \sum_{\mathbf{a} \in \mathbb{Z}^{m}} f(\Delta \mathbf{x}-\Delta \mathbf{a}) \tag{4.2}
\end{equation*}
$$

for $\mathbf{x} \in[-1 / 2,1 / 2]^{m}$. Again denote $\mathcal{I}_{1}:=[-1 / 2,1 / 2]$. It is easy to see that $\left\|f_{\Delta}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)} \leq\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}$ for

$$
\begin{aligned}
\left\|f_{\Delta}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)} & =\int_{\mathcal{I}_{1}^{m}}\left|f_{\Delta}(\mathbf{x})\right| d \mathbf{x} \\
& \leq \sum_{\mathbf{a} \in \mathbb{Z}^{m}} \int_{\mathcal{I}_{1}^{m}} \Delta^{m}|f(\Delta \mathbf{x}-\Delta \mathbf{a})| d \mathbf{x} \\
& =\sum_{\mathbf{a} \in \mathbb{Z}^{m}} \int_{\Delta \mathcal{I}_{1}^{m}+\Delta \mathbf{a}}|f(\mathbf{y})| d \mathbf{y} \\
& =\int_{\mathbb{R}^{m}}|f(\mathbf{y})| d \mathbf{y} \\
& =\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}
\end{aligned}
$$

Now, if $\Omega=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{m}, b_{m}\right]$ and $f(\mathbf{x})=\mathbf{1}_{\Omega}(\mathbf{x})$, then for $\mathbf{x} \in \mathcal{I}_{1}^{m}$ observe that $f_{\Delta}(\mathbf{x})=\Delta^{m} K_{\Delta}$, where $K_{\Delta}(\mathbf{x})=\#\left\{\mathbf{a} \in \mathbb{Z}^{m}: \Delta \mathbf{x}+\Delta \mathbf{a} \in \Omega\right\}$. Obviously, $K_{\Delta}(\mathbf{x})=s / \Delta^{m}+O\left(\Delta^{-m+1}\right)$, where $s=\mathcal{L}(\Omega)$ is the Lebesgue measure of $\Omega$. Then $f_{\Delta} \rightarrow s \mathbf{1}_{\mathcal{I}_{1}^{m}}$ in $L^{1}\left(\mathcal{I}_{1}^{m}\right)$ as $\Delta \rightarrow 0^{+}$.

We return to the case when $f(\mathbf{x})$ is the density of $\mathbf{Y}$. For any $\varepsilon>0$ it is possible to choose a $g(\mathbf{x}) \in L^{1}\left(\mathbb{R}^{m}\right)$ such that $\|f-g\|_{L^{1}}<\frac{\varepsilon}{3}$, and furthermore, $g(\mathbf{x})=\sum_{j=1}^{N} c_{j} \mathbf{1}_{E_{j}}(\mathbf{x})$ is a simple function where $c_{j} \in \mathbb{R}$ and each $E_{j}$ is a product
of finite intervals. Observe that $\int_{\mathbb{R}^{m}} g=\sum_{j=1}^{N} c_{j} \mathcal{L}\left(E_{j}\right)$. Since $\left(\mathbf{1}_{E_{j}}\right)_{\Delta} \rightarrow \mathcal{L}\left(E_{j}\right) \mathbf{1}_{\mathcal{I}_{1}^{m}}$ in $L^{1}$ we have $g_{\Delta} \rightarrow\left(\int_{\mathbb{R}^{m}} g\right) \mathbf{1}_{\mathcal{I}_{1}^{m}}$ as $\Delta \rightarrow 0$. Hence there exists a $\delta>0$ such that $\left\|g_{\Delta}-\left(\int_{\mathbb{R}^{m}} g\right) \mathbf{1}_{\mathcal{I}_{1}^{m}}\right\|_{L^{1}}<\varepsilon / 3$ whenever $\Delta<\delta$. Now, for $\Delta<\delta$,

$$
\begin{aligned}
\left\|f_{\Delta}-\mathbf{1}_{\mathcal{I}_{1}^{m}}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)}= & \left\|f_{\Delta}-g_{\Delta}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)}+\left\|g_{\Delta}-\left(\int_{\mathbb{R}^{m}} g\right) \mathbf{1}_{\mathcal{I}_{1}^{m}}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)} \\
& +\left|1-\left(\int_{\mathbb{R}^{m}} g\right)\right|\left\|\mathbf{1}_{\mathcal{I}_{1}^{m}}\right\|_{L^{1}\left(\mathcal{I}_{1}^{m}\right)} \\
< & \frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\left|1-\left(\int_{\mathbb{R}^{m}} g\right)\right| \\
= & \frac{2 \varepsilon}{3}+\left|\left(\int_{\mathbb{R}^{m}} f\right)-\left(\int_{\mathbb{R}^{m}} g\right)\right| \\
< & \varepsilon . \quad
\end{aligned}
$$

Remark. We in fact proved a stronger result, namely, that the densities converge in $L^{1}$. Applying the above theorem to the $\operatorname{MSE}$, if $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ are pairwise linearly independent, then the error components $\left\{\tau_{\Delta}\left(\mathbf{X} \cdot \mathbf{v}_{j}\right)\right\}_{j=1}^{N}$ become asymptotically pairwise independent and each is uniformly distributed in $\left[-\frac{\Delta}{2}, \frac{\Delta}{2}\right]$.

Corollary 4.2. Let $\mathbf{X} \in \mathbb{R}^{d}$ be an absolutely continuous random vector. If $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ are pairwise linearly independent, then as $\Delta \rightarrow 0^{+}$we have

$$
\begin{equation*}
\mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}+o\left(\Delta^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{N}\left\|\mathbf{u}_{j}\right\|^{2}+o\left(\Delta^{2}\right) \tag{4.3}
\end{equation*}
$$

Proof. As usual, denote by $F$ and $G$ the frame matrices associated with the frame $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ and the dual frame $\left\{\mathbf{u}_{j}\right\}_{j=1}^{N}$, respectively. Let $H=G^{T} G, Y_{j}=\mathbf{X} \cdot \mathbf{v}_{j}$, $Z_{j}=\left\{\frac{Y_{j}}{\Delta}+\frac{1}{2}\right\}-\frac{1}{2}$, and $\mathbf{Z}=\left[Z_{1}, \ldots, Z_{N}\right]_{\tilde{\mathbf{X}}}^{T}$. By Theorem 4.1, $\mathcal{E}\left(Z_{i}\right) \rightarrow 0$ and $\mathcal{E}\left(Z_{i} Z_{j}\right) \rightarrow \frac{1}{12} \delta_{i j}$ as $\Delta \rightarrow 0^{+}$. Now $\mathbf{X}-\tilde{\mathbf{X}}=G \mathbf{Z}$. It follows from the proof of Proposition 2.2 that

$$
\begin{aligned}
\frac{1}{\Delta^{2}} \mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right) & =\mathcal{E}\left(\mathbf{Z}^{T} H \mathbf{Z}\right) \\
& =\mathcal{E}\left(\sum_{i, j=1}^{N} Z_{i} Z_{j} h_{i j}\right) \\
& =\sum_{i, j=1}^{N} h_{i j} \mathcal{E}\left(Z_{i} Z_{j}\right) \\
& =\frac{1}{12} \sum_{i=1}^{N} h_{i i}+o(1) \\
& =\frac{1}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}+o(1)
\end{aligned}
$$

and hence

$$
\mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}+o\left(\Delta^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{N}\left\|\mathbf{u}_{j}\right\|^{2}+o\left(\Delta^{2}\right)
$$

5. Asymptotic behavior of errors: Linear dependence case. In this section we consider the case in which some vectors in the frame may be parallel. This can happen, for example, if the frame contains redundant elements. Mathematically it would be interesting to understand how the MSE behaves as $\Delta \rightarrow 0^{+}$. We return to previous calculations and note that

$$
\mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right)=\sum_{i, j=1}^{N} h_{i j} \mathcal{E}\left(\tau_{\Delta}\left(\mathbf{X} \cdot \mathbf{v}_{i}\right) \tau_{\Delta}\left(\mathbf{X} \cdot \mathbf{v}_{j}\right)\right)
$$

Our main result in this section is the following theorem.
THEOREM 5.1. Let $X$ be an absolutely continuous real random variable. Let $\alpha \in \mathbb{R} \backslash\{0\}$. Then

$$
\lim _{\Delta \rightarrow 0^{+}} \frac{1}{\Delta^{2}} \mathcal{E}\left(\tau_{\Delta}(X) \tau_{\Delta}(\alpha X)\right)=\left\{\begin{align*}
0, & \alpha \notin \mathbb{Q}  \tag{5.1}\\
\frac{1}{12 p q}, & \alpha=\frac{p}{q} \text { and } p+q \text { is even } \\
-\frac{1}{24 p q}, & \alpha=\frac{p}{q} \text { and } p+q \text { is odd }
\end{align*}\right.
$$

where $p, q$ are coprime integers.
Proof. Denote $g(x):=\left\{x+\frac{1}{2}\right\}-\frac{1}{2}$. Let $\phi(x) \geq 0$ be an even $C^{\infty}$ function such that $\operatorname{supp}(\phi) \subseteq[-1,1]$ and $\int_{\mathbb{R}} \phi=1$. Let $g_{n}(x)=g * \phi_{n}$, where $\phi_{n}(x)=n \phi(n x)$. It is standard to check that
(a) $\left|g_{n}(x)\right| \leq 1 / 2$;
(b) $\operatorname{supp}\left(g(x)-g_{n}(x)\right) \subseteq\left[\frac{1}{2}-\frac{1}{n}, \frac{1}{2}+\frac{1}{n}\right]+\mathbb{Z}$;
(c) $g_{n}(x) \in C^{\infty}$ and is $\mathbb{Z}$-periodic; and
(d) $\int_{\mathbb{R}} g_{n}(x) d x=0$.
$g_{n}(x)$ represents a small perturbation of $g(x)$ that "smoothes out" the discontinuities of $g(x)$. Now, set

$$
\begin{aligned}
E(\Delta) & :=\mathcal{E}\left(\frac{1}{\Delta^{2}} \tau_{\Delta}(X) \tau_{\Delta}(\alpha X)\right) \\
& =\mathcal{E}\left(g\left(\frac{X}{\Delta}\right) g\left(\frac{\alpha X}{\Delta}\right)\right) \\
& =\int_{\mathbb{R}} g\left(\frac{x}{\Delta}\right) g\left(\frac{\alpha x}{\Delta}\right) f(x) d x
\end{aligned}
$$

and

$$
E_{n}(\Delta):=\int_{\mathbb{R}} g_{n}\left(\frac{x}{\Delta}\right) g_{n}\left(\frac{\alpha x}{\Delta}\right) f(x) d x
$$

CLAIM. $\quad E_{n}(\Delta) \rightarrow E(\Delta)$ as $n \rightarrow \infty$ uniformly for all $\Delta>0$.
Proof of the claim. Let $f$ be the density of $\mathbf{X}$. For any $\varepsilon>0$,

$$
\begin{aligned}
\left|E_{n}(\Delta)-E(\Delta)\right|= & \left|\int_{\mathbb{R}}\left[g_{n}\left(\frac{x}{\Delta}\right) g_{n}\left(\frac{\alpha x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right) g\left(\frac{\alpha x}{\Delta}\right)\right] f(x) d x\right| \\
\leq & \frac{1}{2} \int_{\mathbb{R}}\left|g_{n}\left(\frac{x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right)\right| f(x) d x \\
& +\frac{1}{2} \int_{\mathbb{R}}\left|g_{n}\left(\frac{\alpha x}{\Delta}\right)-g\left(\frac{\alpha x}{\Delta}\right)\right| f(x) d x .
\end{aligned}
$$

Now there exists an $M>0$ such that $\int_{[-M, M]^{c}} f(x) d x<\frac{\varepsilon}{2}$. So

$$
\int_{\mathbb{R}}\left|g_{n}\left(\frac{x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right)\right| f(x) d x \leq \int_{-M}^{M}\left|g_{n}\left(\frac{x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right)\right| f(x) d x+\frac{\varepsilon}{2}
$$

Furthermore, let $A_{n}(\Delta, M):=\operatorname{supp}\left(g_{n}(x / \Delta)-g(x / \Delta)\right) \cap[-M, M]$. Then we have

$$
A_{n}(\Delta, M) \subseteq \Delta\left(\left[\frac{1}{2}-\frac{1}{n}, \frac{1}{2}+\frac{1}{n}\right]+\mathbb{Z}\right) \cap[-M, M]
$$

Hence $\mathcal{L}\left(A_{n}(\Delta, M)\right) \leq \frac{2 M}{\Delta} \cdot \frac{2 \Delta}{n}=\frac{4 M}{n}$, and thus

$$
\int_{-M}^{M}\left|g_{n}\left(\frac{x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right)\right| f(x) d x \leq \int_{A_{n}(\Delta, M)} f(x) d x<\frac{\varepsilon}{2}
$$

for $n>4 M / \varepsilon($ which is independent of $\Delta)$. This yields

$$
\int_{\mathbb{R}}\left|g_{n}\left(\frac{x}{\Delta}\right)-g\left(\frac{x}{\Delta}\right)\right| f(x) d x<\varepsilon
$$

Similarly we have

$$
\int_{\mathbb{R}}\left|g_{n}\left(\frac{\alpha x}{\Delta}\right)-g\left(\frac{\alpha x}{\Delta}\right)\right| f(x) d x<\varepsilon
$$

for sufficiently large $n$, proving the claim.
Now consider the Fourier series of $g_{n}(t)$,

$$
g_{n}(t)=\sum_{k \in \mathbb{Z}} c_{k}^{(n)} e^{2 \pi i k t}
$$

It is well known that the Fourier series converges to $g_{n}(t)$ uniformly for all $t$; see, e.g., [24]. Furthermore, since $g_{n}(t)$ is $C^{\infty}$ we have $\left|c_{k}^{(n)}\right|=o\left((|k|+1)^{-L}\right)$ for all $L>0$, giving absolute convergence of the Fourier series. Thus

$$
\begin{aligned}
E_{n}(\Delta) & =\lim _{K \rightarrow \infty} \int_{\mathbb{R}}\left(\sum_{|k| \leq K} c_{k}^{(n)} e^{2 \pi i k t \Delta^{-1}}\right)\left(\sum_{|k| \leq K} c_{k}^{(n)} e^{2 \pi i k \alpha t \Delta^{-1}}\right) f(t) d t \\
& =\lim _{K \rightarrow \infty} \sum_{|k|,|\ell| \leq K} c_{k}^{(n)} c_{\ell}^{(n)} \widehat{f}\left(-\frac{k+\alpha \ell}{\Delta}\right) .
\end{aligned}
$$

Observe that $|\widehat{f}(\xi)| \leq\|f\|_{L^{1}}=1$, and $\left|c_{k}^{(n)}\right|=o\left((|k|+1)^{-L}\right)$ for any $L>0$. So the series converges absolutely and uniformly in $\Delta$. Thus

$$
\begin{equation*}
E_{n}(\Delta)=\sum_{k, \ell \in \mathbb{Z}} c_{k}^{(n)} c_{\ell}^{(n)} \widehat{f}\left(-\frac{k+\alpha \ell}{\Delta}\right) \tag{5.2}
\end{equation*}
$$

For any $n>0$ we have

$$
\lim _{\Delta \rightarrow 0^{+}} E_{n}(\Delta)=\sum_{k, \ell \in \mathbb{Z}} c_{k}^{(n)} c_{\ell}^{(n)} \lim _{\Delta \rightarrow 0^{+}} \widehat{f}\left(-\frac{k+\alpha \ell}{\Delta}\right)
$$

because the series converges absolutely and uniformly. Suppose $\alpha \notin \mathbb{Q}$. Then $k+$ $\alpha \ell \neq 0$ if either $k \neq 0$ or $\ell \neq 0$. Thus $\left|-\frac{k+\alpha \ell}{\Delta}\right| \rightarrow \infty$ as $\Delta \rightarrow \infty$, and hence $\lim _{\Delta \rightarrow 0^{+}} \widehat{f}\left(-\frac{k+\alpha \ell}{\Delta}\right)=0$ as $f \in L^{1}(\mathbb{R})$. Note also that $c_{0}^{(n)}=\int_{\mathbb{R}} g_{n}=0$. It follows that

$$
\lim _{\Delta \rightarrow 0^{+}} E_{n}(\Delta)=0
$$

But $E_{n}(\Delta) \rightarrow E(\Delta)$ as $n \rightarrow \infty$ uniformly in $\Delta$, which yields $E(\Delta) \rightarrow 0$ as $\Delta \rightarrow 0^{+}$.
Next, suppose $\alpha=\frac{p}{q}$, where $p, q \in \mathbb{Z},(p, q)=1$. We observe that $k+\alpha \ell=0$ if and only if $k=p m$ and $\ell=-q m$ for some $m \in \mathbb{Z}$. In such a case

$$
\widehat{f}\left(-\frac{k+\alpha \ell}{\Delta}\right)=\widehat{f}(0)=\int_{\mathbb{R}} f=1
$$

It follows that

$$
\lim _{\Delta \rightarrow 0^{+}} E_{n}(\Delta)=\sum_{m \in \mathbb{Z}} c_{p m}^{(n)} c_{-q m}^{(n)} \widehat{f}(0)=\sum_{m \in \mathbb{Z}} c_{p m}^{(n)} c_{-q m}^{(n)}=\sum_{m \in \mathbb{Z}} c_{p m}^{(n)} \overline{c_{q m}^{(n)}}
$$

For $r \in \mathbb{Z}, r \neq 0$ set

$$
G_{r}^{(n)}(x):=\sum_{m \in \mathbb{Z}} c_{r m}^{(n)} e^{2 \pi i m x}
$$

By Parseval we have

$$
\lim _{\Delta \rightarrow 0} E_{n}(\Delta)=\left\langle G_{q}^{(n)}, G_{p}^{(n)}\right\rangle_{L^{2}([0,1])}
$$

It is easy to check that

$$
G_{r}^{(n)}=\frac{1}{|r|} \sum_{j=0}^{|r|-1} g_{n}\left(\frac{x+j}{r}\right)
$$

Hence $G_{r}^{(n)}$ converges in $L^{2}([0,1])$ to $G_{r}(x):=\frac{1}{|r|} \sum_{j=0}^{|r|-1} g\left(\frac{x+j}{r}\right)$, which has Fourier series $G_{r}(x)=\sum_{m \in \mathbb{Z}} c_{r m} e^{2 \pi i m x}$ with $c_{0}=0$ and $c_{k}=\frac{(-1)^{k-1}}{2 \pi i k}$ for $k \neq 0$. This yields

$$
\lim _{n \rightarrow \infty} \lim _{\Delta \rightarrow 0^{+}} E_{n}(\Delta)=\lim _{n \rightarrow \infty}\left\langle G_{q}^{(n)}, G_{p}^{(n)}\right\rangle=\left\langle G_{q}, G_{p}\right\rangle=\sum_{m \in \mathbb{Z}} c_{q m} \overline{c_{p m}}
$$

Finally,

$$
\begin{aligned}
\sum_{m \in \mathbb{Z}} c_{q m} \overline{c_{p m}} & =\sum_{m \in \mathbb{Z} \backslash\{0\}}\left(\frac{(-1)^{q m-1}}{2 \pi i m q}\right) \overline{\left(\frac{(-1)^{p m-1}}{2 \pi i m p}\right)} \\
& =\frac{1}{2 p q \pi^{2}} \sum_{m=1}^{\infty} \frac{(-1)^{(p+q) m}}{m^{2}}
\end{aligned}
$$

Note that if $p+q$ is even then $\sum_{m=1}^{\infty} \frac{(-1)^{(p+q) m}}{m^{2}}=\sum_{m=1}^{\infty} \frac{1}{m^{2}}=\frac{\pi^{2}}{6}$. On the other hand, if $p+q$ is odd then $\sum_{m=1}^{\infty} \frac{(-1)^{(p+q) m}}{m^{2}}=\sum_{m=1}^{\infty} \frac{(-1)^{m}}{m^{2}}=-\frac{\pi^{2}}{12}$. The theorem follows.

Corollary 5.2. Let $\mathbf{X}$ be an absolutely continuous random vector in $\mathbb{R}^{d}, \mathbf{w} \neq 0$, $\mathbf{w} \in \mathbb{R}^{d}$, and $\alpha \in \mathbb{R} \backslash\{0\}$. Then

$$
\lim _{\Delta \rightarrow 0^{+}} \frac{1}{\Delta^{2}} \mathcal{E}\left(\tau_{\Delta}(\mathbf{w} \cdot \mathbf{X}) \tau_{\Delta}(\alpha \mathbf{w} \cdot \mathbf{X})\right)=\left\{\begin{array}{cl}
0, & \alpha \notin \mathbb{Q}  \tag{5.3}\\
\frac{1}{12 p q}, & \alpha=\frac{p}{q} \text { and } p+q \text { is even } \\
-\frac{1}{24 p q}, & \alpha=\frac{p}{q} \text { and } p+q \text { is odd }
\end{array}\right.
$$

where $p, q$ are coprime integers.
Proof. We need only to note that $\mathbf{w} \cdot \mathbf{X}$ is an absolutely continuous random variable. The corollary follows immediately from Theorem 5.1.

We can now characterize completely the asymptotic behavior of the MSE in all cases. For any two vectors $\mathbf{w}_{1}, \mathbf{w}_{2} \in \mathbb{R}^{d}$ define $r\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)$ by

$$
r\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)=\left\{\begin{array}{cl}
\frac{1}{p q} \mathbf{w}_{1} \cdot \mathbf{w}_{2}, & \mathbf{w}_{1}=\frac{p}{q} \mathbf{w}_{2}, \text { and } p+q \text { is even } \\
-\frac{1}{2 p q} \mathbf{w}_{1} \cdot \mathbf{w}_{2}, & \mathbf{w}_{1}=\frac{p}{q} \mathbf{w}_{2}, \text { and } p+q \text { is odd } \\
0, & \text { otherwise }
\end{array}\right.
$$

where $p, q$ are coprime integers.
Corollary 5.3. Let $\mathbf{X} \in \mathbb{R}^{d}$ be an absolutely continuous random vector. Then as $\Delta \longrightarrow 0^{+}$the MSE satisfies

$$
\begin{equation*}
\mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right)=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}+\frac{\Delta^{2}}{6} \sum_{1 \leq i<j \leq N} r\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)+o\left(\Delta^{2}\right) \tag{5.4}
\end{equation*}
$$

Proof. In the proof of (4.2) we showed that

$$
\lim _{\Delta \rightarrow 0^{+}} \frac{1}{\Delta^{2}} \mathcal{E}\left(\|\mathbf{X}-\tilde{\mathbf{X}}\|^{2}\right)=\sum_{i, j} h_{i j} \mathcal{E}\left(Z_{i} Z_{j}\right)
$$

with the notation there. Observe that $h_{i j}=\mathbf{u}_{i} \cdot \mathbf{u}_{j}$. The result is immediate from Corollary 5.2.

For fixed quantization step $\Delta>0$ we shall denote

$$
\begin{equation*}
\mathrm{MSE}_{i \text { deal }}=\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}+\frac{\Delta^{2}}{6} \sum_{1 \leq i<j \leq N} r\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right) \tag{5.5}
\end{equation*}
$$

and call it the ideal MSE. If $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ are pairwise linearly independent, then the $\mathrm{MSE}_{\text {ideal }}$ is simply $\frac{\Delta^{2}}{12} \sum_{j=1}^{d} \lambda_{j}^{-1}$, the MSE under the WNH.

We should point out that even though the WNH is not true aysmpototically if some vectors in a frame are parallel, the contribution from the second part of (5.5) is often small enough that the MSE under the WNH is close enough to the ideal MSE. In the next section we shall show some numerical data comparing the actual MSE with the ideal MSE.

Appendix A. Numerical results. Here we present data from our computer experiments comparing the ideal MSE to the actual MSE. We performed Monte Carlo

TABLE 1
The harmonic frame in $\mathbb{R}^{2}$.

| $N$ | Actual MSE | Ideal MSE | Ratio |
| :---: | :---: | :---: | :---: |
| 9 | 0.00934342 | 0.00925926 | 1.009090 |
| 17 | 0.00479521 | 0.00252525 | 0.976808 |
| 33 | 0.00246669 | 0.00490196 | 0.978223 |
| 65 | 0.00122499 | 0.00128205 | 0.955496 |
| 129 | 0.00065858 | 0.000645995 | 1.019480 |
| 257 | 0.00057971 | 0.00032425 | 1.787810 |
| 513 | 0.00056039 | 0.00016244 | 3.449740 |
| 1025 | 0.00052914 | 0.00008130 | 6.508450 |
| 2049 | 0.00053895 | 0.00004067 | 13.25180 |
| 4097 | 0.00058846 | 0.00002034 | 28.93090 |

Table 2
The randomly generated frame in $\mathbb{R}^{4}$.

| $k / N$ | $N=64$ | $N=128$ | $N=256$ | $N=512$ | $N=1024$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k=0$ | 1.581960 | 2.232260 | 3.697160 | 6.497800 | 12.20670 |
| $k=1$ | 1.076590 | 1.130510 | 1.397840 | 1.649530 | 2.480920 |
| $k=2$ | 1.003680 | 0.995214 | 1.008370 | 1.033280 | 1.196680 |
| $k=3$ | 0.967138 | 0.990876 | 0.999648 | 0.981633 | 1.010090 |
| $k=4$ | 0.989295 | 1.009840 | 1.032110 | 1.002630 | 1.002260 |
| $k=5$ | 1.011720 | 1.035590 | 1.020870 | 1.002350 | 1.022250 |
| $k=6$ | 0.978712 | 1.006760 | 0.992207 | 1.001490 | 0.979342 |
| $k=7$ | 0.997524 | 1.017840 | 0.995852 | 0.972120 | 0.976273 |
| $k=8$ | 0.998725 | 1.011380 | 1.040270 | 0.978204 | 0.973284 |
| $k=9$ | 0.982450 | 1.038580 | 0.994463 | 1.021580 | 1.037800 |
| $k=10$ | 0.993099 | 1.002340 | 1.009930 | 1.009870 | 0.974017 |
| $k=11$ | 0.981428 | 0.998280 | 0.975881 | 1.049010 | 1.009570 |

simulations for several different sets of frames. We also experimented with various distributions for $\mathbf{X} \in \mathbb{R}^{d}$. As it turned out, we got very similar results for the distributions we used for most of the frames we tried. In the examples shown, the random vectors $\mathbf{X}$ are all chosen to be uniformly distributed in $[-5,5]^{d}$.

Example A.1. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ be the harmonic frame in $\mathbb{R}^{2}$, with $\mathbf{v}_{j}=\left[\cos \frac{2 \pi j}{N}\right.$, $\left.\sin \frac{2 \pi j}{N}\right]^{T}$. This is a tight frame with frame constant $\lambda=\frac{N}{2}$. The ideal MSE is $\frac{\Delta^{2}}{3 N}$ for $N$ odd. Taking $\Delta=\frac{1}{2}$, Table 1 displays the actual MSE, the ideal MSE, and the ratio between them. It shows that as $N$ gets larger than 129, the actual MSE does not improve, which shows that the WNH is invalid for large $\Delta$.

Example A.2. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{N}$ be $N$ independently and randomly generated vectors uniformly distributed on the unit sphere in $\mathbb{R}^{4}$. Table 2 shows the ratio between the actual MSE and the ideal MSE, where $\operatorname{MSE}_{\text {ideal }}=\frac{\Delta^{2}}{12}\left(\sum_{j=1}^{d} \lambda_{j}^{-1}\right)$, with $\Delta=2^{-k}$.

Example A.3. Let $\left\{\mathbf{v}_{j}\right\}_{j=0}^{N-1}$ be the harmonic frame in $\mathbb{R}^{4}$, with

$$
\mathbf{v}_{j}=\sqrt{\frac{1}{2}}\left[\cos \frac{2 \pi j}{N}, \sin \frac{2 \pi j}{N}, \cos \frac{4 \pi j}{N}, \sin \frac{4 \pi j}{N}\right]^{T}
$$

This is a tight frame with frame constant $\lambda=\frac{N}{4}$, and the ideal MSE is $\frac{4 \Delta^{2}}{3 N}$. Table 3 shows the ratio between the actual MSE and the ideal MSE, where $\Delta=2^{-k}$.

TABLE 3
The harmonic frame in $\mathbb{R}^{4}$.

| $k / N$ | $N=64$ | $N=128$ | $N=256$ | $N=512$ | $N=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k=0$ | 0.997218 | 0.928318 | 1.287990 | 2.312710 | 4.497050 |
| $k=1$ | 1.005460 | 1.004720 | 0.950783 | 1.339810 | 2.395180 |
| $k=2$ | 0.990253 | 1.001070 | 0.977474 | 0.960994 | 1.354320 |
| $k=3$ | 0.995848 | 0.993963 | 0.981683 | 0.992655 | 0.955345 |
| $k=4$ | 0.987371 | 1.007310 | 1.028120 | 1.016760 | 1.002570 |
| $k=5$ | 0.993840 | 1.015230 | 1.026680 | 1.003770 | 1.023820 |
| $k=6$ | 1.012230 | 1.012280 | 0.996363 | 0.999742 | 1.004120 |
| $k=7$ | 1.020450 | 1.025820 | 1.031120 | 1.003770 | 1.004770 |
| $k=8$ | 1.004710 | 1.010820 | 0.999289 | 0.973596 | 0.970415 |
| $k=9$ | 0.993542 | 1.003380 | 0.981550 | 0.984594 | 0.981001 |
| $k=10$ | 1.015610 | 1.008740 | 0.997469 | 0.986705 | 1.004360 |
| $k=11$ | 1.010690 | 1.009080 | 0.994975 | 1.010510 | 0.998485 |

TABLE 4
The frame of Example A. 4 in $\mathbb{R}^{3}$.

| $k$ | Actual MSE | Ideal MSE | MSE under WNH |
| ---: | :---: | :---: | :---: |
| 2 | 0.012234100000 | 0.011880200000 | 0.011363600000 |
| 3 | 0.002935150000 | 0.002970040000 | 0.002840910000 |
| 4 | 0.000732567000 | 0.000742510000 | 0.000710227000 |
| 5 | 0.000188331000 | 0.000185628000 | 0.000177557000 |
| 6 | 0.000046664900 | 0.000046406900 | 0.000044389200 |
| 7 | 0.000011626300 | 0.000001160170 | 0.000011097300 |
| 8 | 0.000002953720 | 0.000002900430 | 0.000002774330 |
| 9 | 0.000000724800 | 0.000000725108 | 0.000000693581 |
| 10 | 0.000000180127 | 0.000000181277 | 0.000000173395 |
| 11 | 0.000000045856 | 0.000000045319 | 0.000000043349 |

Example A.4. Let $\left\{\mathbf{v}_{j}\right\}_{j=1}^{5}$ be a frame in $\mathbb{R}^{3}$, with the corresponding matrix

$$
F=\left(\begin{array}{rrrrr}
1 & 1 & 0 & 1 & 3 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right)
$$

Note that the set contains many parallel vectors. The dual frame matrix is

$$
\left(\begin{array}{rrrrr}
\frac{1}{11} & 0 & 0 & \frac{1}{11} & \frac{3}{11} \\
\frac{1}{11} & -1 & 0 & \frac{1}{11} & \frac{3}{11} \\
0 & 0 & 1 & 0 & 0
\end{array}\right)
$$

The MSE under the WNH is $0.181818 \Delta^{2}$ and, by our result, the ideal MSE is $0.190083 \Delta^{2}$, which is closer to the actual MSE. The difference between the two estimates comes from the second part in (5.5). Table 4 shows the actual MSE, the ideal MSE, and the MSE under the WNH, where $\Delta=2^{-k}$.
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